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Preface

Soundwaves, responsible for verbal communication between human beings and to
some extent between living organisms, are capable of promoting chemical reactions
and processing of materials. While many research articles, reviews, and books are
available on selected aspects related to the topics covered in this Handbook, a single
reference material that provides the current status of research areas ranging from
fundamental aspects to various applications is missing in the literature. In order to
overcome this shortfall, the Handbook of Ultrasonics and Sonochemistry (HBUS)
has been developed with contributions from expertise in different areas of ultrasonics
and sonochemistry.

HBUS consists of five sections: Fundamental Aspects, Nanomaterials, Environ-
mental Remediation, Biomaterials, and Food Processing. Each section contains
about ten chapters dealing with reviews of current literature and in some cases
providing new results. While some chapters provide historical background of rele-
vant topics, most focus on recent developments and current status of the research
areas. The first section on fundamental aspects aims at providing the basics of
acoustic cavitation. How ultrasound interacts with gas bubbles and grows them by
rectified diffusion, theoretical aspects of cavitation, how the strong physical effects
and chemical reactions are generated during cavitation, and what issues are still
remaining unresolved are some topics covered in this section. In addition, acoustic
cavitation in a microchannel, atomization, and a brief account of hydrodynamic
cavitation are also included in this section. The section on nanomaterials deals with
the synthesis of a variety of nanomaterials using the physical and chemical effects
generated during acoustic cavitation and their applications. In addition to synthesiz-
ing materials, this chapter also deals with processing of materials such as micelles.
There is a significant crossover between Sections II and III, which could be expected
as materials are used in environmental remediation. In both sections, the advantages
of using hybrid techniques are highlighted. A combination of ultrasound and elec-
trochemistry or photocatalysis seems to offer synergistic effects under specific
experimental conditions. Section III not only deals with processing of organic
pollutants in aqueous environment, but also highlights the use of acoustic cavitation
for the treatment of waste oils. In both sections, the use of hydrodynamic cavitation
for synthesizing nanomaterials and environmental remediation is discussed. The
physical and chemical events arising from acoustic cavitation have been extensively
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used for synthesizing functional biomaterials, which is focused in Section IV.
Ultrasonically synthesized core-shell materials are found to possess unique physical
and functional properties as highlighted in this section. The last section of HBUS
deals with one of the growing applications of ultrasound, food processing. In recent
years, the physical forces generated during acoustic cavitation have been found
useful for improving the functional properties of food and dairy systems. Food
quality, functionality, nutritional properties, and storage stability are some processes
that could be improved by sonication.

The high quality chapters in HBUS are contributed by leading researchers. The
Editor-in-Chief and Section Editors sincerely acknowledge the authors for their time
commitment and quality contributions. The Editor-in-Chief thanks the
Section Editors for their involvement in HBUS project, who should take the full
credit for organizing individual sections that include choosing leading researchers,
sending invitations, organizing review processes, and completing the overall process
on time. The Editor-in-Chief would also like to acknowledge Springer and its staff
for their effort in making HBUS possible. In particular, Stephen Yeung, Tina
Shelton, and Alexa Singh have been on our (Editor-in-Chief and Editors) toes to
make sure we deliver what we promised, on time. And finally, it should be noted that
HBUS is a great addition to academic literature and would help a wide range of
communities including academic researchers, graduate students, and industries to
understand and expand their knowledge in ultrasonics and sonochemistry from
fundamentals to possible industrial applications.

Muthupandian Ashokkumar
Editor-in-Chief
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Abstract
The dynamics of acoustic cavitation bubbles can be complicated due to their
nonlinear nature. They comprise several aspects on different spatial and temporal
scales: The interplay of bubble and sound field leads to volume oscillations and
partly strong implosion of the gas phase, which induces further effects like
chemical reactions and luminescence. Acoustic forces lead to bubble translation,
interaction, and merging. Non-spherical shape modes can cause deformations and
splitting, and the bubble collapse can take place with formation of a fast liquid jet
in the case of rapid translation, adjacent bubbles, or solid objects. In multi-bubble
systems, acoustic field geometries and bubble interactions lead to emergence of a
variety of characteristic dynamical bubble structures. A brief review of these
issues is given with an emphasis on observations in experiments.
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Introduction

A gaseous domain in liquid that is exposed to varying pressure can undergo
complicated dynamics, including significant volume excursions, deformations, and
interactions. A standard case where such conditions are met is in acoustic cavitation,
i.e., the occurrence and dynamics of gas and vapor phase in sufficiently strong sound
fields. Several review articles and monographs exist on acoustic cavitation, and
many connected subjects are treated there in great detail [1–8]. In contrast, this
chapter tries to sketch main aspects in brevity and with examples to provide the
reader with a rapid overview, useful as a general background and for experiments
involving cavitation. The main reference is to acoustic frequencies in the ultrasonic
domain, although it should be noted that the phenomena discussed are not necessar-
ily confined to this region. The presented features of bubble dynamics serve as well
for an impression of the complexity involved. It is not sufficient to imagine “the”
cavitation bubble as a standardized and unique entity in cavitating systems. Instead,
a variety of bubble dynamics can occur at the same time in the same system, and
furthermore a high sensitivity to external parameters may be found.

In the following, bubble dynamics is presented in a logical sequence from the
generating sound field, nucleation, spherical bubble oscillation, and bubble collapse.
Sections follow that report on acoustic (Bjerknes) forces, bubble translation and
interaction, and non-spherical bubble dynamics. The dynamics of multi-bubble
systems is briefly discussed, and finally some concluding remarks are given.

Bubble Dynamics

Sound Field

The generation of intense ultrasound in liquids is often done with one of two very
common configurations: In an ultrasonic bath, several transducer elements are
attached outside to the bottom and/or walls of a metal liquid container, typically of
rectangular shape and with a free surface on top. The ultrasound develops roughly a
plane standing wave pattern (although deviations and traveling wave parts can occur
near the emitter). The second type of field is produced by an ultrasonic horn, i.e., an
ultrasonically excited metal rod with shrinking diameter toward its end. The end tip
oscillates with rather large displacements and is directly submerged into the liquid.
This generates mainly a spatially decaying traveling wave field in front of the horn
(reflections from container walls can also cause standing wave parts). Other geom-
etries exist, like cylindrically or spherically focused (inner) fields or cylindrically
decaying (outer) fields. Cavitation is generated in all cases, but details of the bubble
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dynamics and bubble distributions can differ significantly. For example, the horn
(also called sonotrode or disintegrator) is usually working only at lower ultrasonic
frequencies (�20. . .50 kHz), while for higher frequencies (up to several MHz), bath-
type reactors are common. Some previously reported influence of acoustic frequency
on cavitation effects might actually be related to the different field geometries.
Therefore, the sound field geometry should be included in any experimental report
(in the same way as frequency and power settings), and the interpretation of
frequency-related results should take place with sufficient care.

Nucleation

The strict notion of cavitation is an isothermal transition of the liquid-vapor phase
boundary in a single component fluid due to a decrease of pressure [7, 9]. In other
words, the cohesion between the fluid particles is overcome by an externally applied
stress, which causes homogeneous nucleation of vapor. However, in most of the
relevant cases, nucleation takes place in an inhomogeneous way, i.e., rupture of the
liquid takes place at previously existing “weak points” that are generally called
“nuclei.” Potential nuclei are adhesive bonds to liquid or solid contaminants or to
container walls. In aqueous systems, it is also common to find small pre-existing
volumes of noncondensable gas. Such (sub-) microbubbles are apparently stabilized
against surface tension-driven dissolution, and this might be achieved, e.g., by
attachment to solids [10, 11] or by surface-active contaminants [12]. The presence
of such gas nuclei is indicated by the possibility to suppress cavitation by degassing
and by temporal application (and then release) of static overpressure [13]. True
conditions for homogeneous nucleation might be encountered in the extreme case of
sound-soft reflection of an acoustic shock wave: The inversion of the positive shock
pressure leads to very large peak negative pressures. Figure 1a, b shows both types of
nucleation in water initiated by a focused shock that is reflected at the free (water-air)
surface. It should also be noted that ionizing radiation [2] or focused light [14] might
as well cause weak spots in the liquid by local heating.

In continuously running ultrasonic setups, the origin of bubbles is typically
heterogeneous and can be roughly classified into three phenomena:
(i) spontaneous single-bubble creation at one of the described nucleus types;
(ii) continuous bubble appearance from (often invisible) sources in the liquid or at
walls, leading to formation of chains of translating bubbles (streamers); and (iii)
splitting from existing bubbles, forming smaller fragments. Examples for these
processes are illustrated by Fig. 1c–e. This classification does not have to be
exclusive: A spontaneously nucleated single bubble can multiply itself into a bubble
cluster, and a possible source of a continuously nucleated streamer can be another
bubble attached to a crevice at a container wall, repetitively splitting off
microbubbles [17, 18].

The sound intensity when the first cavitation occurs for increasing power is
known as the cavitation inception threshold or simply cavitation threshold. It is
influenced by the type and cleanliness of the liquid, its temperature, and content of
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Fig. 1 (a) Nucleation in water caused by a focused acoustic shock wave (dark line), running from
left to right. Individual bubbles occur in the trailing negative pressure edge wave (From [15]). (b) A
similar shock wave after reflection at the water-air interface (to the right). Dark foamlike phase
directly at the free surface appears. Images are rotated by 90�, exposure time 10 ns, and frame height
2 mm (From [15]). (c) Spontaneous nucleation of a bubble and subsequent bubble cluster formation
in an ultrasonic field of 25 kHz. The visibility changes due to beat oscillation between bubbles and
camera frame rate; frames without visible bubbles are left out. Exposure 1.5 μs and frame width
1.9 mm (After [16]). (d, e) Streamer formation due to localized repetitive nucleation; 25 kHz, scale
indicated (From [16]). (f) Nucleation due to bubble splitting at a sonotrode just after switching
on. First bubbles appear at the tip and fragment or shed smaller bubbles. The bubbly region drifts
downward due to acoustic streaming (20.61 kHz, frame width 2.5 mm)
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dissolved gas [6, 19]. Additional influence can be given by container walls or the
sound field geometry. For higher acoustic frequencies, the threshold is generally
higher, and it bears a hysteresis when the acoustic power is decreased. Furthermore,
it is known that strong ultrasound in liquids will generate directional flows due to
acoustic streaming [20, 21], and externally driven liquid flows might as well be
present in a setup. Both will influence the distribution of nuclei in space and thus
potentially as well the form of observed cavitation [22].

Spherical Bubble Oscillations

After its nucleation, the bubble is continuously exposed to the time varying local
sound pressure. It responds with volume oscillations and potentially surface oscil-
lations and translation in space. Neglecting the latter effects at first hand for a
theoretical description, one can use the assumption of spherical bubble shape and
stationary position in an infinite liquid at rest. Such an approximation is simplifying,
but for many aspects sufficient. Then the excited bubble can be seen as a driven
nonlinear oscillator with one degree of freedom, its momentary state being described
by the radius R(t) and the bubble wall velocity dR/dt = U where d/dt denotes the
derivative with respect to time t. From conservation of liquid mass and momentum
and the boundary conditions at the bubble wall, a nonlinear ordinary differential
equation of second order can be derived that describes the bubble wall motion under
consideration of the liquid viscosity and surface tension: the Rayleigh-Plesset
(RP) equation [7]. It has to be augmented by a model of the bubble interior where
frequently a homogeneous ideal gas is employed. Several extensions of the RP
equation exist, including for example compressibility of the liquid [23–25] or
evaporation/condensation of liquid at the bubble wall [26, 27]. In any case, the
response of the bubble for small driving can be linearized, yielding a harmonic
oscillator with resonance frequency fres. The linear resonance frequency depends
reciprocally on the bubble size which is conveniently given by the rest radius
(or equilibrium radius) R0. Stated the other way around, for a fixed driving frequency
f, one will find a linear resonant bubble size Rres ~ 1/f. The rest radius R0 is the radius
of the bubble in the absence of a sound field and represents a measure of the amount
of noncondensable gas in the bubble. For small-amplitude volume oscillations, it
corresponds to the time-averaged bubble radius, but for stronger oscillations, this
average is shifted to larger values due to the nonlinear restoring forces of a bubble
(“hardening spring” for compression and “softening spring” for expansion). In
experimental imaging, the maximum radius during one bubble oscillation period,
Rmax, is usually the easiest to observe, while the minimum radius Rmin frequently
falls below space and/or time resolution of the imaging system. However, R0 and
Rmin can sometimes be reconstructed from fitting recorded radius-time data to a
spherical bubble model.

Due to the nonlinearity, periodically driven spherical bubbles can exhibit quite
complicated dynamics when the exciting pressure is increased. The phenomena
range from nonlinear resonances and hysteresis to period-doubling and deterministic
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chaos [28]. Figure 2 exemplifies this in a bifurcation diagram where the bubble
response is shown in dependence of the equilibrium radius. An important feature is
the so-called (dynamical) Blake threshold, caused by surface tension: While the
oscillation of very small bubbles is suppressed due to the high Laplace pressure, the
bubble response grows enormously when the surface tension can just be overcome.
The large expansion leads to an extreme collapse afterward with rapid high com-
pression and heating of the bubble interior. The Blake threshold can be crossed by an
increase of driving pressure, but as well by a growth of R0, as shown in Fig. 2.

Spherical RP-like bubble models can describe experimental radius-time data with
good quality as long as non-spherical shapes can be neglected and the details of
collapse are not the prime interest. The typical nonlinear oscillation with large
expansion and strong collapse of a bubble just beyond the Blake threshold is
shown in Fig. 3a. The experimental data has been obtained from a single isolated
bubble trapped in a standing wave field, and the Gilmore model can reproduce the
radius-time history quite well. Further nonlinear phenomena like hysteresis, bifur-
cations, and chaotic oscillations are usually more difficult to observe directly in an
undisturbed experiment with a single bubble, because the according system param-
eters are partly not accessible or the bubble becomes unstable. However, some data

Fig. 2 Normalized response (Rmax�R0)/R0 of a spherical bubble in water to a sinusoidal periodic
driving pressure of 20 kHz (calculations based on the Gilmore model [23]). For each value of rest
radius R0, the maximum radius during one driving period is evaluated (after transients). If different
maxima occur in sequential periods, the corresponding points are all included. Furthermore,
hysteresis is found by scanning R0 both up- and downward. The lower curve at 70 kPa driving
pressure amplitude shows a chain of nonlinear resonances, each of which can be uniquely numbered
[29, 30]. Further increase of driving amplitude to 130 kPa leads to stronger hysteresis, period-
doubling sequences, and chaotic oscillations. Bubbles below the Blake threshold stay with small
oscillations, while bubbles just beyond this surface tension threshold can show the largest relative
expansions, causing an accordingly strong collapse (From [30], with kind permission from Springer
Science + Business Media)
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from bubble traps are available [31], and relatively isolated bubbles in multi-bubble
environments can be compared to model predictions for single bubbles as well. In
such experiments it is found that the nonlinear features predicted by the models can
indeed be observed, as is exemplified in Fig. 3b, c; see also section “Acoustic Forces
and Translation.”

Collapse Phenomena

The strong collapse is the most interesting but also challenging aspect of bubble
dynamics with respect to the physical and chemical phenomena involved. It is the
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Fig. 3 (a) Radius-time observations (circles) of a bubble in water, trapped by an acoustic standing
wave field at 21.4 kHz. The continuous line is a fit by the Gilmore model [23] from which a rest
radius of R0 = 8.0 μm and a driving pressure amplitude of 132 kPa can be inferred (From [8] with
kind permission, copyright John Wiley & Sons, Inc. 1999). (b) Coexisting bubble dynamics
(hysteresis) in sulfuric acid driven at 23 kHz: an oscillation with large bubble expansion can
alternate with a pulsation of moderate amplitude and double maximum at otherwise unchanged
conditions (crosses and circles represent experimental data, continuous and broken lines are
coexisting attractors of a Keller-Miksis model [24, 32]). The smaller oscillation is shape unstable
and shows surface modes, which leads to some variations of the measured bubble radius (circles)
(Data courtesy of Andrea Thiemann [33]). (c) Chaotic volume oscillation and hysteresis of a bubble
in phosphoric acid (near a sonotrode tip driven at 22 kHz [34]). The solid line is the measured
bubble radius R(t); the dashed line is the bubble position z. When the dynamics changes from
chaotic to periodic (t � 1.7 ms), the direction of translation changes from upward to downward.
After certain motion in negative z direction, the bubble dynamics switches to chaotic oscillation
again, and it returns to the position shown in a periodic fashion (not shown)
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key for many, if not all, applications of acoustic cavitation. When a spherical bubble
is excited stronger and stronger, the bubble oscillation maximum is extended in time,
while the minimum is shortened to an almost singular behavior. The accelerated
inward wall motion is almost instantaneously reversed in the collapse peak to an
expanding motion. This process can launch shock waves into the liquid and com-
press and heat the bubble interior to conditions where chemical reactions take place
(sonochemistry [35]) and light emission may occur (sonoluminescence [36–38]).
A direct experimental observation of the interior of the collapsing bubble is
extremely difficult due to the small scales (below a μm) and the fast processes
(below a ns). Therefore, indirect measures like shock waves in the liquid [39],
chemical reactions [40], and the spectrum of emitted light [41] have been used to
draw conclusions on the collapse conditions. Further insight comes from numerical
simulations with advanced models that take into account a variety of chemical
reactions in the gas and vapor phase or plasma physics; see, for instance,
[42]. When the imploding bubble wall velocities reach very high values, the validity
of RP-like models for the liquid side of the problem, as well as the usual assumptions
on the gas, break actually down in the final moments of collapse. Then, partial
differential equations should be employed for a full computational fluid dynamics
approach, and the numerical effort grows significantly [43, 44]. An alternative of
similar or even higher computational cost are molecular dynamics simulations
[45]. However, RP-like models can at least provide an estimate of the collapse
strength by the bubble compression rate R0/Rmin since the essential radius-time
dynamics is reasonably captured. This is seen in the examples of the characteristic
nonharmonic radius oscillations with periodically repeated collapse shown in Fig. 3.
Note that the collapse peaks appear like singularities, but the curves run smoothly
through the radial minimum, just on a very short time scale. Some experimental
observations of collapse phenomena from isolated bubbles are presented in Fig. 4.

Acoustic Forces and Translation

The case of an isolated, strongly oscillating single bubble positioned stably in space,
as in the illustrations of Fig. 4, is quite atypical in acoustic cavitation, and special
setups have to be employed to realize it (so-called bubble traps). In most environ-
ments, the cavitation bubbles perform spatial translational motion and show inter-
action with adjacent bubbles. The reasons are “acoustic” forces caused by the
volume oscillations of the bubbles in the sound field, the so-called Bjerknes forces
[6, 48]. It turns out that bubble translation and interaction induced by Bjerknes forces
are often dominant phenomena in multi-bubble systems. For example, acoustically
driven bubble velocities usually supersede bulk flow velocities, and gas accumula-
tion by bubble collision resulting from Bjerknes forces can be much faster than gas
diffusion processes from the liquid into the bubble.

The basis of the Bjerknes forces is the same mechanism that leads to the rise of
bubbles in a quiet liquid: A nonzero integral of the pressure forces over the bubble
wall. By Gauss’s theorem, this relates to the integral of the pressure gradient over the
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bubble volume. In the case of spherical bubbles of small size compared to the spatial
pressure variation, it is sufficient to consider the product of the bubble volume Vand
the pressure gradient at the center of the bubble (taken in the liquid for an absent
bubble). In the case of a quiet water column, the hydrostatic pressure gradient results
in the well-known buoyancy force Fbuoy = V ρ g with the liquid density ρ and the
gravitational acceleration g. If one assumes a periodic oscillation of both bubble
volume and pressure gradient, the time-averaged force is of interest, which is called
the primary Bjerknes force: FB1=<V(t) grad p(x,t)>T, where x is the position of the
bubble center and <.>T denotes the time average over the period T = 1/f of the
oscillation with frequency f. Due to the correlation of the time variations of acoustic
pressure, pressure gradient, and bubble volume, the primary Bjerknes force does
typically not average out to zero. Indeed, it typically surpasses buoyancy by orders
of magnitude. Still, its value and direction depend on the details of driving sound
field and bubble response to the local pressure p(x,t). If the limiting cases of plane
traveling wave and plane standing wave are considered for small (linearized) bubble
oscillations, one finds analytic expressions [5, 6] that describe the following behav-
ior: Bubbles in a traveling wave are always pushed in the direction of the wave
propagation, and the maximum forces occur for bubbles around the linear resonance
size. In a standing wave field, a peculiar size sorting of bubbles takes place. Bubbles
larger than linear resonance size are pushed to pressure amplitude minima (nodes),
while the smaller ones are driven toward the pressure maxima (antinodes). At the
nodes or antinodes, the pressure gradient and therefore also the primary Bjerknes

Fig. 4 Bubble collapse phenomena in experiments. (a) Spherical shock wave running outward
from a fully collapsed bubble in water, captured in an acoustic bubble trap at 23 kHz (the bubble in
the center is hardly visible; frame width 1.6 mm, timing indicated) (After [46], courtesy of
R. Geisler). (b) Sonochemical reaction from a single bubble in a rectangular bubble trap (isomer-
ization of maleic to fumaric acid, 18.5 kHz [47]). From the bubble, a white streak of insoluble
product is emitted in upper left direction. (c) Sonoluminescence from a single bubble in a
rectangular trap (water, 25 kHz; long-term exposure) (From [46], courtesy of R. Geisler)
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force vanish, and thus they form neutral positions. In the linearized theory, pressure
nodes are stable for large bubbles (R0>Rres), while antinodes are stable for the
smaller ones (R0<Rres).

The picture changes significantly if nonlinear bubble behavior is taken into
account, which is important for stronger sound fields (compare Fig. 2). In compar-
ison to the analytically given linear case, the large volume expansion and the shift of
collapse phase relative to the driving pressure alter the time average with two
important consequences: The absolute value of the force increases dramatically
both in traveling and in standing waves (up to several orders of magnitude), and in
standing waves the sign of the force can point away from pressure antinodes also for
smaller bubbles [49, 50]. Then a stable positional equilibrium should exist between
pressure nodes and antinodes: A location in the standing wave where the acoustic
pressure is causing an oscillation form of the small bubbles is leading to zero primary
Bjerknes force, and bubbles in the neighborhood of this position are pushed toward
it. This is indeed the case if R0 is sufficiently small. However, another generic feature
occurs for the small bubbles of a size closer to the linear resonance size. The main
resonance “bends over” to smaller equilibrium radii for higher driving pressure [51],
and hysteresis of the radial oscillations sets in. This causes a bistability of the bubble
dynamics, and a parameter range is formed where no positional equilibrium exists.
Then the bubbles perform an oscillatory back-and-forth translation in space [52]. Fur-
ther complications arise by the overlap of such hysteretic regions from adjacent
nonlinear resonances and by emergence of chaotic bubble oscillations. This situation
is illustrated by results from numerical calculations with a spherical single-bubble
model in Figs. 5 and 6. Experimental evidence that reality is reasonably well
captured is given by the examples of bistability, reciprocating translation, and
chaotic volume oscillations in Fig. 3b, c.

When two or more oscillating bubbles come sufficiently close to each other, a mutual
interaction takes place. Essentially, one bubble is reacting on the sound wave gradient
emitted (i.e., scattered) by the other bubble, just in the way it behaves with respect to the
incident (primary) sound field. This is why the generated force on the bubble is called
secondary Bjerknes force. Apart from the scattered spherical (monopole) field, higher-
order interaction terms come into play when one considers non-spherical bubble
deformations or bubble translation, and potentially a mutual coupling of the adjacent
bubbles by the emitted pressure becomes important [53–56]. In particular for close
bubble encounters, the interaction can get involved then. Furthermore, the finite speed
of soundmight as well be considered, which leads to a time delay of the scattered waves
[57, 58]. However, for two spherical bubbles “1” and “2” not too close nor too far apart,
a reasonable approximation results in an expression of the secondary Bjerknes force as
FB2 ¼ ρ= 4π d2

� �
< dV1=dt dV2=dt >T where V1 and V2 denote the bubble volumes

and d is the distance between the bubble centers [6, 59, 60]. From this notion, the case of
linearized bubble oscillations in a fixed frequency acoustic field results in a mutual
attraction of two bubbles if either both are smaller or larger than the linear resonance
size Rres. For one bubble being smaller and the other larger than Rres, mutual repulsion
occurs. For acoustically cavitating, i.e., strongly driven systems, important corrections
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of this picture result from the nonlinear bubble oscillations [60–62], similar as for the
primary Bjerknes force. Again, the order of magnitude rises significantly, and the more
complicated (non-sinusoidal) volume oscillations and nonlinear resonances lead to
involved parameter patterns of attraction and repulsion. This is illustrated in Fig. 7.

Several experimental reports exist on quantitative measurements of the secondary
Bjerknes forces and comparison with theory, see for instance [59, 63–66]. Like with
tests of other features of bubble dynamics, it is notoriously difficult to prepare a
controlled experimental system at desired parameters of bubble sizes, driving pres-
sure and frequency. Furthermore, the forces are typically derived via measurement of
translational bubble motion, and further model parameters are needed to correctly
describe it (in particular drag force models, see, e.g., [7, 67]). Therefore the obser-
vational studies cover only a few selected parameter regions, but they give mostly a
reasonable agreement with the theory [59, 63, 66]. Figure 8a, b shows data from an
experiment with laser-seeded bubbles and their simulation with a spherical bubble
model [64]. In this case, pressure amplitude and bubble sizes are in the range
relevant for acoustic cavitation (i.e., strong collapse occurs), and a quite good
reproduction of the observed bubble tracks is seen. This holds as well for the
simulation of a multi-bubble streamer that has been stereoscopically recorded, see
Fig. 8c [68]. At very close distances, however, also unexpected deviations have been
reported [66]. Thus, experimental investigations and theoretical understanding of the
interaction of driven bubbles remains a field of active research.

In any case, the dominant effect of the secondary Bjerknes force is the mutual
attraction of neighboring bubbles of similar size, and this is the standard situation in
acoustic cavitation. In spite of partly involved near-range interaction and notable
exceptions, the close approach of bubbles then typically leads to coalescence.
Bubble growth by collision is therefore an important factor for degassing of liquids
by ultrasound [69], and the mechanism is controlled by the secondary Bjerknes
force. Further observable effects of mutual bubble attraction occur in the formation
of bubble clusters and structures of many bubbles, which is briefly discussed in
section “Multi-bubble Systems.”

Non-spherical Bubble Dynamics

Strongly oscillating spherical bubbles are an idealization. Even in an isolated and
well-controlled situation like a bubble trap, a stronger collapse in gravity is expected
to show deviations from a sphere due to a hydrostatic pressure gradient and minute

�

Fig. 5 (continued) scan. Parameter regions in the lower left part of the figures result in bubble
motion toward higher driving pressure (toward the antinode), while parameters in the upper right
region push to smaller amplitudes. In the triangular regions between dashed and solid lines, the
direction of force depends on the initial conditions (bistability, force directions indicated by vertical
arrows in the first plot). The vertical lines in the 300 kHz plot at 8 μm and 5.8 μm mark the
parameter scans presented in Fig. 6 (From [52] with kind permission, copyright Elsevier 2009)
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�

Fig. 6 (continued) (dashed) lines. Positive (negative) fB indicates a repulsive (attractive) pressure
antinode, i.e., a primary Bjerknes force pushing the bubble to smaller (higher) driving pressures.
The inset shows the bubble radius R(t) vs. time in driving periods for the coexisting solutions at Pex,
a = 50 kPa. Right: hysteresis in fB (top) and Rmax (bottom) for variable Pex,a at f = 300 kHz,
R0 = 5.8 μm, notation as in left part of the figure. The top insetmagnifies part of the graph, showing
two finite pressure amplitudes with zero primary Bjerknes force. The bottom inset shows the bubble
radius R(t) vs. time in driving periods for the coexisting solutions at Pex,a = 125 kPa, one oscillation
being chaotic (From [52] with kind permission, copyright Elsevier 2009)

Fig. 7 Direction of secondary Bjerknes force between two spherical, nonmoving bubbles driven at
20 kHz (water, normal conditions). The axes indicate the equilibrium radii of the bubbles, R01 and
R02, and white color indicates their mutual attraction (black color mutual repulsion). For increasing
driving pressure amplitude, the emergence of nonlinear resonances leads to a complicated alteration
of attraction and repulsion. Effects from multi-stability are not included in the plots (From [16])
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Fig. 8 Observation and modeling of mutual bubble attraction and collision caused by secondary
Bjerknes forces. (a) Bubble positions (bright spots) versus time in a bubble trap experiment at 23 kHz
acoustic driving, antinode pressure amplitude 120 kPa. One bubble is fixed at the pressure antinode
(bottom), and a second bubble is seeded by a focused fs-laser pulse several mm apart. From this bubble,
a fragment splits off around t = 8 ms. The larger bubbles merge at t = 13.3 ms, and the fragment joins
at 26.6 ms (Courtesy of P. Koch, see also [64]). (b) Comparison of the experimental data (continuous
lines) with a simulation (dashed lines) using spherical bubbles of the indicated rest radii (Courtesy of
P. Koch, see also [64]). (c) Three-dimensionally tracked bubble motion (lines with points) near a
pressure antinode (132 kPa, 22.8 kHz). All bubbles move toward the center, and some merge with
neighbors. The tracks are simulated with spherical bubbles of R0 = 5 μm (crosses) with reasonable
agreement (From [68] with kind permission, copyright Elsevier 2004)
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bubble motion [70, 71]. In fact, any relative motion of bubble and liquid during
collapse will lead to a forward acceleration of the bubble. This happens since the
relevant inertial component of the bubble momentum of translation is the added
(or virtual) mass, connected with the liquid flow around the bubble [7]. When the
bubble shrinks, so does the added mass, and the momentary conservation of
momentum enforces the acceleration of the bubble. In the case of a strong collapse
with nearly vanishing bubble volume (and massively shrinking added mass), the
dramatic acceleration is not sustained, and a liquid jet develops that takes over the
surplus momentum [72–74]. This jet shoots through the bubble in forward direction,
pierces the opposite bubble wall, and can persist during the bubble re-expansion.
Then the jet effect is visible as a characteristic sharp extrusion or “nose” of the
bubble. Acoustic cavitation bubbles are frequently moving in space, driven by the
Bjerknes forces, and the translation-induced forward jetting can partly be observed
[75]. An example recorded in sulfuric acid is shown in Fig. 9a.

Other situations where the bubble develops a jet during collapse are neighboring
bubbles [76–79], adjacent boundaries or objects [72, 80–82], or shock wave impact
[83–85]. In all cases, the spherical symmetry of collapse is disturbed which provokes
the jet flow. Examples for jetting collapses in experiments with laser-induced bubbles
are given in Fig. 9b for adjacent bubbles and in Fig. 9c for a bubble next to a flat solid
object. The peculiar aspherical collapse of bubbles at solid boundaries plays an
important role in surface erosion [85, 86] and cleaning by cavitation [87–91].

The bubble deformation due to jetting has to be distinguished from non-spherical
dynamics based upon instabilities of the spherical shape. The latter can occur
without any perturbation of the symmetry (apart from microscopical disturbances).
One type of spherical instability is based on unstable surface modes. The bubble
shape can be decomposed into a series of modes, according to spherical harmonics
functions [92]. Each mode is numbered with a natural number n with n = 0 being
the radial mode. The mode n = 1 is the translation of the bubble’s center of mass,
n = 2 describes an oblate/prolate deformation, and so on (see, e.g., [6, 93]). For
small bubble deformations, all higher modes are coupled only to the radial oscilla-
tion, and thus each mode is described by a separate driven harmonic oscillator. If the
natural frequency of some mode is met by the radial oscillation frequency of the
bubble, the mode can become unstable and grow, even from tiny starting values. The
bubble shape then resembles the (oscillating) specific spherical harmonic function of
n; see the second frame in Fig. 10a and frames 2 and 3 in Fig. 10b. Larger
deformations can lead to splitting off of fragments, which happens almost symmet-
rically in the case shown in Fig. 10a. If the driving is stronger, several modes can be
excited, and modes can couple with each other. The superposition of their oscillation
causes irregularly appearing shapes with sharper peaks or cusps, and fragmentation
happens more frequently, as illustrated by Fig. 10b. The fragments are typically
bound to the core bubble by secondary Bjerknes forces (“satellite bubbles”) and stay
in the neighborhood. Very small ones dissolve, but larger satellites merge again with
each other or with the central bubble after some time. If splitting occurs, the single-
bubble system actually transforms into a multi-bubble system, and the notion of a
“single bubble” becomes problematic. There are indications that the cavitation
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effects can indeed change under this transition into a “small bubble cluster.” See [47]
for an example of the influence of bubble cluster dynamics on chemistry. If acoustic
driving is increased even further, the mode of the unstable bubble with satellites can
transform into a larger cluster of several similarly sized bubbles [95].

Fig. 9 Bubble collapse with a liquid jet flow through the bubble. (a) Fast translating bubble in
sonicated sulfuric acid, subsequent collapses extracted from a high-speed recording. Acoustic
frequency 23 kHz, frame width 650 μm, time indicated (Courtesy of A. Thiemann [33]) (b) Two
laser-induced bubbles collapse next to each other, each with a jet toward the neighbor (interframe
time 40 μs in the upper row and 20 μs later, initial bubble center distance 4.5 mm (After [79]). (c)
Laser-induced bubble collapsing close to a solid boundary (at the bottom; time indicated in μs, scale
given). The jet develops in the collapse (between 83 and 101 μs) toward the solid, and it persists
during the rebound. The second collapse (�138 μs) happens in a torus geometry (ring bubble) and
leaves a downward traveling vortex flow that traps bubble remnants (encircled at 267 μs) (From [91]
with kind permission, copyright Elsevier 2015)
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The second type of spherical instability of the oscillating bubble is of Rayleigh-
Taylor type. It is triggered by a sufficiently fast acceleration of the bubble wall in
outward direction, i.e. acceleration of the lighter fluid (gas) into the heavier one
(liquid). This instability therefore occurs during the bubble rebound and can destroy
(fragment) the bubble. See [96–98] for a more detailed discussion.

Multi-bubble Systems

If few or many acoustically driven bubbles interact, the system dynamics can
become considerably more complex than for a single bubble. This emerges not
only because of the increase of degrees of freedom, but also due to the nonlinear

Fig. 10 High-speed recordings of trapped bubbles undergoing surface mode oscillations and
splitting. (a) Alternating oblate/prolate shape (n = 2) and diametral ejection of two fragments in
the second frame; later remerging of the fragments (each frame averaged over the exposure time of
444 μs, according to �11 driving periods at 25 kHz; frame width 1.2 mm) (From [94]). (b)
Superposition of several modes leading to chaotic appearance of bubble shapes and to irregular
splitting and merging of fragment bubbles (ca. 25 kHz, interframe time ca. 140 μs, exposure 1 μs,
frame width ca. 2 mm). Frames 2 and 3 show modal shapes of n = 5 and n = 4 (Compare
illustrations in [6])
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interaction laws and since bubble collisions and fragmentations are frequent pro-
cesses. Bubble numbers are not conserved, and bubbles can form sources or sinks of
other bubbles (compare Figs. 1, 8, 9, and 10). Even more, the bubble distribution can
influence the acoustic wave propagation in the medium and thus cause a feedback
reaction on itself [5]. For modeling purposes, approaches exist where the individual
bubbles are captured (e.g., “particle models” [65, 68, 99–101]) and other methods
where the bubble density and the gas void fraction are treated as time-dependent
continuous fields in space [102–107]. Advanced modeling of acoustic cavitation is
subject of active research, but it cannot be enlarged here; see the indicated references
for further reading.

From the observational point of view, acoustic multi-bubble systems can form a
variety of spatial patterns or structures that depend on the system parameters [95]
and which partly still await a full explanation. In Fig. 11 two examples of structures
in standing ultrasonic waves are given. Filamentary pictures as in (a) frequently arise
if the bubbles are driven by primary Bjerknes forces toward a central region of higher
acoustic pressure, e.g., an antinodal point or line (compare also Fig. 1d, e). The
filaments are not static, but contain moving bubbles, which is why they are called
“streamers.” There exists also the term “acoustic Lichtenberg figures” (ALF) for the
filamentary or “dendritical” structures due to their reminiscence of certain electrical
discharge patterns [110, 111]. Numerical simulations can reproduce the shape of
such filaments [65, 100, 101] and in special cases even the trajectories of the largest
bubbles [68], compare Fig. 8c. Still, several aspects of the bubble dynamics in
streamers remain to be clarified, see below. The other structure, shown in Fig. 11b,
emerges in partly degassed liquid and consists of two bubbly layers that occur on
opposite sides of pressure nodal regions. The layers have as well a filamentary
structure when seen from the top [95]. Since the phase of the driving pressure
jumps when the node of a standing wave is crossed, both bubble layers oscillate in
antiphase. This can be seen on the inset of Fig. 11b. ALF filaments and double layers
are common acoustic cavitation structures, but several other bubble distributions or
arrangements can occur; see [95] for a (certainly incomplete) catalogue.

Cooperative bubble structures can be rich of complicated details that are revealed
only at higher resolution of time and space. An example is the mentioned streamer,
i.e., a line of bubbles traveling in one direction driven by primary Bjerknes forces.
The streamer originates at some bubble source (e.g., nucleation point) and directs
either toward a pressure antinode in a standing wave, as shown above, or in the
direction of a propagating wave [112, 113]. The streamers can form junctions when
they come close to each other, because the bubbles are mutually attracted by the
secondary Bjerknes force. When the pressure antinode is a localized region in the
liquid volume, streamers originating from distinct directions come automatically
close to each other for geometrical reasons, and the ALFs occur as in Fig. 11a.
Higher-resolution recordings show more details within a streamer. An example for a
streamer junction (in aqueous sodium chloride solution with dissolved argon [113])
is shown in Fig. 12a. The acoustic field is a superposition of a standing and traveling
wave at 90 kHz, and the streamers follow the direction of the traveling wave, which
is downward in the image. Some individual bubbles that can be traced are marked by
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the arrows. The short exposure time leads to the correct impression of the momentary
bubble size in each frame, making visible the composition of the bubble field and the
strong volume oscillations. The largest maximum (expanded) bubble radii reach
around 20 μm. Bubbles of different sizes follow each other on quite the same paths,
but at potentially different speeds: The velocities cover a wide range from about 0.5
to 2.5 m/s. It turns out from observation at this scale that many coalescence events of
bubbles take place, mostly at the junctions, but also within the streamer lines. As a

Fig. 11 Bubble structures in
standing acoustic waves in
water. (a) Dendritic filament
formed by bubbles that move
from the outer regions toward
the center of the cylindrical
resonator cell (acoustic
frequency 25 kHz). Such
structures are also termed
acoustic Lichtenberg figures
(From [100], with kind
permission from Springer
Science + Business Media).
(b) Double-layer structures in
a 40 kHz ultrasonic bath. The
layers arrange themselves in
parallel to both sides of
acoustic pressure nodal planes
[108, 109]. The high-speed
series in the inset highlights
the composition out of many
tiny bubbles and the antiphase
oscillation of the layers
(interframe time of 12.5 μs
equals ¼ of the acoustic
period, frame height 6.3 mm)
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Fig. 12 Bubble motion in streamers, highly resolved in space and time. (a) Junction of two streamer
arms, net flow of bubbles from top to bottom (aqueous 3 M NaCl solution with low continuous Ar
flow, sonicated at 90.2 kHz, frame rate 7,000 fps, interframe time 142.8 μs, exposure 370 ns, frame
width 650 μm, image turned 90�). Some bubbles are marked by arrows for identification which shows
the dynamics of the structure. Bubble velocities range up to about 2.5 m/s. The point of confluence is
indicated by a horizontal line. (b) Close-up of a downward directed streamer arm (phosphoric acid
85 %; low continuous air flow, 36.5 kHz; 75,000 fps; exposure 370 ns; frame width 170 μm; image
turned 90�). Bubbles are nearly collapsed on every second frame and mostly fall below the optical
resolution threshold then. The downward drift of the bubbles is temporarily stopped or inverted due to
the mutual attraction that results in some coalescence events. Mean bubble velocities are in the region
of 0.3 m/s. (c) Large bubble with surface instabilities and a trace of fragments (aqueous 3 M NaCl
solution with high continuous Ar flow, other conditions like in (a); frame width 60 μm; image turned
45�). Large bubble velocity about 1.25 m/s. This kind of dynamics occurs for strong sparging of Ar in
high dissolved salt concentration [113]
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consequence the linear bubble number density (bubbles per streamer length) stays
roughly the same in spite of the joined influx – bubble numbers are not conserved in
this sense. A remarkable phenomenon is the longer-term positional stability of the
confluence of the streamers, indicated by the horizontal lines. Its location fluctuates
only on the scale of inter-bubble distances in the streamer arms. Possibly liquid flows
induced by the fast bubble streams play a certain role here inasmuch as they might
form longer living “channels,” guiding the bubbles. The liquid flow would then be
part of the observed bubble speed. Furthermore, the bubble velocities fluctuate due
to mutual interactions, and even the momentary direction of bubble translation can
change, although the primary Bjerknes force finally dictates an overall motion
downward: When trailing neighbors approach, bubbles can temporarily stop or run
backward, which evidences that the secondary Bjerknes force exceeds the primary
one on the short inter-bubble distances. This is better illustrated in Fig. 12b where the
relative bubble motion within another downward streamer (here in phosphoric acid
driven at 36.5 kHz) is resolved: Some bubbles approach each other while others drift
farther apart. The lowest bubble first moves down, but then changes direction and
moves up to merge with several others (not shown).

The “fine structure” within streamers (and as well in other multi-bubble ensem-
bles) shows that fluctuations of bubble number, size, and velocity always exist.
Bubble populations in terms of, for instance, size or sonochemical activity distribu-
tion result from a dynamic process of mutual approach, coalescence, and potential
splitting. Even if the finally observed bubble distribution appears (and possibly is)
quasi-stationary, it becomes clear that it is based on a permanently fluctuating
microstructure. This dynamic basis of bubble patterns bears part of the general
sensitivity of acoustic cavitation to parameter changes. As an example, Fig. 12c
demonstrates the susceptibility of the streamer structure to liquid and gas properties.
The conditions are the same as in Fig. 12a, but the noble gas argon has been sparged
at higher rate into the water/salt solution [113]. Now individual bubbles with a
maximum radius around 20 μm occur that travel at medium speed and leave a
plethora of smaller split-off fragment bubbles behind. The impression is reminiscent
to the trace of fragments behind jetting bubbles in sulfuric acid (see Fig. 9a), but now
the bubbles show rather non-spherical distortions originating from surface modes
(stronger collapse and jetting might be involved, but is not resolved). The leftover
fragments stay roughly in place, merge after a while, and form new larger bubbles
that accelerate again. The overall picture of lines of traveling bubbles forming
filaments has changed to a more hierarchical situation of “large” (faster moving)
and “small” (nearly stagnant) bubbles, the smaller ones being seeded on the path of
the larger ones. Apparently, the change of physicochemical liquid/gas parameters
leads to significant changes of the microscopic single-bubble behavior (e.g., surface
mode unstable dynamics) that in turn alters the bubble size distribution (e.g., many
tiny fragments) and the emerging bubble structures (e.g., the streamer filaments of
lined-up mainly spherical bubbles transform to individual non-spherical bubbles
leaving a seeding trace). It is clear that global (averaged) measures of the system like
bubble size distribution and spatial bubble densities are affected, and further conse-
quences on sonoluminescence or sonochemical yields should be expected [47, 113].
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Conclusions and Future Directions

This chapter has given a very brief overview of the dynamical aspects of acoustic
cavitation bubbles. The focus has been set on qualitative descriptions and on
observations to introduce the phenomena one has to expect and to illustrate how
real cavitation bubbles may look like. Theoretical descriptions have been sketched,
and it has been argued that Rayleigh-Plesset-like spherical bubble models are in
some cases sufficient to capture essential features of the bubble dynamics: Oscilla-
tory motions, including hysteretic and chaotic behavior, are well reproduced, and
good estimates of Bjerknes forces can be obtained. Of course, more effort and
extended models are necessary to obtain an adequate theoretical treatment of the
exact conditions during strong bubble collapse, of bubble deformations due to
surface modes and jetting, or for merging and splitting processes.

Although the dynamics of individual bubbles and the basics of their mutual
interaction are therefore to a good part well known, the understanding, simulation,
and prediction of the behavior of systems containing many acoustic cavitation
bubbles are still a serious challenge. The following aspects contribute to this
problem, all typical for “complex systems” [114, 115]:

Nonlinearity: Several nonlinear laws enter the description of cavitation, like the
Rayleigh-Plesset equation or the distance dependence of the secondary Bjerknes
force. Thus, already individual spherical bubble dynamics and few-bubble inter-
action are difficult to treat analytically, and complicated behavior can arise (e.g.,
in analogy to the famous gravitational three-body problem [116], since gravity
follows the same distance law as the approximated secondary Bjerknes force).
Furthermore, nucleation or activation of bubbles is a threshold process with
respect to acoustic pressure, and bubble numbers change discontinuously.

Sensitivity: As a consequence of nonlinearity, bubble trajectories can show high
sensitivity to slight changes of initial conditions. Sensitivity can also hold for the
individual bubble oscillations (compare the hysteresis example above), although
in important parameter regions, robust oscillation dynamics is seen where the
bubbles mainly follow the external driving. Another relevant type of sensitivity of
multi-bubble systems refers to liquid parameters. In particular, type and content
of dissolved gas and solid contaminants play a role, since both potentially serve as
nuclei and both are usually difficult to control in real-world systems.

Randomness: Some processes are so complicated or hardly controllable in their
microscopic details that they appear as essentially random ingredients to acoustic
cavitation. Examples are nucleation sites and nucleation frequencies, bubble
fission fragment numbers and sizes, or acoustic wave field amplitudes in scatter-
ing environments (e.g., loaded cleaning bath). Ad hoc assumptions, observational
data, or statistical methods are needed in such cases for a model.

Scales: Acoustic cavitation comprises phenomena on a huge variation of temporal
and spatial scales. Time scales range from seconds (lifetime of collective bubble
structures), milliseconds (bubble lifetime), and microseconds (acoustic period)
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down to nano- and picoseconds (collapse phenomena). Spatial scales cover
centimeter (liquid containers, acoustic wavelength, bubble structures), submilli-
meter (bubble sizes), and sub-micrometer ranges (collapsed bubble, bubble
nuclei). All-comprising approaches are hardly possible, and typical modeling
and simulation methods refer to only a certain part of this scale spectrum.

Emergence: Once many driven bubbles interact, collective phenomena can occur
that are not existent or relevant in systems of individual or few bubbles. Among
them are nonlinear sound wave propagation [104, 105], synchronization of
bubble oscillations [117–119], and structure formation [95].

In conclusion, extended (“real”) acoustic cavitation systems are complex which
makes them difficult to analyze, to model, and to control. Considering a bottom-up
approach, single bubbles serve as the fundamental building blocks that determine the
global system properties by their dynamics and interaction. A good understanding of
the individual bubble is necessary, but possibly not sufficient to reflect all collective
effects. Mechanisms like nonlinearity and sensitivity have to be kept in mind if
parameter dependences in acoustic cavitation are studied, and “dose laws” or expec-
tations that “small input change causes small output effect” do not have to hold.

Future investigations will make use of the rapidly evolving experimental and
numerical technologies. High-speed microscopic optical imaging is already devel-
oping toward a standard tool in experimental bubble dynamics. If the preparation
techniques of suitable experimental cavitation setups develop as well, new and
extended observations of, for instance, non-spherical bubble collapse and close
bubble interactions are to be expected. Populations in multi-bubble systems will
be evaluated highly resolved in time and space as a matter of routine. Special
techniques like total internal reflection fluorescence microscopy [120] or X-ray
imaging of liquid samples [121] can highlight bubble-surface interactions or micro-
scopic cavitation processes, where so-called nanobubbles might play a role [122,
123]. Great progress will come from powerful computing where detailed simulations
of bubble collapse and chemistry or of multi-bubble systems with individual bubble
resolution are feasible; see [124] for an example from hydrodynamic cavitation. The
same holds for advanced molecular dynamic methods that are able to explore
nucleation [125, 126], collapse phenomena [45, 127], and further effects [128] on
the nano- and potentially microscale. In conclusion, a better understanding of the
complexity of acoustic cavitation, from a single bubble to large ensembles, will to a
good part be based on the technological progress in imaging and computing, and in
the perspective an adequate prediction of the cavitation phenomena in applications
should be reached.
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Abstract
The phenomena of acoustic streaming and cavitation microstreaming can seem
very complex, but underpinning them are fundamental concepts of fluid dynam-
ics that are common to many similar systems. In this chapter, key aspects of fluid
dynamics leading to bubble acoustics, acoustic streaming, and microstreaming
are outlined. Basic concepts of sound are introduced, focusing on the special
case of the sound waves produced by a bubble and how a bubble creates sound
and responds to sound. The difference between linear and nonlinear theory for
the time-dependent radius of an oscillating bubble is outlined. The concept of
mean streaming is then introduced; this is when a purely oscillatory flow causes
a net fluid motion. The origin of mean streaming is emphasized: the nonlinear
term in Euler’s momentum equation. It is explained that there are two classes of
mean streaming: acoustic streaming, created when the ultrasonic power is high
and has some gradient with distance, and microstreaming, created when the
gradient is high on a small scale. Applications of acoustic streaming and
microstreaming in biomedicine and engineering and the latest research are
reviewed.
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Fluid Dynamics

Introduction

Scientists and engineers who first encounter bubble physics are confronted by a
bewildering variety of phenomena that can occur when a bubble’s volume oscillates.
In Fig. 1, a microstreaming flow can be seen around a bubble that is also undergoing
oscillations in shape. The flow is three-dimensional and represents an interplay of
forces controlled by three physical properties: compressibility, surface tension, and
viscosity. Bubble oscillations account for observations as mundane as the splashing
sound of running water and as exotic as the emission of light by a tiny bubble.
Bubble oscillations – and the flows they drive – are used in technologies common-
place as the ultrasonic cleaning of jewelry and as specialized as the removal of gas
from photographic coatings. Bubble acoustics has been applied to predict the
severity of erupting volcanoes and the energy lost by breaking ocean waves. Bubble
oscillations and microstreaming flows help to destroy kidney stones and tumors but
also erode metal ship’s propellers. Cavitation physics is used by shrimp to capture
their prey. Bubble-acoustic microstreaming is thought to speed the dissolution of
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blood clots in the brain and to transport foreign genes into a cell for therapy.
Some examples of this great variety of situations can be found in Manasseh and
Ooi [32].

However, all these phenomena have a common explanation. Before delving into
the specifics of bubble acoustics, cavitation, acoustic streaming, and
microstreaming, it is important to understand that this “zoo” of diverse phenomena
is really composed of members of the same family: the physics of fluids. Moreover,
the origin of this behavior can be understood from just four fundamental equations,
expressing the laws of conservation of mass, momentum, and energy and of the
constitution of matter.

Basic Definitions

We first need to define a fluid. Colloquially, we could say “a fluid is a substance that
can flow,” but there is a more precise, scientific definition: a fluid is a substance that
can deform indefinitely when a shear stress is applied. Both gases and liquids are
fluids, and cavitation physics has been put to practical use in liquids as diverse as
water, blood, mercury, molten lava, and the sap of trees. This attribute of indefinite
deformation under shear stress is vital, because when we introduce the form of
Newton’s second law appropriate to a fluid, terms appear that are unique to fluids.
These terms mean that fluids can not only transmit and respond to ultrasound, but
also they can flow in response to ultrasound.

In contrast with fluids, when a shear stress is applied to a solid, it will deform
to a certain extent that depends on its stiffness, then stop deforming. If the stress is
increased sufficiently, the solid will fail – colloquially, we can say it has broken.

In the context of bubble acoustics and cavitation, there is a key difference
between gases and liquids: gases are much more compressible than liquids.

Fig. 1 Acoustic
microstreaming field created
around a bubble of
approximate radius 200 μm
driven at 12.94 kHz (From
Tho et al. [54]. Reprinted
under a CSIRO Licence to
Publish)
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This means that we will be able to capture the essential physics of bubble acoustics
by initially assuming the gas in the bubble is compressible while the liquid
surrounding it is incompressible – an important simplification.

The Constitutive Law Relating Pressure and Density

The extent to which any substance (a solid, liquid, or a gas) can be compressed is
given by that substance’s bulk modulus, K, where

K ¼ ρ
@p

@ρ
; (1)

where ρ is the density of the substance and p is the pressure applied to it. This is a
fundamental relation between the density of a substance (for a given mass, a relation
with the volume of a substance) and the pressure applied to it. This is an example of a
constitutive law of matter. We will return to (1) when we consider sound propagation
in liquids. However, for a gas, (1) can be simplified to the ideal gas law,

p1V
κ
1 ¼ p0V

κ
0; (2)

where p is the pressure in the gas, V is the volume of the gas (the volume of the
bubble), and κ is the polytropic index, which depends on the way with which the gas
is compressed under the applied pressure. (If the pressure is less than ambient,
the resulting negative compression is called rarefaction). The subscript 0 refers to
the initial state of the gas, and the subscript 1 refers to the altered state of the gas after
the compression; the subscript 0 often signifies the rest or equilibrium state when
the bubble is not oscillating. In bubble acoustics, two extreme approximations for κ
are sometimes used: either the compression is adiabatic, which means no heat is
gained or lost by the gas in the bubble, or it is isothermal, which means the
temperature of the gas in the bubble is a constant. In the adiabatic limit, κ ¼ γ�Cp
=Cυ; the ratio of specific heats of the gas, which is a fundamental property of the gas,
depends only on the number of degrees of freedom of movement of the atoms that
make up the gas molecule. For diatomic molecules like nitrogen and oxygen (which
make up most of the atmospheric air), 7 = 7/5. In the isothermal limit, κ = 1, and
the ideal gas law is further simplified to Boyle’s law,

p1V1 ¼ p0V0; (3)

first published by Robert Boyle in 1662. The adiabatic limit is often used for large
bubbles undergoing small volumetric vibrations, while the isothermal limit is often
used for small bubbles undergoing small volumetric vibrations. Cavitation bubbles
may be small, but they often undergo large vibrations. Thus, a value of κ somewhere
in between unity and 7 may need to be used.
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Conservation of Mass

The law of conservation of mass for a continuum (a solid, liquid, or gas) is a
mathematical statement of the fact that mass is neither created nor destroyed,
under the assumptions of continuum mechanics. Only if we consider nuclear reac-
tions, (or, at the very small scale, quantum effects), can mass be changed into energy
(or appear and disappear). A fluid flow transports mass into and out of a volume.
Because the fluid flow may be three-dimensional, the velocity is a vector, u. By
considering an infinitesimal element of fluid volume, it is easy to show that

@ρ

@t
¼ �∇: ρuð Þ; (4)

i.e., that the rate of change of density with time is equal to the divergence of the mass
flux.

Conservation of Momentum

The law of conservation of momentum was first understood by Isaac Newton in
1687, who formulated it as Newton’s second law,

F ¼ ma;

where F is the vector force applied to a massm and a is the vector acceleration due to
the application of the force. While Newton’s second law applies to all matter, when
written out for a fluid flow, the acceleration a in Newton’s second law takes a more
complex form that was derived by Leonhard Euler in 1757. The essential difference
when a fluid accelerates, as opposed to a rigid solid, is that fluid acceleration
appears even if the velocity field does not change with time, when velocity changes
with space. This vital difference understood by Euler is what makes acoustic
streaming and microstreaming possible. The conservation of momentum is
expressed in Euler’s equation as

D ρuð Þ
Dt

¼ ∇pþ ρg; (5)

where g is the acceleration due to gravity. By expanding the left-hand side of Euler’s
equation, (5), we can see how this unique property of a fluid is manifested,

D ρuð Þ
Dt

¼ @ ρuð Þ
@t

þ u�∇ ρuð Þ: (6)

The term @ ρuð Þ=@t is exactly the same for a fluid as for a solid. However, the term
u�∇ ρuð Þ is the nonlinear term in Euler’s equation that represents a fluid’s ability to
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change its velocity by changing its position in space. It is sometimes called the
advective term.

Finally, by the early nineteenth century, the work of Claude-Louis Navier and
George Gabriel Stokes leads to the inclusion of stresses due to viscosity, giving the
Navier-Stokes momentum equation

D ρuð Þ
Dt

¼ ∇ � τ þ ρg; (7)

where τ is the stress tensor, a quantity that conveniently includes both the pressure
and the viscous shear stresses applied to the fluid.

Significance of the Nonlinearity in the Momentum Equation

Acoustic streaming and microstreaming phenomena are only possible because of the
nonlinear term in Euler’s equation. In fact, as we will see in section “The Rectifica-
tion of Oscillation by the Nonlinear Term,” acoustic streaming and microstreaming
phenomena are only some examples of very many other streaming phenomena that
can occur when waves are the primary flow. Let us see the significance of this
nonlinear term by looking at only the radial equation out of the three equations for
the three dimensions of the vector Euler’s equation (5). For simplicity but not
necessity, assume the density is a constant and that forces due to gravity are in
balance, giving

@u

@t
þ u

@u

@r
¼ � 1

ρ

@p

@r
; (8)

where r is the radial direction in a spherical coordinate system (r, ϕ, θ). We need
only to examine the nonlinear term,

u
@u

@r
;

in (8) to understand what is possible. The vital feature of this nonlinear term is that it
is a velocity multiplied by a velocity gradient. This means that for this term to exist,
there must be a gradient in the velocity. It is also quadratic in the velocity.

Jumping ahead of ourselves somewhat, let us imagine we have solved (4) and (7)
– or, at least, simplified versions of them – and have found a solution such that

u ¼ U r,ϕ, θð Þ cos ωtð Þ: (9)

In other words, a fluid flow that oscillates sinusoidally with time has radian fre-
quency U and has any sort of field in space, U(t, ϕ, θ). To arrive at such a solution,
we would probably have had to ignore the nonlinear term, by assuming it is
negligibly small (linearize the equation). Now, however, an interesting consequence
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of the nonlinear term can be seen. Substituting (9) back into (8) and averaging over
time, we can immediately see that the time average of the term@u=@t is zero, because
the average of a sine or a cosine is zero. However, the time average of the term u
@u=@r is not zero, because it varies with time as cos2(ωt), and average with time of a
cosine squared is not zero.

Thus, any time we linearize the equations of fluid dynamics and arrive at a wave
solution, the true nonlinear equations will generate a term that does not average to
zero over time. Provided there is a gradient (i.e., @u=@r is not zero), there will
inevitably be a driver for net motion – a small but steady flow that continues over
time, added to the much larger, primary oscillatory motion that cancels out over time.
Small it may be, but it persists, and it is this persistence that has many interesting
consequences to be outlined in sections “Acoustic Streaming” and “Acoustic
Microstreaming.”

The notion that there is a “second-order” nonlinear behavior superimposed on the
“first-order” linear behavior proceeds directly from the mathematical approach of
perturbation theory, in which the nonlinearity is assumed to be weak, so that it is
only a modification to the primarily oscillatory linear behavior. Before mathemati-
cally deriving the first-order solutions such as (9), we should physically explain this
nonlinear “rectification” of oscillatory motion.

The Rectification of Oscillation by the Nonlinear Term

As just noted, it is a fundamental feature of all fluid flows that admit waves that a
primarily oscillatory motion can have a small net “drift” superimposed on it
[47]. This holds true for waves in the ocean as well as for ultrasonic waves, and
indeed for other classes of fluid wave motion, such as the large-scale waves in the
atmosphere that affect our weather and climate. As a wave crest passes, it causes the
fluid (and anything suspended in it) to move in one direction, and as a wave
trough passes, the fluid is made to retrace its motion to its point of origin, as
shown by the simple orbit on the left-hand side of Fig. 2. After the passage of
each wave, there is no net displacement, at least according to the linear theory. This
linear model of waves is, however, only exact if the amplitude of the waves is
infinitesimally small.

In reality, the fluid does not return precisely to its starting point after the passage
of each wave, as shown by the “incomplete” orbits on the right-hand side of Fig. 2.
There is a rectification of the oscillatory motion due to the nonlinear term. Although
the discrepancy in position of the fluid after each cycle is tiny compared with the
motion it undergoes during each cycle, unlike the orbital motion, the discrepancy
does not cancel out, and the discrepancies persist – and accumulate. Over many
waves, the effect can be significant, and with ultrasonics, a million waves can pass in
a second. The result is a net drift of the fluid – a streaming motion.

It is because of this fundamental physics that rip currents are created at ocean
beaches, sand and flotsam are transported in the ocean, acoustic currents are created,
and colloidal particles and biological cells are transported in ultrasonics.
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As noted in section “Conservation of Momentum,” the nonlinearity in the
momentum equations of fluid dynamics creating this net motion is quadratic. This
means that all streaming motions will be proportional to the wave amplitude squared
and thus proportional to the wave power. Thus, the higher the power, the greater the
net fluid motions, increasing in general linearly with power. The net motions are
second-order effects. This means that although they vary with the square of the wave
amplitude, their velocity is much weaker than the velocity with which the fluid
oscillates as the waves pass.

Furthermore, the quadratic nonlinearity is actually a velocity multiplied by the
gradient in velocity with distance. Thus, in order for the net motion to be possible,
there should be a gradient in the wave velocity with distance. The larger the gradient,
the larger is the local net motion.

The ocean rip current is induced by the dissipation as waves shoal onto a beach,
leading to a gradient in the ocean wave power with distance. Analogously, acoustic
streaming is induced by the dissipation due to viscous and scattering effects, leading
to a gradient in the sound wave power with distance. Figure 3 shows a simple
illustration of acoustic streaming over several tens of centimeters. Acoustic stream-
ing will be further detailed in section “Large-Scale Acoustic Streaming.”

Acoustics

Conservation of Mass and Momentum for the Sound Wave Case

Sound is a phenomenon in which a continuum (a solid, liquid, or a gas) is alternately
compressed and expanded (or “rarefied”) by waves propagating through it. Although
the compressions and rarefactions are not obvious to the casual observer, scientists
deduced that this was occurring by careful studies and experiments in the eighteenth

Fig. 2 Rectification of oscillatory motion by the nonlinear term in the fluid dynamics equation of
motion, giving a net “drift” or “streaming” motion. The equation is (8), where, for simplicity, only
one dimension of Euler’s three-dimensional momentum (Eq. 5) is shown and the fluid is assumed to
be of constant density and with gravitational forces in balance (Image by R. Manasseh)
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and early nineteenth centuries. The compressions and rarefactions are small, so that
they would normally be neglected relative to other factors, such as advection and
friction due to large flows or deformations. However, if the other factors are absent,
only the compressions and rarefactions are left. Indeed, far away from active zones
(such as near cavitating bubbles) where flows or deformations are large, sound is the
only variation left, transmitting information about what happened in those zones
throughout the continuum.

In both (4) and (7), the density is allowed to vary in space and time. This is
necessary, since the propagation of sound inherently relies on the compressibility of
a continuum. Compression (or “dilatation”) changes the density of the continuum.

In general (4) and (7) are difficult to solve, particularly owing to the nonlinearity
in (7). Fortunately, we know that for most sound waves the changes in density are
small relative to the average density, ρ0, and that the velocities are small. Hence, as
anticipated in section “Significance of the Nonlinearity in the Momentum Equation,”
we can neglect terms in which small variables are multiplied together (linearize the
equations). The mass conservation equation (4) becomes

@ρ

dt
¼ �ρ0∇�u: (10)

The momentum equation is likewise linearized, throwing away for the time being the
interesting nonlinear term that we noted in section “Significance of the Nonlinearity
in the Momentum Equation” which was the origin of acoustic streaming and
microstreaming. Furthermore, assuming that friction is small eliminates the shear
stresses from τ, leaving only the normal stress due to pressure, p; viscosity can be
considered in a more detailed analysis. The gravity force can be neglected for now by
assuming horizontal motion, but using a more detailed analysis, it is possible to show

Fig. 3 Acoustic streaming in a water tank. Drops of dye released at the surface fall owing to their
slightly greater density and are caught up in the acoustic streaming “jet” of speed roughly
0.02 m s�1 created by a 2.25 MHz transducer (at image left) driven by a continuous wave
signal. Since the tank is of finite length, the flow created by the jet must recirculate, and evidence
of the recirculation can be seen in the curvature of the dye lines above the jet. The bolts visible at the
tank bottom are about 55 mm apart (Image courtesy of P. Lai; further details of this experiment are
in Lai [21])
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that gravity is completely negligible no matter which way the sound propagates.
Equation (7) then becomes

ρ0
@u

@t
¼ �∇p: (11)

We have two vector equations involving three variables, ρ and p and the vector u. We
can eliminate one of the variables by combining the mass and momentum conser-
vation equations. Differentiating (10) with respect to time and taking the divergence
of (11) gives

@2ρ

@t2
¼ �ρ0∇ � @u

@t
; (12)

ρ0∇ � @u
@t

¼ �∇2p; (13)

and substituting (12) into (13) gives

@2ρ

@t2
� ∇2p ¼ 0: (14)

We now find the resulting momentum equation is unclosed: there is an additional
variable, ρ. What is needed is the relation between normal stress (pressure) and
volumetric strain (which is related to the density). We need a constitutive law
relating stress and strain. This is the bulk modulus, K, that was given in (1).
Integrating (1) with respect to ρ,

K lnρ ¼ pþ const:; (15)

and using our initial condition that when p = p0, ρ = ρ0 gives the constant as K ln

ρ0 � p0: Inserting this constant and rearranging gives

K ln
ρ

ρ0

� �
¼ p� p0: (16)

The natural log in (16) makes it a nonlinear relation. However, (14) was derived
assuming the density only varies slightly from ρ0, so it is consistent for us to make
the same assumption regarding (16). Thus, we will apply the Taylor series expansion
for the natural log function to (16). In this operation we will define the small
variation in density as ρ0 ¼ ρ� ρ0; so that

ln
ρ

ρ0

� �
¼ ln 1þ ρ0

ρ0

� �
; (17)
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and remembering the Taylor series expansion for natural log for any small variation
α about 1,

ln 1þ αð Þ ¼ ln 1ð Þ þ 1

1þ α
α� 1

1þ α2ð Þ α
2 þ . . . ,

’ 0þ α� α2 þ . . . ;

where α ¼ ρ0=ρ0; to first order (16) becomes

K
ρ� ρ0
ρ0

� �
¼ p� p0,

) ρ ¼ ρ0
K

p� p0ð Þ þ p0:
(18)

Now that we have ρ as a function of p, we have our second equation. We need
only to differentiate (18) twice with respect to time, and substituting into (14), we get

@2p

@t2
� c2∇2p ¼ 0; (19)

where c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K=ρ0ð Þp

:

Equation 19 is the linear one-dimensional wave equation. All small
one-dimensional waves, whether they are electromagnetic waves, ripples on water,
or sound waves as in our case, obey this equation. The constant c is the speed of
sound. It is worth noting that the bulk modulus K can be related to the total pressure
(including the atmospheric pressure) P0 by K = γP0 where γ is the adiabatic index.
Hence another expression for c is

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γP0=ρ0ð Þ

p
: (20)

Solution of the Wave Equation

To solve the wave equation, we can use one of two methods: the method of
separation of variables or d’Alembert’s method. Here, separation of variables will
be used. This assumes that the pressure p can be split into two functions, one only of
time and one only of space,

p ¼ T tð ÞX xð Þ: (21)

For simplicity assume there is only one dimension in space, x. (The calculation
below applies to three dimensions just as well.) Then, substituting into the
one-dimensional version of (19) gives
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@2T

@t2
X ¼ c2T

@2X

@x2
; (22)

and dividing both sides by XT gives

1

T

@2T

@t2
¼ c2

1

X

@2X

@x2
: (23)

Now, the left-hand side of (23) is a function of t only, while the right-hand side is a
function of x only. The only possibility is that both sides are equal to a constant,
which we shall call �ω2, giving

@2T

@t2
¼ �ω2T; (24)

) T ¼ A1 cos ωtð Þ þ A2 sin ωtð Þ: (25)

Since both a sin and a cos are solutions of (24), we need to include both possibilities.
(If we had assumed the constant was simply C say, a slightly longer but more general

way to the answer is to say the solution is of the form eΩt � e�Ωt whereΩ ¼ ffiffiffiffi
C

p
is a

complex number.) Likewise,

@2X

@t2
¼ �ω2

c2
X; (26)

with solution

X ¼ A3 cos kxð Þ þ A4 sin kxð Þ; (27)

where k ¼ ω=c; giving the general solution

p ¼ A1 cos ωtð Þ þ A2 sin ωtð Þð Þ A3 cos kxð Þ þ A4 sin kxð Þð Þ: (28)

In general, we need to introduce boundary and initial conditions to get the four
constants A1, A2, A3, and A4. Nonetheless, it is already clear that a solution to (19)
consists of waves in both space and time. A further interesting property of the
solution becomes apparent on applying some trigonometric identities (e.g.,
cos αþ βð Þ ¼ cos α cos β � sin α sin β and so on) to (28). After some algebra
we get

p ¼ B1 cos k x� ctð Þð Þ þ B2 sin k x� ctð Þð Þ (29)

þB3 cos k xþ ctð Þð Þ þ B4 sin k xþ ctð Þð Þ; (30)

where B1, B2, B3 and B4 are constants made up of A1, A2, A3 and A4. The key property
is that x� ct and x + ct are the arguments of the wave functions. This means that time
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and space are interchangeable –we can always find a time t for a given point x where
the waves look the same as at another point. And we can always find a point for a
given time where the waves look the same at another time. All linear waves, be they
electromagnetic waves, ocean waves, or sound waves, have this property.

The fact that we have both x � ct and x + ct means that a disturbance to the
pressure field in a fluid propagates with the speed of sound both right and left from
the source of the disturbance.

The frequency of the waves in radians per second is ω; the frequency in s�1

(Hertz) is given by f ¼ ω= 2πð Þ; which is usually of more practical relevance since
oscillations are usually measured in cycles per second. Similarly, the constant k in
(30) is called the wavenumber and is related to the more physical wavelength, λ, by
λ ¼ 2πð Þ=k; the wavelength is the distance in meters from one pressure maximum to
the next. As for any waves, then, the speed of sound is related to the physical
quantities of frequency and wavelength by

c ¼ f λ: (31)

Acoustic Impedance

Now that we have found the pressure in a sound wave, let us see what the velocity of
the fluid u is. Remember, this is the velocity with which the fluid particles are set into
motion by the passage of the wave. It is completely different to (and in the case of
sound waves, much smaller than) the speed c with which the waves propagate. Let us
go back to (11) and again assume one-dimensional motion for simplicity, so that (11)
becomes

ρ0
@u

@t
¼ � @p

@x
: (32)

Now, substituting our solution in the general form of (30) into (32) and imagining the
constants are chosen so that waves are propagating in one direction (say +x) gives

u ¼ 1

ρ0c
p: (33)

(Imagining the constants are chosen so the wave propagates with a negative speed,
in the –x direction, gives the same relation.) Note that the quantity ρ0c called
the acoustic impedance is a property of the fluid only. The relation (33), written as
p ¼ ρ0cu; makes it clear that we have an analogy with electromagnetic theory; with
u the analog of electric current and p the analog of voltage, the acoustic impedance
represents the resistance of the medium to the propagation of an alternating velocity
field, just as electric impedance represents the resistance of a wire to the propagation
of alternating current.
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The Rayleigh-Plesset-Noltingk-Neppiras-Poritsky Equation

Rayleigh’s Derivation of the Collapse of a Spherical Cavity

Rayleigh [45] considered the fluid dynamics of the collapse of a spherical cavity of
liquid, motivated by problems of cavitation damage to ships’ propellers. He consid-
ered the bubble to be at the center of a spherically symmetric coordinate system,
which means that the only motions possible are radial. The conservation of mass (4)
for a spherically symmetric system is given by

1

r2
@ r2ρuð Þ

@r
¼ � @ρ

@t
; (34)

where u is the outward velocity of the liquid induced by the pulsating bubble.
Now we will make a surprising assumption – that the liquid is incompressible.

This is surprising because in section “Conservation of Mass and Momentum for the
Sound Wave Case” we noted that sound waves certainly require compressibility to
exist; we will later be using the frequency of the pulsating bubble for the frequency
of the sound waves in the liquid. However, whether the liquid is compressible or
incompressible has only a tiny influence on the pulsation of the bubble, which is
dominated by the much greater compressibility of the gas. The right-hand side of
(34) is thus zero. Integrating (34) with respect to r and noting that when r ¼ R tð Þ;
where R(t) is the time-varying radius of the bubble, u ¼ dR=dt� _R tð Þ gives

u ¼ R tð Þ2
r2

_R tð Þ: (35)

The equation of radial momentum balance is Euler’s equation, (8), assuming
incompressibility and spherical symmetry, and applied to the liquid only, and
ignoring dissipation for simplicity. Substituting (35) into the derivatives in (8) gives

@u

@t
¼ 2R _R2

r2
þ R2

r2
€R, and

@u

@r
¼ �2

R2

r3
_R; (36)

and substituting these into (8) gives

2R

r2
_R2 þ R2

r2
€R� 2

R4

r5
_R2 ¼ � 1

ρ

@p

@r
: (37)

Now, we want to eliminate the spatial (r) dependence of (37), so integrate (37) from
r = R to some arbitrary radius r = D giving

� 2R

r
_R2 � R2

r
€Rþ 1

2

R4

r4
_R2

� �D
R

¼ � 1

ρ
p Dð Þ � p Rð Þð Þ: (38)
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Now send D ! 1 and assume that at infinity p = P0, giving

2 _R2 þ R€R� 1

2
_R2 ¼ � 1

ρ
P0 � p Rð Þð Þ: (39)

Now p(R) is the absolute pressure in the liquid just outside the bubble, and
neglecting surface tension makes this the same as the pressure inside the bubble.
Thus, using the ideal gas law (2),

p Rð ÞV Rð Þκ ¼ P0V R0ð Þκ;
so that p(R) is given by

p Rð Þ ¼ P0 R0=Rð Þ3κ;
and thus (39) becomes

R€Rþ 3

2
_R2 ¼ � 1

ρ
P0 � P0 R0=Rð Þ3κ
� �

: (40)

Like the Euler momentum equation from which it was derived, (40) is a nonlinear
equation: it has the quadratic nonlinearity due to fluid advection on its left-hand
side, worsened by an additional nonlinearity that is due to the geometric spreading
from a point source. Moreover, the bubble radius R(t) appears on the denominator
on the right-hand side, raised to a power that is, in general, a non-integer. If
the bubble radius was to suddenly become small, very complex behavior would
ensue, and indeed it does, as amply documented in the extensive literature on
nonlinear microbubble dynamics (e.g., Lauterborn [24] and Leighton [25]). Rayleigh
[45] stopped at the equivalent of (40), since he was concerned about the pressure
created during the nonlinear collapse process rather than the natural frequency of the
bubble.

Linearization Giving the Bubble Natural Frequency: The Minnaert
Equation

To determine the natural frequency of the bubble, linearize (40) with the assumption
R tð Þ ¼ R0 þ δ tð Þwhereδ � R0;and R0 is the equilibrium radius of the bubble. Thus,
δ is a perturbation in the bubble’s radius that is positive outward from the bubble. The

left-hand side of (40) becomes simply R0
€δ; while a Taylor series expansion gives

P0 R0=Rð Þ3κ ’ P0 1� 3κ=R0ð Þδð Þ; (41)

and substituting this into (40) gives
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R0
€δ ¼ � 1

ρ
P0 3κ=Roð Þδ; (42)

giving the equation for simple harmonic motion

€δ ¼ �ω2
0δ: (43)

The radian frequency is now

ω0 ¼
ffiffiffiffiffiffiffiffiffiffi
3κP0

ρ

s
1

R0

; (44)

and the frequency in Hertz is

f 0 ¼
1

2π

ffiffiffiffiffiffiffiffiffiffi
3κP0

ρ

s
1

R0

: (45)

It is worth noting that Minnaert (1933) derived (45) by heuristically assuming
simple harmonic motion at the outset and balancing the kinetic and potential
energies at each extreme of the motion. This obscures some of the assumptions, in
particular the assumptions of an incompressible liquid, no dissipation of any kind,
and small-amplitude behavior, giving linearity. Nonetheless, it was Minnaert who
first quantified the relation between bubble size and its natural frequency, and hence
(45) is called Minnaert’s equation. The simple harmonic relation (43) expresses the
essential physics of bubble acoustics: it can be thought of as a mass bouncing on a
spring. The spring is a spherical spring consisting of the compressible gas, while the
mass is the liquid surrounding the gas.

For bubbles of air (or nitrogen, oxygen, or indeed any diatomic gas) oscillating in
water at approximately atmospheric pressure and room temperature, (45) can be
approximated as

f 0 ’
3:29

R0

; (46)

so that, for example, the millimeter-sized bubbles one sees when pouring water into a
glass naturally make sounds in the kilohertz range that we can hear: a 1 mm radius
bubble makes a sound of about 3.3 kHz. This explains why humans can hear the
sound of splashing and running water and of ocean waves breaking. Meanwhile, a
1 μm radius bubble, which is smaller than a blood cell, would have a natural
frequency in the megahertz range, explaining why microbubbles are used as medical
ultrasound contrast agents. (Bubbles this small have a frequency modified by other
effects, as noted in section “Full Rayleigh-Plesset-Noltingk-Neppiras-Poritsky
Equation.”)
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The linear approximation (41) shows that the perturbation in liquid pressure just
outside a bubble, p0, is given by

p0 ¼ �P0 3κ=R0ð Þδ: (47)

This makes sense; if δ is positive, the bubble is expanded, so the liquid pressure is
below P0 and hence p0 is negative. Equivalently, using (42) gives

p0 ¼ ρR0
€δ; (48)

and the acceleration of the liquid, a�€δ; is given by

a ¼ 1

ρR0

p0: (49)

Full Rayleigh-Plesset-Noltingk-Neppiras-Poritsky Equation

During the twentieth century, successive modifications and improvements were
made to the derivation in section “Rayleigh’s Derivation of the Collapse of a
Spherical Cavity,” and as a consequence the resulting equation is sometimes given
all the names of the key workers contributing to its derivation, so that is it called the
Rayleigh-Plesset-Noltingk-Neppiras-Poritsky (RPNNP) equation. An account of its
derivation was given by Neppiras [36], and the background to each addition to
Rayleigh’s original work is covered by Leighton [25].

Surface tension and vapor pressure are included by modifications to the pressure
term, giving

R€Rþ 3

2
_R2 ¼ � 1

ρ
P0 þ 2σ

R
� pυ

� �
� P0 þ 2σ

R
� pυ

� �
R0=Rð Þ3κ

� �
; (50)

where σ is the surface tension constant of the interface between the gas in the bubble
and the surrounding liquid, and pυ is the vapor pressure due to those liquid molecules
that have evaporated into the bubble. These are further constitutive properties of
fluids, in addition to the constant κ from the ideal gas law, that are now considered.
Including viscous damping means that the incompressible Navier-Stokes equation,
(7), rather than Euler’s equation, is now the form of the momentum equation being
used. This gives

R€Rþ 3

2
_R2 ¼ � 1

ρ
P0 þ 2σ

R
� pυ

� �
� P0 þ 2σ

R
� pυ

� �
R0=Rð Þ3κ þ 4μ

R
_R

� �
; (51)
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where μ is the dynamic viscosity of the liquid. Linearizing as in section “Lineariza-
tion Giving the Bubble Natural Frequency: The Minnaert Equation,” the natural
frequency of the bubble including these effects [25] is now

f 0 ¼
1

2π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ρ
3κ P0 þ 2σ

R
� pυ

� �
� 2σ

R
� pυ þ

4μ2

ρR2
0

� �� �s
1

R0

: (52)

However, it is only for micron-sized bubbles that the frequency predicted by (52)
differs notably from the Minnaert frequency (45). It is important to note that
viscous dissipation is not the only source of energy loss from the bubble. Energy
is also lost to sound radiation (here we finally acknowledge the compressibility of
the liquid) and to heat loss; the latter may be accommodated by appropriately
modifying κ [25].

During some cavitation conditions, the speed with which the bubble expands and
contracts can be so large that it becomes a substantial fraction of the speed of sound.
In this case, continuing to assume the liquid is incompressible is doubly inappropri-
ate: not only does liquid compressibility radiate away energy, modifying the bub-
ble’s natural frequency, it alters the nonlinear terms in the momentum equation that
can no longer be ignored. The only recourse to solution is then numerical.
Researchers including Herring, Trilling, and Gilmore modified the RPNNP equation
to include the effects of a finite speed of sound [36]. Presently, the equation most
often used to represent all the effects noted above is the Keller-Miksis equation. The
Keller-Miksis equation has been further modified to include the dynamics of a thin
flexible shell encapsulating the bubble, modeling an ultrasound contrast agent, and
to include the effects of multiple bubbles interacting [10]. Since the focus of this
chapter is on acoustic streaming and microstreaming rather than the extremes of
cavitation collapse, we will not further detail the fascinating but complex literature
on highly nonlinear bubble oscillations. Acoustic streaming and microstreaming
may be described as weakly nonlinear phenomena, which can be modeled by the
perturbation theory concept described in general terms in section “Significance of
the Nonlinearity in the Momentum Equation.”

Bubble Trapped in a Narrow Tube

There have been several microfluidic applications in which an acoustically driven
bubble trapped in a tube or microchannel has been proposed and tested as a flow
actuator [6, 7, 56], and sonochemical reactions have been generated in such a
system [52].

By following the same approach as in section “Rayleigh’s Derivation of the
Collapse of a Spherical Cavity,” the linear natural frequency, ignoring surface
tension and viscosity and assuming both the bubble and the liquid slug are long
compared with the tube radius, is given by
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f 0 ¼
1

2π

ffiffiffiffiffiffiffiffi
κP0

ρ

s !
1ffiffiffiffiffiffiffi
L0S

p ; (53)

where L0 is the equilibrium bubble length and S is the length of the liquid slug in the
tube. In this simplistic example, the basic physics is even clearer than in the classical
spherical bubble considered by Rayleigh and Minnaert: a mass of liquid contained in
a tube is bouncing on the long “spring” formed by the bubble in the tube.

It is interesting to note that at a vastly greater scale than microfluidics, the same
fundamental physics has been analyzed to predict the size of gas bubbles in
Strombolian volcanoes, given measurements of the rumbling frequency. A bubble
of gas is trapped in a tube, and above it is a mass of molten magma [58]. The size of
the bubble may indicate the hazard presented by the impending eruption.

Two-Dimensional Planar Bubble

A two-dimensional or planar bubble could also occur in microfluidic contexts, for
example, Liu et al. [30]. An equivalent would be a cylindrical bubble only capable of
radial expansion and contraction. This system differs fundamentally from the three-
dimensional bubble: the two-dimensional equivalent of the three-dimensional inte-
gration that leads from (38) to (39) is unbounded as D ! 1, so that the domain size
D is always a variable in the natural frequency. Thus, the two-dimensional bubble
has a linear resonant frequency given by

f 0 ¼
1

2π

ffiffiffiffiffiffiffiffiffiffi
2κP0

ρ

s !
1

R0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln D=R0ð Þp ; (54)

whereas before R0 is the equilibrium bubble radius and D is the radius of the liquid
domain enclosing it.

Acoustic Streaming

Large-Scale Acoustic Streaming

Rayleigh [46] analyzed the acoustic streaming induced by sound waves propagating
between parallel plates. This is usually called Rayleigh streaming. It was at this
time that he applied the mathematical technique of perturbation theory to deal
with the non-zero time-averaged flow created by the nonlinear term in Euler’s
equation, as described in section “Significance of the Nonlinearity in the Momentum
Equation.”
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Large-scale streaming due to ultrasound was originally called the “quartz wind”
[11] owing to the quartz crystals used to produce ultrasound; it is also called Eckart
streaming. Streak photographs of Eckart streaming extending a few centimeters from
an ultrasonic transducer are shown in Fig. 4. Recall from section “The Rectification
of Oscillation by the Nonlinear Term” that the only requirement for the nonlinear
term to exist, and thus for streaming to occur, is that a gradient should exist in the
first-order sound field. Any ultrasonic transducer will create a near-field effect (see,
e.g., Kinsler and Frey [19]): owing to the finite size of the transducer, the field will
change rapidly with distance away from it, gradually becoming more uniform at
distances much greater than the transducer size. As distance from the transducer
increases further, the field will eventually fall off simply, owing to geometric
spreading. Thus one might expect some streaming even in the theoretical absence
of dissipation.

Where the ultrasonic intensity is high enough to cause cavitation, as is usually the
case when commercial sonotrodes or ultrasonic horns are used in chemical or
biochemical preparations, acoustic streaming occurs together with cavitation.
These systems can be extremely complex, with linear and nonlinear interactions
between the cavitation bubbles and with the microstreaming associated with the
microbubbles (see section “Basic Observations of Microstreaming”) occurring at the
small scale, as well as the large-scale streaming occurring. Significant power is
lost from the sound waves in generating the cavitation bubbles, which locally absorb
and scatter the sound waves. Thus, the effect of cavitation is to enhance the overall
dissipation of energy from the sound waves, increasing the negative gradient in the
acoustic field and reducing the distance from the source that the sound can penetrate.
This may enhance the acoustic streaming closer to the source of the ultrasound,
while limiting the extent to which the streaming penetrates.

Fig. 4 Acoustic streaming field (Eckart streaming) created by a transducer 4 mm in diameter (seen
at image top center) emitting 32 MHz pulses of 0.5 μs duration at 31 kHz pulse repetition rate into a
64 � 64 � 90 mm rectangular box. Streaming speeds reach a maximum of about 15 mm s�1

(Reprinted from Nowicki et al. [39]. Copyright (1998), with permission from Elsevier)
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Applications of Acoustic Streaming

It was suggested by Betheras [1] that the acoustic streaming created by a
medical ultrasound scanner could be useful in medical diagnosis of cysts. A cyst is
a lesion in the body that is often, though not always, filled with fluid. Ovarian
cysts and related lesions in the body such as endometriomas could be benign or
malignant, but the only true test is invasive biopsy or surgery [12]. If such cysts,
which may be a few centimeters in size, contain fluid only, they are less likely to be
malignant, but if they contain solid or more viscous matter, the risk of malignancy
may be higher [12].

Medical scanners include a Doppler feature that permits them to measure the
speed of blood flow. Normally, acoustic streaming caused by a medical ultrasound
scanner is slower than blood flow, but in a cyst, there is no background flow at all, so
the acoustic streaming can become visible. It is a complicated phenomenon because
the scanner creates the streaming flow it is measuring. The velocity is a function of
cyst size, location, shape, and the rheology of the fluid in the cyst. In addition to cysts
of the female reproductive system, acoustic streaming has also been used in diag-
noses of cysts in breast tissue [37].

Acoustic streaming flows in model cysts were studied by Zauhar et al. [62]. The
velocity fields in an elastic spheroidal cavity were measured by Sznitman and
Rösgen [51] using particle image velocimetry (PIV). A variety of acoustically
transparent model cysts and rectilinear chambers were mounted at various locations
in a much larger tank fitted with an ultrasonic transducer, and velocity fields were
measured by PIV (Lai [21], as reported by Lai et al. [22]). It was found that the size
and shape of the cavity in which the streaming occurred had a significant effect on
the flow pattern. Furthermore, the streaming velocity profile depended on the
location of the chamber relative to the transducer’s focus point, as illustrated in
Fig. 5.

High-power ultrasound has also been applied to molten metals, generating acous-
tic streaming (e.g., Kang et al. [17]) in an effort to improve the stirring and
crystallization of the metal.

While acoustic streaming has these beneficial applications, when ultrasound is
used to separate particles from liquid (see section “Motion of Particles Relative to
Fluid” below), the acoustic streaming may disrupt the desired separation effect
[27]. Hence, optimum power levels below which acoustic streaming is not detri-
mental need to be established.

Motion of Particles Relative to Fluid

The collection of fine rigid particles at the nodes of a standing wave sound field was
clearly observed in the nineteenth century in the Kundt’s tube, invented by Kundt in
1866. As just noted, Rayleigh [46] dealt with the nonlinearity in the governing
equations using a perturbation approach. In Rayleigh’s approach, the linear sound
wave problem would be solved first, and the nonlinear streaming flow solved
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assuming that the linear solution, substituted into the nonlinear terms and time
averaged, drove the streaming.

As will be outlined in section “Basic Observations of Microstreaming,” it is the
presence of a boundary layer and hence a non-zero gradient near the particle that
makes a net motion possible. King [18] showed that particles could be made to
drift in either traveling or standing waves. An appropriate second-order analysis
leads to the derivation of an “acoustic radiation force” acting on particles with a
different density or compressibility to their surrounds. King [18] calculated the
radiation force on a rigid sphere much smaller than the sound wavelength. It was
found that the radiation force would be an order of magnitude greater if the particle
were in a standing wave field rather than a traveling wave field. If a standing wave
field is created, particles will rapidly be attracted to the nodes or antinodes in the
standing wave field depending on their density and compressibility relative to the
carrier fluid. This phenomenon leads to the possibility of using ultrasound for
separation.

Applications of ultrasonic separation to the food industry were outlined by
Vilkhu et al. [59], and recent advances in ultrasonic separation were reviewed by
Leong et al. [28].

Fig. 5 Effect of chamber
location on profiles of
acoustic streaming. Velocity
component along the
transducer axis is shown. The
rectilinear chamber is 50 mm
long and is immersed in a
large tank driven by a
2.25 MHz transducer. Lines
from top to bottom are,
respectively, velocity along
the central line of maximum
cross-sectional velocity and
averages over the central
12.5 %, 25 %, and 50 % of the
chamber cross-section, with
shading around the line
indicating 95 % statistical
confidence intervals. Note a
different vertical scale on
right-hand panel since
velocities are lower farther
from the transducer (From Lai
[21]. Courtesy of P. Lai)
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Acoustic Microstreaming

Basic Observations of Microstreaming

Acoustic microstreaming is most usually called cavitation microstreaming in the
literature. That is because it is most often created by a microbubble, and
microbubbles are often created by cavitation. Acoustic microstreaming need not
rely at all on the presence of microbubbles, but owing to the powerful effect
microbubbles have on locally concentrating the sound field and thus creating large
local gradients, acoustic microstreaming is most prominent when microbubbles are
involved. Recall from section “Significance of the Nonlinearity in the Momentum
Equation” that a gradient in the sound field is a prerequisite for any streaming.

While several types of acoustic streaming flow had been analyzed theoretically in
the nineteenth and early twentieth centuries, the streaming flow around a sphere in a
sound field – a typical particle in a Kundt’s tube – was analyzed by Lane [23] using
the approach of Rayleigh [46]. Significantly, Lane [23] recognized that there would
be inner vortices (primary vortices) in the boundary layer (or Stokes layer) around a
spherical particle in a sound field. These primary vortices would drive outer vortices
(secondary vortices) over scales similar to several radii of the sphere (Fig. 6). Flow
speeds in the primary vortices would be expected to be much higher than in the
secondary vortices. Lane attempted an experiment with millimeter-sized spheres at
audio frequencies, but had difficulty making observations and found the vortex size
was overpredicted by theory.

Fig. 6 Lane’s original drawing of the primary microstreaming vortices around both a cylinder and
a spherical particle. The innermost streamline of each secondary vortex is also shown, extending
outwards at the top of the figure and at either side at the bottom. Note that the structure of the
vortices is slightly different for the cylinder and the sphere (Reproduced with permission from Lane
[23]. Copyright 1955, Acoustical Society of America)
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Lane’s identification of the primary and secondary vortices around a spherical
particle was a first in acoustics, but is not unique in fluid dynamics. There
are several other analogous flows at macroscopic scales, for example, when a
circular cylinder is oscillated normal to its axis, primary vortices appear that
are smaller than the cylinder, which in turn drive secondary vortices much larger
than the cylinder (e.g., the experiment by Masakazu Tatsuno, published in van
Dyke [57]). Engineers study such flows which might occur, for example, as ocean
waves pass the leg of a platform in the sea. In a more recent example, centimeter-
sized spheres were oscillated through amplitudes in the order of the sphere diam-
eter and at frequencies in the order of a tenth of a cycle per second [42]. Both
primary and secondary vortices were easily measured since the scales are in
centimeters.

The Stokes layer thickness scales with (2 μ/(ρω))1/2, where ω is the applied
frequency, and since for water μ/ρ ’ 10�6, in the very low frequency experiment
of Otto et al. [42], the Stokes layer thickness would be on the order of millimeters.
However, an ultrasonic frequency, say 200 kHz, would result in a Stokes layer
thickness around a micron – only a couple of wavelengths of light. Thus, since the
boundary layer around ultrasonically driven microbubbles is so thin, it is only the
secondary vortices that are usually observed in microstreaming around
microbubbles – in cavitation microstreaming.

Cavitation microstreaming was first studied by Kolb and Nyborg [20], who
allowed cavitation bubbles to form under the influence of various frequencies in
the audible range, mostly 11.4 kHz and below. Kolb and Nyborg noted that
streaming is most pronounced when the bubble is oscillating in its volumetric
mode. This is consistent with the note above on the “concentrating” effect of
bubbles: volumetric oscillations remove energy from the applied sound field,
which at the scale of the bubble is in the form of plane waves, and reradiate
sound as spherical waves that have a large local gradient. Kolb and Nyborg [20]
also noted that microstreaming was pronounced when the bubble is on a solid
boundary. The presence of a solid boundary can be modeled by a bubble interacting
with its mirror image which is just touching it [32, 50], a situation that again would
lead to a locally large gradient.

Research into cavitation microstreaming continued in the 1950s with the work of
Elder [13], who used a precision hypodermic needle to inject bubbles of a controlled
size of about 30 μm radius. The frequency was 10 kHz, and driving pressure
amplitudes were varied in a range from about 0.2 to 0.9 kPa. Streaming velocities
were visually estimated to be less than 0.0005 ms�1 – about half a millimeter per
second. Elder [13] classified microstreaming into different regimes that were
observed for different liquid viscosities and different sound amplitudes and frequen-
cies. Although the boundary layers near the bubble surface were too thin to be
observed, their importance was recognized by both Kolb and Nyborg [20] and Elder
[13] by analogy with other acoustic streaming phenomena. Elder [13] also noted the
earlier theory of Nyborg [40] that predicted the speed of the jet of liquid created
between vortices.
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Theoretical Analyses of Microstreaming

A key theoretical work was undertaken by Davidson and Riley [5]. They studied the
streaming field around a drop or bubble that was oscillating in translation along an
axis, but not oscillating volumetrically. An important feature of their analysis
was that they considered only the second-order problem for the streaming, assum-
ing the oscillatory motion due to the bubble and the incident sound field
was prescribed. This approach follows logically from the mathematics of perturba-
tion theory. Moreover, the streaming flow was assumed to be incompressible, which
was consistent with the approach of Nyborg [40] and again dates back to
Rayleigh [46].

The work of Davidson and Riley [5] was subsequently extended by Wu and Du
[61] who made the same fundamental assumption as Davidson and Riley [5]: the
streaming flow was incompressible and was driven by a prescribed bubble motion.
Wu and Du [61] identified two modes of streaming. If the bubble is purely translat-
ing, the result is a microstreaming pattern of four vortices (a “quadrupole” pattern).
However, if the bubble is undergoing volumetric pulsations, the result is a pattern of
two vortices (a “dipole” pattern). They found that the streaming due to volumetric
pulsation is stronger than that due to translation, which was consistent with the
observation of Elder [13] that microstreaming was most pronounced near the
bubble’s resonance frequency. It is important to note that Wu and Du’s calculations
were just outside the Stokes layer and hence were calculations of the secondary
vortices.

Longuet-Higgins [31] continued the approach of using perturbation theory with
the same assumption of incompressible streaming driven by a prescribed velocity
field. Although Longuet-Higgins did not explicitly say the calculations were outside
the boundary layer, his boundary condition required the gradient of tangential
velocity to become zero at the “bubble radius,” effectively placing an artificial
boundary at the streamline separating the primary and secondary vortices. Like
Wu and Du [61], Longuet-Higgins found a quadrupole pattern when the bubble
was translating and a dipole pattern when it was undergoing volumetric pulsations.
He combined the two modes of oscillation; recalling that microstreaming results
from nonlinear physics, this is not simply a matter of superposition. Indeed,
Longuet-Higgins calculated that the microstreaming velocities are proportional to
the product of the amplitudes of the two modes of oscillation and that the presence of
volumetric pulsations enhanced the translation mode.

It is worth noting that, owing to the incompressibility assumption in all
the works of Nyborg [40], Davidson and Riley [5], Wu and Du [61], and
Longuet-Higgins [31], the streaming flow field was no different to what might be
produced if, for example, a spherical toy balloon were pulsating in volume in a
bathtub, in various combinations with and without to and from oscillations of the
sphere, with no sound waves present. This assumption probably remains valid
while the magnitude of the streaming velocity is small compared with the speed
of sound.
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The work of Wu and Du [61] was reevaluated by Doinikov and Bouakaz [8], who
determined that Wu and Du’s neglect of viscous effects outside the boundary layer
caused a severe underestimation of the acoustic streaming velocity. Doinikov and
Bouakaz [8] recalculated the radial and tangential components of the streaming
velocity immediately outside the boundary layer for a case considered by Wu and
Du [61]. Doinikov and Bouakaz [8] found that the true velocities were over an order
of magnitude higher, reaching 0.03 ms�1 for a bubble of radius 33 μm driven at
100 kHz and about 55 kPa. This speed, at the boundary between the primary and
secondary vortices, reached centimeters per second, contrasting with earlier pre-
dictions of fractions of a millimeter per second – and experimental measurements of
secondary vortex speeds also in fractions of a millimeter per second.

It is important to recall that all these theories [5, 8, 31, 40, 61] were all predicated
upon the perturbation method originally proposed by Rayleigh [46] for acoustic
streaming: the linear first-order solution, once found (or simply prescribed), drives
the second order where the streaming is manifested, and so on. This mathematical
approach means that the analyses, while they have produced successful phenome-
nological comparisons with experiment, have an inherent disconnection between the
acoustic behavior and the streaming behavior – a disconnect that is fundamentally
due to the mathematical principle of perturbation theory. We might expect this
approach to cause problems when the acoustic amplitude in the immediate vicinity
of the microbubble is no longer predictable by linear theory; for example, when there
is cavitation collapse or any other circumstance in which the amplitude with which
the bubble radius is pulsating is large compared with its equilibrium radius. The
assumption of incompressibility in the second-order streaming flows could also lose
validity under the extremely nonlinear conditions commonly produced in
sonochemical systems.

Even if the bubble dynamics is linear, the presence of many bubbles nearby could
alter the local acoustic field owing to bubble-acoustic interactions (e.g., Nikolovska
et al. [38]). The microstreaming field around a pair of microbubbles was calculated
analytically by Wang and Chen [60], who found that radial streaming velocities were
suppressed in favor of the tangential velocities.

Experimental Quantifications of Microstreaming

As noted earlier, the experiments of Kolb and Nyborg [20] and Elder [13] had
already observed the secondary vortices around microbubbles, and Elder [13] had
estimated streaming speeds. However they had not observed the primary vortices.
Gormley and Wu [15] observed streaming around a 55 μm commercial contrast
agent microbubble. The flow was revealed by fine particles forming streaks. Since
the frequency was 160 kHz, the Stokes layer thickness and hence the primary
vortices would have been too small to see, just as in the earlier studies. The work
of Gormley and Wu [15] was significant in that the microstreaming flow was
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photographed; the literature in the 1950s had presented sketches based on observa-
tions. Furthermore, Gormley and Wu’s observations were around microbubbles that
were not simple gas-in-liquid bubbles; they had a “shell” composed of a partially
denatured protein, albumin.

Tho et al. [55] conducted micro-particle image velocimetry (micro-PIV) experi-
ments on the microstreaming flows around microbubbles that were large enough,
typically greater than 200 μm in radius, for detailed velocity fields to be quantified
for the first time. The bubbles were sessile or pendant within a microchamber and
thus had a contact circle with the chamber wall. The sound was applied by a
piezoceramic disk that caused the chamber wall to flex. Applied frequencies were
2–13 kHz, and the pressure amplitudes were around 0.1–0.5 kPa.

Tho et al. [54] then studied cases where the bubble not only translated and
pulsated but also underwent simultaneous translations around two orthogonal axes.
Thus, the bubble center was made to trace out a circle, an ellipse or a line along a
single axis, with or without volumetric pulsations, each selected by a particular
frequency of insonation and bubble location in the microdevice. The path the bubble
center traced out was also measured.

As theoretically predicted earlier [31, 61], translations along one axis
corresponded to a quadrupole microstreaming pattern (Fig. 7), while volumetric
pulsations corresponded to a dipole (Fig. 8). However, circular or elliptical paths
created circular or elliptical vortices surrounding the bubble; as the minor axis of the
bubble-translation-path ellipse tended to zero, the quadrupole pattern was recovered.
As in previous studies, only the secondary vortices could be observed, with
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Fig. 7 Quadrupole microstreaming pattern for a bubble oscillating in translation only, showing the
secondary vortex pattern. (a) Theoretical prediction for a bubble in an infinite domain (Reprinted
from Longuet-Higgins [31] by courtesy of The Royal Society); (b) Experimental streak image
around a bubble of radius 242 � 10 μm attached to a microchamber wall and driven at 2.422 kHz,
such that the bubble oscillated in translation only (From Tho et al. [54]. Reprinted under a CSIRO
Licence to Publish)
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microstreaming speeds of up to 0.00045 ms�1 – less than half a millimeter per
second. Although Tho et al.’s bubbles were about six times larger than those studied
by Elder [13], frequencies and applied pressure amplitudes were similar, as were
magnitudes of the measured velocities.

Microstreaming flows around multiple bubbles were also measured by Tho
et al. [54], with up to four nearby bubbles studied. Flows around pairs of bubbles
could be quadrupole (Fig. 9), dipole, or elliptical depending on the mode of
oscillation, whereas Wang and Chen [60] later predicted predominantly tangential
flows around a bubble pair.

In 2010, Collis et al. claimed to be the first to simultaneously observe and
measure the primary vortices as well as the secondary vortices in an acoustically
driven microbubble (Fig. 10). The primary vortex visualization was achieved by
observing tracer particles adsorbed onto the bubble surface. For a 135 μm bubble
driven at 28 kHz and 12 kPa (a pressure amplitude later calibrated by Leong
et al. [26]), they estimated that the primary vortex speed 0.013 � 0.002 ms�1 was
two orders of magnitude higher than the secondary vortex speed. Although param-
eters were different from those studied at about the same time by Doinikov and
Bouakaz [8], it is interesting that the primary vortex speed was also in the centime-
ters per second range predicted by Doinikov and Bouakaz [8].

Fig. 8 Dipole microstreaming pattern for a bubble oscillating volumetrically only, showing the
secondary vortex pattern. (a) Theoretical prediction for a bubble in an infinite domain (Reproduced
with permission from Wu and Du [61]. Copyright 1997, Acoustical Society of America. Longuet-
Higgins [31] only plotted results for volumetric plus translational oscillation); (b) Experimental
streak image around a bubble of radius 271 � 4 μm attached to a microchamber wall and driven at
8.658 kHz, such that the bubble oscillated volumetrically only (From Tho et al. [54]. Reprinted
under a CSIRO Licence to Publish)

60 R. Manasseh



0
0

200

400

600

800

1000

1200

1400

1600
b

a

200 400 600 800 1000
µm

1200 1400 1600 1800 2000

0.05

0.1

0.15
lu
l(m

m
/s
)

0.2

µm

Fig. 9 Quadrupole microstreaming around a pair of bubbles. Left-hand bubble radius 212 μm,
right-hand 208 μm, driven at 2.267 kHz. (a) Experimental streak image; (b) PIV data (From Tho
[53], reprinted courtesy of P. Tho)
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Effects of Bubble Surface Properties on Microstreaming

As noted above, microstreaming is still observed when there is no gas-liquid
interface of the bubble, rather a flexible “shell” material [15]. This can be expected,
since all that is required for microstreaming is an acoustic boundary layer in which
there is a large gradient in velocity. Thus, altering the properties of the surface might
be expected to alter the velocity gradient in the boundary and thus the
microstreaming. The effect of surfactants on microstreaming around a microbubble
was studied by Leong et al. [26]. They carefully introduced different surfactant
molecules such that the surface tension was maintained fixed while the molecular
headgroup – the part of the molecule in the water – was altered in size.
Microstreaming velocities were measured by micro-PIV. It was found that the
surfactant molecule dodecyltrimethylammonium chloride (DTAC) caused signifi-
cantly higher streaming velocities than other surfactants such as sodium dodecyl
sulfate (SDS) or in plain water.

Fig. 10 Putative identification of the primary microstreaming vortices at a microbubble surface. A
135 μm radius bubble excited at 28 kHz was imaged with varying exposure times to estimate the
velocity of primary vortices, giving 0:013 � 0:002 ms�1. Line approximately indicates the bubble
surface. In the regime applied, vortices were irregular. Exposure times were (a) 5884 μs; (b)
8322 μs; (c) 11,767 μs (From Collis et al. [4]. Reprinted with the authors’ permission)
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Bioeffects of Microstreaming

Cavitation microstreaming was noted to have a detrimental effect on cells in the
1950s, when “sonic destruction” of Paramecium cells was observed to be caused
specifically by microstreaming flows [13]. This effect is distinct from the simple
destruction of cells owing to the violence of cavitation collapse, which is utilized in
commercial laboratory “cell disruptor” sonotrodes. Microstreaming from a
microbubble was observed to disrupt an artificial vesicle – a model biological
cell – by Marmottant and Hilgenfeldt [34].

Over the past decade, the relevance of microstreaming to beneficial ends has been
proposed, particularly to the phenomena of sonoporation and sonothrombolysis
(e.g., Manasseh et al. [33]).

It is important to understand the biological significance of the steady stresses due
to microstreaming, compared to the transient stresses due to the first-order
microbubble volumetric pulsation. The stresses due to the first-order linear or
nonlinear bubble oscillation, which have been studied theoretically (e.g., Doinikov
and Bouakaz [9]) in the sonoporation context, reverse every cycle. The primary
oscillation cycles due to first-order ultrasound occur millions of times per second,
whereas cell biological processes such as protein expression occur over timescales of
minutes. Thus, the first-order ultrasound appears to be far too rapid to directly
influence biological processes, unless, of course, the oscillatory stresses are high
enough to cause permanent or semipermanent damage to the cell membrane. In
contrast, the steady or quasi-steady stresses due to microstreaming are closer in
timescale to the mechanical stresses known to influence cell processes [49].

The speed of flow in the primary vortices may have particular significance for the
bioeffects of microstreaming. Collis et al. [3] proposed that the concept of surface
divergence was relevant to sonoporation, sonothrombolysis, and kindred phenomena.
The surface divergence metric, which can be extracted frommicro-PIVmeasurements
of microstreaming flows, could represent the extent to which a cell surface is being
stretched or compressed by microstreaming flows. Such steady or at least quasi-
steady stresses on cell membranes are known to cause, for example, stem cells to
proliferate more rapidly and even differentiate into more specialized cell types [49].

Microstreaming in Micromixing and Microseparation

Mixing at microscale is a notorious problem. True mixing of two bodies of fluid
containing different molecules is ultimately achieved by molecular diffusion. How-
ever, diffusion acts over short distances, thus taking a very long time in quiescent
fluids to completely intermingle the two types of molecules. Fluid motion can stretch
and fold the interface between the two fluids, thus allowing diffusion to do its work
over a short distance. This stretching and folding is efficiently accomplished by
turbulence, in which chaotic vortices at many scales create ever-longer boundaries
between the two fluids and thus ever-shorter distances. Unfortunately, the absence of
turbulence at microscale means that microscale stirring is necessary.
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Microstreaming around a microbubble was demonstrated as a mechanism of
micromixing in a microdevice by Liu et al. [30]. It was suggested by Manasseh
et al. [33] that the micromixing due to microbubble-induced microstreaming could
be responsible for the therapeutic benefits of ultrasound contrast agents, particularly
in sonothrombolysis. Meanwhile, noting that what was needed for microstreaming
was a large gradient in the sound field, which did not necessarily require a
microbubble, Petkovic-Duran et al. [43] demonstrated effective micromixing within
a drop with a small radius; by alternating “vortex” and “dipole” patterns of
microstreaming, they also achieved a more efficient, “chaotic” micromixing. Sub-
sequently, the micromixing due to drop-based microstreaming was able to improve
the yield of RNA from a single cell by 100-fold [2]. The frequencies applied were so
low, around 140–350 Hz, that they may have caused shape-mode resonances of the
entire drop. However, similarly low frequencies were also shown to create
microstreaming in a completely enclosed microchannel [41].

Microstreaming flows could also do the opposite of mixing; by creating a vortex,
they can be used to trap particles [29, 44, 48].

Microstreamers in Cavitating Systems

It was noted by Blake in 1949 (as reported in Neppiras [36]) that cavitation
microbubbles can form “streamers” in which the microbubbles appear to be mutually
attracted into long, twisting ribbons or streams. Since microstreamers are composed
of a large number of microbubbles, the scales of this motion are larger than the
microstreaming around individual bubbles described in sections “Basic Observa-
tions of Microstreaming,” “Theoretical Analyses of Microstreaming,” “Experimen-
tal Quantifications of Microstreaming,” “Effects of Bubble Surface Properties on
Microstreaming,” “Bioeffects of Microstreaming,” and “Microstreaming in
Micromixing and Microseparation.” The streamer is thought to be formed by an
attractive radiation force between bubbles, called the secondary Bjerknes force (e.g.,
Mettin et al. [16] and Jiao et al. [35]). However, we may speculate that
microstreaming could contribute to maintaining the structure of the streamer. Highly
ordered microstreamers can also be generated when microbubbles are created from
ultrasonically excited pits [14].

Conclusions and Future Directions

The laws of fluid dynamics were introduced and applied to bubble acoustics,
acoustic streaming, and cavitation microstreaming. The laws of conservation of
mass and momentum and a constitutive law for the gas in the bubble, neglecting
liquid compressibility, viscosity, surface tension, and vapor pressure, are sufficient to
predict that a bubble will oscillate in volume with a natural frequency, called the
Minnaert frequency. This natural frequency of bubble volumetric oscillation is
inversely proportional to its size, and bubbles microns to tens of microns in size
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oscillate at ultrasonic frequencies. The full form of the Rayleigh-Plesset-Noltingk-
Neppiras-Poritsky equation for bubble acoustics also requires knowledge of the fluid
constitutive properties of viscosity, surface tension, and vapor pressure, but these
significantly alter the Minnaert frequency only for bubbles microns in size. For
bubbles undergoing cavitation collapse, as well as for an accurate estimation of
losses due to sound radiation, liquid compressibility must be considered, leading to
the Keller-Miksis equation. The final modifications attempt to include the dynamics
of a thin shell encapsulating the bubble, modeling medical ultrasound contrast
agents.

The momentum equation for fluid dynamics in the absence of viscosity and liquid
compressibility, Euler’s equation, reveals the origin of acoustic streaming and
microstreaming. These were shown to be due to the nonlinear term in Euler’s
equation. This nonlinearity represents the attribute that distinguishes a fluid from a
solid: its ability to accelerate purely by moving into a region where the fluid velocity
is different. The nonlinear term is the fluid velocity multiplied by the gradient with
distance of the fluid velocity. If the fluid velocity is primarily oscillatory, which is the
case with all fluid waves, including sound waves, the primary oscillation averages to
zero. However, the nonlinear term does not average to zero over time. Thus there is a
driver for a net streaming motion that, unlike the primary oscillation, does not
average to zero.

Because the nonlinear term is a velocity multiplied by a velocity gradient, there
are two ways in which the nonlinear term could be significant. The velocity could be
high, in other words the ultrasonic power could be high, and this leads to acoustic
streaming. However, even if the power is not particularly high, if the velocity
gradient is high, as would occur in the immediate vicinity of an oscillating bubble,
the nonlinear term could again be significant. This leads to cavitation
microstreaming.

Future research should consider the effect of microstreaming on the relative
motion of multiple bubbles or particles and the effects of interfacial chemistry on
microstreaming. Furthermore, the ability of microstreaming to create stresses on
biological surfaces needs further exploration.
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Abstract
Rectified diffusion is a bubble growth phenomenon that occurs in acoustic fields.
When subjected to a sound field (i.e., an oscillating pressure wave), a bubble of a
suitable size range undergoes expansion and compression. During this bubble
oscillation, the pressure within the bubble decreases as it expands and increases as
it compresses. Consequently, gas and/or vapor diffuses in and out of the bubble
due to the differences in pressure between the interior and exterior of the bubble.
Several effects contribute to an unequal diffusion in and out of the bubble. The
“area effect” refers to the influence of surface area on the mass diffusion. More
gas tends to enter the bubble during bubble expansion when the surface area is
larger, than out during bubble compression when surface area is smaller. The
“shell effect” refers to the thickness of the liquid-air mass transfer boundary.
During compression, this boundary layer increases in thickness, and vice versa
during expansion. This difference in boundary layer thickness again tends to
promote more gas to enter the bubble during expansion than out during compres-
sion. In simple air-water systems, these two effects are the primary contributors to
rectified diffusion growth. In more complex fluid systems, the presence of
surface-active molecules at the air-water interface can alter the surface tension,
surface viscoelasticity, and resistance to mass transfer and increase fluid stream-
ing effects around the oscillating bubble. All these effects can result in further
enhancement to the accumulation of gas and hence faster bubble growth with
time. This chapter provides an overview of the rectified diffusion process,
detailing the basic physics of the event in both simple and complex fluid systems.

Keywords
Rectified diffusion • Surfactants • Stable cavitation •Microstreaming • Sonolumi-
nescence • Single bubble • Multibubble

Introduction

Bubbles in an acoustic field can grow via two primary pathways: coalescence and/or
rectified diffusion. Coalescence is the process by which two smaller bubbles com-
bine to form a larger bubble. This is a phenomenon that also occurs in non-acoustic
fields and has been studied in detail in this context [1, 2]. Studies by Lee [3] and
Sunartio [4] have found that the effect of surface-active solutes on the coalescence
behavior of bubbles in acoustic fields is similar to those reported in the absence of
ultrasound. However, in an ultrasound field, coalescence can be complicated by
competing forces. Two oscillating bubbles in the sound field can induce a force on
one another known as the secondary Bjerknes force [5]. This net force can be
attractive and bring the two bubbles together if the oscillations are in phase. If the
oscillations are out of phase, then the net force is repulsive.

Rectified diffusion, on the other hand, is a bubble growth process that is unique to
acoustic fields. This process is the growth of an individual bubble over time due to

70 T. Leong et al.



uneven rates of mass transfer across the air/liquid interface during bubble expansion
and compression as it is subject to an oscillating pressure field. This is a particularly
interesting but challenging phenomenon to study and interpret, since most
sonoprocessing systems contain many bubbles that will inevitably also result in
coalescence. Multibubble sonoluminescence [6, 7] has been used to infer the growth
of a large population of bubbles by rectified diffusion. This technique offers an
indirect measurement, however, and careful interpretation must be considered to
discern the influence of coalescence that will compete with rectified diffusion.

To study rectified diffusion most effectively requires the isolation of a single
bubble in a sound field. In simple air-water systems, the process of rectified diffusion
has been studied in great detail by using acoustic levitation techniques that enable the
trapping of a single bubble within the center of an acoustic pressure antinode of a
standing wave [8]. The bubble growth rates can be predicted by theoretical calcula-
tions with reasonable accuracy provided that the gas concentration, driving pressure,
and acoustic frequency are known [9].

In sonoprocessing systems, fluids tend to be complex, i.e., they often contain
surface-active solutes and/or other contaminants. These species can significantly
influence the bubble growth behavior. Surface-active components, i.e., surfactants
that self-assemble on the surface of the gas/liquid interface, will influence the mass
transfer properties during bubble oscillation and modify the surface rheological
properties such as surface elasticity and surface viscosity. Many investigations
have studied the influence of surfactants to the rectified diffusion growth rate. Of
interest is a significant increase in bubble growth rate in the presence of surfactants,
when compared with a surfactant-free system. Furthermore, it has been shown that
existing mathematical models [9–11] are insufficient to accurately account for the
experimentally observed increase in growth rate. The reasons for this discrepancy
have been alluded to by previous authors, with suggested reasons for the observed
enhancement including a resistance to mass transfer provided by the surfactant layer
at the interface [12], an enhancement of the acoustic microstreaming velocities of the
fluid around the oscillating bubble [9, 13], and modification of the viscoelastic
properties of the bubble surface [14].

This chapter provides an overview of the rectified diffusion process and some of
the investigations that have been performed to understand its behavior in simple and
complex fluid systems.

Theory and Background

It is prudent to establish the various processes of a bubble prior to, during, and after
rectified diffusion growth to fully explain the process. In this section, the various
mechanisms and aspects of bubble nucleation, bubble growth, and bubble collapse
will be defined and explained. Some basic information pertaining to surfactants and
their role in modifying rectified diffusion behavior will also be presented.
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Bubble Formation in Acoustic Cavitation

In acoustic cavitation, sound waves impose a sinusoidal pressure upon existing
cavities or bubbles in solution [15]. During the negative pressure cycle, the liquid
is pulled apart at sites containing these gaseous impurities, which are known as
“weak spots” in the fluid.

There are three known mechanisms for bubble formation [16]. One mechanism
involves preexisting bubbles in the liquid which are stabilized against dissolution
because the surface is coated with contaminants such as a skin of organic impurity. A
second mechanism relies on the existence of solid particles (motes) in the liquid with
gas trapped in these particles, where nucleation takes place. There can also be tiny
crevices in the walls of the vessel or container where gas is trapped. The pressure
inside a gas crevice is lower than the outside liquid pressure. Consequently, gas
diffuses into the gas pocket, causing it to grow. A bubble is then created as the gas
pocket departs from the crevice under the influence of acoustic radiation forces. The
final mechanism is the generation of new bubbles by the fragmentation of a larger
bubble.

The acoustic pressure at which nucleation occurs is often referred to as the Blake
threshold, PB, and is defined by Eq. 1 as [17]:

PB ¼ P0 þ 8σ

9

3σ

2 P0 þ 2σ=RBð Þ½ �RB
3

� �1=2

(1)

where P0 is the ambient pressure, RB is the Blake radius, and σ is the surface tension.
Note that this expression does not involve the acoustic frequency and is simply an
expression of the pressure required in excess of the ambient pressure to generate a
bubble of a given size.

Cavitation Modes

Once nucleated, a bubble can exhibit different modes of behavior, dependent upon
the oscillation frequency, the acoustic driving pressure, and the bubble radius.

For small bubbles at low driving pressures, the bubble undergoes low amplitude
sinusoidal radial pulsations at the acoustic frequency [8, 18]. Under these conditions,
rectified diffusion does not occur and the bubble simply dissolves away again over
time (Fig. 1a). This is often referred to as a breathing mode.

As the acoustic pressure increases, a threshold is passed above which the bubble
will undergo stable cavitation (Fig. 1b). In this mode, the bubble oscillates in a
characteristic pattern which is far from sinusoidal, but is replicated identically for
long periods of time. In this regime, rectified diffusion can occur, as can sonolumi-
nescence (the generation of light from the bubble collapse). The transition from
breathing mode to stable cavitation is referred to as the “lower stability threshold,” or
the rectified diffusion threshold. An equation developed by Safar [19] (Eq. 2)
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enables the prediction of this lower stability or rectified diffusion pressure threshold
PD for a bubble of radius RD:

PD

P0

¼
3η 1þ 2σ

P0RD

� �
� 2σ=P0RD

� �
1� ω2=ω2

r

� 	
1þ 2σ

P0RD
� Ci=C0

h i1=2
6 1þ 2σ=P0RDð Þ½ �1=2

(2)

Here, η is the solution viscosity, ω and ωr the driving and resonance frequencies,
respectively, and Ci and C0 are the concentrations of dissolved gas in the liquid far
from the bubble and at saturation, respectively.

At even higher acoustic pressures, the upper stability, or transient, cavitation
threshold is passed and the bubble behavior becomes transient or unstable (Fig. 1c).
Under these conditions, the bubble is no longer spherical and survives only a few
cycles before disintegrating into a mass of smaller bubbles. Apfel develops an
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Fig. 1 Simulated radius-time curves at 140 kHz for (a) a dissolving bubble (initial radius 0.1 μm
and acoustic pressure 500 kPa), (b) a bubble in stable cavitation (initial radius 0.5 μm and acoustic
pressure 250 kPa), and (c) a bubble in transient cavitation (initial radius 5 μm and acoustic pressure
500 kPa). This bubble disintegrates into a mass of smaller bubbles just after the third collapse and
(d) a “degas” bubble (initial radius of 500 μm and acoustic pressure of 500 kPa) (Reproduced with
permission from Yasui (2002) [18]. Copyright 2002, Acoustic Society of America)
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expression that describes this inversely, as the threshold bubble radius, RT, for a
given acoustic pressure PT/P0 (Eq. 3):

RT ¼
0:13

ω

P0

ρ

� �1
2 PT=P0 � 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

PT=P0

p 1þ 2

3
PT=P0 � 1ð Þ13

� �" #
;

PT

P0

� 11
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P0
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� �1
2 2

3
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8>>>><
>>>>:

9>>>>=
>>>>;
(3)

Such transient cavitation collapse is a high energy event. Such events are often
accompanied by local increases in temperature up to 10,000 K and pressure
shockwave release of several hundred atmospheres. Under suitable conditions, the
energy of the collapse can result in chemical reactions taking place including the
formation of free radical species.

Yasui [18, 20] argues that the transitions to stable or transient cavitation are not
directly related to the linear resonance radius, Rr, which is usually larger than that
needed for stable cavitation to occur [21]. However, it is common practice to
estimate the threshold for either stable or transient cavitation from this linear
resonance radius, which itself is determined from Eq. 4:

Rr ¼
ffiffiffiffiffiffiffiffiffiffi
3γP0

ρω2

s
(4)

where γ is the specific heat ratio of the gas inside the bubble.
For the air-water system, Eq. 4 can be simply approximated by Eq. 5:

F� R � 3 (5)

where F is the frequency in Hz and R is the bubble radius in m. Note that this
equation gives only a very approximate estimation of the bubble sizes required for
cavitation to occur and that there are many other factors at play [5, 22].

The fourth type of behavior is known as a “degas” bubble [18]. This occurs for
larger bubbles, which are more affected by buoyancy forces and so rise rapidly to the
surface. Such bubbles have too much inertia to undergo cavitation events at any
acoustic pressure. These bubbles again exhibit a sinusoidal oscillation, but the main
frequency of oscillation is the natural frequency of the bubble (Fig. 1d, where this
oscillation period is 181 μs). There is also a smaller oscillation with ultrasonic
frequency, which can be visualized in Fig. 1d as the oscillations of order 7 μs.
These degas bubbles can grow through rectified diffusion, but do not
sonoluminescence.

Both Apfel [23, 24] and Yasui [18] have used mathematical simulation to develop
charts that predict the behavior of a bubble with a given radius at a defined acoustic
pressure. Neppiras [25] developed similar predictions for the transient cavitation
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thresholds based on Apfel’s criterion for a bubble at the radius of the transient
threshold and Blake’s threshold pressure. This author used another expression
from Safar [19] which included a multiplying factor that extended the formula so
that it applied for bubbles through to resonance, not just R0 < Rr.

Dynamics of a Single Bubble

Besant [27] first derived an equation for the motion of the bubble wall within an
acoustic field in 1859 (Eq. 6):

PL � P0

ρ
¼ R€Rþ 3

2
_R2 (6)

where R is the radius of the bubble wall at any time, _R is the wall velocity, P0 is the
pressure in the liquid at infinity, PL is the pressure in the liquid at the bubble wall, and
ρ is the liquid density.

Noltingk and Neppiras [28, 29] extended this fundamental equation to include the
effects of surface tension due to the Laplace pressure of the bubble (Eq. 7). To take
this into account, atR ¼ R0, the gas pressure in the bubble isP0 þ 2σ=R0where P0 is
the ambient pressure in the liquid and σ is the surface tension. Adiabatic heat transfer
is assumed with γ being the ratio of specific heats of the gas.

R€Rþ 3

2
_R2 ¼ 1

ρ
P0 þ 2σ

R0

� �
R0

R

� �3γ

� 2σ

R
� P1

" #
(7)

Aviscosity term for the liquid was later added by Poritsky [30] and it was shown that
this term arises only in the boundary conditions rather than through the Navier-
Stokes equation. The equation then becomes:

R€Rþ 3

2
_R2 ¼ 1

ρ
P0 þ 2σ

R

� �
R0

R

� �3γ

� 2σ

R
� 4η _R

R
þ P1

" #
(8)

where η is the viscosity of the liquid.
Equations 6, 7, and 8 are often referred to as the Rayleigh-Plesset equation and

are commonly used as the basis from which the fundamental motion of a bubble in
an acoustic field can be calculated. This model has been adapted into many different
forms over the years, accounting for more varied effects such as heat transfer and
bubble condensation/evaporation. A more in-depth derivation of the basic equations
can be found in the book by Young [23].

If a bubble is subjected to a sound field such that the pressure P varies as:

P ¼ P0 � PA sin ωtð Þ (9)

The Growth of Bubbles in an Acoustic Field by Rectified Diffusion 75



where P0 is the steady-state pressure (usually atmospheric pressure), ω is the angular
frequency, and PA is the amplitude of the driving pressure. The addition of this
pressure term into Eq. 8 leads to:

R€Rþ 3

2
_R2 ¼ 1

ρ
P0 þ 2σ

R0

� �
R0

R

� �3γ

� 2σ

R
� P0 � PA sin ωtð Þð Þ

" #
(10)

which is a useful fundamental equation that can be used to determine the radial
dynamics of a gas bubble under the influence of an oscillating sound wave in simple
air-water systems. Equation 10 and/or variations of it are often used as the starting
point for numerical analysis of bubble dynamics in an acoustic field.

Rectified Diffusion Growth of a Single Bubble

The process of rectified diffusion is essentially a mass transfer phenomenon with a
moving boundary layer. Growth occurs due to an unequal transfer of mass across the
air/liquid interface during the rarefaction and compression phases of the sound wave
cycle. Diffusion of gas occurs across the bubble interface such that more gas diffuses
into the bubble during the expansion than out during the contraction [9]. The result is
a net accumulation of gas within the bubble leading to growth over time.

During compression, the internal bubble pressure increases, causing gas to diffuse
out of the bubble. In the expansion phase, the internal bubble pressure decreases and
gas diffuses into the bubble (Fig. 2). Above the threshold pressure for rectified
diffusion, bubbles grow until they are no longer shape stable at the driving pressure.
Below this pressure, the bubble dissolves due to the Laplace pressure exerted on the
bubble wall by surface tension. An elegant review of the history of the developments
of the theory behind rectified diffusion is described in the work by Crum [9].

Eller and Flynn [10] accounted for this uneven mass transfer by describing two
main effects, known as the “area” and “shell” effects. The “area” effect refers to the
fact that diffusion of gas into the bubble occurs when the bubble is larger during the
expansion phase, while diffusion out of a bubble occurs when the bubble is smaller
during the compression phase. As the rate of diffusion across an interface is
proportional to the surface area available for mass transfer, more gas diffuses into
the bubble than out (Fig. 2).

The “shell” effect refers to the influence of the mass transfer boundary layer
surrounding the bubble through which mass transfer occurs. As the bubble shrinks in
the compression phase, this shell thickness increases. In contrast, as the bubble
expands, the shell thins as depicted in Fig. 3. The concentration gradient of gas is
lower when the bubble is in compression, but higher during expansion, thereby
resulting in net accumulation of mass into the bubble.

The diffusion of gas in the liquid obeys Fick’s law of mass transfer, but the
solution to the rectified diffusion problem is complicated by the moving boundary
layer as the bubble oscillates. This problem has been solved by various methods.
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Two different approaches have been described by both Eller and Flynn [10] and
Hsieh and Plesset [31, 32]. Further details of their approaches can be obtained in
their publications.

Fig. 2 During an acoustic cycle, gas diffuses into the bubble during the rarefaction (pressure
minimum) and diffuses out of the bubble during the compression (pressure maximum). As the mass
transfer is dependent on the surface area of the bubble, more gas diffuses in during bubble
expansion than out during bubble compression. This will result in net growth of the bubble over
time, provided that the acoustic driving pressure is above a threshold such that the accumulation of
gas overcomes the depletion of gas from the bubble by Laplace pressure

Fig. 3 A depiction of the change in liquid shell thickness of a bubble during the expansion and
compression cycles of an acoustic wave. The concentration gradient is enhanced during bubble
expansion and reduced during bubble compression
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Eller and Flynn showed that the change in the number of moles ng of a gas in a
bubble is given by:

dng
dt

¼ 4πDR0C0

R

R0
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þ R0
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1
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1=2
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where H is defined by:
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The pointed brackets in this case 〈〉 imply an average across the total growth time,
t. Ci is the concentration of dissolved gas in the liquid far from the bubble, C0 is the
saturation concentration of gas in the liquid, and D is the diffusivity of the gas.

Crum [9] later used Eller’s derivation and extended it to take into account the
thermodynamics of the process. The end result for the change in bubble radius for a
spherical bubble as a function of time t is:

dR0
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(13)

where Pg ¼ RgTC0=P0 . Here Rg is the universal gas constant and T is the
temperature.

An alternative mathematical analysis was presented by Fyrillas and Szeri [11, 12,
33] in a series of papers. Their derivation utilized Lagrangian rather than spherical
coordinates in order to account for the moving boundary condition. The Henry’s
Law boundary condition describing the gas concentration at the surface of the bubble
wall was also split into a smooth and oscillatory solution to the problem. They found
that the oscillatory solution (i.e., accounting for individual bubble oscillations)
contributed little relative to the overall mass transfer that occurs over the longer
time frame.

To determine the rate of growth of a bubble by rectified diffusion directly, it is
necessary to image and observe the growth of the bubble over time. Oscillations
typically occur at ultrasonic frequencies, and the visualization of individual bubble
oscillations would require high speed photography to capture effectively. This
however is often not practical nor required, since the rectified diffusion process is
often a slow effect that occurs over several minutes, i.e., many acoustic cycles.

A stroboscopic technique that delivers a simultaneous LED signal in synch to a
particular point in the acoustic cycle of the bubble is one simple method that can be
used to determine the growth rate of a bubble over time. In this technique,
a consistent moment in the oscillation cycle can be used as the reference point
over which the growth rate of the bubble can be determined.
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A typical setup that achieves this objective has been reported by Lee et al. [34]. A
similar setup used by Leong et al. [35] is shown in Fig. 4.

A single-bubble imaging system typically consists of a visualization cell inside
which an acoustic standing wave is established. A bubble injected or nucleated
within the container will experience an acoustic radiation force that draws the bubble
to the pressure antinode of the standing wave, provided that it is smaller than the
resonance size. Visualization of the bubble over time can be recorded using appro-
priate microscopy and image-capturing equipment.

The rate at which a bubble grows is dependent on various parameters. These have
been determined extensively by Crum [9] for simple air-water systems. In addition to
the acoustic driving pressure as previously stated, the gas saturation and bubble
radius are also important to the bubble growth. The degree of gas saturation is
important as it defines the mass transfer concentration gradient around the bubble. A
higher concentration of dissolved gas in the surrounding fluid of the bubble provides
enhanced mass transfer and hence faster bubble growth. A degassed fluid may result
in bubble dissolution when driven at equivalent pressure to a gas-saturated fluid.

Note that the parameters for growth are also dependent on the initial size of the
bubble within the acoustic field, i.e., there exists a “threshold radius” for rectified
diffusion growth (see Eq. 2). A smaller initial bubble size will have a higher
threshold pressure requirement for rectified diffusion growth to occur. Bubbles
driven at a pressure below the threshold requirement will dissolve into the bulk
solution. At the threshold pressure, the bubble will neither grow nor shrink.

Fig. 4 Experimental setup for single-bubble rectified diffusion reprinted with permission from
Leong et al. [35]. Copyright (2010) American Chemical Society

The Growth of Bubbles in an Acoustic Field by Rectified Diffusion 79



The experimental results reported by Crum achieved close agreement to the
theory developed (Eq. 13) for simple air-water systems. However, this theory did
not adequately predict the rectified diffusion growth rates when surface-active
species such as long-chain surfactants and alcohols were present in the solution.
When Crum performed single-bubble growth experiments in the presence of the
commercial surfactant “Photoflo,” the experimentally measured growth rates were
significantly faster than the predicted growth rates. The surface tension term within
Eq. 13 did not sufficiently account for the influence of the surface-active species. Lee
et al. [34] showed similar increases in rectified diffusion growth rates when working
with surfactants sodium dodecyl sulfate (SDS) and sodium dodecyl benzene sulfo-
nate (SDBS). The reason for the enhancement in growth rate due to the presence of
surfactant is not well understood but has been attributed to several possible causes.
The following sections will detail some of the interesting effects resultant from
solutions containing surfactants to bubble growth by rectified diffusion and elucidate
some of the possible reasons for modifications to the observed rates of growth.

Rectified Diffusion Growth in Surfactant Solutions

This section details studies that have been made to understand the influence of
surface-active solutes to the rectified diffusion growth in single-bubble and
multibubble systems.

Surfactants

Surfactants are amphiphilic molecules which contain a hydrophilic head group,
which can be charged (ionic) or polar (nonionic), and a hydrophobic tail consisting
of a long hydrocarbon chain (see Fig. 5). Due to the difference in properties between
these two portions of its structure, surfactants in aqueous solutions tend to aggregate
by self-assembly as a monolayer at the air/liquid interface. The hydrophobic tail
groups are arranged such that they point toward a gas interface and the hydrophilic
head groups point toward the liquid interface, to minimize the free energy of the
system [36].

This surfactant layer on the bubble surface results in a decrease of the interfacial
tension (σ). The surface excess concentration (Γsurf) for ionic surfactants in the
absence of additional electrolytes (such as salt) can be calculated from this surface
tension based on the Gibbs isotherm [36]:

Γsurf ¼ � 1

2RGT

@σ

@lnCB

� �
(14)

The expression differs by a factor of 2 for nonionic surfactants and ionic surfactants
in the presence of added electrolyte:
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Γsurf ¼ � 1

RGT

@σ

@lnCB

� �
(15)

Here RG is the universal gas constant, T is the temperature, σ is the surface tension,
and CB is the bulk concentration of surfactant.

The surface excess concentration increases with increasing concentration of
surfactant in the bulk, until the critical micelle concentration (CMC) of the surfactant
is reached. After the CMC is exceeded, the surface excess remains essentially
constant with further increase of the bulk concentration. This trend is reflected in
the surface tension, which decreases until the CMC, and then also remains essen-
tially constant. At the CMC, the surfactant molecules reach a saturation point on the
surface of the interface and instead begin to form self-assembled structures called
micelles in the bulk solution.

Effect of Soluble Surfactants on Rectified Diffusion

The rectified diffusion growth rates typical for water and for a 4.0 mM SDS
measured by Leong et al. [35] using a stroboscopic technique are presented in
Fig. 6a and b. The growth rate obtained here, for a bubble in water measured at a
driving pressure of 0.27 � 0.02 bar, is comparable to results obtained by Crum [9].

One experimental observation made by Crum [9] and others [35] is an increased
ability for smaller bubbles to resist dissolution upon the addition of surfactant. That
is, bubbles that dissolve in water will still grow in a surfactant solution, under the
applied driving pressure. For pure water driven at 0.27 bar, the threshold radius for
growth is approximately 30 � 1 μm as predicted using Crum’s model. However, as
can be seen in Fig. 7, bubbles below 30 μm can grow via rectified diffusion in the
presence of SDS in solution. This result was also observed by Suzuki et al. [37] in an
investigation on the effect of SDS on the dancing behavior of bubbles. Suzuki
et al. also found that bubbles in dilute SDS solutions were stabilized up to much
higher driving pressures.

Fig. 5 Depiction of a surfactant molecule, which consists of a long-chain hydrocarbon tail that is
hydrophobic and a polar or charged head group that is hydrophilic

The Growth of Bubbles in an Acoustic Field by Rectified Diffusion 81



Influence of Electrostatic Interactions
The effect of adding 0.1 M NaCl salt electrolyte to the radius-time growth of bubbles
is shown in Fig. 8a, b, and c. The addition of an electrolyte (salt) itself to pure water
at concentrations up to 0.1 M has no ascertainable effect in influencing the growth
rate by rectified diffusion, as can be seen in Fig. 8a. However, the addition of salt to
solutions of SDS, an ionic surfactant, increases the growth rate when compared at the
same bulk concentration. This enhancement effect is apparent in Fig. 8b and c.

The addition of electrolyte provides counterions which shield the negatively
charged head groups present on SDS [3, 6, 38–40]. The dilution of this strong
negative charge means that higher surface concentrations of surfactant can pack
onto the interface, leading to a greater reduction in surface tension, an increase in
surface viscoelasticity, and a lowering of the CMC. The net effect is an increase in
the rate of rectified diffusion.

Fig. 6 Typical raw data curve determined for growth of a bubble over time for (a) pure water (b)
4.0 mM SDS bulk concentration solution. In both cases, bubbles are driven at an acoustic driving
pressure of 0.27 bar. Each circular marker represents the radius size of the bubble strobed at the
point of minimal pressure in the acoustic cycle (maximum radius) (Adapted with permission from
Leong et al. [35]. Copyright (2010) American Chemical Society)

Fig. 7 Radius versus time
growth curve for a bubble in
4.0 mM SDS surfactant
solution. The growth of a
bubble below the rectified
diffusion threshold in water
(30 μm) can be observed.
(Adapted with permission
from Leong
et al. [35]. Copyright (2010)
American Chemical Society)
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The growth rate of a bubble within SDS solutions up to and beyond the CMC in
the presence and absence of 0.1 M NaCl electrolyte are shown in Fig. 9. The growth
rates of the bubbles presented here are for a 50 μm bubble strobed during the point of
minimum pressure of the oscillation phase (i.e., maximum bubble expansion). It can
be seen from these results that, beyond the CMC, there is minimal further enhance-
ment of growth rate, as surfactant molecules have reached a saturation loading on the
surface. In the same Figure, the enhancement in rectified diffusion growth is shown
for SDS solutions with the addition of 0.1 M NaCl electrolyte. Similar to the case
without electrolyte, the growth rates here also reach a plateau. However, the plateau
occurs earlier here, reflecting the lower CMC due to the tighter packing of surfactant
on the interface.

If the results for SDS with and without salt are compared as a function of the
equilibrium surface tension (Fig. 10), a smaller difference between the two results
can be observed. This confirms that rectified diffusion is strongly dependent on the
surfactant loading on the bubble surface, which is directly related to the surface
tension. However, while the rates are similar, in this case, the growth rate for SDS
solutions with the addition of 0.1 M NaCl is actually lower than that of SDS
solutions without the addition of the electrolyte. This suggests that there is a small
contribution due to electrostatics from the SDS charge on the surface of the bubble,

Fig. 8 (a) Plot of radius as a function of time for pure water and 0.1 M NaCl solution shows that
there is no effect of salt in water. (b) For 0.5 mM bulk concentration of SDS, the addition of salt
results in enhanced rectified diffusion growth. (c) At 2.0 mM SDS, the enhancement of growth with
the addition of NaCl appears to be higher
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Fig. 9 Bubble growth rate as a function of SDS bulk concentration for a bubble at a maximum
radius of 50 μm. The growth rate is determined by finding the instantaneous derivative of a
bubble at this radius from the radius-time curves (Adapted with permission from Leong
et al. [35]. Copyright (2010) American Chemical Society)

Fig. 10 Bubble growth rate as a function of equilibrium surface tension. There appears to be only a
small difference between enhancement in growth rate for SDS with and without the addition of salt
electrolyte when compared for similar surface loadings (Adapted with permission from Leong
et al. [35])
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when comparing between two surfaces with approximately the same number of
molecules. The system where charge is suppressed has a slightly smaller enhance-
ment in growth rate. It is hypothesized that the charge on the surface of the bubble
influences other phenomena such as the acoustic microstreaming and bubble
stability.

To confirm the effect of electrostatics, the rectified diffusion growth rates of
another charged surfactant, dodecyl trimethyl ammonium chloride (DTAC) with
and without the addition of 0.1 M NaCl electrolyte, have been measured and are
shown in Fig. 11.

Similar to the case of SDS, the addition of excess salt to the system in DTAC
solution lowers the growth rate for the same equilibrium surface tension. In contrast
to SDS though, the decrease in growth rate is much stronger with the suppression of
the electrostatics. There is also a sudden increase in bubble growth rate for solutions
below a surface tension of 55 mN/m, where DTAC without additional electrolyte
resulted in the formation of strong surface oscillations. Such surface oscillations
were not observed in the case where 0.1 M NaCl was added. Leong et al. [35]
speculated that such a large difference exists in the case of DTAC due to the
influence of the head group size or shape, which is discussed further below.

Role of Resistance to Mass Transfer

One of the effects alluded to by Crum [9] was that the presence of a surfactant layer
at the bubble interface could provide a significant amount of resistance to mass
transfer of gas such that it would enhance the rectification of gas during the bubble
expansion and compression cycle. It has been reported by Mansfield [42] that during
expansion of a surfactant film, more evaporation is attainable across the interface
than when the monolayer is compressed. The density of surfactant packing becomes
higher during bubble compression caused by a decrease in the surface area.

Fig. 11 Comparison between
growth rates for a 50 μm
bubble in surfactant solutions
of DTAC with and without the
addition of 0.1 M NaCl
electrolyte (Adapted with
permission from Leong
et al. [41]. Copyright (2011)
American Chemical Society)
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Similarly, during bubble expansion, the surface area of the bubble increases and the
surface concentration decreases. This imbalance during expansion and compression
enables rectification of gas to occur (Fig. 12).

Although the majority of literature suggests that high resistances to mass transfer
exist only across condensed monolayers, Caskey and Barlage [43] have found that
small but measurable resistances to mass transfer of carbon dioxide across a bound-
ary layer could be determined for the surfactants SDS and DTAC. Even though the
magnitude of the resistance determined for surfactants such as SDS and DTAC is
small, for oscillations of the order > 20 kHz as experienced in an ultrasonic field,
only small increases in the rectification is actually required each cycle for the growth
rate to be significantly enhanced. Jayalakshmi [44] has suggested that, at these
sufficiently high deformation rates, a monolayer of soluble surfactants can behave
like an insoluble monolayer as the oscillations occur much faster than any observ-
able relaxation at the surface by diffusion.

Fyrillas and Szeri [12] extended an analysis of the rectified diffusion process to
include the effects of mass transfer resistance. In the case of SDS and DTAC, a
significant increase in the rectified diffusion growth rates was calculated when mass
transfer resistance was taken into account.

Leong et al. [41] compared the rectified diffusion growth rates across three
surfactant solutions (SDS, DTAC, and DDAPS). Electrostatic effects for the ionic

Fig. 12 Depiction of the change in surfactant packing density during bubble oscillation. During
expansion, packing density decreases, lowering the resistance to mass transfer across the interface.
During compression, packing density increases, increasing the resistance to mass transfer across the
interface. As mass transfer into the bubble occurs during expansion, and mass transfer out of the
bubble occurs during compression, a difference in mass flux is created that results in net accumu-
lation of gas in the bubble
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surfactants (SDS and DTAC) were suppressed by the addition of 0.1 M NaCl. As
shown in Fig. 13, even though these surfactants had identical chain length (C12), the
growth rate varied, with SDS < DTAC < DDAPS.

As electrostatic effects are eliminated in all these cases, the trend in Fig. 13 must
be explained by the head group size or “bulkiness,” which would provide a resis-
tance to mass transfer across the interface. DTAC is more bulky than SDS due to the
presence of its trimethyl groups attached to a quaternary ammonium ion. Similarly,
DDAPS is more bulky than DTAC due to the presence of a dimethyl group along
with a propane sulfonate attached to its quaternary ammonium ion. Consistent with
these results, Caskey and Barlage [43] also showed that DTAC provided a greater
resistance to mass transfer compared to SDS.

In condensed monolayers, Healy and La Mer [45] have shown that the chain
length of the surfactant also plays a dramatic role in influencing the ability of a
surfactant monolayer to retard water evaporation. Caskey [46] has reported a trend of
increasing chain length resulting in higher mass transfer resistance for soluble
monolayers. Consistent with this trend, Leong et al. also show that a surfactant of
long-chain length (SDS, C12) has a higher rectified diffusion growth rate than that of
shorter chain surfactants with comparable head groups (pentane (C5) and octane
(C8) sulfonate) (see Fig. 14).

Fig. 13 A comparison between growth rates of surfactants. For DTAC and SDS, the head group
charge is suppressed by the addition of 0.1 M NaCl, while DDAPS has a zwitterionic head group
(no net charge). Without electrostatic charge, it appears that surfactants with “sterically bulkier”
head groups provide greater enhancement in rectified diffusion growth, in the order SDS < DTAC
< DDAPS (Adapted with permission from Leong et al. [41]. Copyright (2011) American Chemical
Society)
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Role of Viscoelasticity

Surface elasticity reflects the ability of a surface to restore the uniformity of the
surface tension after a change [47]. During bubble expansion, this elasticity works to
stabilize the bubble and thus slows the rate of the surface tension returning to a lower
value. In contrast, the elasticity decreases the stability of the bubble during com-
pression as it prevents the bubble from returning to a higher surface tension. The
higher the surface elasticity, the more the surfactant layer behaves like an insoluble
interface. Surface dilatational viscosity reflects the ability of surfactant molecules at
the interface to “relax” from the interface during bubble oscillation. As such, this
property is strongly dependent on the frequency at which the bubble oscillates.

Theoretical and experimental studies suggests that compression and expansion of
a surface can result in either purely elastic or viscoelastic behavior when surfactants
are present [48]. For example, Kloek [14] has shown that the presence of a surfactant
monolayer significantly retards the rate at which small bubbles dissolve in solution.
Kloek accounted for this by introducing a modified surface tension which depended
on the viscous and elastic moduli of the surfactant. A similar retardation in dissolu-
tion is observed within the acoustic field, as shown in Fig. 7, where the threshold
radius for bubble growth is significantly lowered in the presence of surfactant.

Fig. 14 Comparison between growth rate of SDS with shorter chain surfactants of sodium
1-octane sulfonate (C8) and sodium 1-pentane sulfonate (C5). Less enhancement in growth with
the shorter chain surfactants is observed. The effect of the electrostatics appears to be negligible in
the case of the C8 and C5 surfactant as the growth rate with the addition of NaCl appears to be
unchanged (Adapted with permission from Leong et al. [41]. Copyright (2011) American Chemical
Society)
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The mathematics of surface viscoelasticity and its impact upon bubble behavior is
complex and will not be presented here. The reader is directed to the following
references by Stride [49] and Church [50] for more discussion on this topic.

Role of Cavitation Microstreaming

Acoustic microstreaming, or cavitation microstreaming, refers to the small-scale
streaming flow of fluid around an oscillating object such as a gas bubble. The fluid
flow is generated from the vorticity caused by the oscillation of the boundary layer
surrounding the bubble. This form of streaming should not be confused with
“acoustic streaming,” which is related to the attenuation of acoustic energy as a
sound wave passes through the medium [51]. Microstreaming serves to enhance
mixing effects around a bubble. In the context of rectified diffusion, microstreaming
can significantly increase the rate of bubble growth since it drives fresh solution with
higher gas concentration to the mass transfer boundary. Elder [52] observed that the
addition of surfactants resulted in the formation of a thin film with a no-slip
boundary condition. This boundary layer increased the amount of microstreaming
around the bubble until it was broken by bubble pulsations. It has been shown by
Gould [13] that enhanced microstreaming can lead to greater rectified diffusion
growth rates. Gould however only saw dramatic increases in the rectified diffusion
when surface mode oscillations were visible. Church [53] has shown numerically
that taking microstreaming into account can dramatically increase the predicted
rectified diffusion growth rate of a bubble.

Crum [9] suggested that the likely reason behind the enhanced rectified diffusion
observed in surfactant solutions was due to surfactant-induced microstreaming. He
speculated that microstreaming could be induced even without surface wave gener-
ation as seen by Gould. He suggested that the increased streaming due to the
presence of surfactant at the air-water interface of the oscillating bubble would
increase the growth rates at all acoustic amplitudes and bubble radii and would
have no distinct inception threshold.

The determination of acoustic microstreaming patterns and velocities around the
bubble can be achieved by the use of a technique called microparticle image
velocimetry (micro-PIV) [41, 51, 54]. In this technique, fluorescent microspheres
are moved by the acoustic streaming flows and tracked. A study performed by Leong
et al. [41] using this technique related the flow velocities in various surfactant
solutions to the rectified diffusion growth. The PIV images obtained for water and
various concentrations of the surfactants SDS, DTAC, and DDAPS were analyzed to
determine the mean and maximum streaming velocities in the flow field. A typical
snapshot of a bubble along with its calculated vector field can be seen in Fig. 15.

Leong et al. [41] showed that the presence of surfactant in solution enhanced the
microstreaming velocities around the bubble, even in the absence of noticeable
bubble shape mode oscillations. The presence of DDAPS generated a faster stream-
ing velocity than SDS when compared for a similar equilibrium surface tension
(Fig. 16). The addition of sodium chloride electrolyte to SDS solution further
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reduced the mean streaming velocities, possibly because this reduced the repulsion
between the head groups and hence created less disruption to the fluid flows. The
velocities in the presence of 0.1 M NaCl correlated well with the bubble growth rates
shown earlier in Fig. 13, as shown in Fig. 16.

There was a clear difference between microstreaming that occurred in the absence
and presence of visible surface distortion. Tho et al. [51] showed previously using
PIV that the streaming velocities achieved when surface distortion can be detected
are two to three times higher than those of regular “breathing mode” volume
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Fig. 15 Typical image snapshot of a bubble in the micro-PIV system (a) along with its calculated
2-dimensional vector field (b) (Taken with permission from Leong et al. [41] Copyright (2011)
American Chemical Society)

Fig. 16 Growth rate of a 50 μm bubble in various solutions as a function of the mean
microstreaming velocity found using micro-PIV (Taken with permission from Leong
et al. [41]. Copyright (2011) American Chemical Society)
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oscillations. This is because the higher modes of oscillation lead to more random
flow fields as can be seen in Fig. 17. Shape mode oscillations distort the bubble from
appearing spherical in shape to those of various polygonal shapes [55]. The point at
which these surface distortions begins to occur decreased in the presence of surfac-
tant (Fig. 17), and once present, these surface distortions led to significantly
enhanced growth rates.

Influence of Shape Mode Oscillations

Under the influence of a strong acoustic forces, bubbles commonly assume shapes
that are distorted significantly from being spherical, due to an overshoot of the
bubble wall resulting from inertia of the liquid [5, 56]. This departure from sphericity
means that the radius of curvature is not the same at all points on the bubble wall.
These changes in shapes can be described in terms of a perturbation of appropriately
summed spherical harmonics which are superimposed on the spherical form. Oscil-
lation continues to occur even when the bubble is distorted, tending to the spherical,
as it seeks to minimize the energy of the system. A bubble experiencing such shape
mode oscillations tends to become “unstable” in that it may experience dancing
motion and/or pinch off daughter bubbles.

Shape mode oscillations have been studied theoretically. Rayleigh [57] first
studied shape oscillations of small drops to predict the frequency of the shape
oscillations and this work was later completed by Lamb [58]. More recently,
theoretical derivations to describe shape mode instabilities have been developed
by Plesset [59] and Hilgenfeldt [60]. The following equation taken from Plesset [59]
gives the sum of the principle radii of curvature of a distorted bubble, R1 and R2:

Fig. 17 (a) Streaming without surface oscillations; D = 225 μm, P = 5.2 kPa, Vmax = 0.24 �
0.02 mm/s, Vmean = 0.047� 0.005 mm/s. (b) Streaming with surface oscillations; D = 225 μm, P
= 7.6 kPa, Vmax = 11.1 � 1 mm/s, Vmean = 5 � 0.5 mm/s (Taken with permission from Leong
et al. [41]. Copyright (2011) American Chemical Society)
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where n is the mode of the shape mode oscillation, an is the radial distortion
amplitude, and Yn is a zonal spherical harmonic. Plesset [59] and Hilgenfeldt [60]
take the terms proportional to Yn to give a second-order differential equation from
which stability conditions may be deduced.
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where A is:
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Here, ρ1 and ρ2 are the gas and liquid densities, respectively, σ is the surface tension,
ν is the kinematic viscosity of the liquid, and δ is the boundary layer thickness
around the bubble approximated by:

δ ¼ min

ffiffiffiffiffiffiffi
ν

ω
,

r
R

2n

� �
(19)

Based on similar equations, the stability threshold boundaries for shape mode
oscillations were calculated by Hao and Prosperetti [61] for an air bubble in water
driven at 20.6 kHz. Notably, they found that the oscillation stability threshold
boundary displays complex features within the radius/pressure parameter space
and arises due to the highly nonlinear behavior of the bubble wall motion predicted
by the Rayleigh-Plesset equation used in the calculations.

It has been recently shown by Leong et al. [62] that the presence of surfactants
can increase the viscoelastic effects and hence stabilize the bubbles, by both
decreasing the oscillation amplitude and wall velocity of the bubble. The effect of
this would be to shift the stability threshold upwards, such that the parameter space
for a stable bubble is enlarged. This may explain why bubbles in SDS solution could
grow by rectified diffusion even below the threshold radius for pure water (Fig. 7).

As a bubble grows by rectified diffusion, however, it will eventually enter the
parameter space where the bubble becomes unstable and display surface oscillations.
A surfactant-coated bubble may “shed” or release surfactant molecules rapidly from
the surface when bubble shape mode oscillations occur. This shedding of surfactant
may drive additional fluid flow in the vicinity of the bubble, stronger than in the
absence of surfactant release. It may be a possible reason as to why stronger
cavitation microstreaming flows have been observed around the bubble during
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shape mode oscillations in the presence of surfactant, compared with cases in the
absence of surfactants.

Multibubble Behavior in an Acoustic Field

In a multibubble system, the behavior of bubbles is more complex due to the
multiple pathways in which a bubble can enter or leave the system and also different
pathways in which it can grow or collapse. It is both difficult to predict theoretically
and monitor experimentally the precise bubble behavior in such systems.

The main pathways for a bubble within a population under the influence of a
sound field are depicted in Fig. 18. A bubble can meet another bubble in solution,
combining via coalescence to form a larger bubble. In a gas-saturated solution such
as water above the lower stability threshold (Eq. 2), individual bubbles can also grow
with time over several acoustic cycles via rectified diffusion. If gas bubbles grow
large enough, they can leave the system entirely due to buoyancy. This is termed
degassing. Bubbles that reach the transient threshold may expand in an unstable
fashion and collapse violently. This can sometimes be accompanied by fragmenta-
tion into smaller bubbles. Conversely, bubbles below the threshold pressure for
rectified diffusion will dissolve into solution (Eq. 2).

Rectified Diffusion in Multibubble Systems

The imaging techniques employed to study rectified diffusion in single-bubble
systems are difficult to apply to systems where multiple bubbles exist, due to
competing processes such as bubble coalescence which will also influence the
bubble growth rate. Instead, the sonoluminescence that is produced from cavitation
within the acoustic field can be used to probe the growth of the overall bubble
population in the system. In multibubble systems, the sonoluminescence (MBSL) is
emitted from “clouds” of bubbles being driven at high amplitudes in gassed liquids.
These clouds are not dispersed homogenously and instead form patterns due to
interactions with the sound field and with other bubbles [63]. The most common
pattern is the formation of filaments called streamers. In an acoustic standing wave,
these streamers form a web-like pattern with a center located at the antinode.

Workers have shown using a pulsed ultrasound method [64] that the population of
active bubbles takes time to grow to equilibrium, usually 20–50 pulses. Some typical
initial growth behaviors of MBSL are shown in Fig. 19 [7]. The number of pulses, i.
e., the buildup time required to reach a “steady-state” level (indicated by a horizontal
line), can be used to judge the relative contributions due to coalescence and rectified
diffusion [65]. Figure 19 further demonstrates that the addition of surface-active
solutes, such as SDS, influences the initial sonoluminescence growth behavior. This
is because the presence of solutes on the surface of the bubbles can modify the
bubble-bubble interactions that occur within the acoustic field.
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In a multibubble field, there are two primary pathways by which bubbles can grow
to reach a sustained population. In general, a coalescence pathway leads to an increase
in the overall bubble population size range that is faster than rectified diffusion
[6]. The presence of surface-active solutes such as SDS can inhibit the ability for
bubbles to coalesce [4, 66]. For ionic surfactants, the inhibition can be explained by
the electrostatic repulsion created by the charged head group located on the surface of
the bubble. This means that, for the bubble population to reach a sufficient number of
resonance-sized bubbles for sonoluminescence to occur, there requires a greater
reliance from rectified diffusion. This is represented schematically in Fig. 20.

Since rectified diffusion is a slower process compared with coalescence, a larger
number of ultrasound pulses are required for a steady-state population of resonance
size-range bubbles to be achieved in solutions where coalescence is inhibited. Due to
this behavior, the relative contributions of coalescence and rectified diffusion to the
overall bubble growth in solutions containing different concentrations of surface-
active solutes, such as ionic surfactants and some alcohols, can be inferred.

Fig. 18 Pathways for bubble nuclei under the influence of an acoustic sound field. Bubbles can
grow via either coalescence or rectified diffusion, or dissolve into solution. Upon reaching an
unstable size, a bubble will sometimes collapse, possibly fragmenting to form smaller bubbles.
Bubbles that become larger may leave the system by buoyancy (Adapted with permission from
Leong et al. [26])
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Fig. 19 The initial growth of MBSL as a function of number of acoustic pulses. Frequency =
515 kHz, duty cycle = 4 ms on, 12 ms off (Reprinted from Ashokkumar [7] with permission from
Elsevier)

Fig. 20 Schematic representation of the inhibition of coalescence due to presence of surface-active
solutes on the bubble surface (Adapted from Ashokkumar and Grieser [6] with permission of the
PCCP Owner Societies)
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Conclusions and Future Directions

Rectified diffusion is an interesting bubble growth phenomenon in acoustic fields.
The results presented in this chapter explain some of the reasons as to why enhanced
bubble growth is observed in the presence of surface-active materials. The results
show the surface loading of the surfactant plays a key role on the enhancement of
rectified diffusion growth. The electrostatic properties of charged surfactants also
have an effect on the growth rate, with the likely reason being due to enhanced
microstreaming in the presence of a charged surface. For surfactants with different
chain lengths and head group size, longer chain lengths and larger head groups result
in greater enhancer to the rectified diffusion growth rate. There however remains a
need to further develop the theoretical predictions that take these effects into
account. The behaviors described in this chapter hope to provide some improved
insight to model the behavior of rectified diffusion in more complex fluids in future
studies. Although the study of rectified diffusion in a single bubble is interesting,
real-world applications of ultrasound processing involve multibubble fields where
bubble-bubble interactions become important. Some information regarding bubble
growth in these environments can be deduced from pulsed MBSL initial growth
spectra; however, there still remains a missing link between the results obtained from
bubble growth rates in a single-bubble system to those in industrial processes. The
bridging of this missing link in future studies will be of high importance.
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Abstract
Cavitation in confined geometries, such as microfluidic channels, allows an
unprecedentedly detailed look on their dynamics with a much better control as
compared to cavitation in the bulk. Another advantage is that only small amounts
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of fluids are required. In these geometries, single or a few laser-generated bubbles
are utilized for fundamental liquid processing such as mixing, sorting, and
pumping. For acoustic cavitation, the bubbles need to be either injected a priori
or generated through an entrainment process. Then cavitation can be utilized for
emulsions, to lyse cells, to generate light (sonoluminescence), and to initiate
chemical reactions. This review presents a summary of the effects of confinement
on the bubble dynamics and how they can be utilized for research and
applications.

Keywords
Cavitation bubbles • Microfluidic • Ultrasound • Cell

Introduction

It is difficult to observe a completely spherical and symmetric cavitation bubble
collapse. The cavitation bubble collapse is influenced by the hydrostatic pressure
gradient, imperfection in the bubble generation process, and the wall of the liquid
container; all of them induce some asymmetry. These factors cause instabilities to
develop during the collapse phase. It is well known that when a bubble collapses
near a rigid structure, a high-speed liquid jet directed toward the structure is
generated. During its collapse phase, the initially spherical bubble moves toward
the structure and becomes toroidal with a thin jet in the center which attends a high
velocity up to about 100 m/s [1, 2]. In a confined geometry such as a microfluidic
channel, influences from the walls are expectedly more pronounced.

Although single-bubble dynamics is well studied, in many practical applications,
a large number of cavitation bubbles need to be generated and controlled. This can
be achieved through the use of a strong acoustic field. In section “How to Generate
Cavitation?,” we will show the method to generate strongly oscillating bubbles in a
microfluidic channel. Two technical “tricks” have been used to overcome the
constraints, namely, the lack of gas nuclei in the small liquid volume and the issue
of transport of acoustic energy into the channel.

In section “Effects of the Microchannel on the Bubble Dynamics,” the effect of
confinement is discussed. Previous theoretical and experimental works are reviewed.
Then the interaction of the bubble with a nearby object (such as a bubble, a cell, or a
droplet) is described. The section ends with detailed review of several fundamental
controls of microfluidic flow. Various mechanics such as pumping, switching, and
sorting in microfluidics are examined.

The last section is devoted to applications involving acoustic cavitation and
microfluidics. These include physical applications such as emulsification and chem-
ical processes such as sonoluminescence and sonochemistry. We will also present
some biomedical-related use of acoustic cavitation on a chip.
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How To Generate Cavitation?

Generation of Single Cavitation Bubbles in Microfluidics

Cavitation bubble dynamics in all aspects have been studied in great detail. They
have been summarized in a number of textbooks and comprehensive review articles.
For readers seeking an introduction, we recommend the review article by Lauterborn
and Kurz [3]. In that article, most of the knowledge for bubble dynamics in large
fluid volumes is covered. Our focus in this chapter is on the dynamics of bubbles
confined by two and more walls.

Cavitation bubble may be generated from bubbles that are already in the liquid,
from gas pockets that are entrained or added to the liquid, or by nucleation. There are
several bubble nucleation techniques. These include deposition of energy, for exam-
ple, through an intense laser beam, or by stretching the liquid, that is applying a
negative pressure. A stable gas bubble can be converted into a cavitation bubble by
expanding the bubble to about twice its original size [4]. This can be achieved by a
short exposure of the bubble to a low-pressure field in which the bubble expands or
by resonant excitation. Both methods of bubble nucleation work in confined geom-
etries too. A venturi nozzle reduces the pressure of the liquid easily below the vapor
pressure. Mishra and Peles [5] report on such kind of devices and their observation
of the resulting cavitating flows. The pressure can also be reduced by evaporation of
liquid with a pinned liquid meniscus. Evaporation causes the liquid droplet to pin to
the solid surface by maintaining its surface area but reducing its contact angle. The
liquid meniscus is therefore said to be pinned to the interface. Subsequently the
droplet will shrink. Cavitation bubbles generated by pressure reduction from liquid
droplet evaporation can be found in nanochannels [6], in synthetic trees [7], or in
droplets trapped in drying hydrogels [8].

Resonant excitation of gas bubbles and their transformation can be achieved by
irradiating the liquid in the microchannel with ultrasound. Many different approaches
to achieve sufficient pressure inside the fluidic channel have been reported in
literature. We are to highlight a few out of the long list. A straightforward approach
is to use a sonicator and adapt it to a microfluidic channel [9]. A more integrated
approach was developed by Tandiono et al. [10, 11] by attaching a piezoelectric
transducer to the glass substrate that supports the microfluidic channels. In this
design, the acoustic field serves two purposes; firstly, the sound field generates
Faraday waves [12], which entrain bubbles into the liquid in the microfluidic chan-
nels. These bubbles then start to oscillate, resonantly, and create intense cavitation.
Further discussion on acoustic bubbles is given in the following section.

Another method of generating cavitation bubbles in microfluidics is by energy
deposition (Fig. 1). The laser source is a Nd:YAG laser and some part of the laser
beam is utilized through an optical delay for illumination. Experimental results from
single and multiple bubbles generated with a laser are presented in the next section.
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Before we come to the details, we want to highlight that several approaches have
been utilized to create laser-induced bubbles in microfluidics: by linear absorption,
by multiphoton absorption, and by plasmonic absorption. Linear absorption utilizes
a liquid containing a dye with a high absorption coefficient at the laser wavelength
[13]. This allows fine adjustment of the bubble size through the laser energy
manipulation. The downside is that objects in the liquid may come into contact
with the dye. This interaction is undesirable especially for biological cells. Nonlinear
absorption [14] allows bubbles to be created in otherwise transparent liquids.
However, the absorption process possesses a threshold, and therefore only relatively
large bubbles can be generated. Plasmonic absorption can be achieved by deposition
of a thin gold layer on the substrate. A green laser is then targeted to the gold layer
for bubble nucleation. This approach is particularly attractive for studies with
cells [15].

Acoustic Cavitation in Microfluidics

The bubbles used in microfluidics for mixing and pumping are often oscillating only
gently. They are introduced either by direct injection [16] or trapped gas [17]. It is
difficult to create cavitation bubbles in microfluidics by acoustics. Two main hurdles
that have to be overcome are the lack of nucleation sites and the difficulty in
transmitting high-pressure amplitude ultrasound into the microfluidic channels.
The small volume of fluid in the microfluidic channels does not contain many
pre-existing gas pockets or impurities which act as nucleation site of the cavitation
bubbles. It is not practical to put an ultrasound transducer inside the microfluidic
channels. Often the ultrasound is generated externally by transducers attached to the
glass plate onto which the microfluidic channels are attached [10, 18]. The fragility

Fig. 1 Experiment setup for time-resolved fluorescence imaging
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of the system (both the polydimethylsiloxane (PDMS) and the thin glass slide)
prevents the use of high-intensity or large transducers.

Iida et al. [18] investigated the use of mild ultrasound (about 0.5 MPa) to generate
cavitation bubble in a millimeter-sized channel or chamber. They used an external
transducer which is attached to the bottom of their devices. They compare the results
from these 1D channel and 2D chamber to that of a 3D (20 millimeter in height) glass
tube. They measured the production of cavitation bubbles indirectly by monitoring
the generation of fluorescent hydroxyterephthalate (HPTA) from the chemical reac-
tion between terephthalate anion with OH radicals which are produced by ultrasonic
cavitation. Higher ultrasonic power is needed to generate HPTA in the channel and
chamber as compared to the tube.

Tandiono et al. [10] reported the first successful attempt to generate intense
acoustic cavitation in a microfluidic channel. They overcome the problems men-
tioned by having a gas inlet (see Fig. 2). The gas pockets in the fluid form a large
number of gas–liquid interfaces. The gas–liquid boundaries become the nucleation
sites of the acoustic cavitation. On the same glass slide as the microfluidic channel,
coin-shaped ultrasound transducers are attached. The ultrasound waves cause the
gas–liquid interface to oscillate. At high-oscillation amplitude, these surface waves
entrap gas pockets which expand and oscillate (see Fig. 3). The acoustic cavitation
bubbles thus generated are used to create sonoluminescence and sonochemistry [11],
cell disruptions or stretching [19, 20], and emulsification [21]. Details of these
applications are given in the subsequent sections.

air

water

outlet

water inlet

DEV02C: 50/100 - 500 (V)

T-junction

PZT Transducer
Microfluidic Device

Microscope Slide

gas inlet

Fig. 2 The design and setup
of the microfluidics device for
the generation of intense
cavitation. The transducer
generating ultrasound is
attached on the left side the
microfluidic channel which is
made of polydimethylsiloxane
(PDMS) on a glass slide of
75 � 50 mm2. The width of
the T-junction is 50 μm and
100 μm for the gas and the
main (water) channels,
respectively. The main
channel expands to 500 μm
downstream. The height of the
channel is 20 μm. The zoomed
inset shows a typical
configuration of the
liquid–gas slugs in the
channel (Reproduced with
permission from Ref. [5],
Fig. 1)
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Ultrasound Contrast Agents

Apart from cavitation bubbles, there is another type of bubble which is either
generated in microfluidics or used in microfluidic research. It is known as the
ultrasound contrast agent (UCA). These bubbles are typically in micron size
(about 1–3 μm in radius). They are stable bubbles because of a lipid or polymer
coating on the bubble surface. The bubble core is made of air or heavy gases such as
perfluorocarbon.

The UCAs are used in ultrasound imaging for contrast enhancement [22]. They
are injected intravenously into the blood circulation system. The bubbles oscillate
and reflect the ultrasound. The echo generated allows the differentiation between the
blood vessels and the surrounding tissues resulting in clear ultrasound images.
Without the UCA bubbles, the echogenicity difference between the blood and its
surrounding tissues is not strong.

Experiments with Ultrasound Contrast Agents (UCAs)
Experiments on UCA concentrate on the delivery of drug or gene into targeted tissue
or cells. The loading of the drug or gene is performed in multiple ways. The drugs
could be loaded on the surface of the microbubbles by ligands [23, 24]. The ligands

Fig. 3 The entrapment of gas pocket in a microfluidic channel. The air is on top and the water
below. The number in each frame indicates the time in microsecond, and the frame width is 100 μm.
The transducer is driven at 50 V, 100 kHz. In the first frame, the crest is circled. In the second, third,
and fourth frames, the arrows point to the location where a gas nucleus is formed. The ultrasound
causes this gas pocket to oscillate in the subsequent frames (Reproduced with permission from Ref.
[5], Fig. 4)
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bind the drug molecules and the lipid layer on the bubble. Alternatively, the drug is
dissolved in an oil layer within the microbubble [23]. In some cases, especially for
gene transfection, the genetic material (e.g., plasmid DNA) is incorporated within
the lipid layer [24].

After being injected into the bloodstream, the delivery of drug or gene is activated
by ultrasound when the UCAs are detected by imaging to be near the targeted area
(site of tumor, tissues to be transfected et cetera). The acoustic pressure waves cause
the microbubbles to oscillate or collapse. The drug or gene is then dispensed from the
bubbles to the surrounding tissues. Details of the mechanism of drug/gene delivery
by UCA could be found in [24, 25].

These loaded UCAs have been studied to treat multiple illnesses and genetic
disorders [23, 26, 27]. Since UCA has been developed initially for echocardiogra-
phy, it is investigated for therapeutic treatment for the heart. Detail applications are
presented and discussed in [23]. They include the use of UCA for sonothrombolysis
and drug/gene delivery. Recent animal study from Wu et al. [28] suggests that the
use of microbubbles (and ultrasound) and drug is a good treatment modality for heart
attack (myocardial infarction). Datta et al. [26] present a systematic study of the use
of ultrasound and microbubbles for the removal of blood clot. They find the
ultrasonic bubbles enhance the removal of the blood clot and the delivery depth of
the drug into the clot. While sonothrombolysis for heart and transcranial ultrasound
surgery has been done for animal [28] and human trials [29], gene therapy is
progressing at a slower pace. Successful tissue and animal trials have been reported
[26, 30]. UCA gene delivery has the virtue of being nonviral and potentially
noninvasive.

Effects of the Microchannel on the Bubble Dynamics

Single and Few Bubbles in Confined Environments

Cavitation bubbles in confined geometry have interesting properties to actuate and
manipulate microfluidic fluid flow and the objects within the channels. These
properties drive the research interest in this area. This chapter is organized by first
introducing the simple models which describe the flow from single and multiple
oscillating bubbles in a thin gap. We will then discuss the interaction of the bubbles
with objects of interest before we address specific fluid flows created by single and
few bubbles.

Modeling Approaches

We will first discuss a simplified approach to model bubbles by reducing the
Navier–Stokes equation into an ordinary differential equation (ODE). Ignoring
viscous and thermal effects, few-bubble systems can be described by a set of
ODEs, including their transversal motion. However, particular qualities of the flow
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induced by the bubble cannot be described within above framework. Objects in the
thin gap may undergo large shear. For this to occur, we need to account for the
development of a nonuniform flow profile and, in particular, for the formation and
separation of boundary layers. An example of the flow obtained from computational
fluid mechanics is given resembling oscillatory flow in thin gaps.

Single-Bubble Ordinary Differential Equations
Next we derive a general ordinary differential equation describing the oscillation of a
bubble in a thin gap with a planar flow following closely the derivation from Xiong
et al. [31]. The radius of the cylinder is R and it is confined in a channel of height h.
The geometry is sketched in Fig. 4.

We use an axisymmetric coordinate system (r, z, θ) and ignore translational
motion of the bubble. Bubble motion will be discussed in section “Computational
Fluid Dynamics (CFD) of Single Bubbles.” The liquid is assumed incompressible;
hence the fluid flow is given by the Navier–Stokes (NS) equation:
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where ρ is the density of the fluid, μ is the dynamic viscosity, u
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is the liquid velocity,

and p is the pressure. As the problem is axisymmetric, i.e., @=@θ ¼ 0, planar flow
depicts uz ¼ 0, and ignoring any swirl uθ ¼ 0, we obtain the NS equation of the
radial component:
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As the continuity equation demands that ∇ � u! ¼ 0, one can show that the radial

velocity component has the form ur ¼ G z, tð Þ
r , where G is an arbitrary function.

Inserting this expression into Eq. 2, it simplifies into
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Equation 3 can be integrated once across the channel height to obtain

Fig. 4 Side view of a bubble
with lateral radius R being
constrained by two horizontal
plates separated by a distance h
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where τw ¼ μ @ur
@z is the shear stress at z ¼ �h=2 , i.e., at the channel walls.

Conservation of mass with the boundary condition at uz r ¼ Rð Þ ¼ dR
dt ¼ _R demands

that the averaged velocity is ur ¼ R _R=r: Inserting this expression into Eq. 4, we
obtain an ordinary differential equation in R:
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We now integrate Eq. 5 from R1 to R in the radial direction resulting into
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where p(R) is the pressure in the liquid at the bubble surface. The logarithmic
singularity in the first term of Eq. 6 prevents to set integrate to infinity but only to
a finite size R1 which is typically the dimension of the microfluidic container.

The wall shear stress is not specified in Eq. 6 and depends on the velocity profile
ur(z). Next we assume a Poiseuille-type flow, thus a quadratic flow velocity profile
with no-slip at the channel walls τw and insert into Eq. 6, thus

ur ¼ f r, tð Þ
2μ

z2 � h2

4

� �
: (7)

Here the function f(r, t) can be obtained from mass conservation. Therefore, Eq. 7 is
integrated over the channel height and equated to the mass flux at the bubble wall:

2πRh _R ¼ 2πrhur ¼ 2πrh � f r, tð Þh2
12μ

� �
: (8)

We can now solve Eq. 8 for the velocity ur(z), calculate the wall shear stress τw, and
insert into Eq. 6:
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Equation 9 is a Rayleigh–Plesset-type equation for a single bubble in a channel
which accounts for viscous dissipation. We assume that the shape of the bubble does
not change during the bubble oscillation; the bubble remains in a cylindrical shape
with a constant contact angle Θ (liquid side). The pressure balance at the bubble wall
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(ignoring normal viscous stresses) allows to relate the bubble pressure with the
pressure in the liquid at the bubble wall:

p Rð Þ ¼ pυ þ pg � Δp ¼ pυ þ pg0
R0

R

� �3k

� σ
1

R
þ 2 cosΘ

h

� �
: (10)

Here, pυ is the vapor pressure, pg is the gas pressure, and Δp is the jump due to
surface tension. The gas pressure pg is related to the gas pressure at equilibrium pg0
through the bubble radius R0 at equilibrium and the polytropic exponent κ assuming
an ideal gas law. The coefficient of surface tension is σ and the Laplace pressure has
contributions from two radii of curvature.

Depending on the geometry, Eqs. 9 and 10 can be simplified, e.g., for sufficiently
large channel gaps h; the contribution from viscosity in Eq. 9 and surface tension
Eq. 10 may be ignored. A comparison of the bubble dynamics in a h = 8 μm and a
h = 700 nm thick channel is presented in Fig. 5 as solid lines. The dashed lines show
the dynamics in absence of the viscous contribution, while the symbols present
experimental measurements.

During the initial expansion of the bubble from a size smaller than the gap height,
the liquid flow will be a mixture of a 3D spherical and a 2D planar flow. To account
for this, Leighton [32] provides corrections to the inertia term, i.e., LHS of Eq. 6.

Multiple Bubble Ordinary Differential Equations
If more than one bubble is present, interaction of the bubbles needs to be taken into
account. The interaction between bubbles can be derived straightforwardly assuming
potential flow of two or more cylindrical bubbles. A convenient approach to derive
the equations of motion for the radial and the translational motion is the Lagrange
formalism [33–35]. The geometry for two interacting bubbles is sketched in Fig. 6,
together with the arbitrary origin O, and the variables used in the equations below. A
full derivation is stated in Quinto-Su et al. [36]. The resulting equations of motions
are

Fig. 5 (a) Comparing the
radial dynamics of a bubble in
the extended nanochannel
with 8 μm (hollow square)
with a viscid 2D model (solid
line) and inviscid 2D model
(dashed line). Left axis is for
the bubble in extended
nanochannel and the right one
is for the bubble in a
microchannel
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The pressure p in Eq. 11a is the pressure difference between the pressure at infinity
and the pressure in the bubble. Equation 11a is a modified cylindrical Rayleigh
equation for bubble i with two additional pressure terms on the RHS: the first is
caused by the bubble translation and resembles a stagnation pressure and the second
term is pressure induced by the neighboring bubble.

The sum in Eq. 11a includes all bubbles, except bubble i. A comparison of this
model with two cavitation bubbles recorded with a high-speed camera at 500,000
frames is shown in Fig. 7. The bubbles are created with two laser foci at a distance of
70 μm with a smaller bubble on the left and a larger on the right, Fig. 7a. Both the
radial and the translational models are well described using only the initial radial
velocity of the bubbles as a fit parameter. For this example the pressure p in Eq. 11a
was taken as the ambient pressure as laser-induced bubbles in water contains mostly
condensable gas; surface tension and normal viscous stresses are not relevant. Yet,
for more viscous liquid or gas bubble oscillations, a restoring gas pressure must be
taken into account similar to Eq. 10.

Computational Fluid Dynamics (CFD) of Single Bubbles
Oscillating bubbles in a narrow gaps may not form a parabolic flow profile instan-
taneously as assumed in Eq. 7. The timescale to develop a flow field is given by the
diffusion of vorticity which is of the order of Δt ¼ ρl2=μ; where l is a length scale,
e.g., h/2, for the above h = 8 μm channel Δt = 16 μs which is of the order of the
bubble oscillations.

Fig. 6 Sketch of the bubble
geometry and variables for
bubble–bubble interaction.
The positions of the bubbles
1 and 2 with radii R1 and R2

have their centers at r01 and
r02 and translate with
velocities U1 and U2

(Reproduced with permission
from Ref. [36], Fig. 1)
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We cannot therefore simply assume that the flow has developed. Additionally,
during the initial expansion phase, the pressure inside the bubble might be higher
than the surrounding fluid. During expansion, the pressure in the bubble drops, while
the pressure far from the bubble might be higher, and an adverse pressure gradient
builds up. The boundary layer may separate and give rise to a complex flow pattern
with reverse flow, vorticity transport, and stagnation points inside the channel.

Axisymmetric radial flows of real fluids in narrow gaps have been studied
experimentally and analytically in the past 50 years due to their relevance in
industrial applications such as radial viscometers, radial diffusers, nonrotating air
bearings, and disk-type heat exchangers, e.g., see Elkouh [37] and Von Kerczek [38]
for analytical solutions to flows of a harmonically oscillating source at the center.
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Fig. 7 Two unequal-sized bubbles created at a distance of 70 μm. The interval between two frames
is 2 μs and the frame width is 128 μm. Top right figure denotes the radii in time for both bubbles.
The bottom right figure shows the inter-bubble distance variation in time (Reproduced with
permission from Ref. [36], Fig. 5)
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To demonstrate the importance of boundary layers, we present here a solution to
the Navier–Stokes equation using the volume of fluid method with a level-set
approach for the liquid–gas interface; for details see Li et al. [39]. The simulation
starts with a pressurized spherical gas cavity in the center of a 20 μm high gap filled
with a stagnant liquid (water).

Figure 8 depicts the temporal evolution of the bubble shape for 10 μs, thus an
order of magnitude shorter than the vorticity diffusion time Δt. The spherical bubble
quickly grows into a pancake shape, forming thin liquid films at the upper and lower
solid walls. The maximum bubble radius is obtained after 4 μs. During bubble
shrinkage, the convex interface flattens and only increases curvature after 8 μs,
that is, when the internal pressure increases and dampens the collapse of the bubble.
The bubble collapses to its minimum volume at t = 10 μs and rebounds afterward
(not shown here). Right to the bubble profile in Fig. 8, the radial velocity profile at a
distance of r = 50 μm from the bubble center is shown. Initially, the liquid is at rest
and rapidly develops into a plug flow with strong wall shear stress. Gradually, a more
parabolic profile develops. At the later expansion stage, the velocity near the walls is
reduced and reversed in direction, while the liquid velocity in the center of the gap is
still outward and positive. A more detailed study reveals that the adverse pressure
gradient is responsible for the flow reversal.

Cavitation bubble dynamic modeling by solving the full Navier–Stokes equations
in tubes has received more attention than in a planar gap. For example, Yuan and
Prosperetti [40] and Ory et al. [41] have studied the pumping effect originating from
vapor bubble expansion and collapse in tubes. Ye and Bull [42, 43] describe the
therapeutical method of gas embolotherapy, where the expansion of liquid into a
vapor shuts of nutrition supply to a malignant tumor. Their work [43] extends the

t=0μs
t=0.5μs
t=1μs
t=1.5μs

t=2μs
t=3μs
t=4μs
t=4.5μs

t=5μs
t=6μs
t=6.5μs
t=7.5μs

t=8μs
t=8.5μs
t=9.5μs
t=10μs

Fig. 8 Bubble shape evolution together with the radial liquid velocity profile at r = 50 μm from
the center of the bubble. Please note the reversal of the flow direction near the boundaries occurring
before the flow in the center of the gap
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bubble oscillation into flexible tubes with the important finding that wall shear stress
are greatly reduced once the constraining tube can elastically deform.

Effect of the Gap Height and Geometrical Shape on Bubble Dynamics

So far the bubble size considered is comparable and larger than the width of the gap,
and the bubble center was located at the center of the gap. In many applications,
bubbles are created close to one of the walls, e.g., on micro-heaters embedded in one
of the plates. For narrow channels one can expect that the bubble fills quickly most of
the gap. In contrast, if the gap is very large, the bubble is less affected and oscillates
similarly to the situation where it is bounded by a single plate [44].

In a systematic study, Gonzales-Avila et al. [45] report about three scenarios and
categorize them according to the nondimensional maximum bubble radius η = h/Rx,
where h is the gap height and Rx the maximum bubble radius in the plate direction.
Figure 9 depicts a collection showing that bubbles created in a very narrow gap
expand and collapse by filling most of the channel, i.e., a disk-shaped bubble. For
0.4 < η < 1.0, the bubble collapses onto the opposing side of the channel. The
bubble migrates away from the plate it has been created. In the regime 1.0 < η
< 1.4, the bubble collapses mostly in the center of the channel, while for larger η-
values, the collapse proceeds on the plate the bubble has been nucleated.

If the bubble is further constrained by lateral walls, complex jetting phenomena
are observed. Zwaan et al. [46] showed that the bubbles can develop multiple jets.
The number of jets corresponds to the number of nearby boundaries. Figure 10
depicts a bubble collapsing in a channel with two jets along the channel, three jets
within an equilateral triangle, and four jets in a square chamber. The jets start from
regions where there the largest volume of liquid is.

We have seen before that jets can be induced by a second nearby bubble which for
a potential flow resembles a rigid boundary at half the distance between the bubbles.
Another way to generate liquid jets is through an asymmetry of the bubble itself.
This asymmetry can be conveniently generated with laser-induced bubbles, by either
altering the shape of the focus or by creating multiple bubbles nearby which upon
expansion coalesce and thereby form odd-shaped bubbles. An example for a toroidal
bubble is shown in Fig. 11. There the laser focuses in on a circle resulting into to an
annularly expanding bubble with a stagnation point in its center; see Lim
et al. [47]. This specific laser focus was generated with a digital hologram and an
objective lens acting as a Fourier lens.

Interaction of Single and Few Bubbles with Objects

Control over time and strength of the bubble dynamics enable the utilization of the
bubble for manipulation of objects. In the paragraphs below, some of the work using
cavitation bubble dynamics to study rheological properties of suspended objects are
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discussed. First we will show the effect of the cavitation bubble dynamics on soft
objects such as gas bubbles, biological cells, and droplets. Then an application will
be presented to characterize the stiffness of some of the hardest fabricated material.

Interaction with Gas Bubbles
Gas bubble shock wave interaction is of major concern in medical applications such
as shock wave lithotripsy [48–50], in cavitation damage research [44, 51], and in the
study of explosives [52, 53]. In 2006, Chen et al. [13] devised a clever experiment
where they generated first a gas bubble and then a cavitation bubble with a pulsed
laser in a narrow gap filled with a light-absorbing liquid. The narrowness of the gap
allowed a clear flow on the surface deformation, jetting, and breakup of the bubble
resembling a cross-sectional cut; see Fig. 12. In a follow-up paper by Chen and Lin
[54], they discussed the detailed fragmentation dynamics, yet more studies and
comparison with analytical modeling of the fragmentation mechanics as well with
numerical simulations may allow to make significant impact on our current under-
standing of shock wave–bubble interactions in liquids [55].

Fig. 9 Bubble dynamics as a function of channel height for bubbles with an approximate
maximum horizontal bubble radius of Rx = 140 μm. The upper wall is visible in (a–d); the time
in microseconds is shown on the upper left corner of each frame. (a) η = h/Rx = 0.4, bubble
collapse between the two walls; (b) η = 0.8, bubble collapse onto the upper wall, at maximum
expansion the bubble reaches the upper wall; (c) η = 0.9, bubble collapse onto the upper wall, the
bubble does not reach the upper wall at maximum expansion; (d) η = 1.2, neutral collapse; (e)
η = 1.6, non-spherical collapse onto the lower wall; and (f) η = 7.3, quasi-hemispherical collapse
onto the lower wall. The scale bar indicates a length of 100 μm (Reproduced with permission from
Ref. [45], Fig. 3)
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Interaction with Cells
The delivery of therapeutic agents into eucaryotic cells is hindered by the high
selectivity of the cell membrane on foreign agents. In particular, uptake of large
molecules such as DNA and RNA needs some active injection mechanics which

Fig. 10 Snapshots for three different geometries from left to right: single-bubble cavitation in a
150 μm wide and several millimeter long channel, in a 200 μm isosceles triangular structure with
feeding channel attached to the corners and in a square chamber with 200 μm long sides
(Reproduced with permission from Ref. [46], Fig. 5)

Fig. 11 Toroidal bubble created from a circular focus depicted in the first frame. The bubble
expands initially with a rough surface likely due to separate bubbles which only coalesce in a later
stage. Please note that the bubble retains its toroidal shape during the expansion and collapse cycle.
The recording is taken at a frame rate of 250,000 fps. The black bar denotes a length of 100 μm and
the time stamps in the upper right are given in microseconds (Reproduced with permission from
Ref. [47], Fig. 8)
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may be provided by viruses to deliver the molecular load through the plasma
membrane. Transfecting single cells on demand would be a helpful tool in the
development of novel medication and several approaches exist. Single-cell electro-
poration [56], optoporation [57], and sonoporation [58] have been developed. The
latter two are based on focused laser light to directly form a tiny hole in the
membrane and on creating/driving a bubble near to a cell to induce sufficient shear
[58]. While in general the term sonoporation is used for driving a stable microbubble
by ultrasound, they can also be generated with focused laser light in a microfluidic
chip [59]. The technique has been considerably advanced using two laser pulses
triggered at different times to create two bubbles with a high-speed jet [15, 60]. This
tandem bubble technique has been carefully analyzed in the bulk liquid by Han
et al. [61].

If the cavitation bubble is created within the cell, e.g., by focusing the laser pulse
directly into the cell, cell lysis may be induced [62]. This technology may be suitable
for collecting cellular content of single cells for μTAS systems. The strong shear
flows (see section “Computational Fluid Dynamics (CFD) of Single Bubbles”)
created by an expanding cavitation can be utilized to test the rheological properties
of cells. Quinto-Su et al. [63] demonstrated this in a study where original red blood
cells were compared to cells that have been treated biochemically to soften and
harden the plasma membrane. This nearly impulsive stretching of cells near to a
cavitation bubble in a confined geometry can probe the cell’s yield strength. Inter-
estingly, maximum areal strain of a red blood cell is about an order of magnitude
larger as compared to a quasi-static stretching [64, 65].

Generation and Coalescence Droplets
A pulsed laser-based droplet generator has been demonstrated by Park
et al. [66]. The device consists of two parallel channels in which two immiscible
fluids are flowing. They are connected by a nozzle and the laser is focused in one of
the channels close to the nozzle. The expanding bubble accelerates some fluid into
the second channel, thereby creating a droplet. The droplet size can be varied by
changing the location of the laser focus and the laser energy allowing to produce
highly repeatable droplets at rates of up to 10 kHz.

Having already a train of droplets and focusing a laser into that train, coalescence
can be induced by the expanding bubble driving the interfaces into each other. Once
the continuous phase separating the droplets ruptures coalescence is obtained. This
technique has been demonstrated for on-demand droplet merging by Li et al. [67].

Interaction with Nano Objects
Two bubbles created simultaneously side by side in a microfluidic channel develop a
liquid jet pointing toward each other, very similar to a single bubble created at half
the distance to a rigid boundary. However, if one of the bubbles is considerably
smaller, it will collapse and develop the jetting flow first. Once the second bubble
collapses, it does not “see” the smaller collapsed bubble and shrinks more radially
symmetric. The result is a directed flow from the smaller bubble to the larger bubble
toward a stagnation point. A long object with dimensions oriented normal to the jet
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flow direction will experience a largely nonuniform force which will bend the object.
This allows to measure the elastic properties of suspended objects, such as
multiwalled carbon nanotubes [68] and copper nanowires [69].

Generation of Fundamental Microfluidic Flows

A wide variety of flows can be generated by single and multiple bubbles. As
described above, these flows can be used to separate cells, generate droplets, and
deform thin objects. In microfluidic designs fundamental flows are combined to
solve specific tasks. Here we’ll provide a summary of fundamental flows cavitation
bubbles can generate, i.e., mixing, pumping, switch, and cavitation induction. These
flows may be combined, scaled, and optimized to solve a more complex microfluidic
handling task.

Mixing
Mixing of miscible and low-viscosity fluids on large scale is a simple task; here the
turbulent eddies support the entrainment the fluids such that molecular diffusion is
occurring on a large interface. In microfluidics, surface forces keep flows even at
rather high velocity laminar and therefore diffusion can only act on small interfacial
areas. There are various ways to create these entraining eddies in microfluidics, one
of them is to utilize the flow created by single cavitation bubbles. In the work of
Hellman et al. [70], the horseradish peroxidase-catalyzed reaction is utilized to
demonstrate rapid mixing after the collapse of a cavitation bubble. The bubble
dynamics and liquid motion are shown in Fig. 13. Here two jets from along the
channel direction meet and create a region of strong vorticity. This vortex region
spreads and mixes both liquids over a timescale of milliseconds.

Pumping
When a cavitation bubble is expanding and collapsing in a channel, the location of
expansion and collapse may differ if the bubble experiences different pressure
boundary conditions during expansion (outflow of the tube into the reservoirs) and
collapse (inflow). The reason is that for a finite Reynolds number, a jetting flow is
generated during the bubble expansion, while during bubble collapse a sink flow is
developed. Yuan et al. [40] model the flow for an arbitrary number of bubbles
oscillating in the tube. They show that a single bubble being positioned not at the
midpoint of the tube will create a net flow over one oscillation cycle, i.e., pump
liquid to the side posing the lower resistance. The model has been refined by Ory
et al. [41] considering the heat transfer and axisymmetric viscous flow.

A different pumping mechanism was used by Dijkink et al. [16]; they create a
single bubble in chamber near to the exit channel. The channel width is considerably
smaller than the chamber dimensions and the bubble at maximum expansion.
Therefore the bubble dynamics is only little affected by the channel and shows a
similar behavior as if it would collapse near a rigid boundary (see [71]): during
bubble expansion it pushes some liquid into the channel; during early collapse,
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liquid is sucked back into the chamber; and once the jet forms, liquid is pushed again
into the chamber (Fig. 14). A net flux into the channel remains, resembling a positive
displacement pump.

Switching and Sorting
Rapid switching of fluid flows allows the sorting of a stream of particles or droplets
on demand. Wu et al. [72] demonstrated that a stream of particles can be deflected
using the pressure generated from an expanding cavitation bubble. Their key idea is
to separate the flow to be switched from a stagnant actuator chamber through an
elastic membrane. Once a bubble is nucleated in the actuator chamber, it blocks the
main flow which enters a y-region. At a suitable deflection strength, the particles or
droplets can be switched between the two exit channels; see Fig. 15. This flow sorter
was developed into a fluorescence cell sorter by Wu et al. [73].

Homogeneous Cavitation
During the early state of a violently expanding bubble, a shock wave is emitted
which can be utilized for localized nucleation of secondary cavitation. An example
of the shock wave emission is shown in frame (a) of Fig. 13. The initial pressure
close to the bubble is of the order of gigapascals [74]. However it quickly drops to
much lower pressures over time.

Fig. 13 Stroboscopic image series of a cavitation bubble expanding and collapsing and the
subsequent mixing in a 200 μm wide microfluidic channel (Reproduced with permission from
Ref. [70], Fig. 3)
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Nucleation of secondary cavitation can be induced if the homogeneous cavitation
threshold of the liquid is overcome. Although the precise value and the thermody-
namic pathway for yield/rupture of water have not been settled [75], it is of the order
of several hundreds of megapascals. The positive pressure pulse from the expanding
bubble can be inverted by reflecting it at an acoustically soft boundary, e.g., a
liquid–gas interface. The interface can be static as was shown in Ando et al. [74]
or that of a neighboring expanding cavitation bubble as demonstrated by Quinto-Su
and Ando [76]. In both cases the onset of homogeneous cavitation was found at
-60 MPa and -20 MPa, respectively.

Applications Involving Bubbles in Confinement

In this section we present a brief discussion of a number of applications involving
bubbles oscillating in a microfluidic environment. We focus on novel applications,
such as using the ultrasonic bubbles to generate emulsions, and common biomedical
applications involving cells.

Emulsification

When the cavitation bubbles in a microfluidic channel are excited strongly, they are
capable of breaking up interfaces or fluid boundaries in a microfluidic channel or

Fig. 14 Selected frames depicted the working principle a single bubble base pump displaying the
microfluidic chamber (below), the bubble, and the channel (on top) into which the liquid is pumped.
Overlayed are measured velocity vectors of the flow fields and a representation of the flow field is
sketched below. The first image shows the chamber just before bubble initiation; 1 μs later the
bubble is rapidly expanding, reaching its maximum size at 3 μs. Afterward the bubble starts to
collapse creating a jet which is directed into the channel. In the last frame, the bubble has completely
disappeared leaving some recirculating flow. The scale bar denotes 50 μm (Reproduced with
permission from Ref. [71], Fig. 2)
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chamber. Ohl et al. [21] report the use of the strongly oscillating bubbles to generate
emulsions. Their setup is similar to that in Fig. 2 with the addition of a second liquid
inlet. The two liquids are typically immiscible (e.g., oil and water) but not necessary
so. The bubbles are generated as previously discussed (section “Ultrasound Contrast
Agents”). However, in this case, there is an additional liquid–liquid interface.

Figure 16 shows the creation process of oil–water emulsion (viscosity ratio =
10:1). The liquid lining the microchannel is colored water, and a silicone oil is in the
middle of the channel. The bubbles oscillate violently when the system is sonicated
at its resonant frequency of about 100 kHz (driving voltage is about 200 V). They
move along the channel rupturing the liquid–liquid interface, by creating high shear
stress when oscillating and high-speed jets when collapsing. This process creates
droplets in the channel. Further sonication causes the droplets to fragment into
smaller droplets. It is found that the duration of ultrasound exposure is positively
correlated to the uniformity of the emulsion and inversely correlated to the size of the
droplets.

This system is highly efficient as submicron monodispersed emulsions as shown
in Figs. 17 and 18 are created within milliseconds. Figure 17 shows a uniform
emulsion of water in oil. Each of the droplet is about 1 μm in radius. A similar
emulsion of oil in water is given in Fig. 18. In this case, the emulsion is slightly less
uniform but longer sonication duration may increase the uniformity of the droplets
formed. The system is highly versatile as emulsion of liquids with viscosity ratio up
to 1000 has been produced.

Kentish et al. [77] use a sonic horn to generate nano-size droplets to form oil-in-
water emulsions in a microfluidic chamber. Many other microfluidic emulsion
generation systems make use of flow focusing instead on ultrasound and bubbles.

Fig. 15 Working principle of the cavitation bubble-based microfluidic switch. (a) Before
switching, a train of particles/drops are transported into the waste channel. (b) A cavitation bubble
is induced in the actuation chamber (pulsed channel) by a focused pulsed laser beam. The bubble
expansion deforms the thin membrane and squeezes the fluid in the sample channel. (c) The selected
particle is transported into the collection channel (Reproduced with permission from Ref. [72],
Fig. 1)
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Fig. 16 The process of generating a water-in-oil emulsion. The bubbles are created as described in
[10]. The flow in the channel induces the bubbles to move. They rupture the liquid–liquid interfaces,
and droplets are formed
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Some designs generate droplets through edifies or gaps in the microchannel, and
others make use of mechanical parts such as a rotor to fragment the droplets. Recent
reviews [78, 79] give good summaries of the current state of technology involved in
the generation of emulsions in microfluidics.

Sonochemistry and Sonoluminescence

The strongly oscillating bubbles in a microfluidic channel generate transient regions
of high temperature and pressure. Temperatures as high as 5000 �C and pressure as

Fig. 17 Water-in-oil emulsion created in the microfluidic channel after sonification. The oil–water
viscosity ratio is 100. The sub-figure on the right shows a magnified view of the area indicated

Fig. 18 Oil-in-water emulsion created in a microfluidic channel. The oil–water viscosity ratio is
100. The sub-figure on the right shows a magnified view of the region indicated
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high as 500 MPa have been measured [80]. The enormous energy concentrations in
localized positions (where the bubbles collapse) enable chemicals to overcome
reaction energy barrier. This branch of chemistry is known as sonochemistry.
Sonochemistry is usually performed in bulk solution (within chemical flasks)
using sonic horns. It is difficult to induce sonochemistry in microfluidics, due to
the small volume of fluid and the problem of generating ultrasonic cavitation bubbles
within the channels. Tandiono et al. [6] report the first success in generating
chemiluminescence and sonoluminescence in microfluidics using a similar setup
as described in Fig. 2.

The chemiluminescence described in [11] is the emission of light from the
oxidation of luminol in a sodium carbonate base solution [81, 82]. The oxidation
process is caused by the radicals H and OH which are produced by the ultrasonic
bubbles from water (H2O). The radicals subsequently trigger the formation of an
unstable amino phthalate derivative with electrons in an excited state. As the
chemical relaxes to lower-energy states, excess energy is emitted as a visible bluish
light.

The image of the blue light emitted from chemiluminescence of luminol is
captured by an intensified and cooled CCD camera (Fig. 19). The light is seen at
the location where the cavitation bubbles are located (at the gas–liquid interfaces).
The gray outline of the microfluidic channels which is taken with side illumination is
superimposed to indicate the channel location. The green dash lines overlaid show
the locations of the liquid slug.

Tandiono et al. [11] also show the evidence for sonoluminescence in their
microfluidic system when it is strongly driven (driving voltage = 230 V).
Sonoluminescence is the emission of light from the rapid heating of the bubble
interior (during ultrasonic bubble collapse) without the use of chemicals. Figure 20
shows the light emission as detected by a photomultiplier. The microfluidic system is
excited 100 times with 5000 cycles of ultrasound waves (on–off ratio is 0.01). It is
noted that the amount of light detected in the sonoluminescence experiment is much
lower than that from the chemiluminescence experiment. This is perhaps due to the
fact that only a few of the bubble which collapses in the confined geometry of the
microfluidic channels are sufficiently strong to induce sonoluminescence.

In a larger container, Rivas et al. [83] measure luminol chemiluminescence and
sonoluminescence emission due to the oscillation and collapse of multiple bubbles
generated from micromachined pits (15 μm in radius). Ultrasound is generated by a
transducer placed at the bottom of a disk-shaped reactor and coupled to the glass
bottom of the reactor. The plates containing the pits are arranged in several config-
urations and are submerged in the reactor and sonicated with different solutions.
They report that the light emission is due to the transient cavitation nucleated by the
microbubbles in the pits.

Tuziuti [84] investigate the effect of dissolved gas degree of saturation (DOS) on
sonochemistry in a single microfluidic channel compared to a reactor which is
millimeter in size. He measures the chemiluminescence intensity and finds that the
sonochemical reaction in the microchannel needs lower power density for the same
unit volume output. The 3D reactor requires higher power density and lower DOS to
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allow effective cavitation oscillations. He postulates that sonochemistry is more
efficient and homogeneous in a microchannel.

Sonochemistry in microfluidics has the advantage of requiring only small amount
of chemical fluids. The geometry allows direct observation of the relation between
the ultrasonic bubbles, the sonochemistry, and the emission of light. The flexibility
in microfluidic system design allows further optimization of these processes and
customizations required for specific applications.

Biomedical Applications

Apart from chemistry-related applications, ultrasonic bubbles are utilized in various
biomedical-related application of microfluidics. The small size of the channels is
ideal for visualization of the manipulation of small objects such as cells and DNA.
The controlled flow and ultrasound deployment allow for gentle handling of cells as
well as applying localized shear stresses for cell lysis and fragmentation. In this
section, several applications involving bacteria, yeast cell, red blood cells, and other
biological tissues are discussed.

Fig. 19 Luminol chemiluminescence from cavitation bubble in microfluidic channels. The
superimposed gray outline of the channel shows the distribution of the liquid and gas phases. The
green lines indicate the locations of the liquid slugs. The bluish light from the oxidation of luminol
is captured with an intensified and cooled CCD camera (Reproduced with permission from Ref.
[11], Fig. 2a)
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Cell Stretching and Rupture
The harvesting of cellular content for analysis and profiling is an important process
in biotechnology. Currently sonication is done in bulk medium using a vibrating
probe which is inserted directly into the medium [85]. The ultrasound from the probe
creates cavitation bubbles which oscillate and collapse. These bubbles generate
mechanical shear stress on the cells and lyse them [86]. However this process is
inefficient as some energy is lost as heat, and large amount of cells (medium in
milliliter) is required.

Using microfluidics, however, the process is potentially more controlled. The
cells could be lysed by different means in a microfluidic system: chemical [87],
thermal [88], electrical [89], or mechanical [90]. Tandiono et al. [19] describe the use
of a mechanical lysis of Escherichia coli bacterium and Pichia pastoris yeast cells
using ultrasound in microfluidics. The gram-negative bacterium and the yeast cells
are chosen because they are common microbial host cells that are used for screening
of clones from genomic libraries and heterologous protein expression [91, 92]. Both
cells allow the functional expression of multiple proteins in parallel in microplate
assay. These proteins can be made amenable to microscale analysis.

The microfluidic system used in the experiment consists of a meandering channel,
with two inputs (one for gas and one for liquid), and an outlet similar to the one in
Fig. 2. The cells are mixed with the input liquid before the liquid comes into contact
with the gas to form a slug after the T-junction. The main channel has a width of
500 μm and a depth of 20 μm. The ultrasound is generated by four transducers which
are attached on the same glass slide as the PDMS (polydimethylsiloxane) slab

Fig. 20 Sonoluminescence signal from the microfluidic channels. (a) A driving voltage of 230 V is
applied for 5000 cycles at the frequency of 103.6 kHz. (b) The light emission recorded by the
photomultiplier from 100 repeated signals of (a). The light emission stops as soon as the ultrasound
is turned off (Figure reproduced with permission from Ref. [6], Fig. 4)
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containing the microfluidic channels. Sonication is done in burst with 5-second
intervals. The transducer is driven with 200 V at resonant frequency of the system
(~130 kHz).

The effect of the sonication on the green fluorescent protein (GFP) expressing
E. coli is shown in Fig. 21. Before the ultrasound is applied (Fig. 21a, left), the
rod-shaped bacteria are seen to fluoresce in green. During sonication, the fluid
movement and intense interaction between the bubbles and the cells are shown in
the motion-blurred Fig. 21a (center). After the ultrasound is turned off, the flow in
the channel stops. However it is clear that no intact bacteria remain (Fig. 21a, right).
The supernatant appears greenish with the intracellular content from the lysed cells.
Bright field microscopy (Fig. 21b) shows the microfluidic channel with the bacteria
(left). After sonication, all of the bacteria are fragmented (right).

Tandiono et al. [19] also sonicate Pichia pastoris yeast cells using the same
microfluidic system. The yeast cells harboring the pAcGFP1 (Clontech) and pGAP-
EGFPd vectors are used. These cells have rigid extracellular cell wall which is made
of a layered mesh of embedded glucans, chitin, and mannoproteins. The cell wall
provides structural support that makes the yeast cell difficult to lyse.

Figure 22 shows the amount of DNA (deoxyribonucleic acid) released from the
P. pastoris over time as quantified using qRT-PCR (real-time polymerase chain
reaction) analysis. Both axes are logarithmically scaled. With longer sonication,
the DNA concentration increases. It levels off after about 1 second. Further sonica-
tion leads to a decrease in DNA concentration measured. This may be an indication
of DNA damage due to chemical exposure (such as the OH radicals) [11] or
mechanical shear stress.

Marentis et al. [93] use a microfluidic ultrasound system, which they term
microsonicator, to lyse mammalian cells (HL-60) and bacterial spores (Bacillus
subtilis). The microfluidic channel used in [93] is 500 μm in width and 500 μm in
height. It is sonicated from below by an attached transducer at 380 MHz. They report
that 77.5 % of the HL-60 cells are lysed at a flow rate of 50 L/min. For the more
difficult to lyse spores, at 5 L/min, 54 % of the B. subtilis spores are lysed. Many
other microfluidic systems for cell lysis do not make use of ultrasound [94].

Another application of ultrasonic microfluidic system is for sorting and separation
of cells or blood content [95–97]. In these systems standing waves are utilized.
Augustsson et al. [95] use acoustophoresis to separate prostate cancer cells from
white blood cells. Yang and Soh [96] develop an ultrasonic microfluidic system that
sorts viable cells from a cell mixture containing both viable and nonviable cells.
Ding et al. [97] use precisely controlled standing surface acoustic wave (SSAW)
multichannel microfluidic system for cell sorting and processing. It is noted that
these applications do not make use of ultrasonic bubbles.

When a laser-generated bubble is oscillating next to a red blood cell (RBC), it has
been shown that the cell can be stretched [63] (also see Section “Interaction with
Cells”). Tandiono et al. [20] extend the study by observing the interaction between
one RBC and a single laser-generated cavitation bubble in a microfluidic chamber.
The cell is placed in a microchamber which has a height of 20 μm. A pulsed laser is
used to generate the cavitation bubble. Figure 23 shows the cell’s response next to
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the bubble. Initially (frame 1), the cell (4 μm in radius) is 84 μm away from the
bubble center. As the bubble expands, the bottom of the cell is pushed away and the
cell appears being “flattened” (frames 2–4). The bubble reaches its maximum size
(100 μm in radius) at frame 4. After which, the bubble collapses. The flow generated
by the rapid collapse of the bubble causes the RBC to stretch. Eventually it is seen to
be elongated (frame 12).

Tandiono et al. [20] attempt to understand the stretching mechanism with numer-
ical simulation. A boundary element method code is used to simulate the interaction
of an elastic fluid vesicle and a vapor bubble. Details of the modeling methodology
are reported in previous publications [98, 99]. The elasticity on the cell is described
by an elasticity parameter, K, where K ¼ σ

Rcp1
; σ is the surface tension, Rc is the cell

radius, and p1 is the ambient pressure. Figure 24 shows the result of a cell with
moderate elasticity (K = 0.067). The cell is flattened at the bottom and pushed up
slightly as the bubble expands. When the bubble collapses, the cell bottom is initially
stretched, and the whole cell is elongated at the end of the collapse.

For a rigid cell with K = 1.33, there is hardly any deformation on the cell
throughout the bubble oscillation. As shown in Fig. 25, the rigid cell undergoes
mild oscillation and returns to its original round shape after the bubble has collapsed.
For a very “soft” cell with no surface tension (K = 0), it deforms as the bubble

Fig. 21 Images of green fluorescent protein (GFP) Escherichia coli taken before and after
sonication. (a) Fluorescence microscopy imaging of the bacteria before (left), during (middle),
and after (right) ultrasound exposure. All bacteria are lysed with supernatant which appears
greenish due to the intracellular content. (b) Bright field microscopy images of the bacteria before
(left) and after (right) sonication. All bacteria are fragmented (Figure reproduced with permission
from Ref. [19], Fig. 2)
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expands. But it regains its shape upon bubble collapse. From a parametric study, it is
understood that only cells within certain elasticity range demonstrate the
“stretching” phenomena. Also maximum elongation occurs when the oscillations
of the bubble and cell are out of phase, that is, the bubble oscillates at half the
oscillation time of the cell.

The ease of manipulating small entities, like cells, and the low volume of liquid
needed (low-resource requirement) are important driving forces behind the use of
microfluidics for biomedical technology. Diagnostic kits using microfluidics have
been developed as a point-of-care device or as a substitute to the time-consuming
laboratory testing [100–102] (note that no acoustic cavitation is used in these
systems). For example, Chin et al. [100] use a microfluidic chip to perform
ELISA-like assay for the detection of human immunodeficiency virus (HIV) in
blood samples. The device requires only 20-minute processing time, needs small
volume of blood (obtainable from a lancet puncture), and uses cheap photodetectors
for rapid optical readout. Tests done using patient blood samples from a hospital in
Rwanda show results that match the sensitivity and specificity of a rival laboratory-
based ELISA test. Another clinical use of microfluidics is in the rapid purification
and analysis of neutrophils. Warner et al. [101] design and utilize a microfluidic chip
to isolate human blood polymorphonuclear cells (PMNs). These cells are then
analyzed for gene expression using a commercial GeneChips. The results show
unique genomic expression among patients with acute respiratory distress syndrome
(as compared to healthy control subjects). Kotz et al. [102] make a microfluidic chip
that is capable of isolating neutrophils from whole blood samples and “on-chip”

Fig. 22 DNA concentration of the treated Pichia pastoris yeast cell with increasing sonication.
The error bars are obtained from multiple runs (2–4 runs). It is seen that DNA concentration
increases with longer ultrasound exposure. After about 1 s, the amount of DNA levels is off. The
negative control is obtained from untreated samples (Figure reproduced with permission from Ref.
[19], (Fig. 6)
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processing for mRNA and protein isolation for genomics and proteomics. The
device is tested on blood samples from trauma and burn patients with success. In
conclusion, these microfluidic diagnostic techniques have the advantages of rapid
processing, small sample volume requirement, and low-cost.

Conclusions

In general, the use of microfluidics as a research investigative tool has been
expanded to practical and commercial products in recent years. It is used in fluid

Fig. 23 A large cavitation bubble (partially seen) generated by a pulsed laser expands and
collapses near a red blood cell. There are 12 frames shown taken at an interval of 2.78 ms (framing
rate = 360,000 fps). The frame width is 16 μm. The cell is “flattened” during bubble expansion
(frames 1–4) and then “stretched” during bubble collapse (Figure reproduced with permission from
Ref. [20], Fig. 2)

Fig. 24 Interaction of a “floppy” cell (on top) and a cavitation bubble (below). The cell has an
elasticity parameter, K = 0.067. It is initially “flattened” when the bubble expands, and then it is
“stretched” as the bubble collapses (Reproduced with permission from Ref. [20], Fig. 6)
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dynamic studies for transport, sorting, mixing, emulsification, and the manufacturing
of coated bubbles and droplets. It has also been used for chemical and biological
analysis, clinical diagnostics, and treatment. In a 2006 Nature paper, Whiteside [103]
has predicted that “(the) microfluidic technology will become a major theme in the
analysis, and perhaps synthesis, of molecules.” Indeed many microfluidic tools and
systems have since been developed. However there are still limitations to be
overcome, notably the lack of robustness and the difficulty in upscaling output
volume. Most microfluidic devices that are made of PDMS (polydimethylsiloxane)
are subjected to degradation after rapid use or thermal loading. The output volume of
a microfluidic device is typically in the microliter, which is good for laboratory
research or analysis but not practical for biotechnology processing and manufactur-
ing. Nevertheless, it has remained an indispensable tool in scientific research. Its
ability to facilitate visualization, its small input volume requirement, its potential for
rapid processing and low-cost are advantages that will continue to fuel its develop-
ment in the future.

A fruitful area for future study may be the simplification of current microfluidic
designs which then would allow upscaling. Yet, to achieve this, electric engineers
who are to integrate acoustic transducer, and fluid mechanics specialist and materials
expert who are to design channels which can be mass produced, are needed. Then
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Fig. 25 The vertical deformation of the cell, Z0, as a function of the dimensionless time,
t0: Z0 ¼ zup�zbottom
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; where zup is the top coordinate, and zbottom is the lowest coordinate of the

cell along the axis of symmetry, z. t0 ¼ t
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p ; where Rm is the maximum bubble radius, p1 is

the density of the fluid inside the cell, and p1 is the ambient pressure. The cell with no surface
tension (K = 0) is flattened as the bubble expands but regains its shape upon bubble collapse. The
rigid cell (K = 1.33) oscillates slightly as the bubble expands and collapses. Only the cell with
moderate elasticity (K = 0.067) elongates after bubble collapses (Reproduced with permission
from Ref. [21], Fig. 8)

130 S.-W. Ohl and C.-D. Ohl



instead of sonicating the bulk of a liquid with complex acoustics and bubble
dynamics, simpler flows near to surfaces are obtained. We expect that breakthroughs
in these geometries may be possible.
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Abstract
Acoustic cavitation is known to induce extreme physical and chemical effects, all
of which derive from the creation and violent collapse of bubbles as the sound
wave propagates through a liquid medium. In order to capitalize on the benefits of
acoustic cavitation for specific physical and chemical process applications, it is
important to understand how cavitation activity varies under different sonication
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and solution conditions. This chapter will first provide an introduction on bubble
growth by rectified diffusion and bubble coalescence, which leads to the evolu-
tion of sonoluminescence (SL) and sonochemiluminescence (SCL) activity, and
how these can be quantified. This will then be followed by a comprehensive
review on the current state of knowledge relating to the influence sonication and
solution properties, such as power, frequency, pulsing, dissolved gases, and
surface-active solutes, have on bubble growth, SL, and SCL. This chapter will
demonstrate the sensitivity of cavitation activity to small changes in sonication
and solution properties, and why an awareness into these effects is important for
optimizing ultrasound applications.

Keywords
Cavitation • Sonoluminescence • Sonochemiluminescence • Power • Frequency •
Pulsing • Dissolved gas • Surface-active agents

Introduction

When ultrasonic waves pass through a liquid medium, it can induce the occurrence
of a phenomenon known as acoustic cavitation. This term is used to describe the
creation of cavities (bubbles) or the expansion of preexisting cavities induced by
ultrasound [1], as well as other effects such as bubble growth by rectified diffusion
and inertial collapse of bubbles. These collapsing bubbles are capable of generating
extreme temperatures and pressures [2] which can lead to the emission of light
known as sonoluminescence (SL) and generate OH radicals and H2O2 molecules [3]
for sonochemiluminescence (SCL) from luminol and high energy chemistry. It is
these physical and chemical effects that are responsible for the employment of
ultrasound in numerous applications such as cleaning, emulsification, degradation
of pollutants, and nanoparticle synthesis. Although applications of ultrasound in the
industry appear promising, there is a need to better understand and control cavitation
activity and improve the efficiency of these applications before it is economically
viable.

Acoustic cavitation is both dynamic and complex system. Depicted in Fig. 1 is a
simplified summary of the various processes that a bubble can undergo in an acoustic
field. The pressure threshold for acoustic cavitation is well below the tensile strength
of water; therefore, the general consensus to the cause of cavitation is from existing
gas nuclei in the liquid [1, 4] such as small gas bubbles stabilized against dissolution
by a skin of organic impurities [5], gases trapped in motes [6], or crevices in solid
surfaces [7, 8]. Degassing and filtering have shown to increase the cavitation
threshold [6], which provided evidence to support the theory for the preexisting
gas nuclei in liquids as the inception of cavitation. In addition, shelled microbubbles
can be added to act as bubble nuclei and have been observed to decrease cavitation
threshold [9]. Once a certain threshold of acoustic pressure is applied, these existing
bubbles grow, either via rectified diffusion or coalescence pathway, to reach the
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resonance size for inertial collapse to take place, leading to the emission of light and
sonochemical reactions. The collapse of the cavitation bubbles can fragment into
smaller bubbles which can then act as bubble nuclei and undergo the cavitation cycle
described in Fig. 1. Each of the pathways described in Fig. 1 is influenced by the
solution conditions, such as dissolved gas concentration and presence of surface-
active solutes, and sonication conditions such as frequency, power, and pulsing.
These in turn can affect the population and spatial distribution of cavitation activity
within the sonication reactor and hence the efficiency of the sonication system. The
next few sections will provide an overview on the recent work and the current state
of knowledge in this area.

Rectified Diffusion

When the acoustic pressure is above a certain threshold, a bubble will undergo a
growth process known as rectified diffusion. This rectified diffusion process is used
to describe the growth of bubbles by uneven mass transfer rate across the air-liquid
interface [10]. This uneven growth was explained in terms of two effects [10], the
“area” and the “shell” effect.

In the “area” effect, the rate of gas diffusion across the interface is proportional to
the amount of surface area available for mass transfer. This surface area is greatest
when the bubble is in the expanded state compared to when it is in the compressed
state (Fig. 2). Hence, over a number of acoustic cycles, there is a net inflow of gas
into the bubble resulting in a net growth. In the “shell” effect, consider a shell of
liquid adjacent to the bubble wall (Fig. 2). As the bubble shrinks, the gas concen-
tration near the bubble wall increases owing to Henry’s law and the liquid shell

Bubble 
Nuclei

Resonance/Active 
size

Coalescence
Rectified 
Diffusion

Buoyancy

Dissolution

Collapse

Sonoluminescence
Sonochemiluminescence

Fragmentation

Fig. 1 Possible processes that a bubble in an acoustic field undergoes
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becomes thicker. This increase in the shell thickness lowers the gas concentration
gradient across the shell, which reduces the driving force for the mass transfer of the
gas out of the bubble. Conversely, as the bubble expands, the concentration of gas
near the bubble wall is reduced and the liquid shell is compressed. This thinning of
the shell increases the gas concentration gradient across the shell, which results in a
greater driving force for the mass transfer of the gas into the bubble. Both the “area”
and “shell” effect contribute towards the net diffusion of gas into the bubble, or
bubble growth, over time. The rate of growth by rectified diffusion has been studied
experimentally by levitating a single gas bubble in a standing wave field to observe
the change in the size of the bubble as a function of time, under various sonication
conditions. Using this technique, Crum [10] experimentally measured the rectified
diffusion growth and refined the existing theory on rectified diffusion to demonstrate
a strong agreement between the theoretically predicted and experimentally measured
values of pressure threshold and growth rate.

Total Bubble Volume and Bubble Coalescence

When water is sonicated, large visible bubbles are readily observed, mostly at the
pressure nodes. Although bubbles do grow by rectified diffusion as described in the
previous section, it is the coalescence of bubbles that is largely responsible for the
large, visible bubbles or degassed bubbles. The coalescence of bubbles can have a
significant influence on the population and size of cavitation bubbles [11–14]. For
bubble coalescence to take place, bubbles need to first come into contact. Under an
acoustic field, there are two acoustic forces that are responsible for driving bubbles
towards each other, and these are the primary and secondary Bjerknes forces
[15]. The primary Bjerknes force depends on the pressure gradient and the average

Liquid Shell

Bubble

Compression

Expansion

Fig. 2 The area and shell effects of rectified diffusion. The surface area available for mass transfer
is larger during the expansion phase and smaller during the compression phase. The liquid shell is
compressed during the expansion phase resulting in a higher gas concentration gradient (greater
mass transfer driving force) as compared to the compression phase where the concentration gradient
is small due to a larger liquid shell
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oscillation of a bubble within one cycle, and depending on the bubble size, it can
force bubbles to move towards the pressure antinodes or pressure nodes [16]. The
secondary Bjerknes force, which dominates at short ranges [17], can induce repul-
sion or attraction between two bubbles depending upon the average volume oscil-
lation changes and the distance between them [16]. This secondary Bjerknes force
could also be long range if there are many bubbles [18].

Theoretical studies have assumed if two bubbles are drawn together by Bjerknes
forces, they will coalesce at encounter [19]. Crum [17] reported that coalescence of
bubbles is normally observed under the influence of Bjerknes forces in a stationary
wave field. However, Duineveld [20] demonstrated that this was not always the case
and found when two equal size bubbles are driven near resonance, coalescence is
inhibited. This was attributed to Bjerknes force-induced bubble oscillations causing
the contacting surfaces to fluctuate too fast for coalescence to take place. A recent
study [21] examined the coalescence time between two contacting bubbles driven at
low frequencies and reported a much longer coalescence times for these bubbles
compared to that calculated by the film drainage theory developed in the absence of
ultrasound. These coalescence times were comparable with that predicted for rigid
(surfactant coated) bubbles, even in the absence of surfactant. This suggests that the
film drainage theory developed in the absence of ultrasound does not fully describe
the coalescence process for two coalescing bubbles undergoing volume oscillations.
The results are suggesting that the coalescence process could be statistical, with a
distribution of film drainage times which is prolonged with increasing surface
approach velocity and secondary Bjerknes force. Furthermore, bubbles oscillating
in and out of phase to each other due to differences in the bubble sizes may influence
film drainage time [21]. Although these experiments suggest that ultrasound hinders
the coalescence process between two contacting bubbles, ultrasound does generate
forces that are capable of driving bubbles into contact and increase the frequency of
bubble coalescence. This explains the readily observed large degassed bubbles when
water is sonicated.

In a multibubble field generated by ultrasound, bubble coalescence is much more
complicated to experimentally evaluate. Labouret et al. [22, 23] demonstrated that
hyperfrequency technique can be used to detect small voids induced by cavitation
bubbles. By following the increase in the rate of void formation, information
regarding bubble coalescence was obtained. Following this work, a capillary system
was developed to detect similar bubble void rates [12] where the change in the total
bubble volume (ΔVT), formed after a volume of aqueous solution is sonicated, can
be measured (Fig. 3). This volume change reflects the total volume of larger gas
bubbles, generated mainly by the coalescence of cavitation bubbles during the
sonication process.

Both the hyperfrequency and capillary system reported a linear rise in the void
rate with time [24, 25]. This increase is related to the rise in the population of bubbles
associated with sonication time which in turn leads to higher frequency of bubble
coalescence and hence the increase in the volume of bubbles.
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Sonoluminescence and Sonochemiluminescence

Single Bubble Systems
Much of our current fundamental understanding of SL only came about after the
discovery of single bubble sonoluminescence (SBSL). The first report on SBSL was
by Yoshioka and Omura [26] in 1962, but it was not until the report by Gaitan in
1990 [27] that led to an upsurge in experimental and theoretical research into this
area. From these SBSL studies, it was shown that the light emitted is not continuous,
but in fact flashes periodically during compression, just prior to the bubble collaps-
ing to a minimum [28].

Ashokkumar and Grieser [29] demonstrated that the periodic flashes of SBSL can
be used to photoexcite fluorescent solutes. By choosing different fluorescent solutes,
the SBSL emission shifts to a particular wavelength depending on the type of
fluorescent solute. Thus, it is possible to use SBSL to act as a pulsed picosecond
light source and monitor the temporal emission profile of excited solutes.

There are various theories being proposed on SBSL. It was initially thought that
SL emission was blackbody radiation from the heating of the internal bubble core up
to temperatures of 10,000 k [30]. However, this theory required the dependence of
the emission pulse width on wavelength which was shown not to be the case by
Gompf et al. [31]. A much more convincing theory was provided by Suslick and
coworkers where evidence was provided that the SL emission was from thermally
excited chemical species, suggesting an optically opaque plasma core [32].

It is now accepted that the adiabatic collapse of the bubble allows the bubble core
to heat up and initiate the hemolysis of water to produce H and OH radicals. This
process is responsible for the much reported sonochemistry effects in the literature,
one of which is SCL of luminol. Hatanaka et al. [33] have shown that the shape
stable bubbles required for SBSL emission are in fact incapable of inducing chemical
reactions for SCL of luminol. It was revealed that dancing bubbles, which does not
emit SL, actually produces SCL of luminol. It is believed that the production of OH
radicals may be enhanced by dancing single bubbles, and the generation of daughter
bubbles allows OH radicals to be readily transported into the liquid.

Multibubble Systems
Evidence of possible light emission associated with cavitation activity was reported
in the early 1930s when Marinesco and Trillat [34] discovered that photographic
plates were darkened when immersed in liquid exposed to ultrasound. However, they

Sonication ΔVT

Fig. 3 A schematic diagram
illustrating the capillary cell
used to measure the change in
liquid level (ΔVT) that occurs
during sonication
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had concluded that chemical reactions, accelerated by the presence of ultrasound,
may have caused the darkening effect. It was Frenzel and Schultes [35] who later
attributed this darkening to the emission of light, later given the term sonolumi-
nescence. SL intensity is usually captured using a light-sensitive photomultiplier
tube (PMT) or photographically using a camera, with the images processed later to
obtain a total integrated intensity. Often luminol is used to give off SCL as these
intensities are much stronger compared to SL and can be captured with a normal
commercial camera. For SL, a cooled CCD camera is required to capture the light
emissions.

There are considerably more experimental studies on multibubble systems in the
presence of ultrasound than in single bubble systems. This is presumably due to the
simplicity in the setup required for multibubble systems and the greater range of
practical applications for these systems. However, very little theoretical work has
been done on multibubble systems due to the complexity of the system.

With the frequency in the kilohertz range, it is difficult to capture bubbles in a
multibubble field without a high speed camera. Nevertheless, by measuring the
intensity of the multibubble sonoluminescence (MBSL) or sonochemiluminescence
(MBSCL) emitted, especially in pulse mode, one can gain an insight into the bubble
dynamics. It has been shown that the initial MBSL or MBSCL intensity increases
with time and reaches a steady state intensity (Fig. 4a). It is inferred that the time
required to reach a stable level of MBSL [36] and MBSCL [37, 38] is related to the
accumulation of active bubbles until a steady state population of active bubbles is
reached. It was reported that the number of pulses required to reach this plateau
(Ncrit) increases with increasing presonication time and decreasing air concentration
[38]. This was explained in terms of the removal of the stable nuclei by the
presonication and deaeration process [38], which will contribute to an increase in
the Ncrit [37]. For fully degassed water, the solution becomes very difficult to cavitate
(Fig. 4b) due to very few bubble nuclei in the system, and also bubble growth by
rectified diffusion will be reduced. However, cavitation can be induced by the
addition of shelled microbubbles, provided that the acoustic power is high enough
to break the shell and release the gas (Fig. 4c, d) [9].

Crum et al. [39] showed using a 20 kHz horn that SL emissions were emitted from
regions near the pressure antinodes in the standing wave field and from this con-
cluded that the SL activity is from “stable” cavitation rather than “transient” cavita-
tion. Generally, acoustic fields may be part standing wave and part traveling wave
depending on the reflectivity of the interface as well as the attenuation effect of the
medium [4]. Leighton et al. [40] demonstrated using an intensified CCD camera that
a large amount of light was produced at the pressure antinodes when there is a high
percentage of standing wave component in the acoustic field whereas in the case of a
predominately traveling wave field, very little light was detected.

The spatial distribution of SL activity depends on the distribution of active
bubbles in the vessel during sonication. This distribution of active bubbles primarily
depends on the radiation forces, which can drive bubbles to a certain location
depending on the size of the bubble and whether it is driven in a standing or a
traveling wave field. For small radial amplitude oscillations, bubbles less than the
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resonance size are driven by the standing wave field to the pressure antinodes,
whereas bubbles in the traveling wave field are transported in the direction of the
propagating sound wave [4]. The force from the standing and traveling wave can be
calculated using Eqs. 1 and 2 [4]:
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where FTW and PTW are the time-averaged force and acoustic pressure for the
traveling wave, FSW and PSW are the time-averaged force and acoustic pressure for
the standing wave, Vo is the equilibrium bubble volume, k is the wave number, βtot is
the dissipative constant, ω is the angular frequency, ωo is the resonance angular
frequency, Ro is the bubble radius, Rεoa is the radial amplitude of the bubble, y is the
distance, and ρ is the density of the liquid. βtot is evaluated using the approximation
βtot = ωo/2Q, where Q is the quality factor.

Acoustic waves are not always perfectly reflected, and with the presence of
attenuation effects, the acoustic wave field is usually partially standing and partially

Fig. 4 Initial SL intensity observed as a function of time for (a) saturated water and (b) degassed
water; (c) and (d) are degassed water with the addition of shelled microbubbles irradiated at acoustic
powers of 3.6 W and 10.8 W, respectively (Reproduced from Ref. [9] with permission from the
Royal Society of Chemistry)
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traveling wave [4]. Therefore, for simplicity, it is assumed that the sum of PTW and
PSW is equal to the total acoustic pressure amplitude in the medium. At high
percentage of standing wave, a bubble below the resonance size is strongly
influenced by the force from the standing wave field. In this case, bubbles below
the resonance size are more likely to be driven towards the pressure antinode
(Fig. 5a). If the traveling wave component is dominant, active bubbles are more
likely to be driven towards the liquid surface by the force from the traveling wave
component (Fig. 5b). The percentages of the traveling and standing wave component
can be determined experimentally using acoustic pressure distribution measurements
and Eq. 3 [4]:

%Standingwave ¼ Pantinode � Pnode

Pantinode þ Pnode
x100 (3)

where Pantinode and Pnode are the pressure maximum at the pressure antinode and the
pressure minimum at the adjacent pressure node, respectively.

Cavitation Bubble Population and Size Distribution

The size and population of bubbles that is of interest are normally those that are
capable of undergoing inertial collapse where the bubble expands significantly
before collapsing violently leading to the emission of light or sonochemistry. The
size in which inertial collapse occurs is often estimated by the Minnaert equation (4)
for the linear resonance size [41]:

Rr ¼
ffiffiffiffiffiffiffiffiffiffiffi
3γP1
ρω2

s
(4)

Fig. 5 A schematic illustrating the effect of (a) standing wave and (b) traveling wave field on the
spatial distribution of cavitation bubbles
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where Rr is the linear resonance radius, γ is the specific heat ratio of the gas, and P1
is the ambient liquid pressure. These bubbles can be loosely described as “cavita-
tion,” “active,” or “resonance” bubbles. However, it is shown by Yasui [42] using
computer numerical simulations that there exists a range of bubble sizes, over an
order of magnitude, for SL, and they do not coincide with the linear resonance radius
predicted by Eq. 4. Yasui [42] also provided an acoustic pressure (Pa) and ambient
bubble radius (Ro) map of various classifications of cavitation bubbles (dissolving,
unstable SL, stable SL, unstable, and degassed bubbles).

In the absence of ultrasound, the size of bubbles is normally determined by
photographic or acoustic methods [43]. However, acoustically generated cavitation
bubble sizes are more difficult to measure due to the chaotic and fast oscillatory
nature of acoustic cavitation. Various techniques, such as hyperfrequency [22],
active cavitation detection [44], and pulsed ultrasound [13, 45], make use of the
difference in dissolution rate between different size bubbles to predict the bubble
size distribution and density. Another technique is the use of laser light diffraction
phase-Doppler techniques [46–49] to examine the scattering from bubbles to esti-
mate the size of cavitation bubbles. These techniques have shown that indeed there
exists a range of bubble sizes for cavitation (Table 1) and support the findings
reported by Yasui [42]. For the hyperfrequency and laser light diffraction and
Doppler techniques, the bubble size range is larger than those obtained using pulsed
ultrasound technique where SL and SCL intensity is measured as a function of pulse
off time [13, 45]. This is because hyperfrequency and laser light diffraction and
Doppler techniques measure both the active cavitation bubbles and the inactive,
large degassed bubbles, whereas techniques using SL and SCL mainly capture
bubbles that are capable of undergoing SL or SCL. In addition, care is needed
when comparing size distribution obtained under different systems despite the
same frequency and technique. Brotchie et al. [45] and Lee et al. [13] both used
similar frequency but yielded different bubble size distributions. This was attributed
to possibly differences in power, volume of solution, geometry, and transducer
properties.

Table 1 also reveals differences between SL and SCL bubbles, where the latter
had a size distribution that is smaller and broader [45]. It was concluded that there are

Table 1 Bubble size ranges obtained from different techniques

Technique Frequency (kHz) Bubble size range (μm)

Hyperfrequency technique [23] 308 19–59

Sonoluminescence [13] 515 2.8–3.7

Sonoluminescence [45] 575 5.4–5.5

Sonochemiluminescence [45] 575 2.6–4.2

Sonochemiluminescence [45] 355 2.8–3.4

Laser light diffraction phase [49] 443 1–200

Laser light diffraction [46] 20 (horn) 1–20

Phase-Doppler techniques [46] 20 (horn) 2–40
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two types of emissions, SL and SCL, each arising from different size bubble
populations. This was attributed to different temperature required for SL and
sonochemical reactions. For SL, temperature for ionization would be much higher
compared to the sonochemical temperature needed for the dissociation of chemical
bonds. It is thus inferred that larger cavitation bubbles would attain a greater temper-
ature compared to smaller cavitation bubbles [45]. Differences in SL and SCL bubbles
have been reported where it was found SCL of luminol was observed from dancing
bubbles and not stable single bubbles [50], which is required for SL bubbles.

Labouret et al. [23] were able to use the total bubble volume and the dissipation
rate of this volume to estimate the bubble number by assuming that the bubbles have
reached their maximum size during their oscillations. For 1 MHz, they showed the
increase in the bubble number as a function of time (Fig. 6).

Sonication Conditions

There are numerous reports in the literature on the effect of sonication conditions
such as different frequency and power, on the cavitation efficiency. It has been
shown that pulsing could also be an easy and effective method of optimizing the
efficiency of ultrasound processes. This section will be devoted to work relating to
different sonication conditions on the cavitation phenomena and characteristics

Fig. 6 Bubble number as a function of bubble radius under different sonication times. The solution
was water, and the sonication frequency and power were 1 MHz and 0.21 Bars, respectively [23]
(With kind permission of The European Physical Journal (EPJ))
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detailed in the Introduction on “Rectified Diffusion,” “Total Bubble Volume and
Bubble Coalescence,” “Sonoluminescence and Sonochemiluminescence,” and
“Cavitation Bubble Population and Size Distribution.”

Power

Rectified Diffusion
The effect of acoustic power on the threshold and growth rate of rectified diffusion is
fairly well understood with strong agreement between experiment and theory.
Experimental and theoretical calculations have both shown that with increasing
acoustic pressure the bubble size threshold for rectified diffusion decreases [51,
52]. This is because as the acoustic pressure increases, the pulsation amplitude of the
bubble becomes larger and allows a greater net rectified mass transfer per cycle. This
thus allows smaller bubbles, which would have a stronger tendency to dissolve due
to a higher Laplace pressure, to grow. Similarly, for a bubble above the threshold size
but below the resonance size, increasing the acoustic pressure will effectively
increase the rate of bubble growth by rectified diffusion [51, 52].

Total Bubble Volume and Bubble Coalescence
The total bubble volume has shown to increase with increasing acoustic power
[53]; however, the degree of coalescence has been shown to be unaffected
[53]. Although increasing acoustic power will increase the Bjerknes forces, the
lack of influence on the degree of coalescence suggests that the increase in the total
bubble volume with increasing acoustic power is attributed to the buildup in the
population of cavitation bubbles. The pressure threshold for rectified diffusion
increases with decreasing size of bubbles; therefore, a greater acoustic power
would allow much smaller bubbles that would otherwise dissolve to cavitate and
grow at a much higher growth rate, all of which can contribute to the increase in the
total bubble volume.

Sonoluminescence and Sonochemiluminescence
For multibubble systems, unlike the single bubble systems where there exists a
narrow range of acoustic power in which SL can occur, SL and SCL are readily
observed provided a certain pressure threshold is exceeded [54]. It has been reported
that the SL and SCL intensity both increases as a function of applied acoustic power
[54]. The spatial distribution of such effect is illustrated in Fig. 7, which depicts a
series of still photographs of SL and SCL under different input power [54]. The
luminescence from the cavitation bubbles at the antinodes is clearly visible, and the
increase in these luminescence bands with applied power is also evident.

It has been discussed in the previous sections that increasing power increases total
bubble volume as well as the population of bubbles [23, 55]. This would effectively
increase luminescence intensity as observed in the photographs. However, Hatanaka
et al. [14] have shown that at excessive acoustic powers, quenching of the lumines-
cence occurs. Still photographs comparing the cavitation bubbles and MBSL
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distribution under different pressures have attributed this decrease in the SCL at
excessive powers to the expulsion of bubbles from the pressure antinode in the
standing wave field (Fig. 8). It is believed that this repulsion is caused by the change
in the primary Bjerknes force from attractive to repulsive as the pressure and the
bubble size increase [14].

Cavitation Bubble Population and Size Distribution
Brotchie et al. [45], using the pulsed SL technique, observed an initial increase in the
mean bubble size with increasing acoustic power. The bubble size then plateaus
where further increase in power had negligible effect on the size. This invariant in the
bubble size for a given acoustic power range is also reflected in the bubble size
results obtained by Labouret et al. [23] using the void dissipation rate acquired via
the hyperfrequency method. It is shown that increasing the power from 0.14 to 0.21
bars increased the bubble population from 75,000 to 240,000, especially for the
smaller size bubbles (see Fig. 9), while the overall bubble size range remained the
same. Yasui et al. [42, 56] have theoretically mapped out the region for different
category of bubbles in the phase space of acoustic pressure versus equilibrium
bubble radius and shown that in general increasing acoustic power widens the
range of SL bubbles. This is attributed to the decrease in the Blake threshold radius,
and Louisnard et al. [52] have theoretically shown that at high driving powers the
rectified diffusion threshold radius merges with the Blake threshold radius. This

Fig. 7 Comparison of the spatial distribution of SL and SCL bubbles at 140 kHz for function
generator power outputs of (a) 100 mVpp, (b) 150 mVpp, (c) 200 mVpp, and (d) 300 mVpp

(Reproduced from Ref. [54], Copyright # 2000 by The Japanese Journal of Applied Physics)
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Fig. 8 Comparison between the spatial distribution of cavitation bubbles (top) andMBSL (bottom)
under two function generator power outputs (a) 600 mVpp and (b) 900 mVpp (Reproduced from
Ref. [14], Copyright (2001) by The Japanese Journal of Applied Physics)

Fig. 9 The effect of the applied acoustic pressure on the bubble number and size distribution. The
frequency and sonication time used were 308 kHz and 30 s [23] (With kind permission of The
European Physical Journal (EPJ))
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means much smaller bubbles will become active. Higher driving acoustic powers
also induce stronger bubble collapse and increases the upper threshold bubble radius
for SL. However, if the acoustic power is too great, stronger nonlinear pulsations at
these powers can lead to bubble fragmentation and decrease the size of active
bubbles. This may explain the lack of increase in the active bubble sizes at high
acoustic powers.

Frequency

Rectified Diffusion
The effect of frequency on the threshold pressure for rectified diffusion is shown in
Fig. 10 for two bubble sizes. It is evident from this graph that the threshold pressure
decreases sharply as the frequency approaches the resonance frequency of the
bubble. The exact form of the curve above and below resonance is unknown;
hence the estimation is indicated by the dotted line. The trend appears to also suggest
that the threshold pressure is generally greater for larger bubbles driven below its
resonance frequency.

Theoretical studies by both Louisnard et al. [52] and Meidani et al. [58] have
shown that the rectified diffusion growth rate is inversely proportional to the
sonication frequency. This is owing to the decrease in the bubble expansion ratio
with increasing frequency. This is illustrated in Fig. 11 where the average time
variation of gas by rectified diffusion in a 70 μm radius bubble decreases with
increasing frequency from 20 to 35 kHz (Fig. 11). Although 35 kHz is much closer
to the resonance frequency of the bubble, the much higher average mass of gas
observed for the lower frequency is attributed to the larger bubble pulsation ampli-
tude by subharmonic resonance frequency.

There are very few experimental reports on the direct influence of frequency on
rectified diffusion growth of a single bubble. However, initial SL pulse technique
[59] revealed that in the presence of an ionic surfactant, sodium dodecyl sulfate
(SDS), where coalescence is inhibited and growth is predominantly via rectified
diffusion growth, a much longer initial growth in the active cavitation bubbles was
observed at high frequencies. This indirectly implies that a much slower growth rate
occurs at higher frequencies.

Total Bubble Volume and Bubble Coalescence
The total bubble volume or void measured can be attributed to mainly the coales-
cence of bubbles to form large degassed bubbles as the rate of growth by rectified
diffusion pathway is slow in comparison to the coalescence process (Fig. 1). The
effect of frequency on the rate of change in the total bubble volume (void rate) is
shown in Fig. 12 where the void rate rises from approximately 3 to 8 μL/s when the
frequency is increased from 168 to 726 kHz.

As discussed earlier, in order for coalescence to take place bubbles need to come
into contact and the forces responsible are the Bjerknes forces. However, the
magnitude of these forces diminishes with increasing frequency. In addition,
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cavitation bubble size decreases with increasing frequency. Therefore, the rise in the
void rate observed is believed to be attributed to the higher number of anitnodes
associated with increasing frequency, which can result in a larger population of
cavitation bubbles and enhance the coalescence activity. Furthermore, higher
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frequencies can lead to stronger attenuation of acoustic wave causing an increase in
bulk acoustic streaming, which could further enhance the coalescence frequency.

Sonoluminescence and Sonochemiluminescence
As discussed in the Introduction on “Sonoluminescence and Sonochemilumi-
nescence,” MBSL and MBSCL initially increase in intensity as a function of
sonication time before reaching a steady state intensity. It has been found that
there exists an optimum frequency, between 200 and 300 kHz, at which the steady
state intensity passes through a maximum [61]. As frequency increases, the wave-
length of sound wave becomes shorter which can effectively increase the number of
antinodes and hence larger population of SL and SCL bubbles [14]. On the other
hand, at higher frequencies the shorter period causes the bubble to expand less
(resulting in smaller ratio of Rmax/Ro or Ro/Rmin) and results in a weaker collapse
intensity and lower SL and SCL [42] emission intensity. The range of bubble sizes
capable of undergoing SL also becomes narrower with increasing frequencies as
discussed earlier [42, 45]. It is this balance between the increase in the number of
bubbles and the decrease in the range of bubble sizes capable of transient inertial
collapse [42] that gives rise to the maximum SL intensity observed around
200–300 kHz.

The spatial distribution of SL bubbles as a function of frequency is presented in
Fig. 13. Strong SL emission at the pressure antinodes is clearly demonstrated. The
increase in the number of pressure antinodes is also evident at lower frequencies
from 37 to 168 kHz, but less obvious at higher frequencies as the wavelength
becomes too small to distinguish between the pressure antinode and nodes. With
increasing frequency, the distribution of SL emission becomes localized towards the
liquid surface.

The variations in the structure of the cavitation bubble distribution with increas-
ing frequency are explained by the changes in the acoustic wave field from standing
wave to traveling wave, brought about by the increase in the attenuation of the
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acoustic wave. This attenuation is caused by the higher total bubble volume and
dissipative constant (βtot) as frequency increases. Also evident in Fig. 13 is the
decrease in the SL intensity at higher frequencies.

Cavitation Bubble Population and Size Distribution
According to the Minnaert equation (4), the bubble’s linear resonance size [41]
reduces with increasing frequency. Yasui [42, 56] performed numerical simulations
that took into account the conditions of multibubble sonoluminescence in water to
obtain an acoustic pressure (Pa) and ambient bubble radius (Ro) map for different
acoustic frequencies (Fig. 14). This Pa-Ro space maps out various classifications of
cavitation bubbles (dissolving, unstable SL, stable SL, unstable, and degassed
bubbles). It is evident from Fig. 14 that the bubble size range for stable and unstable
SL decreases from 0.1–100 μm at 20 kHz to 0.1–3 μm at 1 MHz.

The calculations performed by Yasui [42, 56] were for SL bubbles. Experimental
verification of this using the pulsed ultrasound technique was found to be difficult
due to the sharp transition of SL intensity with increasing pulse separation at the
different frequencies examined [64]. However, Brotchie et al. [45] were able to
obtain experimental size distribution of SCL bubbles, which was much broader
compared to SL bubbles, for a range of frequencies using the pulsed ultrasound
technique [45]. As predicted by Yasui [42, 56], the cavitation bubbles were found to
be much smaller compared to the linear resonance size calculated using Eq. 4. In

Liquid height

a b c

d e

transducer

Fig. 13 Spatial distribution of SL intensity for different frequencies: (a) configuration of the
sonication cell, (b) 37 kHz, (c) 168 kHz, (d) 448 kHz, and (e) 726 kHz [62, 63]. All images were
taken with an exposure time of 30 s and power of 20W, measured using a power meter (Reprinted in
part from Ref. [62] with permission from the PCCP Owner Societies and from Ref. [63], Copyright
(2010) (John Wiley and Sons))
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addition, the experimental results show that the mean bubble size and size distribu-
tion become smaller and narrower with increasing frequency (Fig. 15), which is
consistent with Yasui’s numerical calculations [42, 56].

Pulsing

Sonoluminescence and Sonochemiluminescence
Systematic studies on the effect of pulsing were conducted by Henglein and
coworkers [38], and it was reported that for a pulse of a given length, the SCL and
sonochemical yield decreases with increasing pulse off time. This effect was
explained in terms of a “cascade” effect where bubbles generated during the acoustic
pulse on time survive through the shorter pulse intervals and thus act as further
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cavitation nuclei for the subsequent pulse. This effect was captured using a high
speed camera by Choi et al. [65]. As the pulse off time increases, bubbles can
dissolve away before the subsequent pulse arrives and decrease the effective popu-
lation of cavitation nuclei available to be grown to the active size during the pulse on
time and effectively lower the overall cavitation activity.

It has been reported that there exists an appropriate pulse on and off ratio where a
maximum SL [65, 66] and sonochemical reactions [67, 68] in terms of H2O2

production and enlarged SCL spatial distribution are observed. Figure 16 illustrates
the enhancement in SL with increasing pulse off time. This broadening of the spatial
distribution of cavitation activity has been attributed to the suppression in the
generation of large coalesced bubbles, which would have otherwise attenuate the
acoustic wave and allow a high amplitude of sound propagation and stronger
standing wave field. If the pulse off time is too long, then the cavitation activity
decreases due to the dissolution of cavitation bubble nuclei between the pulse on
time as reported by Henglein et al. and coworkers [38].

The formation of the large degassed bubbles can be easily captured, and its
structure has shown to reflect the spatial distribution of SL bubbles [60]. The effect
of increasing pulse on or pulse off duration on the visible bubble structure is shown
graphically in Fig. 17. It can be seen that as the pulse on duration increases for a
given fixed pulse off time, the bubbles initially form a strong standing wave structure
that extends from the transducer to the liquid surface and becomes disrupted by the
onset of a force resulting in the standing wave structure to be limited to near the
liquid surface. Similar development in the bubble structure is observed with increas-
ing pulse off duration for a given fixed pulse on time. Figure 17 is categorized into
three regions according to SL images reported in the literature [49, 66]. Region A is
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where SL is isolated to the liquid surface, region B is where the SL is homoge-
neously distributed in the vessel, and region C is where no SL activity is detected.
Figure 17 demonstrates that there exits an optimum range of pulse on and off ratio
for strong standing wave field and homogeneous distribution of active bubbles,
which has been shown to translate to a higher sonochemical efficiency. If the pulse
on and off ratio is in region A, the pulse on is sufficiently long or the pulse off is
considerably short such that the system effectively behaves like a continuous system.
If the pulse on and off ratio is in region C, the pulse on duration is inadequate for the
generation of detectable bubbles. At the boundary between C and B where there is
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Importance of Sonication and Solution Conditions on the Acoustic Cavitation. . . 157



very few visible bubbles, it is not possible to determine if there is SL activity based
on optical photographs. At this region the SL structure will be that of a strong
standing wave pattern, but with increasing pulse off duration or decreasing pulse on
duration, SL diminishes. However, the boundary of A and B can be easily distin-
guished by optical photographs.

A different insight into pulse sonication induced enhancement was provided by
Choi et al. [65]. They reported that bubbles that survive during the pulse off time
were able to grow by the subsequent pulse to a size larger than that reached in
continuous mode. These larger bubbles are more susceptible to nonspherical col-
lapse and fragmentation into daughter bubbles. These daughter bubbles are much
smaller and collapse symmetrically which is thought to contribute to the enhance-
ment of the sonoluminescence. These were supported by the appearance of
subharmonics in pulsed sonication mode that were absent in continuous sonication
and a much higher broadband noise.

Solution Conditions

In many applications, the solution to be sonicated is not water, and depending on the
application, it may contain various solvents, dissolved gases, surface-active solutes,
and electrolytes. This section will discuss the importance of the solution conditions
such as concentration of the gases and solutes in the solution, and how these can
affect the process of rectified diffusion and degree of bubble coalescence, which in
turn influence the size distribution and population of cavitation bubbles as well as the
SL and SCL activities.
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Dissolved Gases

Rectified Diffusion
It has been shown that the pressure threshold for rectified diffusion decreases with
increasing dissolved gas concentration [51, 57]. This is due to the bubble’s tendency
to dissolve in under-saturated conditions, and this dissolution competes with the
diffusion of gas by rectified diffusion. Therefore, to overcome the dissolution of the
bubble as the concentration of dissolved gas decreases, a greater acoustic pressure is
needed for rectified diffusion growth. Similarly, the rate of growth by rectified
diffusion is also proportional to the concentration of dissolved gas. It has also
been demonstrated that the type of dissolved gas also influences the rate of growth
by rectified diffusion. Kang et al. [69] theoretically calculated the change in the
bubble growth rate in various dissolved gases, namely, argon (Ar), hydrogen (H2),
and nitrogen (N2), and found the growth rate to increase in the order of Ar, N2, and
H2. This trend was attributed to diffusivity and thermal conductivity of the dissolved
gases, with H2 having the highest diffusivity and thermal conductivity, followed by
N2 having a higher thermal conductivity than Ar, but both N2 and Ar have similar
diffusivities. Currently there has not been any experimental verification on the effect
of these gases on rectified diffusive growth. However, Kang et al. [69] found a strong
correlation between the change in cavitation intensity and the bubble growth rate
under these dissolved gases.

Total Bubble Volume and Bubble Coalescence
When the medium is totally degassed, insufficient number of bubble nuclei [38]
coupled with high pressure threshold for rectified diffusion [10] results in very little
SL activity. As the concentrations of dissolved air increase, the number of bubble
nuclei available for cavitation activity increases [38], and SL and SCL activity is
observed to reach a maximum, but further increase in the dissolved gas concentration
towards saturation decreases the SL and SCL activity [66, 70].

As the air concentration increases, the number of bubble nuclei and frequency of
bubble coalescence rises; this effect is observed in the increase in the total bubble
volume as shown in Fig. 18. This coalescence of bubbles provides a faster pathway,
compared to the rate of rectified diffusion, for small bubbles to reach the active size.
As the air concentration approaches the saturation level, the number of bubbles
increases dramatically, and excessive coalescence of bubbles can also lead to the loss
of active bubbles as large degassed bubbles. The lower acoustic pressure at high air
concentrations can also reduce the range of bubble sizes that can overcome the Blake
threshold pressure [4], resulting in a lesser number of active bubbles.

Sonoluminescence and Sonochemiluminescence
The spatial distribution of SL bubbles formed under different dissolved oxygen
concentration is displayed in Fig. 19 [66]. At very low dissolved oxygen concentra-
tion of 34 %, the SL activity is either nonexistent or too weak for the camera to
detect. At 40 % saturation, the SL extends from the transducer to the liquid surface
and intensifies until 50 % oxygen saturation where maximum total SL intensity

Importance of Sonication and Solution Conditions on the Acoustic Cavitation. . . 159



occurs. This corresponds to the onset of total bubble volume shown in Fig. 18. As the
level of dissolved oxygen increases to 100 %, the SL activity shifts towards the
liquid surface. This change in the SL structure was explained by the variations in the
percentage of standing and traveling wave established in the vessel. For saturated
water, large coalesced bubbles decreased the average percentage of standing wave to
below 30 %, and the dominant traveling wave component forced SL activity to be
confined towards the surface of the liquid. For degassed systems where there are
very few large coalesced bubbles present to attenuate the acoustic wave, a high
percentage of standing wave averaging around 50 % is obtained.

The type of dissolved gases also influences the intensity of SL as these dissolved
gases will govern the gas content of cavitating bubbles. It has been shown that both
the specific heat ratio (γ) and thermal conductivity of the gas content govern the
bubble’s core temperature and hence the intensity of SL. The effect of the specific
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heat ratio on the temperature inside the bubbles can be seen in the following
equation:

Tf ¼ To

Rmax

Rmin

	 
3 γ-1ð Þ
(5)

where Tf is the bubble’s collapse temperature, To is the bubble’s initial temperature,
and R is the bubble radius. Gases with higher thermal conductivity allow higher loss
of heat during the adiabatic collapse of the cavitation bubble, leading to a lower final
bubble core temperature and hence a lower emission of light. Therefore, the SL
intensity will increase with increasing specific heat ratio and decreasing thermal
conductivity of the gas inside the collapsing bubble [71, 72].

Surface-Active Agents

Rectified Diffusion
The presence of surface-active solutes has been found to substantially enhance the
rate of rectified diffusion [10, 73, 74] (Fig. 20), and this enhancement could not be
accounted for by the surface tension term in the theory [10]. Several plausible causes
for this anomaly have been given; the most probable cause being the surface-active
solutes induces acoustic streaming at the bubble surface, even in the absence of
surface oscillations. Recent work by Leong et al. [74, 75] explored the influence of
surface-active solutes with different surface activity on the rectified diffusion growth
rate and used particle-image velocimetry (PIV) to characterize the microstreaming
around the bubble. They found a strong correlation between the growth rate of a
bubble and microstreaming velocities (Fig. 20). In addition, at high surface excess
concentrations, the bubble growth rates were significantly dependent on the type and
charge of the surface-active solute’s headgroup, with dodecyl trimethyl ammonium
chloride (DTAC, cationic) giving the highest growth rate compared to sodium
dodecyl sulfate (SDS, anionic) or dodecyl dimethyl ammonium propane sulfonate
(DDAPS, zwitterionic). At low surface excess concentrations, no obvious differ-
ences were observed. It was concluded that DTAC had a bulkier headgroup, which
leads to enhanced surface oscillations and microstreaming, and in addition surface-
active solutes with a long chain length can enhance rectified diffusive growth by
creating a greater mass transfer resistance which contributes to larger amount of
rectification of gas into the bubble.

The increase in the rectified diffusion growth rate created by surface-active agents
has been clearly demonstrated experimentally; however, the current theory still
cannot account for the observed enhancements in the growth rate.

Total Bubble Volume and Bubble Coalescence
Total bubble volume method has been employed to examine the effect of various
surface-active solutes on bubble coalescence in the presence of ultrasound [12]. The
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results show similarities with that obtained for bubble coalescence in the absence of
ultrasound [76]. The sharp decline in total bubble volume observed as surface
activity increases is indicative of coalescence inhibition by surface-active solutes.
Shown in Fig. 21 is the bubble void rate under different frequency and SDS
concentrations, and it demonstrates the decrease in the void rate when the coales-
cence is inhibited by SDS. However, at high SDS concentrations (10 mM), an
increase in the void rate is recorded. The changes in the amount of large coalesced
bubbles with the addition of different SDS concentration are illustrated by the still
photographs shown in Fig. 21. The increase in total bubble volume at high concen-
trations of surface-active solute has also been recorded for alcohols [77]. This
increase has been attributed to surfactant enhanced rectified growth as discussed in
the previous section. For alcohols, its effect on the rectified diffusion has not been
reported, but is speculated to have similar enhancement in the amount of gas being
rectified.

Other surfactants have also been studied, and it was reported that for nonionic
surface-active solutes, the coalescence inhibition is governed purely by the surface
activity of the solutes and, more specifically for alcohols, by the length of the
hydrocarbon chain. However, for charged surfactants, electrostatic effects also
play a significant role in the extent of coalescence inhibition. For the four ionic
surfactants studied, despite the dissimilarities in surface activity, all four exhibited
the same magnitude of bubble coalescence inhibition. It was concluded that the
cause of this behavior is the nonequilibrium adsorption of the surfactants at the
bubble/liquid interface.

ΔVT under different surface-active solute concentrations in the presence and
absence of NaCl, as well as different frequencies and powers, were investigated

Fig. 20 Growth rate of a 50 μm bubble in various solutions as a function of the mean
microstreaming velocity found using PIV (Reprinted with permission from Ref. [75]. Copyright
(2011) American Chemical Society)
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and reported by Sunartio et al. [53]. It was revealed that the relative change in the
inhibition of bubble coalescence by increasing surface-active solute concentration
was unaffected by power. However, it was reported that the coalescence was
inhibited to a lesser extent at higher frequencies, and this was attributed to lower
adsorption of SDS molecules onto the bubble/solution interface at higher frequen-
cies. It was also estimated in this report that as the frequency increases from 213 to
1062 kHz, the maximum bubble lifetime and oscillation number varied from 0.35 to
0.1 ms and 70 to 110 oscillations, respectively.

Sonoluminescence and Sonochemiluminescence

Single Bubble Systems
Stottlemyer and Apfel [78] investigated the effect of two surfactants, a protein
bovine serum albumin (BSA) and a nonionic surfactant Triton X-100. Two concen-
trations of BSA (50 % of critical micelle concentration (CMC) and at CMC) were
investigated and found to allow the bubble to be driven at a higher acoustic pressure.
This allowed the bubbles to reach a much larger maximum bubble size resulting in a

Fig. 21 Void generation rate at 168, 448, and 726 kHz for water, 1 mM SDS and 10 mM SDS. A
driving power of 20Wwas used for all systems. Below the graphs are the photographs of the reactor
vessel showing the large degassed bubble structures for the different SDS concentrations (Reprinted
from Ref. [60], Copyright (2011), with permission from Elsevier)
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greater SL intensity compared to SBSL in water. This was attributed to BSA being
able to dampen the interfacial motion and stabilize the bubble at higher driving
pressures. However, for Triton X-100, which has been shown to lower the surface
tension and allow free interfacial motion, at a concentration of 10 % CMC, a much
smaller maximum bubble radius was reached, and the SL intensity measured was
lower compared to the SL in water. Ashokkumar et al. [79, 80] extended the SBSL
work to other surfactants such as an anionic surfactant SDS (0.38 % CMC), a
cationic surfactant DTAC (0.15 % CMC), and a zwitterionic surfactant DAPS
(0.75 % CMC). It was found that both the bubble dynamics and SL intensity were
not affected by these surfactants; this was probably because the concentrations of the
solutes were very low. Due to instabilities, higher concentrations of solutes were not
possible.

The effect of alcohols on SBSL was also investigated [79, 81], and it was found
that low concentrations of alcohols quench the SL emission. The alcohols do not
alter the bubble dynamics significantly [79], and the quenching effect was observed
both with increasing alcohol concentration and hydrocarbon chain length [79,
81]. This quenching is related to the equilibrium amount of solutes at the bubble
surface (surface excess concentration) [79, 81].

Multibubble Systems
The initial growth in the cavitation activity can be affected by the presence of
surface-active solutes. The initial time required to build up the MBSL intensity in
water increases as a function of concentration of surface-active solutes such as
alcohols and SDS but then decreases at high concentrations (Fig. 22). As discussed
in the previous section, the addition of surface-active solutes can inhibit bubble
coalescence. As a consequence of this, the population of bubbles is smaller in size,
and the bubble growth is mainly via rectified diffusion. It is suggested that the
decrease in the Ncrit at higher surface-active solute concentrations [59, 77] may be
caused by an increase in the bubble growth by rectified diffusion, since it is highly
unlikely that at the higher concentrations of surface-active solutes there would be an
increase in bubble-bubble coalescence. However, although there exists experimental
evidence for the enhanced rectified diffusion growth by surfactants, there are no
experimental reports on whether alcohols have the same effect. However, the ΔVT

data show that there is an increase in total bubble volume at higher concentrations of
the alcohols [77] and SDS [53] to support the increase in the bubble size.

Also shown in Fig. 22b is the effect of frequency on the Ncrit. For all frequencies,
the increase in the Ncrit with the addition of SDS is observed, and similarly, at high
SDS concentrations, Ncrit falls. However, the concentration at which Ncrit starts to
fall increases as the frequency shifts from 575 to 1136 kHz. This effect has been
interpreted in terms of the changes to the oscillation time and lifetime of the bubbles
[59]. As mentioned before, the decrease in the Ncrit is related to the increase in
bubble growth rate by rectified diffusion. It has been shown by Sunartio et al. [53]
that an acoustic bubble in a multibubble field has a finite lifetime which decreases
with increasing applied frequency. Thus as a result, the bubble growth by rectified
growth will be slower for higher frequencies, giving rise to the shift in the maximum

164 J. Lee



Ncrit towards higher concentrations at higher frequencies. In addition, the maximum
Ncrit reached is also greater at higher frequencies.

What is not apparent in Fig. 22b is the rise and fall in the steady state MBSL
intensity with increasing ionic surfactant concentration [82]. The SDS concentration
at which the maximum MBSL is reached coincides with the concentration at which
Ncrit is a maximum. When 0.1 M of NaCl is added to SDS solutions, it is reported
that no enhancement in the MBSL is observed [36, 82–84]. The physical explanation
given is the acoustic impedance shielding effect (see Fig. 23). For a cluster of
bubbles in water, the bubbles on the outside will impede the acoustic waves from
reaching the inner bubbles. This hindrance will reduce the number of bubbles
undergoing collapse and sonoluminescence. When charged surfactants are added,
these surfactants will adsorb onto the bubble surface creating an electrostatic repul-
sion between the bubbles and lower the density of the bubble cloud, thus providing a
more open cluster of bubbles that reduces the shielding effect. If NaCl is added or the
concentration of ionic surfactant is high, the salt and excess surfactant will screen the
electrostatic repulsion and bring the bubble cluster back to that in water. This
electrostatic repulsion mechanism is supported by the lack of MBSL enhancement
when a neutral, zwitterionic surfactant is used [82]. However, Segebarth et al. [84]
showed that it is unlikely that less impedance shielding is the main cause of the

Fig. 22 The effect of
different surface-active
solutes on the relative Ncrit as
a function of solute
concentration: (a) different
alcohols (Reprinted with
permission from Ref.
[77]. Copyright (2006)
American Chemical Society)
and (b) different
concentrations of SDS for
different sonication
frequencies (Reprinted with
permission from Ref.
[59]. Copyright (2009)
American Chemical Society)
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increase in the SL intensity. At 1 mM SDS, the Debye length is only 9.6 nm, and it
was argued that for electrostatic repulsion to take effect, the local bubble density
would need to be extremely high [84]. Nevertheless, Tronson et al. [36] argued that
electrostatic effects within the streamers may lead to different spatial structures of the
bubble cloud, i.e., a more “open” bubble cloud. Further experiments are required to
fully understand the effect of surfactants and salt on bubble clusters.

The spatial distribution of SL activity upon the addition of SDS may provide
another insight into the enhancement in the steady state MBSL. The effect of SDS on
the spatial distribution of SL activity viewed from the side and from the top is shown
in Fig. 24. The addition of 1 mM SDS broadened the SL activity from the liquid
surface towards the transducer, expanding the regions of SL activity as seen with the
effect of degassing and pulsing. This enlargement in the SL activity coincides with
the increase in the integrated SL intensity reported in the literature for 1 mM SDS
[82, 84]. Similar to the effect with degassing and pulsing, the enlargement in the SL
activity is attributed to a lower attenuation of the acoustic wave brought about by the
reduction in the formation of large coalesced bubbles that otherwise would attenuate
the acoustic wave, resulting in the wave field being predominantly a standing wave
field. Further increase in the SDS concentration to 10 mM SDS reverted the spatial
distribution of SL bubbles to that of saturated water. This is in agreement with the
reported integrated SL intensities which show high SDS concentrations resulted in
the decrease in SL to an intensity comparable to water [82, 84]. The resemblance of
the SL structure at 10 mM SDS to that obtained under saturated water is attributed to
the increase in the population of large coalesced bubbles as supported by the increase
in the ΔVT at high SDS concentrations [53]. The attenuation of acoustic pressure by
the increase in the bubble size at 10 mM SDS relative to 1 mM SDS thus lowers the
percentage of standing wave field and causes the force from the traveling wave field
to dominate.

The effect of alcohols, aliphatic esters, and ketones on the MBSL was reported by
Price et al. [85] and Tronson et al. [36]. At 20 kHz, quenching was observed for the
aliphatic esters and ketones, but not for the alcohols. It was speculated that alcohols
have a stronger intermolecular interaction with water molecules, and therefore the

Fig. 23 An illustration of the influence of an ionic surfactant, with and without salt, on the
impedance shielding effect of a bubble cluster
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rate of evaporation of the alcohols into the bubble is retarded. In addition to this, at
20 kHz the cavitation is transient, meaning that the bubble only undergoes a few
cycles before collapsing. This results in quenching being observed for aliphatic
esters and ketones, which are more surface active and have a lower intermolecular
interaction with water. However, prior to the quenching, a small enhancement in the
SL was detected for aliphatic esters and ketones at 20 kHz [85]. It was concluded that
there are two factors involved, SL quenching (a decrease in SL) and an increase in
the population of active bubbles via coalescence inhibition (an increase in SL). At
low solute concentrations, the latter is the dominating effect, and the former effect
dominates at high solute concentrations. At 515 kHz, quenching was observed for all
alcohols, aliphatic esters, and ketones. This is because at 515 kHz, the cavitation is
stable, meaning that the bubble undergoes a number of cycles before collapsing. This
allows time for the solutes to evaporate into the bubble and quench the SL.

Although it is commonly accepted that low frequencies generate transient cavi-
tation and cavitation at high frequencies is predominate stable, a recent report by
Ashokkumar et al. [62] provided evidence for a significant amount of stable cavita-
tion at low frequencies (25 and 37 kHz) and existence of transient cavitation at high
frequencies. In that study the proportion of standing and traveling wave distribution
were altered by stabilizing the liquid surface to increase the strength of the standing
wave field, and the MBSL and MBSCL intensity were measured to quantify the
degree of quenching.

Fig. 24 Images showing the effect of SDS on the SL structure taken from the side and from the top
of the vessel 448 kHz: (a) image of the vessel from the top, (b) water, (c) 1 mM SDS, and (d) 10 mM
SDS. For both frequencies, continuous sonication at a power of 1.1 W/cm2 was used. Exposure
time was set to collect 2 � 105 acoustic cycles. The white dotted lines denote the vessel wall
(Reprinted with permission from Ref. [66]. Copyright (2008) American Chemical Society)
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Cavitation Bubble Population and Size Distribution
The addition of a surface-active agent is known to inhibit the coalescence of bubbles.
Figure 25 shows the decrease in the bubble size distribution induced by the addition
of 1.5 mM of SDS, a surfactant concentration which corresponds to the minimum
ΔVT. Further increase in the SDS concentration to 4 mM resulted in an increase in
the bubble size distribution, but the size still remains below that of water. This
increase is consistent with the observed increase in the rectified diffusion and ΔVT

for high surfactant concentrations.
The bubble population for different SDS concentrations has been characterized

by Iida et al. [49] using the Fraunhofer laser diffraction technique. The results from
that study are shown in Table 2, which show a rise in the number of bubbles with
increasing SDS concentrations. However, in that study, there is very little difference
in the size of the bubbles for concentrations above 0.2 mM, and they are a lot larger
compared to the sizes shown in Fig. 25. As mentioned in the Introduction on
“Sonoluminescence and Sonochemiluminescence,” laser diffraction technique will
include both the degassed bubbles and cavitation bubbles; hence the size of the
bubbles on average was larger than the cavitation bubbles measured using the
sonoluminescence pulsing technique. Nevertheless, it provides an insight into the
relative affects, which is the increase in the number of cavitation bubbles with the
addition of surfactants.

Electrolytes

Total Bubble Volume and Bubble Coalescence
Bubble coalescence studies under an ultrasonic field using the total bubble volume
measurements has shown that the transition electrolyte concentration, where 50 % of
the bubble did not coalesce, is generally higher for acoustic bubbles compared to
other non-acoustic systems [86]. Recent report by Browne et al. [86] used the total
bubble volume measurements to evaluate the effect of different electrolytes and gas
concentrations on the degree of bubble coalescence. A strong linear correlation was
found between the total bubble volume change and the equilibrium gas solubility in
different electrolytes and gases (Fig. 26). No obvious specific ion effects were
observed, and it has been explained that the decrease in the total bubble volume
change with decreasing gas content is related to the lower number of precursor gas
nuclei that lead to stable final bubbles [86]. This effective increase in the inhibition
of bubble coalescence by the addition of electrolyte is supported by the increase in
the number of Ncrit to reach equilibrium MBSL intensity [87] at high salt
concentrations.

Sonoluminescence and Sonochemiluminescence
The effect of electrolytes in the study of acoustic cavitation has predominantly been
at low concentrations of 0.1 M. This concentration has shown to have negligible
effect on the SL activity [82]; however when added to charged surfactants such as
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Table 2 Estimated bubble number density using laser light scattering technique for different SDS
concentrations, generated by 443 kHz and 20 W under pulsed conditions [49]

SDS concentration [mM] D50 [μm] Number of bubbles [cm�3]

0.1 40 15

0.2 8 68

5 9 105

10 8 319

Bubble Radius [μm]

0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0 3.3 3.6
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Fig. 25 The probability density distribution of the bubble size versus bubble radius for water,
1.5 mM and 4 mM SDS (Reprinted with permission from Ref. [24]. Copyright (2005) American
Chemical Society)

Fig. 26 Total bubble volume
as a function of dissolved gas
concentration under different
concentrations of salts and
gases. The circled data were
obtained for pure water
saturated with the different
gases. The sonication
conditions were 213 kHz,
19.5 W, and 10 s sonication
time (Reprinted with
permission from Ref.
[86]. Copyright (2011)
American Chemical Society)
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SDS, it can quench the SL enhancement as discussed in the Surface Active Agents
section on “Sonoluminescence and Sonochemiluminescence” for “Multibubble Sys-
tems” and bring it to a level comparable to that of water. However, Wall et al. [87]
have shown for various different electrolytes that increasing electrolyte concentra-
tion to the range between 1 and 3 M can enhance the SL intensity by 1.5–3 times that
of water. Further increase in the electrolytes concentration past this maximum
resulted in a sharp decrease in the SL intensity. Various physical characteristics
such as solution viscosity, water vapor pressure, air-water interfacial tension, rate of
bubble coalescence, and gas solubility were compared with the concentration when
the maximum SL was recorded, and the only correlation was the extent of gas
solubilization in the solution. However, Wall et al. [87] used the literature data for
the rate of bubble coalescence that was obtained in the absence of ultrasound.

Scaling Up and Applications

For practical applications and scale-up of sonochemical reactors, effects such as type
of transducers used, liquid height, and fluid flow are important. However, there are
some contradicting reports on how these effects influence the cavitation activity.
This is largely attributed to the complexities of overlapping affects these has on the
proportion of standing and traveling wave in the wave field, degree of bubble
coalescence, as well as the threshold for cavitation activity.

Type of Transducers

The spatial distribution of cavitation bubbles also varies depending on the type of
ultrasound transmitters. Shown in Fig. 13 are from plate transducers, where the
transducers are located at the bottom of the reactor vessel. Depicted in Fig. 27a is the
spatial distribution of cavitation bubbles from a 20 kHz ultrasonic horn, where
intense cavitation region is localized near the surface of the horn. Often this intense
localization leads to surface erosion of the horn tip. Figure 27b shows the spatial
distribution of cavitation bubbles generated by a high-intensity-focused-ultrasound
(HIFU) transducer (Fig. 27b). It has been found that concentrated cavitation activity
occurs just before and after the focal zone [88]. The lack of cavitation activity at the
focus has been attributed to the shielding of the acoustic field by cavitation bubbles
before the focus.

Liquid Height

The effect of liquid height was studied in both laboratory and large scale reactors
[61, 89]. It was shown that as the liquid height increases, the sonochemical yield
passes through a maximum, and for some frequencies there exists a second
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maximum (Fig. 28). A strong linear correlation between the liquid height
corresponding to the first maximum in the sonochemical yield (hpeak) and the
reciprocal of frequency was reported by Asakura et al. [61]. An empirical relation
was fitted to yield the following relationship:

hpeak ¼ 15:6 λ� 22:9 (6)

Fig. 27 Spatial distribution of SCL from luminol produced by (a) 20 kHz ultrasonic horn and (b)
750 kHz HIFU transducer (Reprinted from Ref. [88], Copyright (2010), with permission from
Elsevier)
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Fig. 28 Variation in the sonochemical yield as a function of liquid height for different ultrasonic
frequencies (Reprinted from Ref. [61], Copyright (2008), with permission from Elsevier)
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where λ is the wavelength of the acoustic wave. This expression, specific to the
geometry and type of reactor used, suggests that the maximum sonochemical
efficiency occurs at a liquid height that is approximately 15 times that of the
wavelength.

Fluid Flow

Reports on the effect of fluid flow on sonochemical activity have been conflicting in
that some reported an enhancement [90, 91] in the sonochemical activity by intro-
ducing flow whereas others have reported a decrease [92]. Bussemaker et al. [93, 94]
have performed a systematic investigation for a range of frequency and power
settings to elucidate the influence of fluid flow on sonochemical activities. It was
found for 40 kHz, the sonochemical activity increased with increasing stirring speed
[93]. This was attributed to the reduction in bubble coalescence which increases the
population of cavitation bubbles. It was found that depending on the frequency and
fluid flow rate, the flow of fluid had opposing effects [94]. In general for frequencies
376 and 995 kHz, the slower fluid flow does not interfere with the acoustic field and
contributes towards increasing nonspherical bubble collapse, resulting in the
observed enhancement in the sonochemical yield. However, with a faster fluid
flow, the acoustic field was disrupted and attenuated; this subsequently reduced the
sonochemical activity. At the higher frequency, negligible effect was observed with
the different flow rates [94]. This was attributed to the active bubble size being much
smaller and less prone to distortion or fragmentation, and therefore the cavitation
system is less affected by the external flow.

Conclusions and Future Directions

In summary, acoustic cavitation is a complex and dynamic process where its spatial
distribution and magnitude are very sensitive to the type of transducer used, fre-
quency, power, mode of sonication, reactor geometry, volume of liquid, type and
amount of dissolved gases, and the concentration and surface activity of the solutes
in solution. There are other systems and conditions that were not covered in this
review, such as dual frequency systems, chemical reactions, and solution tempera-
ture and viscosity, all of which will also be important for optimizing cavitation
activity. Nevertheless, this chapter has provided an overview on the various methods
for quantifying the cavitation activity and the influences different sonication and
solution properties have on the cavitation activity that need to be considered for all
applications of ultrasound. The reported effects are specific to the conditions used in
those studies, and in order to optimize sonication processes for particular applica-
tions, it is important to conduct a systematic evaluation for that particular system.
Much of the studies reported are laboratory and batch scale setups. In order for
ultrasound applications to be fully integrated at larger industrial scales, more
research into continuous and larger systems is required.
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Abstract
In a multibubble field, the bubble dynamics is determined by acoustic field-
bubble and bubble-bubble interactions. The latter plays an important role in a
field of high acoustic pressure. The first part of this chapter discusses the high-
speed observation of bubbles interacting with other bubbles. The theory of
bubble-bubble interactions in an acoustic field is briefly described, and high-
speed images representing bubble coalescence are presented. The bubble oscil-
lation and bubble size are shown to be affected by surfactant molecules adsorbed
at the bubble/liquid interface. The high-speed images indicate spherical bubble
oscillation and a smaller size distribution upon adding sodium dodecyl sulfate.
Further, the initial size distribution of sonoluminescence (SL)-emitting bubble is
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described on the basis of the experiment using a pulsed ultrasound. The second
part deals with the dependence of bubble dynamics on the acoustic power in
association with the variation of SL intensity. The method of acoustic power
measurement is described. The intensity of SL (sonochemiluminescence, SCL)
takes a maximum value at certain acoustic power at both 84 and 138 kHz. The
high-speed shadowgraphy of bubbles revealed a transition from a bubble streamer
to a cluster with increasing the power. The bubble cluster was found to be
composed of a large nonspherical bubble and tiny bubbles that exhibit transient
oscillation. The emergence of the bubble cluster is the main cause of the reduction
in the SL (SCL) intensity.

Keywords
Acoustic power • Acoustic cavitation • Bubble cluster dynamics • Primary
Bjerknes force • Secondary Bjerknes force • Acoustic power measurement •
Sonochemiluminescence • Sonoluminescence • Bubble coalescence • Maximum
bubble diameter • Nonspherical oscillations

Introduction

Let us consider the process from bubble generation to bubble cluster formation. A
bubble nucleus adhering to dust particles in a liquid or to a container wall grows into
a small bubble through the rectified diffusion of gas dissolved in the liquid under
acoustic pressure. Some growing bubbles may dissolve in the liquid because of
surface tension, and other bubbles may further grow into collapsing bubbles that
oscillate violently. A collapsing bubble may cause nonspherical oscillation because
of its strong nonlinearity, leading to fragmentation into small bubbles. Collapsing
bubbles may cause each other to coalesce via the secondary Bjerknes force that acts
between bubbles, and sometimes form a streamer. The conditions inside a collapsing
bubble are a high temperature and a high pressure, which may result in light
emission and hydroxyl (OH) radical production. OH radicals decomposed from
water molecules transfer through the bubble/liquid interface and interact with foreign
molecules surrounding the bubble. Further increase in acoustic pressure enhances
the secondary Bjerknes force, resulting in the formation of bubble clusters.

The recent improvement of high-speed imaging techniques is helpful for under-
standing acoustic bubble oscillations and bubble-bubble interactions [1, 2]. The first
part of this chapter gives a survey of bubble-bubble interactions followed by the
experimental results of high-speed observation. We present high-speed images of
bubble coalescence under the condition of an acoustic field, in which multibubble
sonoluminescence (SL) can be observed. The effects of sodium dodecyl sulfate
(SDS) surfactant on bubble oscillations and the distribution of the maximum bubble
size are shown at a frequency of 82 kHz for various SDS concentrations.

Bubble-bubble interactions greatly change with the applied acoustic power. In the
second part of this chapter, after introducing the fundamentals of acoustic power
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measurements, we describe how SL and sonochemiluminescence (SCL) intensities
depend on the acoustic power under various conditions of acoustic fields and how
the bubble dynamics as collective motion depends on the acoustic power in associ-
ation with the SL intensity.

Interactions of a Bubble with an Acoustic Field and Another
Bubble

Primary and Secondary Bjerknes Forces

The fundamentals of cavitation bubble dynamics are described in books by
Young [3], Leighton [4], and Brennen [5]. The physics of bubble oscillations
and recent works on this topic have been thoroughly reviewed by Lauterborn and
Kurz [6]. Bubbles generated in a strong acoustic field self-organize into structured
ensembles in the form of filamentary patterns (sometimes called “streamers”) [7–9]
or clusters [10] consisting of many bubbles, depending on the acoustic power and
frequency. These structures are formed by the attractive and repulsive forces gener-
ated by bubble-bubble interactions.

The interaction force of a bubble with an acoustic field is called the primary
Bjerknes force. The time-averaged Bjerknes force on a spherically oscillating bubble
under acoustic pressure p(x, t) is given by

FB ¼ � V tð Þ∇p x, tð Þh i; (1)

where V tð Þ ¼ 4π=3ð ÞR3 is the bubble volume and R is the bubble radius. The
brackets 〈〉 indicate a time average over an acoustic cycle. We consider a bubble
located at position x in a standing-wave pressure field of the form

p x, tð Þ ¼ Pa sin kx cosωt ; (2)

where Pa is the pressure amplitude, k is the wavenumber, and ω is the angular
frequency of the acoustic field. If the pressure amplitude is not very large, the bubble
radius oscillates as

R tð Þ ¼ R0 � A sin kx cos ωtþ αð Þ ; (3)

where α is the phase difference between the pressure and bubble radius oscillation,
which equals zero for bubbles smaller than the resonance radius or π for bubbles
larger than the resonance radius. R0 is the equilibrium radius in the case of no
acoustic field, and A denotes the amplitude of radial oscillation. Then the Bjerknes
force (Eq. 1) can be calculated as

FB ¼ 3APakV0

4R0

sin 2kx cos α ; (4)
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where V0 ¼ 4=3ð ÞπR3
0 . Equation 4 shows that bubbles smaller than the resonant

radius are subjected to a force directed toward a pressure antinode and that bubbles
larger than the resonant radius are subjected to a force directed toward a pressure
node. Figure 1 illustrates how small bubbles tend to shift toward a pressure antinode.
If the pressure amplitude is sufficiently large for the bubbles to continue expanding
during the compression phase of the acoustic cycle, the bubbles are repelled from the
antinode. This repulsion occurs when the pressure amplitude is larger than 1.8 atm at
20 kHz [11].

If two bubbles exist in the vicinity of each other, the oscillation of a bubble with
volume V1 ¼ 4=3ð ÞπR3

1 produces pressure waves around the bubble that act as an
additional force on the neighboring bubble. This is called the secondary Bjerknes
force. Under a pressure gradient ∇p1 caused by the first bubble, the second bubble of
volume V2 ¼ 4=3ð ÞπR3

2 is subjected to the force

F12 ¼ �V2∇p1 : (5)

The time average of Eq. 5 gives the net force

FB2 ¼ � ρ

4πd2
_V1

_V2

� �
er; (6)

where ρ is the density of the liquid, d is the distance between the two bubbles, and er
denotes the radial unit vector. For harmonic bubble oscillation, we obtain

Fig. 1 Bubbles smaller than
the resonant size move toward
a pressure antinode under the
primary Bjerknes force FB in a
standing-wave field
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FB2 ¼ � ρω2

8πd2
V1AV2A cos φ1 � φ2ð Þer; (7)

where V1A, V2A, and φ1 and φ2 are the magnitudes and phases of the volume
oscillations, respectively. According to these equations, a bubble smaller than the
resonance radius and a bubble larger than the resonance radius repel each other,
while pairs of bubbles smaller or larger than the resonance radius attract each other.
Mettin et al. [12] numerically investigated the secondary Bjerknes force in a strong
acoustic field. They employed the model of Keller and Miksis [13] to calculate the
oscillation of the second bubble using

1�
_R2

c

� �
R2

€R2 þ 3

2
�

_R2

2c

� �
_R
2

2 ¼
1

ρ
1þ

_R2

c

� �
p2w � p0 � psoundð Þ

þ R2

ρc

d

dt
p2w � psoundð Þ � 1

d
2 _R

2

1R1 þ R2
1
_R1

� �
;

(8)

where c is the sound velocity in the liquid, p0 is the hydrostatic pressure, and psound is
the external sound pressure. Here, p2w is the pressure in the liquid at the bubble
interface and is given by

p2w ¼ p0 þ
2σ

R20

� �
R20

R2

� �3γ

� 2σ

R2

� 4μ

R2

_R2: (9)

γ denotes the polytropic exponent, σ is the surface tension, μ is the viscosity of the
liquid, and R10 and R20 are the equilibrium radii of the two bubbles. Figure 2 shows
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Fig. 2 Secondary Bjerknes
force coefficient plotted in the
R10-R20 plane for d = 1 mm
and Pa = 1.32 atm. White
regions correspond to
repulsion and the darker
regions correspond to
attraction between the two
bubbles (Reprinted with
permission from Ref.
[12]. Copyright 1997,
American Physical Society)
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the secondary Bjerknes force coefficient ρ
4π

_V1
_V2

� �
represented in the R10-R20 plane

for a bubble distance of d = 1 mm and Pa = 1.32 atm. The white regions corre-
spond to repulsion and the darker regions correspond to attraction between the two
bubbles. The white regions become narrower when the two bubbles approach each
other. The pairs of bubble radii corresponding to the white regions are smaller than
the linear resonant radius, i.e., 0.15 mm at 20 kHz, which indicates an attractive force
according to the linear theory expressed by Eq. 7. This apparent contradiction is
explained by the fact that the nonlinear resonance radius decreases with increasing
pressure amplitude.

High-Speed Observation of Two Interacting Bubbles

Jiao et al. [14] experimentally and theoretically studied the translational motion of
two approaching bubbles. They used a cylindrical Pyrex resonator equipped with a
22.4 kHz transducer to trap two bubbles, which were injected near a pressure
antinode. The movements of the bubbles were recorded using a high-speed camera
at a frame rate of 2000 fps. Their relative velocity was measured at various distances
between the bubbles. The experimental result is shown in Fig. 3 together with
theoretical values calculated from the secondary Bjerknes force and drag force.

Fig. 3 Relative velocity of two bubbles as a function of the distance between them for a pressure
amplitude of 40 kPa. The solid line denotes the values calculated from the secondary Bjerknes force
(Reprinted with permission from Ref. [14]. Copyright 2013, American Chemical Society)
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The Keller-Miksis equation, Eq. 8, was used to calculate the radial oscillation of the
bubbles. The experimental and simulation results have a reasonably strong correla-
tion as shown in Fig. 3.

Choi and Deno [15] reported a high-speed movie of the coalescence of two
bubbles interacting in a streamer in a standing-wave field of 87 kHz in water. Figure 4
shows selected images from the movie, which was taken at a frame rate of 1 M fps.
Bubble a, which is located in the upper left of frame 1, approaches bubble b, which
remains at almost the same position, while both bubbles repeatedly undergo expan-
sion and contraction. The maximum sizes of the two bubbles are 50 μm, and the
minimum sizes are approximately 9 μm. In frames 6–9, bubble b exhibits shape
oscillation, although it exhibits spherical oscillation in the next acoustic cycle in
frames 12–14. Bubble a also exhibits shape oscillation in frames 30–32. The two
bubbles finally coalesce in frame 34. Figure 5 shows the time dependencies of the
distance between the centers of the two bubbles and their relative velocity. Equation 6
predicts that the Bjerknes force between the bubbles is strong when the bubble
volumes change rapidly. The velocity increases with decreasing the distance of the
bubbles, corresponding to the rapid contraction of the two bubbles. The result is well
explained by Eq. 6.

Several works on the oscillation of coated microbubbles, which are used in
ultrasound contrast agents, have been reported. The nonspherical oscillation of a
coated microbubble sonicated in the MHz range was observed by Versluis et al. [16],
van der Meer et al. [17], and Dollet et al. [18]. Direct observations of the
sonoporation of a viable cell membrane by cavitation bubbles [19] and coated
microbubbles [20] were reported.

Fig. 4 Shadowgraphs of two bubbles exhibiting oscillations and coalescence in a 87 kHz standing-
wave field in water. The acoustic power is about 5 W, and the time interval between images is 2 μs
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High-Speed Observation of Effects of Surfactant on Bubble
Oscillations

The effects of surface-active solutes on cavitation bubbles have been exten-
sively studied by Crum and others [21–23] and the group of Melbourne University
[24, 25]. SL, sonochemistry, and acoustic emission have been used to monitor the
effects of sodium dodecyl sulfate (SDS) molecules, adsorbed at a bubble/liquid
interface. The effects are manifested in several ways. First, the bubble growth rate
increases because of the resulting resistance to gas transfer across the interface,
especially during the collapse phase of a bubble oscillation [26]. The inhibition of
bubble coalescence also occurs due to the electrostatic effect caused by the adsorp-
tion of charged surfactant molecules at the bubble/liquid interface. This inhibition
produces a sharp decrease in total bubble volume in a multibubble field [27]. The
adsorption increases the number of active cavitation bubbles, which leads to the
enhancement of multibubble SL, and also increases the symmetry of bubble oscil-
lation, resulting in an increase in harmonic components in the acoustic emission
spectrum [28].

A direct observation of the bubble oscillation in SDS solutions was reported by
Deno and Choi [29]. Figure 6 shows the shadowgraph images of cavitating bubbles
at their maximum sizes in water and 1 mM SDS solution captured with a high-speed
camera (Shimadzu, HPV-2) at 1 M fps. The bubbles are streaming toward the lower
right corner in a standing-wave field of 125 kHz. The bubbles in water (a) exhibit
nonspherical oscillations, and those in SDS solution (b) exhibit spherical oscilla-
tions, confirming the speculation by Ashokkumar et al. [28], which was based on the
acoustic emission spectrum.

Fig. 5 Distance between the two bubbles (closed circles) and their relative velocity (open circles)
as a function of time, which were obtained from the images in Fig. 4. The two bubbles coalesced at
70 μs
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As shown in Fig. 7, the time sequences of bubble diameter were obtained from the
high-speed images for water (blue) and 1 mM (green) and 5 mM (orange) SDS
solutions at an ultrasonic frequency of 87 kHz. About 11 frames were captured in the
period of ultrasound. Diameters below 4.7 μm are plotted as zero in these curves
since the spatial resolution of the images was 4.7 μm. For water, oscillations with a
shorter period appeared at compression phases. This was caused by the nonspherical
oscillation of bubbles, which was observed very frequently in the high-speed
movies. Conversely, for the 1 and 5 mM SDS solutions, the bubble oscillation
curves in Fig. 7 resemble those obtained by the simulation of a single bubble.
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Fig. 7 Time sequences of bubble diameter obtained from high-speed movies captured at 1 M fps.
The ultrasonic frequency is 87 kHz and the acoustic power is about 11 W. Diameters below 4.7 μm
are plotted as zero

Fig. 6 High-speed images of cavitation bubbles in water (a) and 1 mM SDS solution (b) sonicated
at 125 kHz and an acoustic power of 20 W. The bubbles are at their maximum sizes. The exposure
time is 1 μs
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This suggests that spherical oscillations preferentially occur in surfactant-adsorbed
bubbles, in agreement with the high-speed images. The spherical oscillations can be
explained by two factors [28]. First, the adsorption of the surfactant at the bubble/
liquid interface dampens surface waves at the interface. Second, the electrostatic
repulsion between bubbles leads to the “declustering” of the bubbles, which
decreases the secondary Bjerknes force.

The distribution of the bubble size is also affected by a surface-active solute. The
maximum diameters of cavitating bubbles can be estimated from high-speed images.
Figure 8 shows a histogram of the maximum diameter under 87 kHz ultrasound with
an acoustic power of about 11 W. In Fig. 8a, the maximum bubble diameter in water
is distributed from 9 to 66 μm with an average of 31 μm, which is indicated by the
arrow in the figure. Figure 8b–e show the histograms for SDS solutions with
concentrations of 0.1, 1, 5, and 10 mM, respectively. The range of the maximum
diameter decreases with increasing SDS concentration up to 5 mM then increases at
10 mM. The average maximum bubble diameter at 5 mM is 21 μm, which is the
smallest value among the solutions investigated. At the concentration of 5 mM, the
number of bubbles with diameters larger than 40 μm is significantly less than that in
water. This is because bubble coalescence is inhibited when charged SDS molecules
are adsorbed at the bubble/liquid interface. The direct observation of bubble oscil-
lation demonstrated that the effects of SDS on bubble oscillation are most prominent
at 5 mM, which is larger but in reasonable agreement with the value obtained by the
observations of acoustic emission [28] and SL [30]. The effect of SDS adsorption
may also depend on the acoustic frequency and power.

Size Distribution of Sonoluminescence Bubbles

Section “High-Speed Observation of Effects of Surfactant on Bubble Oscillations”
describes the oscillations of bubbles regardless of the emission of SL. There is
interest in the size of bubble that exhibits SL or SCL. Lee et al. [31] determined
the size distribution of SL-emitting bubbles using a pulsed ultrasound at 515 kHz.
They employed a 4 ms-duration (equivalent to 2060 cycles) ultrasound pulse so that
a steady-state active bubble population is reached and a constant SL intensity is
obtained. The active bubbles dissolve during a pulse off-time with a finite dissolution
time depending on the initial bubble radius. If the successive ultrasonic pulses act
upon the bubbles before the bubbles dissolve away, the bubbles can grow again to be
in the active size range. The SL intensity at successive pulse on-time reflects the
population of active bubbles. Thus, the decrease in the SL intensity during the pulse
on-time as a function of pulse off-time gives a measure of the initial radius of active
bubble. Lee et al. [31] obtained the experimental bubble radii of 2.8–3.7 μm for
water and 0.9–1.7 μm for 1.5 mM SDS solution using the theory by Epstein and
Plesset [32]. These values for water are smaller than the theoretical linear resonance
size of 5.8 μm at 515 kHz. This is explained by the fact that nonlinear resonance size
is smaller than the linear resonance size. Using a similar experimental technique,
Brochie et al. [33] investigated the frequency and power dependencies of the size
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distribution of SCL-emitting bubbles in a luminol solution. Figure 9 shows the
results of the size distribution for several frequencies from 213 to 1136 kHz,
indicating that the mean bubble size is smaller and the distribution becomes narrower
with increasing frequency. It is noted that the bubble sizes in Fig. 9 are much smaller
than those in Fig. 8 which shows the bubble sizes at their maxima. In Fig. 10, the
active bubble size distributions are compared for SCL and SL at 575 kHz. The size is
larger for SL bubbles than SCL bubbles. This indicates that there are two distinct
classes of bubbles: larger bubbles which emit SL under a higher temperature
condition at bubble collapse and smaller bubbles which produce OH radicals
under a modest temperature condition at bubble collapse.

In a pulsed ultrasound experiment, the enhancement of SL intensity or OH radical
production may occur by an appropriate choice of pulse on-time and pulse off-time.
Choi et al. [34] reported the enhancement of SL intensity and acoustic emission
spectra at 103 kHz. As shown in Fig. 11, they obtained the maximum amplification
factor of 6.7 compared with continuous wave mode when the pulse on-cycle was
500 and pulse off-cycles were 500–10000. Lee et al. [35] and Tuziuti et al. [36]
explained this enhancement by demonstrating the enlargement of SL and SCL
spatial distributions with appropriate pulse-off times. The pulsed ultrasound may
prevent the production of large degassing bubbles which absorb ultrasound energy,
resulting in the increase in the active bubble population. Choi et al. [34] also reported
the acoustic emission spectra, showing that subharmonic components and broadband

Fig. 9 The size distributions of SCL-emitting bubble at 213, 355, 647, 875, 1056, and 1136 kHz
obtained using a pulsed ultrasound. The data for 875, 1056, and 1136 kHz have been scaled down
by a factor of 4. The acoustic power of all frequencies is 1.5 W (Reprinted with permission from
Ref. [33]. Copyright 2009, American Physical Society)
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Fig. 10 The size distributions of SCL- and SL-emitting bubble at 575 kHz. The acoustic power
was 2.8 W (Reprinted with permission from Ref. [33]. Copyright 2009, American Physical Society)

Fig. 11 The SL intensity in a pulsed wave mode normalized to that in a continuous wave mode as a
function of pulse off-cycles. The ultrasound frequency is 103 kHz and the pulse on-cycles are
500 (Reprinted with permission from Ref. [34]. Copyright 2008, the Japan Society of Applied
Physics)
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noise increased for the pulsed mode compared with the continuous mode. The
acoustic pressure in the pulsed mode may be larger than that in the continuous
mode because of the lack of large degassing bubbles which absorb sound energy.
This increases the subharmonic components and broadband noise [37]. Another
possibility is that nonspherical bubble oscillations are favored in the pulsed mode.
A complex bubble oscillation emitting many daughter bubbles was observed by
using a high-speed camera. Further experiments are required to understand the
mechanism which elucidates the SL enhancement in a pulsed ultrasound field. The
observation of corresponding bubble dynamics will be helpful for that purpose.

Acoustic Power Dependencies of Bubble Dynamics in Relation
to Sonoluminescence

Power Dependencies of Acoustic Cavitation

Acoustic cavitation produces extreme temperature and pressure conditions inside
bubbles at collapse. These conditions induce SL and promote chemical reactions.
Factors affecting acoustic cavitation include the acoustic frequency, applied acoustic
power, dissolved gas, solution temperature, and environmental pressure. The use of
optimal factors is especially important when developing large-scale reactors for
sonochemical applications. The optimal frequency for SL and sonochemical activity
has been explored [38]. Beckett and Hua [39] investigated the SL spectra from water
and the chemical reactivity (1,4-dioxane decomposition and hydrogen peroxide
formation) at frequencies of 205, 358, 618, and 1071 kHz. They concluded that
358 kHz was the optimal frequency for obtaining maximum SL intensity and
chemical reaction rates. Koda et al. [40] reported that approximately 300 kHz was
the most efficient frequency for the Fricke reaction and KI dosimetry on the basis of
broadband measurements ranging from 19.5 to 1200 kHz. Kanthale et al. [41]
showed that the SL intensity and hydrogen peroxide yield exhibited different
frequency dependencies. This is because the SL intensity mainly depends on the
maximum temperature within a bubble at collapse, whereas the hydrogen peroxide
yield depends on the average temperature during bubble collapse as well as mass
transfer effects. Yasui [42] numerically demonstrated that the mechanism of SL
depends on the frequency. SL mainly originates from plasma emission at 1 MHz,
whereas it originates from OH radical emission and plasma emission at 20 kHz.

A suitable acoustic power is also an important factor for efficient sonochemical
reactions. The oxidation rate of iodide in aqueous KI solution has been shown to
exhibit a nonlinear power dependence [43–46]. The oxidation of iodide has been
used as a convenient method for evaluating the production of OH radicals. This
method is called KI dosimetry. I� ions are oxidized by OH radicals to give I2. When
excess I� ions are present in the solution, I2 reacts with the I� ions to form I3

� ions,
which can be detected by their optical absorbance at 355 nm. Henglein and Gutierrez
[45] demonstrated that the yield of iodine during KI oxidation showed a maximum
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when measured as a function of input power, as shown in Fig. 12. They used
continuous- and pulsed-mode ultrasound at 1 MHz. The rate of iodine formation
took a maximum at 60 W, which is equivalent to an acoustic power of 1.5 W/cm2, in
the continuous mode.

The dependence of the SL or SCL intensity on the acoustic power has only been
investigated in a few intensive studies. Negishi [47] reported that the SCL intensity
from a luminol solution suddenly decreased at an acoustic power of 2 W/cm2 at
470 kHz. Recently, Hatanaka et al. [48] observed that the SL intensity at 132 kHz
decreases at high powers, which they did not specify. Kanthale et al. [34] investi-
gated the acoustic power and frequency dependencies of the SL intensity and
hydrogen peroxide yield and showed that both quantities increase with the acoustic
power up to 30 W. An increase in acoustic power increases the active bubble
population and the maximum active bubble size, both of which enhance the
sonochemical activity if the interaction among active bubbles is weak. If the acoustic
power is sufficiently strong for bubble-bubble interactions to dominate, the depen-
dence will show nonlinear behavior.

Measurement Method for Acoustic Power

When sound waves travel with velocity c through a liquid medium of density ρ, they
transport the energy contained in them. This energy flow is characterized by the
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Fig. 12 Power dependence of the rate of iodine formation at 1 MHz. Open circles denote the yield
of iodine in the continuous mode and other symbols denote the yield in the pulsed mode. The pulse
duration times are indicated in the figure. The on/off ratio is 1:100 (Reprinted with permission from
Ref. [45]. Copyright 1990, American Chemical Society)
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sound intensity I. Suppose that the sound waves travel through an imaginary window
of unit area perpendicular to the sound direction. The sound intensity is defined by
the energy traveling through the window in a unit time and is sometimes called the
“acoustic power.” The sound energy density W is the energy per unit volume of the
medium and is related to the sound intensity by

W ¼ I

c
: (10)

The energy density W is composed of kinetic energy and potential energy. If both
energies are taken per unit volume, the corresponding energy densities are

wkin ¼ 1

2
ρu2 andwpot ¼ p2

2ρc2
; (11)

where u is the particle velocity of the medium and p is the sound pressure. From the
known specific acoustic impedance Z, which is defined for plane traveling waves as

Z ¼ p

u
¼ ρc ; (12)

the total energy density is derived as

W ¼ wkin þ wpot ¼ p2

ρc2
J=m3
� 	

: (13)

Then, the sound intensity is obtained from Eqs. 10 and 13 as

I ¼ p2

ρc
W=m2
� 	

: (14)

Note that the pressure is defined by the root-mean-square value in Eq. 14. If we use
the pressure amplitude p̂, Eq. 14 becomes

I ¼ p̂2

2ρC
W=m2
� 	

: (15)

The above equations hold for traveling sound waves. For standing sound waves, the
energy density and sound intensity are respectively expressed by

Wstand ¼ 2
p2

ρc2
, Istand ¼ 2

p2

ρc
: (16)

The acoustic power can be predicted from the measured sound pressure using Eq. 14
or 16. As an example, we consider plane sound waves with a pressure amplitude of
105 Pa (=1 atm) propagating in water. The corresponding acoustic power is
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calculated from Eq. 14 to be 3.3 � 103 [W/m2] or 0.33 [W/cm2]. The unit of W/cm2

is not based on the International System of Units but is customarily used.
In acoustic cavitation experiments, however, the accurate measurement of the

acoustic pressure is practically difficult. Highly nonlinear phenomena such as
cavitation cause the distortion of pressure waves, which results in the production
of many harmonic and subharmonic components, complicating the pressure mea-
surement. Instead, the calorimetric determination of the total sound energy delivered
to the medium is frequently performed to estimate the acoustic power. When liquid
with a mass of M kg is irradiated by ultrasound, the temperature in the liquid
increases owing to the absorption of ultrasonic energy. The acoustic power I is
obtained from the measured temperature rise ΔT during the irradiation time Δt using
the known heat capacity Cp of the liquid at a constant pressure and is given by [49]

I ¼ ΔT
Δt

� �
MCp: (17)

The temperature is typically measured using a K type thermocouple. A resolution of
0.1 K is suitable for the measurement of acoustic powers of over 20W. Alternatively,
the electric power input to a transducer is sometimes used as a measure of the
acoustic power dissipated in a liquid. The input electric power can be obtained from
the measured applied voltage V and current A, and their phase difference θ as

Ie ¼ VAcos θ : (18)

An experimental system for calorimetric and electric power measurements is shown
in Fig. 13a. Figure 13b shows an example of the temperature rise during ultrasound
irradiation at 136 kHz in water with the mass M = 0.326 kg. The temperature rise
from 1 min after the start of the system is switched on is nearly linear, giving an
acoustic power of 30 W from Eq. 17. A comparison between the powers measured
by calorimetric and electrical methods is shown in Fig. 14 for the cases of
air-saturated water and degassed water samples.

In this experiment, a sandwich-type transducer with a fundamental frequency of
28 kHz was used; this transducer was attached to the stainless-steel sample container.
The operation frequency was 116 kHz, which is one of the harmonics of the
transducer. The electric powers, indicated by open symbols, are higher than the
calorimetric acoustic powers, indicated by solid symbols, for both air-saturated and
degassed water samples. Some of the electric power is consumed as the thermal loss
within the transducer. The efficiency of electric to acoustic transduction is in the
range of 50–90 %, which may depend on the input voltage and the method of
transducer installation. The transduction efficiency decreases at higher applied
voltages. The electric power is used for convenience to obtain an approximate
value of the acoustic power, because the calorimetric measurement is more time
consuming than the electric measurement. However, the existence of a difference
between the calorimetric and electric powers should be kept in mind.
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Fig. 13 (a) Apparatus for calorimetric and electric power measurements. (b) Temperature rise
during ultrasound irradiation at 136 kHz. The gradient of the fitted line gives an acoustic power of
30 W

Fig. 14 Comparison of calorimetric power with electric input power for several input voltages.
Open and closed circles represent the powers for air-saturated water, and open and closed triangles
represent those for degassed water
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Acoustic Power Dependencies of SL and SCL Intensities

The bubble dynamics in various acoustic fields should be clarified to determine the
acoustic power dependencies of cavitation events. Negishi [47] carried out an
extensive study on SL and SCL in various liquids. He observed a sudden decrease
in SCL intensity in luminol solution at 470 kHz with increasing input voltage, as
shown in Fig. 15. Similar decreases in SL intensity have been observed in all
aqueous solutions of organic liquids and sodium salts investigated. Such a decrease
in SL intensity was also observed by Hatanaka et al. [48], who attributed it to the
formation of bubble clusters from their observation of bubble dynamics at 23 kHz
using high-speed photography with a speed of 1000 fps. Ashokkumar et al. [50]
compared the spatial distributions in SL and SCL images observed at frequencies of
170, 440, and 700 kHz and at various acoustic powers. They showed that the spatial
distributions for SCL are much broader than those for SL at every power investi-
gated. Sonochemically active bubbles were observed at relatively lower acoustic
pressures than that required for SL bubbles to appear. The acoustic power required
for the observation of the initial cavitation bubbles increased with an increase in the
frequency. They observed a linear increase in SL intensity up to an electric power of
20 W at the three frequencies.

These studies on the power dependence of SL or SCL were performed under the
boundary condition of a free liquid surface that is acoustically open ended. At high
acoustic powers, the vibration or deformation of the liquid surface is frequently
induced by the acoustic radiation force in the case of an open-type sample container
in which acoustic waves are directed toward the liquid surface. The surface vibration
or deformation may disturb the standing-wave field, causing a decrease in acoustic
pressure. This hypothesis was tested by Lindström [44], who investigated the
production of hydrogen peroxide under acoustic field conditions with free-surface
and fixed-surface boundaries at 700 kHz. Hydrogen peroxide production saturated at
high powers for the fixed-surface boundary and decreased at high powers for the
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free-surface boundary. Tuziuti et al. [51] reported similar behavior for the SCL
intensity. No decrease in SCL intensity was observed when the surface was covered
with a thin layer of Teflon powder.

Lee and Choi [52] investigated the power dependencies of SL and SCL under
three types of acoustic boundary condition at 83.8 and 138 kHz. The reactor used
was a rectangular parallelepiped made of quartz glass (Fig. 16) with internal
dimensions of 65 mm width, 65 mm depth, and 90 mm height. The sample volume
was 320 mL. A sandwich-type Langevin transducer with a fundamental frequency of
28 kHz was cemented to the bottom of the reactor.

Figure 17 shows the spatial distributions of SL from argon-saturated water at
83.8 kHz. The images were captured using the reactor shown in Fig. 16 by a digital
camera with an exposure time of 30 s and a sensitivity of ISO 16,000. The three
types of liquid-surface boundary investigated were (a) a free-surface boundary,
(b) a thin-film boundary, and (c) a stainless-steel (SUS 304) plate boundary. Bound-
aries (a) and (b) correspond to an acoustically free end, and boundary
(c) corresponds to an acoustically fixed end. In the case of the free surface, the
liquid surface vibrates at high powers owing to the acoustic radiation force. In the

Fig. 16 Rectangular
parallelepiped reactor. A
sandwich-type transducer is
cemented to the bottom of the
reactor. The amount of
dissolved gas can be
controlled by using an
air-tight device
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Fig. 17 Spatial distributions of SL from argon-saturated water at 83.8 kHz at electric powers of
3, 9, and 12 W, corresponding to acoustic powers of 1.8, 5.5, and 7.3 W, respectively. (a) Free-
surface boundary, (b) thin-film boundary, and (c) stainless- steel boundary (Reprinted with permis-
sion from Ref. [52]. Copyright 2014, Elsevier Publishing)
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case of the thin-film boundary, the liquid surface was covered with a polyethylene
terephthalate (PET) film, suppressing the liquid-surface vibration. The film thickness
was 0.1 mm, which was much smaller than the wavelength in PET, ensuring that the
boundary was an acoustically free end. For the third type of boundary, the surface
area was covered with an SUS plate of 17 mm thickness, equivalent to a quarter
wavelength in the SUS plate at 83.8 kHz. This ensured that the boundary was
perfectly rigid and was therefore an acoustically fixed end. For the free surface
(Fig. 17a) and the film surface (Fig. 17b), the spatial distributions resemble each
other because both cases correspond to the free boundary. The images suggest a
decrease in SL at an electric power of 12 W in both cases. For the rigid boundary
(Fig. 17c), the SL intensity did not decrease at 12 W but decreased at higher powers.
The SL distributions are very complex, reflecting the antinode distribution of the
three-dimensional standing waves in the reactor. The total SL intensity was obtained
by integrating the brightness over each pixel of whole images using Image-J
software. For a frequency of 138 kHz, the spatial distributions of SL and SCL
were measured in the electric power range of 1–60 W using the reactor shown in
Fig. 16. The selected images of SL and SCL for a free-surface boundary are shown in
Figs. 18 and 19, respectively. The SL and SCL images were captured with different
sensitivities, meaning that a direct comparison cannot be made between the SC and
SCL intensities. Figure 20 shows the power dependencies of the integrated SL
intensity at 83.8 kHz (a) and 138 kHz (b) for the three types of boundary. In
Fig. 20a, the SL intensity increases up to 10–12 W and then decreases at higher
powers. When the power increased to over 18 W, the SL intensity completely
vanished. In Fig. 20b, the power dependencies of the integrated SL intensity at
138 kHz are similar to those at 83.8 kHz, and the power at which the SL intensity
exhibits a maximum for a free liquid surface is 30 W, corresponding to an acoustic
power of 0.77 W/cm2. At 83.8 kHz, the acoustic power at the maximum SL intensity
is 0.37 W/cm2, which is smaller than that at 138 kHz. This result and those of
previous studies at higher frequencies indicate that the acoustic power at which the
SL intensity exhibits maximum increases with the frequency. The power dependen-
cies of the integrated SCL intensity at 138 kHz are nearly the same as those of the
integrated SL intensity at 138 kHz, suggesting that the power dependencies are
independent on the bubble core temperature.

The increase in SL intensity with increasing power up to the SL maximum
intensity can be explained as follows. An increase in power results in an increase
in the number of active cavitation bubbles and also in the maximum size of
individual bubbles. The increase in active bubble population can be clearly observed
from the comparison of the SL images obtained at 3 and 9 W in Fig. 17. Kanthale
et al. [41] examined the power dependencies of the SL intensity and H2O2 yield at
four frequencies (213, 353, 647, and 1056 kHz). The maximum temperature at
bubble collapse was estimated for each frequency on the basis of the single-bubble
dynamics. In their study, the increase in SL intensity strongly correlated with the
maximum temperature in their investigated power range of up to 30 W.

The deformation of a liquid surface by the acoustic radiation force disturbs the
standing-wave field, which might cause a decrease in SL intensity. However, surface
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Fig. 18 Spatial distributions of SL from argon-saturated water at 138 kHz at electric powers of
1, 5, 10, 15, 20, 25, 30, 40, and 50 W. The images were captured using a Canon camera with ISO
16,000 and an exposure time of 30 s
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deformation is not the main reason why the SL intensity decreases at high powers,
because such decrease was also observed under the rigid boundary condition, where
no surface deformation occurs. Shortly after the decrease occurred, bubble clouds
with a diameter larger than 1 mm appeared and the audible cavitation noise

Fig. 19 Spatial distributions of SCL from argon-saturated luminol solution at 138 kHz at electric
powers of 1, 5, 10, 15, 20, 30, 40, 50, and 55 W. The images were captured using a Canon camera
with ISO 4,000 and an exposure time of 10 s
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increased. Hanataka et al. [48] also suggested that the generation of bubble clusters is
responsible for the decrease in SL intensity.

High-Speed Observation of Bubble Clusters

Lee and Choi [52] carried out high-speed observations of cavitation bubbles at
83.8 kHz and various powers, and investigated the transition of bubble dynamics.

Fig. 20 Power dependence of integrated SL intensity at 83.8 kHz (a) and 138 kHz (b) for three
types of acoustic boundary: a free liquid surface (solid circles), a liquid surface covered with a PET
film (open circles), and a stainless-steel plate as a rigid boundary (open triangles) ((a): Reprinted
with permission from Ref. [52]. Copyright 2014, Elsevier Publishing)
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Bubble shadowgraphs were captured by a high-speed video camera at a speed of
64,000 fps for the case of a free-surface boundary. Figure 21 shows the selected
images of the bubble captured by high-speed shadowgraphy at powers of 3, 9, and
18 W. The videos are available in Ref. [52]. At a power of 3 W (Fig. 21a), only
streaming bubbles with a low translation speed were observed. Four bubbles,
indicated by the arrows in frame 1, finally coalesce into a single bubble, indicated
by the arrow in frame 5. A larger bubble population at a power of 9 W than at 3 W
and the frequent coalescences of streaming bubbles were observed. The expansion-
to-contraction ratio for the streaming bubbles was sufficiently large for the bubbles
to disappear during the contraction phases in the videos. The maximum size of the
streaming bubbles was measured to be about 40 μm on average, and the minimum
size during the contraction was less than the image resolution of 4.7 μm. With
increasing power up to that giving the SL intensity maximum (9W), the videos show
that the active bubble population and bubble translational speed increase. The higher
translation speed increases the rate of bubble coalescence. Thus, the increase in SL
intensity up to the maximum at 9 W is due to the increase in the population of
streaming bubbles oscillating with a large expansion-to-contraction ratio. In the
intermediate power range of 9–18 W, where the SL intensity decreased, both bubble

Fig. 21 Selected images obtained by high-speed shadowgraphy taken at a speed of 64,000 fps. (a)
Streaming bubbles observed at a power of 3 W. Five frames with an interval of 190 μs were selected
to illustrate bubble coalescence. The bubbles indicated by arrows in frame 1 coalesce into a single
bubble in frame 5. (b) Streaming bubbles observed at a power of 9 W. The bubble population is
greater than that in (a). The frame interval is 48 μs. (c) Two bubble clusters observed at a power of
18 W. The frame interval is 16 μs (Reprinted with permission from Ref. [52]. Copyright 2014,
Elsevier Publishing)
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streamers and a small number of bubble clusters were observed simultaneously. At a
power of 18 W, no streaming bubbles and only bubble clusters were observed as
shown in Fig. 21c. Since the frame interval is 16 μs and the acoustic period is 12 μs,
the neighboring frames indicate bubble behavior having an acoustic phase difference
of 480�. One large bubble, with a maximum size of about 200 μm, oscillates
nonspherically. Tens of tiny bubbles followed the large bubble while undergoing
expansion and contraction. The large bubble in the cluster does not contract vio-
lently, indicating that the temperature at bubble collapse is not high. Conversely, the
tiny bubbles around the large bubble contract violently, disappear in a single cycle,
and emerge at different positions in the next cycle, exhibiting “transient oscilla-
tions.” This behavior differs from that for the streaming bubbles, which exhibit
repeated expansion and contraction. While the sizes of the streaming bubbles and the
tiny bubbles in the clusters are similar, the difference in the type of bubble oscillation
may be responsible for the light extinction.

The mechanism involved in bubble cluster dynamics is very complex. Although
there have been several numerical simulations on bubble cluster dynamics [53–56], a
few experimental results [57, 58] have been reported. The synchronization of the
periodicity and collapse phases of bubbles with different radii has been found.
According to the cluster model assuming a monodisperse bubble radius, the inter-
action with neighboring bubbles dampens the oscillation of bubbles, which reduces
the temperature at bubble collapse and also the production of OH radicals [59].

Conclusions and Future Directions

Fundamentals and some experimental results of bubble-bubble interactions have been
presented. The size distribution of bubbles at their maximum radius revealed the
decreasing effect in size upon adding surfactant molecules which adsorb bubble/liquid
interface. The acoustic power dependencies on the SL and SCL intensity showed that
not only bubble oscillation but also bubble-bubble interactions greatly affect the SL
and SCL intensities on the basis of the direct observation of bubbles using a high-speed
shadowgraphy. We have not yet enough knowledge to understand the whole diversity
of bubble dynamics which depends on acoustic frequency and power. Especially, the
elucidation of bubble cluster dynamics, which is crucial for high-power applications in
sonochemistry, requires further studies involving theoretical and experimental works.
A high-speed observation will be a key factor for that purpose.
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Abstract
In this section, optical techniques used for experimental observation of acoustic
fields are reviewed. Acousto-optic interaction is discussed as a basic principle for
visualizing inhomogeneity in refractive index fields. Light deflection and diffrac-
tion are also discussed as typical phenomena, especially in visualization of
ultrasound fields. Three techniques, phase detection, Schlieren, and shadowgraph
techniques, are mainly reviewed with discussion of the differences in the princi-
ples, optical systems, and acquired images. Background-oriented Schlieren tech-
nique, scanning laser Doppler vibrometry, and photoelastic techniques are also
discussed as relatively new techniques for visualization of ultrasound fields.
A technique that visualizes a distribution of temperature rise generated by
ultrasound exposure is also introduced.

Keywords
Ultrasound field • Visualization • Refractive index • Optical method • Phase
contrast technique • Schlieren technique • Shadowgraphy • Focused ultrasound •
High-frequency ultrasound • Temperature distribution

Introduction

The acousto-optic effect is used for visualization of ultrasound fields. Optical
visualization of inhomogeneity in refractive index fields has a long history starting
with the report by Hook about 350 years ago [1]. In contrast, application of optical
techniques for visualization of ultrasound fields has a relatively short history of
85 years triggered by the invention of the Langevin transducer. Using high-intensity
megahertz-range ultrasound fields generated by the transducer, Lucas and Biquard
[2] and Debye and Sears [3] independently carried out experiments on light diffrac-
tion by a continuous ultrasound field in water. Theoretical studies on light diffraction
in ultrasound fields were carried out by Raman and Nath [4–8].

Various types of optical methods have been developed and applied to a wide
range of application fields [9–11]. Optical techniques specialized for visualization of
ultrasound fields have also been developed and refined along with the development
of ultrasound and optoelectronic technologies, which have made rapid progress in
the past century. In the following section, interaction between light and ultrasound is
discussed as the basics of optical visualization of acoustic fields. In sections “Phase
Detection Techniques,” “Schlieren Technique,” and “Shadowgraphy,” three specific
techniques of ultrasound field visualization, phase detection, Schlieren, and shad-
owgraph techniques, are briefly reviewed with discussion of the differences in
principles, optical systems, and acquired images. Other techniques are also discussed
in section “Other Optical Techniques.”
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Acousto-optic Interactions

In this section, the basic principles of optical visualization of inhomogeneous
refractive index distributions are briefly reviewed. Firstly, piezo-optic characteristics
of water are discussed, and then Bragg and Raman–Nath diffractions of light by an
acoustic field are discussed in the condition in which the field can be considered as a
true phase grid that produces no brightness modulation just behind the grid. Deflec-
tion of light, which occurs in an acoustic field of a higher pressure range and causes
brightness modulation, is also discussed.

Light Phase Modulation by a Phase Object

The most basic principle for optical visualization of ultrasound fields is detection of a
change in the refracted index, i.e., change in light speed inside an object under
sonication. The Lorentz–Lorenz equation theoretically describes the relation
between the molar refractive index and density; however, the following empirical
equation proposed by Eykman gives a better agreement with experimental data [12]:

Cn0 ¼
Δnamp

Δpamp

¼ n0 � 1ð Þ n0
2 þ 1:4n0 þ 0:4ð Þ

n02 þ 0:8n0 þ 1ð Þρc2 ; (1)

where n0 is the refractive index with no pressure perturbation and ρ and c are the
density and sound speed of water, respectively. Δpamp and Δnamp are the applied
pressure amplitude and amplitude of resulting change in the refractive index,
respectively, and Cn0 ¼ Δnamp=Δpamp is the piezo-optic coefficient of water at n0.

As shown in Fig. 1a, light ray incidents on a transparent object with a
homogeneous refractive index propagate rectilinearly, and the wavefront of the
incident light is maintained in the transmitted light. If the object has two locally
different refractive indices as shown in Fig. 1b, the light that is transmitted through
the portion with the lower refractive index n1 is advanced in phase compared to
that of the light transmitted through the other portion with the higher refractive
index n2. The wavefronts of light rays that are transmitted through the objects
are parallel to those of the incident rays, indicating that the direction of the trans-
mitted light rays is not changed in the condition of the refractive indices shown in
Fig. 1b.

An important characteristic of ultrasound fields in their optical visualization is
periodicity in pressure change. If a light source illuminates a sufficient number of
ultrasound cycles in its beam, the ultrasound field works as a phase grating as shown
in Fig. 1c. This grating induces two types of diffraction: Bragg diffraction and
Raman–Nath diffraction.
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Bragg Diffraction by an Acoustic Field

The phenomenon of an X-ray incident on a material with a thin multilayer structure
making strong reflection at a specific angle is called Bragg diffraction (reflection).
This phenomenon is also observed in the situation in which a light beam is incident
on an ultrasound field. The Bragg diffraction becomes evident in the condition in
which displacement of a light beam in the ultrasound field becomes sufficiently
larger than an acoustic wavelength of the field. Bragg diffraction is typically
observed at ultrasound frequencies above 100 MHz and is not observed at a light
incident angle of 0�.

Consider a condition in which a light beam of λ in light wavelength is incident on
an ultrasound field of Λ in acoustic wavelength at an angle of θb (Fig. 2a). Different
from a material that has a thin multilayer structure like a crystal, an ultrasound field
has a gradual change in its refractive index and has no obvious interfaces that
produce specular reflection. However, if we assume that ultrasound reflection occurs
at wavefronts to produce maximum dp/dx, the rays reflected at the multiple
wavefronts interfere with each other and produce strong peaks at the angle of θb
defined by Eq. 2.

2Λ sin θb ¼ mλ m ¼ 0, 1, 2, � � �ð Þ; (2)

where Λ and λ are wavelengths of acoustic and optical waves, respectively. A study
that accounts for the continuity in the refractive index showed that the orders of
reflected light are limited to 0th-order (transmitted) and 1st-order (reflected) light.
Then, the relative intensities of the light are given by Eqs. 3 and 4:

n

x
= const.

n1

n2

n

x
= 0(a) (b) (c)

n

x
= 0

n

x
0 (d)

n

x

z
y

Fig. 1 Phase modulation of light transmitted through a phasic object. (a) @n/@x= 0. The wavefront
of the incident wave is maintained. (b) Two objects with different refractive indices n1 and n2 but
with @n/@x = 0. The wavefronts have a discontinuous phase change but the directions of propaga-
tion are the same. (c) @n/@x 6¼ constant. The phase of the wavefront is modulated according to the
change in the refraction index of the field, and the field with a periodic change works as a phase grid.
(d) @n/@x = constant (6¼0). Linear increase in the refractive index causes a tilt in the direction of
light propagation
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i0 ¼ cos2 πwΔnamp=λ
� �

; (3)

i1 ¼ sin2 πwΔnamp=λ
� �

; (4)

where w is the width of the ultrasound beam. Equation 4 indicates that complete
reflection occurs in the condition of πwΔn=λ ¼ π=2.

Furthermore, propagation of wavefronts at sound velocity causes a Doppler shift
in light frequency, and the angular frequency shifts ω0 and ω1 of the reflected and
transmitted light, respectively, are given by Eqs. 5 and 6:

ω0 ¼ ω� Ω; (5)

ω1 ¼ ωþ Ω; (6)

where ω and Ω are angular frequencies of the incident light and ultrasound,
respectively.

Light Diffraction by an Acoustic Phase Grating

Another type of diffraction becomes evident in the condition in which displacement
of a light beam in an acoustic field becomes sufficiently small compared to the
wavelength of the acoustic field. Consider a situation in which a monochromatic
plane wave light beam propagating in the z direction is incident to a continuous plane
wave ultrasound field propagating in the x direction (Fig. 2b). Then, the ultrasound

ba

,

1 = +

0 =

b
,

x

z
y

x

z
y

b

Fig. 2 Two types of diffraction of light in ultrasound field. (a) Bragg diffraction occurs under the
condition in which the displacement of a deflecting light beam in an ultrasound field is sufficiently
larger than the ultrasound wavelength. Typical ultrasound frequency is higher than 100 MHz. (b)
Raman–Nath diffraction occurs under the condition in which the displacement of a deflecting light
beam in an ultrasound field is sufficiently smaller than the ultrasound wavelength. Typical ultra-
sound frequency is lower than 10 MHz
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field works as a phase grating, and the phase shift φ(x,t) of the light beam that is
transmitted through the field is given by Eq. 7:

φ x, tð Þ ¼ w Δnamp sin Ωt� 2π

Λ
x

� �
: (7)

Using the phase shift φ(x,t) and incident light Ei(z,t) given by Eq. 8, the trans-
mitted light Ei(x,z,t) can be denoted as Eq. 9.

Ei z, tð Þ ¼ E0e
i ωt�2π

λ zð Þ; (8)

Et x, z, tð Þ ¼ Ei z, tð Þei2πλ φ x, tð Þ

¼ E0e
i ωt�2π

λ zð Þei2πwΔnamp
λ sin Ωt�2π

Λxð Þ;
(9)

where E0 is the amplitude of incident light. Then, using Jacobi–Anger expansion, the
transmitted light can be rewritten as follows.

Et x, z, tð Þ ¼ E0

X1
m¼�1

Jm
2πwΔnamp

λ

� �
ei ωþmΩð Þte�i2π z

λþx
Λð Þ: (10)

The equation indicates that the light transmitted through the grid is superposition of
an infinite number of diffracted plane waves of m-th order (�1 < m < 1). The
positive values of m represent the direction of ultrasound propagation. The m-th
order wave is ω+mΩ in angular frequency, Jm

2 (2πwΔnamp/λ) in intensity, and sin �1

mλ=Λð Þ in propagation direction.
A standing wave field is generated in the situation in which forward and back-

ward propagating waves are superimposed, and it therefore can be considered that
the light transmitted through the standing field is diffracted by the two phase grids
propagating in opposite directions. This means that diffraction patterns generated by
propagating and standing waves are different.

As shown in Fig. 3, the ultrasound phase grating produces a Fresnel diffraction
pattern on a screen placed at a near field and a Fraunhofer diffraction pattern on a
screen placed at a far field. In the near field, the zeroth and a limited number of
higher-order plane waves interfere mutually and generate a complex diffraction
pattern. The pattern changes its shape and amplitude depending on the distance
between the ultrasound field and the screen [13] because a number of higher-order
diffraction waves that contribute to light interference depend on the distance. In the
far field, all of the higher-order plane waves contribute to make separate peaks at the
points at which the difference in light paths from two adjacent positions on the phase
grid with the same phase becomes multiples of λ. This relation can be expressed
using Eq. 11, indicating that a diffraction angle θd is determined using only λ and Λ.

sin θd ¼ m
λ

Λ
: (11)
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In the condition of 1 MHz in frequency (ultrasound wavelength of 1.5 mm in
water) and 500 nm in light wavelength, the diffraction angle θd becomes multiples of
3.3 � 10�4 rad.

Light Deflection by a Phase Object

If the transparent object has a refractive index field of a constant gradient, the phase
of the transmitted light is linearly changed as shown in Fig. 1d, resulting in light
deflection (or refraction). Consider a small region that has a refractive index of n at
position x and a refracted index of n+dn at position x+dx as shown in Fig. 4. If light is
incident on the field in the direction perpendicular to x, the light beams that are
generated from point sources placed at different positions on the wavefront W1

propagate at different speeds, and the wavefront W2 will be tilted. Resulting light
deflection is observed when a narrow light beam is made incident on an ultrasound
field with a wavelength wider than the beam width. The angle of light deflection at a
pressure gradient field of dpamp/dx is given by Eq. 12 using the piezo-optic constant
Cn0 given by Eq. 1.

tan θr ¼ 1

n0
� dnamp

dx
� w

¼ Cn0 �
1

n0
� dpamp

dx
� w:

(12)

0-th order

1-st order

Fresnel 
Diffraction

Fraunhofer 
Diffraction

Light
Deflection

Acoustic
Field

1-st order

d

Fig. 3 Diffraction of light by an acoustic phase grating. Fresnel diffraction is observed at the near
field, and Fraunhofer diffraction is observed at the far field. Effects of light deflection can be
observed just behind the phase grating because the light intensity distribution generated by light
deflection is not disturbed by light from adjacent cycles of the grating
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Then, the maximum angle of θr with exposure to a sinusoidal wave of 1 MPa in peak
pressure and 1 MHz in frequency is calculated to be 2.4 � 10�3 rad by substituting
n0 = 1.33, ρ = 1 � 103 kg/m3, c = 1,500 m/s, and w = 5 mm. Further increase is
expected if an ultrasound wave has high nonlinearity with a steep pressure increase
at its wavefront.

Phase Detection Techniques

Basic Principle

A light ray that is transmitted through an inhomogeneous refractive index field will
have a phase shift integrated over its propagation path. In the condition in which the
light deflection can be neglected, the three-dimensional (3D) distribution of the
refractive index can be determined by a computer tomography (CT) algorithm
using profiles of phase shift taken from multiple directions. The technique visualizes
an instantaneous ultrasound field by combining a stroboscopic technique that uses a
short-pulsed illuminating light synchronized with ultrasound irradiation. Both con-
tinuous and pulsed ultrasound fields can be visualized because the technique does
not utilize an ultrasound field as a phase grating.

Interferometry

A shift of light phase by an ultrasound field can be detected by an interferometer
[14, 15]. Figure 5 shows a Michelson interferometer designed for visualization of
ultrasound fields [14]. The phase shift integrated over a light path can be detected by

n

n+dn

w

x+dx

x

W1 W2

r

x

z
y

r

Fig. 4 Deflection of light at a
pressure gradient field. The
wavefront is tilted by spatial
difference in the speed of light
[11] (Copyright # 2015, The
Japan Society of Applied
Physics)

214 N. Kudo



interference of the phase-modulated light with a reference light. A profile of the
phase shift observed from one direction can be acquired by moving an ultrasound
transducer in the translational direction, and profiles observed from multiple direc-
tions can be acquired by rotating the transducer at angles between 0 and 180�.

Fresnel Diffraction Technique

Light that is transmitted through a phase grating receives no amplitude modulation
just behind the grating but receives phase modulation. However, projection of the
phase-modulated image on a screen placed at the Fresnel region produces an
intensity modulation image, i.e., Fresnel diffraction pattern. Results of several
studies on the reconstruction of an ultrasound field from a Fresnel diffraction pattern
have been reported [13, 16]. Patorski [16] evaluated a Fresnel diffraction pattern
generated by a traveling plane wave of continuous ultrasound and showed that the
depth of phase modulation can be determined by the amplitude of the fundamental
frequency component of the Fresnel diffraction pattern.

Phase Contrast Technique

The phase contrast technique [17] is a method to convert a light phase modulation
image into an amplitude modulation image. The technique is widely utilized in light
microscopy for visualizing transparent biological cells but is also effective for

Mirror

Mirror
Half

mirror
Laser

Photo detector

Ultrasound
transducer

Water bath

Translational and rotational
movement of transducer

x

y

z

Top view

Fig. 5 Acquisition of phase shift profiles observed from multiple directions using a Michelson
interferometer. Observation of the field from multiple positions is achieved by rotating the
transducer
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visualization of phase shift images generated by ultrasound fields [18, 19]. Figure 6a
shows an optical system used for this purpose, in which the optical stop of the
Schlieren optics was replaced by a phase plate. The phase plate is used to advance
(or delay) the phase of zeroth-order diffraction light. Inclusion of zeroth-order light
with a phase shift of π/2 at the focus position is for superimposing the reference light
on a Schlieren image generated at the position of the camera screen. A region of light
phase modulation in-phase with the reference light becomes a bright spot, and a
region of antiphase becomes a dark spot. Figure 6b shows a schema of a phase plate.
The diameter of the π/2 dip made at the center of the plate is determined to separate
zeroth-order diffraction light and first-order diffraction light, and the depth is
determined to the depth that produces a π/2 phase shift at the wavelength of light
used for visualization.

Consider the situation in which an ultrasound field propagating in the x direction
produces a phase shift of φ(x,y,t) given by Eq. 13:

φ x, y, tð Þ ¼ a x, yð Þ sin Ωt� 2π

Λ
x

� �
; (13)

where a(x,y) represents spatial distribution of the pressure envelope function. Using
φ(x,y,t), the light Et(x,y,z,t) that is transmitted through the grid is denoted as follows:

Et x, y, z, tð Þ ¼ Ei z, tð Þei2πλ φ x, y, tð Þ

¼ E0e
i ωt�2π

λ zð Þeia x, yð Þ sin Ωt�2π
Λxð Þ:

(14)

Screen
MPhase

Plate

Light
Source Camera

Field
lens 1

Field
lens 2

/2

a

b

Fig. 6 Visualization of ultrasound fields using the phase contrast technique. (a) An optical system.
An optical stop used in the Schlieren technique is replaced by a π/2 phase plate. (b) A schematic of
the π/2 phase plate used to shift the phase of a zeroth-order diffraction light component
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Under the condition of φ x, y, tð Þ � 1 , Eq. 14 can be expanded using Taylor
expansion, and omission of higher-order terms except for the 0th- and 1st-order
terms gives Eq. 15.

Et x, y, z, tð Þ ffi E0e
i ωt�2π

λ zð Þ 1þ i a x, yð Þ sin Ωt� 2π

Λ
x

� �� �
: (15)

Since the phase plate gives the π/2 phase shift only to the 0th-order light, the light
transmitted through the phase plate Et

0(x, y, z, t) can be expressed using Eq. 16.

E
0
t x, y, z, tð Þ ffi E0e

i ωt�2π
λ zð Þ ei

π
2 þ i a x, yð Þ sin Ωt� 2π

Λ
x

� �� �
: (16)

Finally, the phase shift distribution can be visualized as the intensity distribution
|Et

0(x, y, z, t)|2 as given by Eq. 17.

E
0
t x, y, z, tð Þ�� ��2 ffi E0

2 1� 2a x, yð Þ sin Ωt� 2π

Λ
x

� �� �
: (17)

Equation 17 indicates that the wavefront of the ultrasound field can be visualized
using a stroboscopic technique; however, information on the ultrasound field is lost
with temporally integrated observation. In the case of visualization of a standing
wave field, intensity distribution |Et

0(x, y, z, t)|2 is given by Eq. 18, and temporal
integration also results in loss of information on the wavefronts.

E
0
t x, y, z, tð Þ�� ��2 ffi E0

2 1� 2a x, yð Þ sinΩt cos 2π
Λ

x

� �
: (18)

Figure 7 shows a non-axisymmetric therapeutic ultrasound field generated by a
high-intensity focused ultrasound (HIFU) transducer of 75 mm in aperture and
1.07 MHz in center frequency [19]. The transducer consists of four piezo-electric
elements electrically connected into two pairs, and the pairs are driven by
signals with opposite phases. Phase contrast 2D images were acquired every 2�

from 2 to 180�, and a 2D phase distribution image at the focus planes perpendicular
to the transducer axis was reconstructed using a CT algorithm (Fig. 7a). A
pressure amplitude distribution at the same plane was also visualized using a
hydrophone-scanning technique (Fig. 7b), indicating good agreement in axis
asymmetry. A quantitative comparison was carried out over axisymmetric trans-
ducers, indicating that focal pressure values measured using the phase contrast
image and the hydrophone show good agreement at the maximum pressure of
141 kPa [19].
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Schlieren Technique

Principle and Optical System

The Schlieren technique achieves sensitive visualization of an ultrasound field by
utilizing Fraunhofer diffraction of light caused by an ultrasound field. Figure 8a
shows a Schlieren optical system with two field lenses and an optical stop. Light
emitted from a point light source is collimated by the first lens. Awater bath is placed
on a path of the collimated light, and a continuous or long-burst ultrasound field is
irradiated from a transducer submerged in the bath. A camera takes an image of the
acoustic phase grating.

Figure 8b schematically shows the principle. In the situation with no ultrasound
pressure in the field, all of the light that is transmitted through the field converges on
the focus of the second lens. Therefore, all of the light is projected on the screen M of
the camera in the case without the optical stop, and no light is projected on the screen
in the case with the optical stop. In the situation with ultrasound pressure in the field,
the light is partially diffracted by the field, and the image of the grating is projected
on the screen in the case without the optical stop. However, in the case with the
optical stop, only the higher-order diffracted light comes to the screen, enabling
sensitive detection of the ultrasound field.

Since the diffraction angle is 10�3 rad in its order, the Schlieren technique
requires a high-quality optical system. A monochromatic light source with a high
point light source property and the first lens with little aberration are important to
illuminate the ultrasound field with a high-quality collimated beam. The second lens
with little aberration is also important to make a clear diffraction pattern for the
spatial filtering. High-quality thin lenses of more than one meter in focal length are
typically used for this purpose. Parabolic mirrors, which are free from spherical and
chromatic aberrations, are also frequently used for a Schlieren optical system. High-

15

10

5

0

-5

-10

0.5

-0.5

-1

0

-15

Z
 [m

m
]

X [mm]
-15 -10 -5 0 5 10 15

15

10

5

0

-5

-10

0.5

1

-0.5

0

-15

Z
 [m

m
]

X [mm]
-15 -10 -5 0 5 10 15

N
or

m
al

iz
ed

 p
re

ss
ur

e 
[-

]

N
or

m
al

iz
ed

 p
re

ss
ur

e 
[-

]

Fig. 7 Ultrasound pressure distributions generated by a non-axisymmetric-focused transducer. (a)
Visualized using the phase contrast technique. (b) Measured using a hydrophone [19] (Copyright#
2013, The Japan Society of Applied Physics)
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quality optical windows also should be used for a water bath to maintain coherency
of Schlieren optical systems.

A knife-edge is widely used for a spatial filter of a conventional Schlieren
imaging system because generally there is no clear boundary between deflected
light and non-deflected light in the diffraction pattern. Schlieren images show
sensitive changes depending on the settings of the knife-edge. Again, consider a
situation in which an ultrasound field propagating in the x direction produces a phase
shift of φ(x,t) given by Eq. 7. Then, the transmitted light Et(x,y,z,t) is given by Eq. 15
with the assumption of φ � 1, and the equation can be rewritten as shown in
Eq. 19 [20].

Et x, y, z, tð Þ ffi E0e
i ωt�2π

λ zð Þ 1þ a x, yð Þ e
i Ωt�2π

Λxð Þ � e�i Ωt�2π
Λxð Þ

2

 !
: (19)

On the right side of Eq. 19, the first term “1” in parentheses represents the 0th
diffraction light spot and the other terms represent a pair of first-order diffraction
light spots. Since a typical setting of the knife-edge is to place the edge at the center
of the 0th-order light spot, half of the 0th-order light and one of the pair of the first-

Screen
M

Light
Source Camera

Field
lens 1

b

a

Field
lens 2

Light
stop

Fig. 8 Principle of the Schlieren technique. (a) A basic Schlieren optical system with two field
lenses and an optical stop. (b) Sensitive detection of an ultrasound field image by elimination of
non-deflected light using the optical stop [11] (Copyright # 2015, The Japan Society of Applied
Physics)
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order diffraction light spots are eliminated by the knife-edge. Therefore, the light
transmitted through the spatial filter Et

0(x, y, z, t) is given by Eq. 20,

E
0
t x, y, z, tð Þ ffi E0e

i ωt�2π
λ zð Þ 1

2
þ a x, yð Þ

2
ei Ωt�2π

Λxð Þ
� �

: (20)

Then, the intensity distribution |Et
0(x, y, z, t)|2 of the Schlieren image visualized in

this condition is given by Eq. 21 because a2 (x, y) � 1.

E
0
t x, y, z, tð Þ�� ��2 ffi E0

2

� �2

1þ 2a x, yð Þ cos Ωt� 2π

Λ
x

� �� �
: (21)

The equation indicates that stroboscopic observation can visualize wavefronts of a
propagating ultrasound field, but time-averaging observation cannot do that.

A dot stop that only eliminates the 0th-order light is frequently used for visual-
ization of ultrasound fields. In this case, the light transmitted through the spatial filter
Et

0(x, y, z, t) and intensity distribution of the Schlieren image |Et
0(x, y, z, t)|2 are given

by the following equations, respectively, because the first term “1” in the parentheses
on the right side of Eq. 15 becomes zero.

E
0
t x, y, z, tð Þ ffi i E0 a x, yð Þ sin Ωt� 2π

Λ
x

� �
ei ωt�2π

λ zð Þ; (22)

E
0
t x, y, z, tð Þ�� ��2 ffi E0

2a2 x, yð Þ sin2 Ωt� 2π

Λ
x

� �
: (23)

Equation 23 means that both stroboscopic and time-averaging observations can
visualize the ultrasound field. Time-averaging observation visualizes the a2(x, y)
component. Stroboscopic observation visualizes the sin2(Ωt�2πx/Λ) component
that can distinguish wavefronts of ultrasound, indicating that the ultrasound
wavefronts visualized by stroboscopic observation have double frequency.

Figure 9 shows three Schlieren images of a focused ultrasound field visualized
using different settings of the optical stop. A focused transducer of 1 MHz in
resonant frequency was driven by 40-cycle burst pulses, and images of the focused
field with �0.3 MPa in peak pressures were acquired using zeroth-order light only
(Fig. 9a), a half of zeroth-order light and 1st-order diffraction light (Fig. 9b), and
1st-order diffraction light only (Fig. 9c). The diffracted light eliminated from the
image in Fig. 9a appeared in the image in Fig. 9c, and generation of a heated water
flow adjacent to the transducer (white arrowheads) was visualized in the image
shown in Fig. 9b. Figure 9b and c confirm that the Schlieren technique can visualize
an envelope of the pressure field with no synchronization. Local contrast of the phase
grating increases with increase in local ultrasound pressure, resulting in an increase
in local brightness in the visualized Schlieren image.
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Quantification

As discussed in the previous subsection, an intensity distribution of a time-averaged
Schlieren image acquired using a dot stop is proportional to a square of a phase shift
integrated over a light path. In the condition in which a pressure amplitude distri-
bution Pamp has a 3D volumetric distribution, the intensity distribution of the
Schlieren image is given by Eq. 24 [21, 22]:

I /
ð
pampdz

� �2

; (24)

where I is the light intensity and the integration term represents ultrasound pressure
summarized over the light path interacting with the ultrasound field. In the condition
in which light deflection is negligible, the 3D volumetric distribution of pressure can
be calculated using a CT algorithm, which utilizes Schlieren images visualized from
multiple directions.

Recent progress in electrooptic and optoelectronic devices such as laser diodes and
CCD cameras has enabled high-quality quantitative image analysis. A compact and
quantitative Schlieren system is commercially available (OptiSon®, Onda Corporation,

Fig. 9 Temporally averaged Schlieren images of a focused ultrasound field of 1 MHz in center
frequency and 40 cycles in duration visualized using different settings of the optical stop. Images
were acquired using (a) zeroth-order light only, (b) a half of zeroth-order light and first-order
diffraction light, and (c) first-order diffraction light only (The images were taken by the courtesy of
Prof. Shinichiro Umemura, Tohoku University, Japan)

Experimental Observation of an Acoustic Field 221



Sunnyvale, CA, USA) [23, 24]. Figure 10 shows the system used for visualization of
both continuous and pulsed ultrasound fields in the frequency range of 1–100 MHz at
spatial and temporal resolutions of 50 μm and 150 ns, respectively. The primary
importance of the equipment is instant visualization of the entire ultrasound field, but
the secondary importance is supportive use for hydrophone measurements. Typically,
focused ultrasound fields are characterized by parameters measured at the positions
where they take spatial peaks. However, it is a time-consuming process to find the
spatial peaks by 3D scanning of a hydrophone. Instant visualization of the field is
therefore important to reduce the time-consuming process. The equipment also has a
function to evaluate total output power using visualized field images. Measured values
of the power have accuracy of �2 % in comparison with those measured using a
radiation force balance in the range from 5 to 100 mW.

Stroboscopic Schlieren Technique

The stroboscopic Schlieren technique enables visualization of instantaneous ultra-
sound fields [21, 23–25]. Schlieren optics requires a coherent light source to produce
a clear diffraction pattern by light interference. The stroboscopic Schlieren technique
also requires the ability to produce light pulses that are sufficiently short compared to
the period of ultrasound to be visualized. Laser diodes (LDs) are suitable for this

Fig. 10 Commercially available quantitative stroboscopic Schlieren system designed for visuali-
zation of both continuous and pulsed ultrasound fields (http://www.ondacorp.com/products.shtml,
accessed Aug. 26, 2015)
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application because they have a high point light source property with a large optical
output and can generate narrow light pulses of several nanoseconds. Light-emitting
diodes (LEDs) have increasing optical power; however, it is still difficult to utilize
LEDs because they have low spatial coherency.

Figure 11 shows Schlieren images of a continuous-wave ultrasound field gener-
ated by a disk transducer of 1.62 MHz in center frequency [25]. The time-averaged
Schlieren image shown in Fig. 11a was acquired using a continuous light source with
no intensity modulation, and no wavefronts of propagating ultrasound are visualized.
The Schlieren image shown in Fig. 11b is the same field but was taken using short
light pulses synchronized with the ultrasound phase. The wavefronts are visualized
as bright lines in the images. Since the images were taken using a ring knife-edge,
their interval of the bright lines is Λ/2 as discussed on Eq. 23.

Shadowgraphy

Principle and Optical System

Shadowgraphy visualizes ultrasound fields by utilizing light deflection in an inho-
mogeneous refractive index field. A typical optical system for shadowgraphy shown
in Fig. 12 has a point light source with a collimating lens and a screen on which the
light transmitted through a phase object is projected.

The principle of shadowgraphy for visualizing an ultrasound field can be
explained using Fig. 13. If the phase object has a constant refraction index (@n/@x
= 0), light rays are straightly transmitted through the object and illuminate the screen
with constant brightness as shown in Fig. 13a. If the phase object has a constant
gradient of the refractive index (@n/@x = const.), all of the light rays are deflected at
the same angle and, again, the screen is illuminated by uniform brightness as shown

Fig. 11 Schlieren images of a continuous-wave ultrasound field generated by a disk transducer of
1.62 MHz in center frequency. (a) A time-averaged Schlieren image acquired using a continuous
light source. (b) The same field visualized using short light pulses synchronized with the ultrasound
phase [25] (Copyright # 2013, The Japan Society of Applied Physics)
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in Fig. 13b. Furthermore, under the condition of the phase object having a refractive
index distribution of (@2n/@x2 6¼ 0) as shown in Fig. 13c, as it is for ultrasound fields,
the transmitted light rays have a different deflection angle at each position, resulting
in light ray convergence and divergence. In visualization of an ultrasound field, the
brightness of the screen behind compressive pressure regions (@2n/@x2 < 0) is
increased and that behind rarefactional pressure regions (@2n/@x2 > 0) is decreased.
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Fig. 13 Principle of the shadowgraph technique [11]. (a) In the condition of @n/@x = 0, no light
deflection occurs, and a screen is uniformly illuminated. (b) In the condition of @n/@x being
constant, the incident light rays are deflected at the same angles. Also in this condition, the screen
is uniformly illuminated. (c) In the condition of @2n/@x2 6¼ 0, convergence and divergence of the
light rays produce an inhomogeneous light distribution on the screen (Copyright # 2015, The
Japan Society of Applied Physics)
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Fig. 12 An optical system for direct shadowgraphy with a collimated light source [11] (Copyright
# 2015, The Japan Society of Applied Physics)
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Since shadowgraphy does not use light diffraction by an acoustic grating, optical
coherency is not required for its optical systems.

As already mentioned, the Schlieren technique achieves sensitive detection of
small changes in the refraction index field by eliminating non-diffracted light using
optical spatial filtering. Shadowgraphy itself has no function of elimination but can
have a similar effect by subtraction of images taken with and without ultrasound
exposure because the subtraction image only contains deflected light.

Figure 14 shows a simple shadowgraphy system developed for ultrasound field
visualization that only uses a point light source and a camera [26–29]. This is a
variation of an optical system for direct shadowgraphy using a diverging light source
[10] with the screen replaced by the camera. The camera works as a relay optics that
transfers an image projected on a virtual screen to the image screen of the camera,
enabling an independent setting of the virtual screen position and optical magnifi-
cation of an image projected on the camera screen. In the proposed technique, the
virtual screen is placed at a distance of several acoustic wavelengths behind the
ultrasound field, minimizing image deformation caused by light deflection [29]. The
camera with a short focus lens of small depth of field is placed near the ultrasound
field to detect light with deflection angles larger by one order of magnitude than that
of the diffraction angles.

Quantification

Sensitivity of visualization increases with increase in the distance between a pressure
field and screen, but increase in the distance also increases image distortion. In the
condition with a large distance between the ultrasound field and screen, deflected
light affects the light distribution of the neighboring cycles of the grating, and the
interference produces complex diffraction patterns. Under these conditions, it is
basically difficult to perform quantitative estimation of ultrasound fields.

Screen
M

Virtual screen

Camera

Fig. 14 A simple shadowgraphy optical system for ultrasound field visualization that uses only a
point light source and camera [29] (Copyright # 2015, Elsevier)
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In the condition in which light deflection is sufficiently small, change in local
light intensity caused by a pressure amplitude distribution Pamp is expressed using
the following equation [30–32]:

Ion � Ioff
Ion

/ �l
@namp

@pamp

@2

@x2
þ @2

@y2

� �ð
pampdz; (25)

where Ion and Ioff are the light intensities of shadowgrams taken in the conditions
with and without ultrasound exposure, @namp=@pamp is the piezo-optic coefficient,
and l is the distance between the ultrasound field to a shadow screen. The integration
term shows integration of local pressure over a light propagation path. Therefore, the
pressure integration term can be determined by second-order spatial integration of
shadowgram light intensity.

Figure 15 shows numerically simulated Schlieren and shadowgraph images of a
pressure field generated around a sphere flying at Mach 3.2 in air [33]. The pressure
field was calculated by using a computational fluid dynamics program, and the
images were calculated using a ray-tracing technique. The difference between the
two techniques in their principles is clearly shown in the images: the Schlieren
technique visualizes the first derivation of a refractive index field (Fig. 15a) and
shadowgraphy visualizes the second derivation of a refractive index field (Fig. 15b).

Applications

The shadowgraph technique is often used for visualization of a shockwave or very
high-pressure fields [34, 35]. Fields generated around high-speed flying objects,
from a bullet to an aircraft, are visualized using shadowgraphy. The reason is

Fig. 15 Numerically calculated images of a pressure field generated around a flying sphere. (a) a
Schlieren image and (b) a shadowgram [33] (Copyright # 2009, Springer)
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simplicity of the optics, which is important for visualization of a large object. The
other reason is that sensitivity is not needed for shockwave visualization. Low
sensitivity of shadowgraphy is caused by the fact that the technique itself has no
function to eliminate non-deflected light.

Both continuous and pulsed ultrasound fields can be visualized using shadow-
graphy, but the stroboscopic technique is essential. One of the important merits of
optical visualization is the ability to visualize a high-frequency ultrasound field
simply by increasing the optical magnification of the camera. Figure 16 shows
high-frequency ultrasound fields irradiated from a flat-faced miniature transducer
of 0.8 mm � 0.5 mm in size and 20 MHz in center frequency. These images were
acquired using a simple shadowgraphy system with a macro lens [29]. Propagation
of the field was visualized by taking a series of images at different time delays.
Complex acoustic fields near the plane transducer, acoustic side lobes, and an edge
wave that propagates in the horizontal direction can be visualized. The simple optics
allows the use of optics of a microscope, enabling visualization of an ultrasound field
up to 40 MHz [28].

Visualization of high-intensity ultrasound fields for therapeutic application is
another important application of optical techniques that do not require placement
of a physical device at the measuring position. Figure 17 shows continuous-wave
therapeutic ultrasound fields generated by a focused transducer of 100 mm in

Fig. 16 High-frequency ultrasound fields irradiated from a flat-faced miniature transducer of 0.8�
0.5 mm in size and 20 MHz in center frequency [29] (Copyright # 2015, Elsevier)
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aperture and 110 mm in curvature with a resonance frequency of 1.58 MHz [27]. The
acoustical intensity estimated from electric input, transducer efficiency, and focus
size is 4,730 W/cm2 at the focus, indicating that such an intense field can be
visualized using the simple technique.

Focused Shadowgraphy

Figure 18 shows a typical optical system called focused shadowgraphy [10], which
is equivalent to the basic Schlieren optics without an optical stop. The technique is
also used for ultrasound field visualization [31, 36–38]. The construction of typical
optical systems for the phase contrast technique (Fig. 6), Schlieren technique
(Fig. 8), and focused shadowgraph technique (Fig. 18) is the same except for the
optical element placed at the focus of the second lens. A π/2 phase plate is used in the
phase contrast technique, and light absorbers with luminous transmittances of 0 %
and 100 % are used in the Schlieren and focused shadowgraph techniques,
respectively.

Fig. 17 Therapeutic ultrasound fields generated by a focused transducer of 100 mm in aperture and
110 mm in curvature with resonance frequency of 1.58 MHz. The acoustical intensity at the focus is
4,730 W/cm2 at input power of 100 W [27]. (a) Experimental setting of an HIFU transducer and
location of the observed regions. Schlieren images at input power of (b) 10 W and (d) 100 W.
Expansion views in the focal region of (c) 10 W and (e) 100 W input power (Copyright # 2006,
AIP Publishing)
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Pitts et al. reported a technique to reconstruct an ultrasonically modulated phase
image by a phase recovery technique that uses an iterating calculation algorithm
[36]. Pulsed ultrasound fields of 2.5 MHz in center frequency were visualized in the
pressure range of 6.59–111 kPa in peak pressure using Fresnel diffraction images
acquired at a distance of 7.33 cm from the position just behind the field. Three-
dimensional fields reconstructed using a CT algorithm showed good agreement with
hydrophone measurements.

Other Optical Techniques

Background-Oriented Schlieren Technique

The background-oriented Schlieren (BOS) technique visualizes a refractive index
distribution by detecting deformation of a background texture pattern caused by the
inhomogeneous refractive index field that exists in the foreground [39]. The only
optical requirement is to take a picture of a target field with a fine texture image in the
background, and all other processes to estimate changes in the refractive index
causing background pattern deformation are carried out by post-processing of an
image.

Because of the small requirement for the optical system, the BOS technique is
suitable for visualization of pressure disturbance in a large area. Visualization of a
vortex field generated at the tip of a helicopter blade is one of the typical applica-
tions. Figure 19a, b show a background image taken immediately after departure of a
helicopter and a foreground image taken during its hover flight. The background
pattern was made by splashing droplets of white paint on a concrete ground, and the
blade tip is shown in Fig. 19b, c shows a BOS image that visualizes the displacement
vectors calculated using Fig. 19a, b. Figure 19d is an enlarged view of the image in
Fig. 20c around the blade tip, and vectors shown in Fig. 19d indicate the direction
and length of a displacement.

Light
Source Camera

Field
lens 1

Field
lens 2

Screen
M

Screen
M’

Fig. 18 An optical system for focused shadowgraphy. The system is equivalent to the system for
the Schlieren technique except for the absence of a spatial filter at the focus of the second lens
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Another type of BOS technique, which does not use a random-dot pattern but
uses a simple stripe pattern, is applied for visualization of a HIFU field [40]. The
experimental system is simple as shown in Fig. 20: a transparent film with a black
horizontal stripe pattern is placed in a water bath, and the pattern is illuminated by a
backlight. The HIFU field generated in the water bath is then observed with the stripe
pattern. Figure 21 shows the results of observation. The stripe pattern is distin-
guished in the condition without ultrasound exposure (Fig. 21a); however, the
pattern behind the ultrasound focus is blurred with ultrasound exposure (Fig. 21b).
The blurring is caused by light deflection in the ultrasound field, and the extent of the
blurring reflects the magnitude of dp/dx.

Furthermore, subtraction of stripe images taken with and without ultrasound
exposure gives the image shown in Fig. 22a. Light deflection caused by an
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Fig. 19 Visualization of a vortex field generated by a helicopter blade using the background-
oriented Schlieren (BOS) technique [39]. (a) A background image taken immediately after the
departure of a helicopter, and (b) a foreground image taken during hovering before the departure.
The blade tip is included in the image. (c) A BOS image calculated using the foreground and
background images representing displacement of the background pattern. (d) An enlarged view
around the blade tip shows vectors that show the direction and length of displacement (Copyright#
2001, Institute of Physics Publishing)
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Fig. 20 An experimental
system that uses a stripe
pattern as a background
image. An image of the stripe
pattern behind an HIFU field
was taken with a focus on the
pattern

Fig. 21 Images taken using the experimental system that uses a stripe pattern for a background
image. The transducer generates a focused ultrasound field of 1.07 MHz in center frequency; �3.8
and 15 MPa in peak negative and positive pressures, respectively; and 1,200 W/cm2 in spatial peak
intensity at the focus [40]. (a) An image taken without ultrasound exposure. (b) An image taken
with ultrasound exposure. (c) An enlarged view around the focus, showing the stripes blurred by
light deflection in the HIFU field (Copyright # 2010, IEEE)
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ultrasound field can be visualized more clearly in the subtracted image. Although the
image has discontinuity caused by the original stripe pattern, summation of images
taken using the same stripe pattern with a shifted phase improves a field image as
shown in Fig. 22b, indicating that the method has sufficiently high sensitivity to
visualize details of complex HIFU fields. Hydrophone measurements are a gold
standard for evaluation of an exact 3D ultrasound field; however, this technique
cannot be used for 100 % inspection or for on-site daily inspection because hydro-
phone measurements require specialized equipment and take a long time. Therefore,
optical visualization techniques are important especially for quality control purposes
of ultrasound systems.

Scanning Laser Doppler Vibrometry

Laser Doppler vibrometry (LDV) is a technique for measuring vibration of a target
spot illuminated by a laser beam. Velocity of the vibration is evaluated by detection
of a frequency shift of the light reflected from the spot caused by the Doppler effect.
A spatial distribution of the vibration can be visualized using LDV by mapping the
laser spot at the surface of a target object. The Doppler shift can be detected by using
a homodyne or heterodyne interferometer, which generally has a frequency band-
width up to 10 MHz, and the technique can therefore be used for visualization of
ultrasound fields within this frequency range.

Fig. 22 A technique for sensitive visualization of the HIFU field [40]. (a) A single difference
image is calculated by subtraction of the image taken without ultrasound exposure from the image
taken with ultrasound exposure. (b) An image superimposing several difference images acquired
using the same stripe pattern with a shifted phase. Effects of the stripe pattern disappear and details
of the field appear (Copyright # 2010, IEEE)
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Figure 23 shows a schema of the experimental system used for visualization of an
ultrasound field generated inside a water bath [41]. A laser head of a scanning LDV
is placed in front of the water bath, and a retroreflective target is fixed at another side
of the bath. The ultrasound irradiated from a transducer propagates in the horizontal
direction. The LDV light beam is transmitted through the ultrasound field to
illuminate the reflective target, and the reflected light is detected by the LDV head.
Since the ultrasound pressure changes light speed in the water, light reflected from
the non-vibrating reflector has a phase shift integrated over the light path interacting
with the ultrasound field. Two orthogonal mirrors are used to scan the laser spot on
the surface of the reflector in horizontal and vertical directions, and a 2D distribution
of the light phase shift caused by the ultrasound field is measured. Figure 24 shows
the results of visualization of the propagation of a burst pulse [41].

Photoelastic Technique

The property of a material having two different refractive indices depending on the
polarized plane is called birefringence or double refraction, and a material that
produces birefringence depending on the applied stress is called a photoelastic
object. A technique that visualizes a stress distribution inside a transparent
photoelastic object is called a photoelastic technique, and the technique is also
utilized for visualization of an ultrasound field propagating inside a photoelastic
object [42].

Figure 25 shows an optical system that utilizes a photoelastic technique for
visualization of an ultrasound field propagating through a photoelastic object. The
basic construction of the system is the same as that used for focused shadowgraphy;
however, a polarizer and analyzer with λ/4 plates were inserted into the optical path
preceding and succeeding to transmission of an ultrasound field. These polarizing
plates are oriented in the orthogonal direction of polarization. The linear polarized
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Top viewFig. 23 An experimental
system for scanning laser
Doppler vibrometry (LDV).
The laser beam from the LDV
head scans a retroreflective
target. The light reflected from
the non-vibrating target has a
phase shift integrated over the
light path interacting with the
ultrasound field
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light that is transmitted through the polarizer is converted into circularly polarized
light by the first λ/4 plate. In the condition in which no ultrasound pressure is applied
to the photoelastic object, the second λ/4 plate converts the circularly polarized light
into linear polarized light again, and the analyzer with the orthogonal polarizing
plane does not transmit the light. In the case of ultrasound pressure being applied to
the object, the linearly polarized light transmitted through the medium is converted
into elliptic polarization, and the second λ/4 plate converts the elliptic polarized light
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Fig. 25 An optical system for the photoelastic technique. A polarizer and analyzer with λ⁄4 plates
were inserted into the optical path of the optical system for focused shadowgraphy
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Fig. 24 Visualization of a tone-burst ultrasound pulse of 1 MHz in center frequency with five
cycles generated by a focused transducer [41]. The images taken (a) 1.5 μs, (b) 50 μs, (c) 130 μs,
and (d) 200 μs after insonation. The gray scale shows the rate of change in optical path length (m/s)
(Copyright # 2004, Acoustical Society of America)
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into linear polarized light with a different angle of polarization. The analyzer then
transmits only a light component that has the same polarizing angle. The results
show that the intensity of light that is transmitted through the photoelastic object
increases with an increase in the phase difference between the two lights modulated
anisotropically.

Figure 26 shows an ultrasound field generated by a phased array probe of 1 MHz
in center frequency [43]. The transducer has 16 elements, which were driven to
generate short-pulsed ultrasound at a beam-steering angle of 30�. Both longitudinal
and shear waves are visualized in the image.

Techniques for Visualization of Temperature Elevation

Ultrasound irradiation causes temperature elevation in the propagating medium,
which is determined by the ultrasound intensity multiplied by an absorption coeffi-
cient of the medium. Particularly in applications that utilize the temperature rise to
promote chemical or therapeutic effects, direct visualization of the temperature rise
distribution is more important than visualization of the pressure distribution.

A temperature elevation in biological tissue is one of the important issues in
safety of diagnostic ultrasound and also in efficiency of ultrasound therapy. Typi-
cally, the temperature rise is estimated from an ultrasound intensity distribution
measured in water; however, direct temperature measurement is also carried out
using a tissue-mimicking phantom. A transparent phantom that becomes opaque
when heated is used to visualize temperature rise caused by HIFU exposure. A
polyacrylamide gel phantom supplemented with bovine serum albumin (BSA) has
been developed for this purpose [44].

Fig. 26 Pressure distribution of a short ultrasound pulse generated by a 16-element-phased array
transducer at a steering angle of 30� [43] (Copyright # 2012 The Japanese Society for
Non-Destructive Inspection)
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An infrared camera and a specially designed phantom are also used for visuali-
zation of a temperature elevation caused by ultrasound exposure. The phantom
consists of two tissue-mimicking materials (TMMs) with acoustic and thermal
properties similar to those of a typical biological tissue. The two TMMs were
sonicated with one united body as shown in Fig. 27a but were split into two
TMMs after sonication as shown in Fig. 27b [45]. An image of temperature
distribution that appeared at the splitting interface of the TMM is then taken by
the camera. Figure 28 shows the temperature distributions generated by ultrasound
exposure of 1-MHz in center frequency and 720 mW/cm2 in spatially peak temporal-
averaged intensity. Figure 28a, b show experimental results and simulation results
calculated by a 3D finite difference time domain method [45]. The distributions are
different in the near field because of the insufficient definition of the ultrasound
source in the simulation, but they show good agreement in the far field, indicating the
usefulness of the phantom for visualizing an arbitrary cross section of a 3D distri-
bution of temperature rise.

Conclusions and Future Directions

Optical techniques have limitations in reconstruction of 3D ultrasound fields caused
by light deflection and cannot replace conventional hydrophone measurements.
However, an optical technique that can rapidly visualize ultrasound fields with no
obstacle around the field is still attractive. Laser diodes and LEDs have made great
progress recently, and the combination of a high-quality image sensor and digital
image-processing techniques has totally changed the culture of photography. Optical

Fig. 27 A biological tissue-mimicking phantom designed for visualization of a temperature rise
distribution [45]. (a) The phantom consists of two tissue-mimicking materials and is sonicated by an
ultrasound transducer. (b) The phantom is split into two pieces, and an infrared camera takes a
thermal image of the splitting interface (Copyright # 2015, The Japan Society of Ultrasound in
Medicine)
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techniques have a long history for visualization of ultrasound fields; however, the
techniques are now about to make a large step that utilizes these new technologies.

References

1. Rienitz J (1975) Nature 254:293
2. Lucas R, Biquard P (1932) J Phys Radium 3:464
3. Debye P, Sears F (1932) Proc Natl Acad Sci U S A 18:409
4. Raman CV, Nath NSN (1935) Proc Indian Acad Sci Sect A 2:406
5. Raman CV, Nath NSN (1936) Proc Indian Acad Sci Sect A 2:413
6. Raman CV, Nath NSN (1936) Proc Indian Acad Sci Sect A 3:75
7. Raman CV, Nath NSN (1936) Proc Indian Acad Sci Sect A 3:119
8. Raman CV, Nath NSN (1936) Proc Indian Acad Sci Sect A 3:459
9. Rienitz J (1997) Endeavour 21:77

10. Settles GS (2001) Schlieren and shadowgraph techniques: visualizing phenomena in transparent
media. Springer, Berlin

11. Kudo N (2015) Jpn J Appl Phys 54:07HA01
12. Adler L, Hiedemann EA (1962) J Acoust Soc Am 34:410
13. Colbert HM, Zankel KL (1963) J Acoust Soc Am 35:359
14. Mizutani K, Ezure T, Nagai K, Yoshioka M (2001) Jpn J Appl Phys 40:3617
15. Obuchi T, Masuyama H, Mizutani K, Nakanishi S (2006) Jpn J Appl Phys 45:7152
16. Patorski K (1981) Ultrasonics 19:169
17. Zernike F (1942) Physica 9:686

0

30

60

90
0-45 45

Experiment

Transducer
ba

Simulation

Temperature rise [ ]
0.0 3.0 6.0 7.54.51.5

0-45 45

0

30

60

90

Fig. 28 Temperature rise distributions generated by non-focused ultrasound exposure of 1-MHz in
center frequency and 720 mW/cm2 in ISPTA [45]. (a) Temperature distribution taken by the camera.
(b) The distribution calculated by 3D simulation (Copyright # 2015, The Japan Society of
Ultrasound in Medicine)

Experimental Observation of an Acoustic Field 237



18. Pitts TA, Sagers A, Greenleaf JF (2001) IEEE Trans Ultrason Ferroelectr Freq Control 48:1686
19. Harigane S, Miyasaka R, Yoshizawa S, Umemura SI (2013) Jpn J Appl Phys 52:07HF07
20. Núñez I, Ferrari JA (2007) Appl Opt 46:725
21. Hanafy A, Zanelli CI (1991) Proc IEEE Int Ultrason Symp 1223–1228
22. Pitts T, Greenleaf J, Lu J, Kinnick R (1994) Ultrason Symp 1665–1668
23. Schneider B, Shung K (1996) Ultrason Ferroelectr Freq Control IEEE Trans 43:1181
24. Charlebois T, Pelton R (1995) Med Electron 66–73
25. Azuma T, Tomozawa A, Umemura S (2002) Jpn J Appl Phys 41:3308
26. Kudo N, Ouchi H, Yamamoto K, Sekimizu H (2004) J Phys Conf Ser 1:146
27. Kudo N, Miyashita H, Yamamoto K (2006) AIP Conf Proc 829:614
28. Kudo N, Sanbonmatsu Y, Shimizu K (2010) Proc IEEE Int Ultrason Symp 829–832
29. Kudo N (2015) Ultrasound Med Biol 41:2071
30. Merzkirch W (1974) Flow visualization. Academic, London
31. Omura R, Shimazaki Y, Yoshizawa S, Umemura S (2011) Jpn J Appl Phys 50:07HC07
32. de Izarra G, de Izarra C (2012) Eur J Phys 33:1821
33. Kikuchi D, Sun M (2009) In: Choi H, Choi H, Yoo J (eds) Comput. Fluid Dyn. 2008 SE – 109.

Springer, Berlin, pp 801–804
34. Boys CV (1893) Nature 47:440
35. Settles G, Grumstrup T (2005) Proc 5th Pacific Symp Flow Vis Image Process. 7 pages
36. Pitts TA, Greenleaf JF (2000) J Acoust Soc Am 108:2873
37. Neumann T, Ermert H (2006) Ultrasonics 44(Suppl 1):e1561
38. Shimazaki Y, Harigane S, Yoshizawa S, Umemura S (2012) Jpn J Appl Phys 51:07GF25
39. Richard H, Raffel M (2001) Meas Sci Technol 12:1576
40. Butterworth I, Shaw A (2010) Proc 39th Annu Symp Ultrason Ind Assoc UIA 2010
41. Harland AR, Petzing JN, Tyrer JR (2004) J Acoust Soc Am 115:187
42. Wyatt R (1972) Nondestruct Test 5:354
43. Washimori S, Mihara T, Tashiro H (2012) Mater Trans 53:631
44. Lafon C, Zderic V, Noble ML, Yuen JC, Kaczkowski PJ, Sapozhnikov OA, Chavrier F, Crum

LA, Vaezy S (2005) Ultrasound Med Biol 31:1383
45. Tsuchiya T, Shimizu K, Endoh N Choonpa Igaku 10.3179/jjmu.JJMU.R.55, in print

238 N. Kudo

http://dx.doi.org/10.3179/jjmu.JJMU.R.55


Ultrasonic Atomization

Susumu Nii

Contents
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
Mechanism of Droplet Formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
Solute Partitioning Between Mist and the Mother Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
Possible Mechanism for Ethanol Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
Application of Mist for Transferring Solids to Gas Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
Application of Mist for Preparing Nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254

Abstract
Ultrasound enhances dispersion of liquids into fine mist with a narrow size distri-
bution. Such small liquid droplets and distributions are difficult to obtain with using
conventional nozzles. Atomization occurs in the wide frequency range from 20 kHz
to 10 MHz. Highlighted in this chapter is the phenomena occurring in MHz-range
ultrasound because of the small mist size of submicrometer to several micrometers
and enabling solute partitioning between mist and bulk liquid. The finding of
surfactant enrichment in the mist brought a new aspect of separation in ultrasonic
atomization. Targets of the separation range from ethanol, solid particles, and carbon
nanotubes to rice wines. The chapter covers the basic mechanism of mist formation,
solute-partitioning behavior, and recent topic of solid transfer into gas phase.
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Conjunction theory • Mist application • For preparing nanoparticles • For trans-
ferring solids to gas phase • Nanodroplets formation • Solute partitioning •
Alcohol enrichment • Carrier gas • Droplet model • Enrichment ratio • Ethanol
enrichment • Fuel atomization • Mass balance • Surfactant transport • Ultrasonic
spray pyrolysis (USP)

Introduction

When liquid layer or dense liquid was subjected to a power ultrasound, fine mist would
produce from liquid surface. The phenomenon is referred to as ultrasonic atomization or
nebulization,which isfirstly reported byWood andLoomis [1] from liquids like benzene,
water, and heavy transformer oil. The finding draws much attention from various fields
which apply fine droplets or aerosols because of the characteristic of their diameter and
the size distribution. Compared with conventional nozzles using a high shear to break up
liquid, those dropletswere ultrasonically produced, having smaller size and narrower size
distribution [2–5]. The size is tunable by selecting ultrasonic frequency; many reports
describe the range of several to several tens of micrometers under the irradiation of MHz
frequency. The size range was difficult to obtain with pneumatic two-fluid nozzles.

From the aspect of fine droplet formation, ultrasonic atomization is characterized
by the following points:

1. Very fine droplets whose size is from several to several tens of micrometer are
obtained with narrower size distribution.

2. No need to pressurize fluid and the simplicity in equipment.
3. Easy to control the droplet density and transferring the droplets.

No. 1 is the greatest advantage in the use of droplets as a medium of mass-transfer
or chemical reactions because of giving a large area per volume and the small path
for diffusion of substances traveling between the surface and center of droplets.
No. 2 and 3 will contribute for miniaturizing equipment and also saving the input
energy for production. Ultrasonic atomization potentially improves the efficiency of
an inhaler for drug delivery to the lung with very fine droplets whose diameter is in
the 1–5 μm [6, 4, 7]. Therapeutic studies have carried out to deliver monoclonal
antibodies or DNA-based vaccines [8]. Droplets have been utilized as precursor of
inorganic and organic particles. Production of nanometer-sized particle requires
much finer droplets and careful adjusting of droplet density. Thus, ultrasonic atom-
ization becomes a key technique to obtain well-controlled solid particles [9–18].

Mechanism of Droplet Formation

Despite a substantial number of researches has been conducted, the mechanism of
droplet formation under the irradiation of MHz range ultrasound is not fully under-
stood. Two major theories and a conjunctive theory have been proposed. The first is
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the capillary wave hypotheses delivered by Lang [12]. Droplets forms from crests of
capillary waves on the liquid surface, into the gas phase. On the basis of Kelvin’s
equation [15], Rayleigh’s instability [14] of liquid column or film, and stability limit
wavelength, Lang had correlated his experimental data of the number-median
diameter of droplets with the capillary wavelength. The average diameter was
successfully predicted with the following equation:

dav ¼ aλ ¼ a
8πσ
ρf

� �1=3

where dav is average droplet diameter, a constant, σ interfacial tension, ρ liquid
density, and f ultrasonic frequency. The equation indicates that the mean diameter is
a constant fraction of the capillary wavelength. Lang determined the constant 0.34
for the number-averaged diameter of droplets produced with ultrasound of
10–800 kHz. For MHz-range ultrasound, the constant was modified to 0.96 by
Yasuda et al. [15] for volume-averaged droplet diameter of aqueous alcohols solu-
tion, which was observed with laser diffraction method. When 1–2 MHz ultrasound
was applied to atomization of aqueous solutions, the average droplet size predicted
from Lang’s equation would fall into several micrometers range. The calculated
values accords fairly well with the observed values of laser diffraction method. It
should be noted that lower detection limit of current laser diffraction method is
approximately 0.1 μm. Since particles smaller than this size are unobservable, the
“average diameter” depends on the observation method. Indeed, the presence of
much finer droplets than the prediction of Lang’s equation was reported by Yano
et al. [16] with a small angle X-ray scattering. Also, Kobara et al. [17] applied a
scanning mobility particle sizer, SMPS, to measure submicrometer-sized water
droplets. From TiO2 aqueous suspension, Sekiguchi et al. [18] separately observed
submicrometer droplets with SMPS (Figs. 1, 2, and 3).

The second hypothesis is cavitation theory suggested by Sollner [19]. He
conducted atomization of various liquids under degassed conditions and reduced or
elevated temperature. The results indicated the close parallelism between emulsifica-
tion and atomization, where cavitation provides destructive effects in dispersing
liquids. Eknadiosyants [20] observed sonoluminescence from a liquid fountain during
droplets emission and explained the occurrence of droplets as a result of frequent
shockwaves from collapsing of cavities in the vicinity of liquid surface. This theory
does not eliminate the possibility of capillary wave hypothesis. Indeed, Bograslavski
and Eknadiosyants [21] proposed the conjunction theory, where the both mechanism
are interrelated. They considered that breaking of crests of capillary waves is enhanced
by periodical shockwaves near the liquid surface, which are produced by collapsing
cavitational bubbles. In the earlier examination of atomization mechanism under the
irradiation of MHz ultrasound, the theory has been sometimes rejected because of the
high threshold power for cavitation in this frequency range.

Recent reports provide supporting evidence of occurring cavitation in MHz
frequency. Frohly et al. [22] measured cavitation noise at a frequency of 1.6 MHz.
During ultrasonic atomization of water by the irradiation of 2.4 MHz ultrasound,
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Harada et al. [23] observed sonoluminescence and the spatial distribution of light.
The brightest part was immediately below the bulk surface of the liquid. Since no
light emission occurs without cavitation bubbles, their finding shows a clear evi-
dence of occurring cavitation under the condition of atomization. Miller and Thomas
[24] observed sonochemical oxidation of terephthalic acid under the irradiation of
1.6 MHz and the threshold power for the oxidation was 2 W/cm2. Barreras et al. [25]
showed pictures taken by a high-speed camera for atomizing from a mound of water
by irradiating 1.6 MHz. The presence of dark spots near the water surface was
reported and they suggested that the spots indicate the bubbles in water. Tsuchiya
et al. [26] observed near the surface of liquid fountain from where liquid droplets
form. The velocity of droplet ejection reached 5 m/s, which seems to be difficult to
obtain from breaking up of capillary crests.
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The above findings clearly show the existence of cavitation; however, it may not
be the only mechanism of ultrasonic atomization. We carried out experiment to
atomize degassed water at different levels of air contents and found no effect of
degassing on the production rate of mist. The result suggests that the dominating
effect might not be cavitation. There should be the influence of capillary wave.
Therefore, at this moment we support the conjunction hypothesis for the mechanism
of ultrasonic atomization (Figs. 4 and 5).

Because of the complexity lying in this phenomenon, determining the prevailing
aspect depends too much on the condition. A more detailed observation is essential
for elucidating the mechanism of ultrasonic atomization.
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Solute Partitioning Between Mist and the Mother Solution

Unlike atomization of whole liquid from a thin layer on the surface of vibrating
plates, the mist produced from thick liquid potentially contains matters at different
composition from the mother liquid. When the liquid was a solution, partitioning of
the solute could be found between the mist and the mother solution, which is a basic
principle of separation. In this aspect, Rassokhin [27] firstly reported the selective
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transport of a surfactant from the aqueous solution to mist produced by irradiating
724 kHz ultrasound. He successfully collected the mist and found that the surfactant
concentration was as high as ten times of that for the mother solution. Takaya
et al. [28] also reported the enrichment of surfactants in droplets ultrasonically
atomized at 2.4 MHz which is higher than the above experiment. The enrichment
ratio reached 5.2. Both ionic and nonionic surfactant showed a trend of increasing
enrichment with decreasing surfactant concentration. In a system containing an
anionic surfactant solution, salt addition changed dramatically the enrichment ratio
from 1.6 to 4 due to the lowering of surface tension. The result indicates that the
surface adsorption plays an essential role in the separation with ultrasonic atomiza-
tion. To interpret this solute enrichment, Rassokhin [27] presented a droplet model,
where the surfactant is adsorbed on the surface at its equilibrium condition, while the
volume is occupied by the bulk solution. Jimmy et al. [29] carefully evaluated the
model by predicting the enrichment with the observation of droplet diameter distri-
bution. The calculated surfactant concentration was greater than the observed ones
due to the partial achievement of adsorption equilibrium, surface excess. Compar-
ison of diffusion time of the surfactant and the time for the wave propagation
indicated that the surfactant enrichment is kinetically controlled [30].

Solutes of less surface activity than surfactants are also enriched in the mist
produced by ultrasonic atomization. Suzuki et al. [31] reported that amino acids
are concentrated in mist from aqueous solutions. Fuse et al. [32, 33] studied
atomization of fuels for efficient combustion. When the fuels contained polar sub-
stances like ethanol or isopropanol, they found that enrichment of alcohols in the
mist occurred from those tetradecane solutions. Surface excess of alcohols was
assumed to be the reason for the enrichment. Yasuda et al. [15] conducted a

Fig. 5 Images where atomized droplets are visible together with bubbles, corresponding to dark
spots (pointed by arrows), in the interior of the nonatomized water [25]. Copyright (2002) Springer
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systematic study of alcohol enrichment from aqueous solutions. Methanol, ethanol,
and 1-propanol were concentrated in the mist produced with irradiating 2.4 MHz.
The alcohol content in the mist was in the order of 1-propanol> ethanol>methanol.
It should be noted that the analysis of alcohol concentration was made with a mass
balance.

Ethanol separation from the aqueous solution is a major subject of chemical
engineering as well as solution chemistry because of the strong practical demand of
its purification from azeotropic mixture with lower input energy. Sato et al. [34]
presented a remarkable enrichment of ethanol in the mist produced with ultrasonic
atomization from the aqueous solution. Under reduced temperature of 283 K, the
mist contains almost pure ethanol from a feedstock whose ethanol concentration
ranges from 7 % to 100 %. Significantly, the result indicates the possibility of
breaking azeotrope with a simple technique. This finding triggered interests to
elucidate separation mechanism and to develop practical applications. Due to the
complexity in the phenomenon of atomization as well as the solution property of
ethanol and water mixture, the separation mechanism is still under discussion. The
practical application seems to be limited to high-value products because of the
technical difficulty in the mist collection at production scale. Production of a
premium grade Japanese rice wine from a feedstock of the normal grade has been
carried out since 2003 [35]. The product is an ultrasonically atomized Japanese rice
wine, which contains rich aroma and ethanol in comparison with the ones in ordinary
grade. Since much less heat is applied than ordinary distillation, the flavors are
retained in the atomized rice wine. There should be many opportunities to spark the
idea for practical application of ultrasonic atomization (Figs. 6, 7, 8, and 9).

It has been pointed out that Sato’s report is lacking of both direct analysis of
ethanol concentration in the mist and experimental conditions such as operation
time, solution volume, and the size of the container. Conditions that allow the
remarkable enrichment have been carefully examined. They chose a high flow rate
of air as a carrier gas, 25 L/min, temperature at 283 K, and the open system which
makes the mist collection difficult. Interestingly, Matsuura [36], a coauthor of Sato’s
report [34], had reported only a slight enrichment of ethanol in the closed system
shown below. It should be noted that collected mist was directly analyzed to
determine ethanol concentrations.

In their experimental setup, the gas flows in the circulation mode to enhance the
mist collection. No information of gas flow rate was given but it could not be as high
as 25 L/min. The result showed a stark contrast of Sato’s result. Even at 283 K, the
enrichment is less remarkable. The atmosphere where atomization occurs may
influence ethanol enrichment in the mist. When the mist was collected during the
experiment, results similar to Matsuura’s work have been published [37–40]. Partic-
ularly, Suzuki et al. [38–40] conducted experiment on the condition that mass
balance was attained between atomized solution and the mist recovered. Under
lower carrier gas flow rate, the degree of enrichment seems to be less remarkable
than the Sato’s report. Type of the carrier gas is also an important issue for

246 S. Nii



Ultrasonic vibrator
(2.3 MHz)

Capillary waves

Oscillator

Mist, vapor

Air flow

Ethanol-water
solution

Fig. 6 Experimental setup of
ultrasonic separation of
ethanol from ethanol–water
solution. Air flows one
through the reservoir
[34]. Copyright (2001) ACS
publications

100

E
th

an
ol

 m
ol

 c
on

ce
nt

ra
tio

n 
in

 m
is

t (
m

ol
.%

)

Ethanol mol concentration in solution (mol.%)

50

0 50

10°C 30°C 50°C

100

Fig. 7 Ethanol separation
characteristics of
ethanol–water solution. The
horizontal axis is the
concentration of ethanol in the
aqueous solution and the
vertical axis is the
concentration in mist or vapor.
The solid curve indicates the
vapor–liquid equilibrium of
ethanol–water solution under
101.3 kPa [34]. Copyright
(2001) ACS publications

Ultrasonic Atomization 247



discussion. Spotar et al. [41] pointed out a possibility of condensing water vapor
which was brought in the atomization column with supplying an air as a carrier gas.
The accompanying of water lowers the concentration of ethanol in bulk solution as
well as the selective transfer of ethanol from bulk solution to mist. Thus, the dilution
effect results in overestimating the enrichment. They supplied dry nitrogen at
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Fig. 8 Experimental setup of ultrasonic separation of ethanol from ethanol–water solution. Ultra-
sonic frequency is 1.6 or 2.3 MHz. Air is circulated in the system [36]. Copyright (1995) Society of
Chemical Engineers Japan

100

50

0 50
Ethanol conc. in liquid phase (mol.%)

E
th

an
ol

 c
on

c.
 in

 v
ap

or
 p

ha
se

 (
m

ol
.%

)

100

Fig. 9 Ethanol separation
characteristics of
ethanol–water solution. Solid
and dotted curve show the
isobaric and the isothermal
equilibrium curve,
respectively. Closed circle:
283 K and 2.3 MHz, open
circle: 303 K and 2. 3 MHz,
closed triangle: 323 K and
2.3 MHz, and open triangle:
303 K and 1.6 MHz
[36]. Copyright (1995)
Society of Chemical
Engineers Japan

248 S. Nii



4–7.5 L/min to evaluate the performance of ethanol separation from water by using
ultrasonic atomization and found that lower enrichment for hypothetical ethanol
concentration in mist as well as for the mist recovered. Recently, Yasuda et al. [42]
published a supporting data of remarkable enrichment of ethanol in droplets ultra-
sonically atomized by supplying dry nitrogen as a carrier gas at a high flow rate of
20 L/min. Despite the indirect analysis of the mist, their result showed that formation
of droplet containing nearly 100 mol% ethanol from the feed aqueous solution of
60 mol%. A potential of enriching ethanol was ascertained even through rather short
operation time of 5 min. As was pointed out by Spotar et al. [41], giving a carrier gas
at such a high flow rate of 20 L/min makes difficult to recover product because of the
high dilution and low cooling efficiency of gas. Thus, the product recovery is a major
problem for the realization of the process. Nevertheless, further research should be
conducted for elucidating the fundamental phenomena of ethanol separation.

Possible Mechanism for Ethanol Separation

Despite the fact that experimental observation shows a variation in the degree of
ethanol enrichment, the separation mechanism is a center of interest of researchers.
Complexity of the problem is due to the volatility of ethanol. Atomization of
aqueous ethanol solution enhances the vaporization of ethanol because of the
enlargement of surface area. When the vaporization occurs in a closed vessel and
no foreign gas is in the vapor, ethanol concentration in the vapor reaches equilibrium
at prevailing temperature and pressure. Thus, the benchmark of ethanol enrichment
has been taken as vapor liquid equilibrium, VLE, for mixtures of ethanol and water.
When the atomization increased ethanol concentration in the gas phase higher than
the equilibrium concentration, there is a technical advantage in ultrasonic atomiza-
tion than distillation. Therefore, possible routes for preferential transfer of ethanol
than evaporation have been explored. Sato et al. [34] firstly supposed that droplets
formation which are highly enriched with ethanol. Such droplets formed from the
surface layer where ethanol is preferentially adsorbed. The point of discussion is the
possibility of the presence of mist nearly pure ethanol.

It has been well known that the surface excess of ethanol occurs in ethanol and
water mixture; however, the thickness of the layer is not as high as several molecules
[43–45]. Yano et al. [16] have observed one nanometer-scale droplets from the mist
of aqueous ethanol solution with a small angle X-ray diffraction method. The report
shows one aspect of the mist. As discussed above, different observation method
provides a different size of the mist. By using a laser diffraction technique,
researchers also observed micrometer-scale droplets. Which distribution shows the
actual property of the droplets is still a central problem in the discussion of
separation mechanism. Yano et al. [16] speculated the fine nanometer-scale mist is
enriched with ethanol. Wakisaka et al. [46] suggested that formation of clusters
enriching with ethanol occurred in bulk solution, and on the basis of Yano’s data,
they assumed that the clusters were brought into the gas phase.
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It is no doubt that atomization occurs at surface of liquids, bubble surface can
also play a significant role in the enrichment. Researchers who support cavitation
theory or conjunctive theory take this viewpoint. Kirpalani and Toll [37] proposed
a hypothesis that ethanol selectively vaporizes inside bubbles through the bubble
surface where ethanol is enriched during the traveling of microbubble clouds and
the bubble collapse helps to form ethanol-rich mist. Suzuki et al. [47] attempted to
evaluate their assumption quantitatively and developed a method to predict the
ratio of liquid to vapor in the atomization product. They used salts as nonvolatile
tracer to determine the amount of mist formation. Bubble and droplet model were
proposed and bubbles of micrometer size can contribute ethanol enrichment.
When surface excess layer in the bubbles were somehow brought into droplets,
or there was ethanol evaporation from the layer, the ethanol enrichment could
occur. Although we are still far from getting a clear picture of this enrichment,
such a quantitative approach provided a step for the elucidation. Bubble surface
might not be neat. It may be disturbed enough for giving very fine drops inside.
Suslick’s group [48, 49] proposed the formation of nanodroplets inside the
bubbles. They have reported some supporting experimental results at ultrasonic
frequencies lower than MHz region widely used for atomization. The finding may
add a promising route to ethanol enrichment; however, the possibility should be
carefully examined because of a large difference in conditions of timescale and
size (Figs. 10, 11, and 12).

The idea of ultrasonically assisted distillation was further studied by Mahdi
et al. [50] to intensify the separation of azeotropic mixture, which requires additional
implements and operations for the distillation. They pointed out that micro-point
vacuum condition is generated during bubbles formation and the change leads to
alter the vapor composition inside bubbles. A mathematical model was developed
and it was validated with comparing the prediction with experimental data for the

dB

Bubble shell

Droplet model

Droplet shell

dp

Bubble model

Fig. 10 Scheme of bubble and droplet model for ethanol separation from ethanol and water
mixture [47]. Copyright (1995) Society of Chemical Engineers Japan
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system of ethanol and ethyl acetate. The calculation indicated the elimination of
azeotropic point. Though the benefit of reducing pressure to avoid azeotropic point is
well known, this work presented the possibility of ultrasound in realizing the
condition at ambient pressure.

Fig. 11 Comparison of observed ethanol concentration in fog and predicted values by bubble or
droplet model [47]. Copyright (1995) Society of Chemical Engineers Japan

bulk
liquid

Injected Droplet & Jet Model

hot gas

Fig. 12 Scheme of injected
droplet model in bubbles.
Microdroplets of liquid are
nebulized into the interior of
bubbles by capillary waves on
or microjets from bubble
surface [48]. Copyright
(2007) APS
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Application of Mist for Transferring Solids to Gas Phase

With taking the advantage of well-controlled size and narrow size distribution of
droplets, solid suspension was ultrasonically atomized to separate a specific particle
or to provide a large surface area for VOC degradation. In this type of application,
mist droplets work as a container to accommodate the target particle. Komatsu
et al. [51, 52] found that ultrasonic atomization of a suspension of carbon nanotubes
having different shapes of string, ring, and coil successfully enhanced the isolation
of ring and coil carbon nanotubes. They were transferred into gas phase with the help
of mist and carrier gas and then accumulated in the mist collection vessel. The size of
those nanotubes was several hundred nanometers. It was speculated that droplets of a
specific size accommodated those nanotubes. In this case, the mist recognizes the
shape of solid.

Sekiguchi et al. [18, 53] reported that applying mist containing fine TiO2 solid for
enhancing photocatalytic decomposition of volatile organic compounds. When TiO2

was brought into the mist, the working area for the photocatalyst was increased
dramatically (Fig. 13).

In addition to the degradation of VOCs, complete capture of water-soluble
intermediates was also achieved. This fact means that water also worked as a
medium for reactions.

Nii et al. [54, 55] have shown that solid particles of a few hundred nanometers
were separated from suspension with the help of ultrasonic atomization. Mixtures of
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Fig. 13 Proposed mechanism for degradation of organic gases on ultrasonic mist containing TiO2
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different sizes SiO2 or PS latex were suspended in water, and ultrasonically atomized
mist was collected for analyzing the particle size. The size of collected particles fell
in the limited range of diameter without depending on the type of solid. Interestingly,
particles smaller than the range were not transferred into mist. Thus, mist recognizes
size of particles of a few hundred nanometers. Moreover, the recognition ability of
the mist diminished when the suspension was degassed. The fact demonstrates that
cavitation plays a significant role in the size recognition of mist. It is a clue for
solving such a complicated puzzle of the mechanism of particle size recognition of
mist and even the atomization mechanism itself.

Application of Mist for Preparing Nanoparticles

Ultrasonic atomization has played a key role in fabrication of functional nanometer-
sized particles. Ultrasonic spray pyrolysis, USP, is essential in the production of
metal and metal oxides [10, 56–60] or carbon [61, 62], which are applied to
electronic devices, electrodes for lithium and solar batteries, fuel cells, semiconduc-
tors, and capacitors. Better performance of these materials relies on particle proper-
ties, particle size, size distribution, and morphology. In USP processing, precursor
solution is ultrasonically atomized to produce highly ordered droplets whose size
and size distribution is tightly controlled. Ultrasonic frequency of 1.6, 1.7, and
2.4 MHz are generally used because of the high availability of the equipment,
humidifier, or inhaler. The droplets are brought into tube furnace accompanied by
the flow of carrier gas, where the droplets get pyrolysis. Since the process is operated
continuously, controlling the mass and heat transfer is easier than the batch process.
Because it is the solution process, there is a high flexibility in changing the
composition of precursor and the residence time of droplets in the furnace. Further-
more, uniformity of the droplet diameter directly results in the homogeneous size
and composition of the solid particle because of the uniformity of heat transfer.
Advantages of UPS are enhancement in uniformity of the resulting particle size and
size distribution and high flexibility in tuning the preparation condition. Drawbacks
seem to be a limitation of viscosity of precursor solution to obtain a proper amount of
mist and a difficulty in scaling up of the apparatus. To cope with the latter problem,
one can take a numbering-up strategy. The number of publication on fabrication of
nanoparticles is sharply increasing.

Early publication deals with producing metal oxides [56] from nitrate precursors
due to the lower temperature for the decomposition. The trend developed from
simple oxides to complex oxides with high crystallinity [57], which is utilized for
electrode materials. In addition to producing solid particles, products were further
processed to “ink” and used to coat substrate to prepare films such as flexible
transistors and optoelectronic devices [59]. Recently, a dry processing was proposed
[58] to coat the fiber surface with nanometer-sized MnO2, where effluent from the
tube furnace was directly sprayed on carbon fiber paper. SEM observation showed
the fiber coated with MnO2 fine particles.
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Conclusions

This chapter illustrated some basic aspects of ultrasonic atomization as well as
applications of separations for ethanol and solid particles, and even of reactions.
Before the finding of surfactant or ethanol enrichment in the mist, the method has
been only recognized as simply breaking up liquid into ordered size. It was an
innovation to create a new value of ultrasonic atomization. As discussed above, there
is still much room to explore in this phenomenon. Like most of the ultrasonic
technique, scaling up to a practical stage requires big challenges to overcome
problems in the low production amount per input power. However, turning our
eyes to miniature-scale processing, atomization can enable spot transfer of target
matters by taking advantage of simplicity in controlling the atomization amount,
finely-tuned size of droplet, and matters selectively accommodated in the droplet.
Researchers are welcomed to intensify knowledge for deeper understanding and
various application of ultrasonic atomization.

References

1. Wood WR, Loomis AL (1927) The physical and biological effects of high-frequency sound-
waves of great intensity. Philos Mag 7:417–436

2. Rajan R, Pandit AB (2001) Correlations to predict droplet size in ultrasonic atomization.
Ultrasonics 39:235–255

3. Dobre M, Bolle L (2002) Practical design of ultrasonic spray devices; experimental testing of
several atomizer geometries. Exp Therm Fluid Sci 26:205–211

4. Avvaru B, Patil MN, Gogate PR, Pandit AB (2006) Ultrasonic atomization: effect of liquid
phase properties. Ultrasonics 44:146–158

5. Donnelly TD, Hogan J, Mugler A, Schommer N, Schnbmehl M, Bernoff AJ, Forrest B (2004)
An experimental study of micron-scale droplet aerosols produced via ultrasonic atomization.
Phys Fluids 16:2843–2851

6. Topp MN, Eisenklam P (1972) Industrial and medical uses of ultrasonic atomizers. Ultrasonics
10:127–133

7. Qi A, Friend J, Yeo L, Morton D, McIntosh M, Spiccia L (2009) Miniature inhalation therapy
platform using surface acoustic wave microfluidic atomization. Lab Chip 9:2184–2193

8. Rajapaksa A, Ho J, Qi A, Bischof R, Nguyen TH, Tate M, Piedrafita D, McIntosh MP, Yeo L,
Meeusen E, Coppel R, Friend JR (2014) Effective pulmonary delivery of an aerosolized
plasmid DNA vaccine via surface acoustic wave nebulization. Respir Res 15:60

9. Ogihara T, Ookura T, Yanagawa T, Ogata N, Yoshida K (1991) Preparation of submicrometer
spherical oxide powders and fibers by thermal spray decomposition using an ultrasonic mist
atomizer. J Mater Chem 1:789–794

10. Suh WH, Suslick KS (2005) Magnetic and porous nanospheres from ultrasonic spray pyrolysis.
J Am Chem Soc 127:12007–12010

11. Inukai A, Sakamoto N, Aono H, Sakurai O, Shinozaki K, Suzuki H, Wakiya N (2011) Synthesis
and hyperthermia property of hydroxyapatite–ferrite hybrid particles by ultrasonic spray pyrol-
ysis. J Magn Magn Mater 323:965–969

12. Lang RJ (1962) Ultrasonic atomization of liquids. J Acoust Soc Am 34:6–8
13. Lord Kelvin (Thomson W) (1871) On the equilibrium of vapor at a curved surface of liquid.

Philos Mag 42:448–452

254 S. Nii



14. Rayleigh L (1892) On the instability of a cylinder of viscous liquid under capillary force. Philos
Mag 34:145–154

15. Yasuda K, Bando Y, Yamaguchi S, Nakamura M, Oda A, Kawase Y (2005) Analysis of
concentration characteristics in ultrasonic atomization by droplet diameter distribution. Ultrason
Sonochem 12:37–41

16. Yano YF, Matsuura K, Fukazu T, Wakisaka A, Kobara H, Kaneko K, Kumagai A, Katsuya Y,
Tanaka M (2007) Small-angle X-ray scattering measurement of a mist of ethanol nanodroplets:
an approach to understanding ultrasonic separation of ethanol–water mixture. J Chem Phys
127:031101-1–031101-4

17. Kobara H, Tamiya M, Wakisaka A, Fukazu T, Matsuura K (2010) Relationship between the size
of mist droplets and ethanol condensation efficiency at ultrasonic atomization on ethanol–water
mixtures. AIChE J 56:810–814

18. Sekiguchi K, Noshiroya D, Handa M, Yamamoto K, Sakamoto K, Namiki N (2010) Degrada-
tion of organic gases using ultrasonic mist generated from TiO2 suspension. Chemosphere
81:33–38

19. Sollner K (1936) The mechanism of the formation of fogs by ultrasonic waves. Trans Faraday
Soc 32:1532–1536

20. Eknadiosyants OK (1968) Role of cavitation in the process of liquid atomization in an ultrasonic
fountain. Sov Phys Acoust 14:107–111

21. Boguslavski YY, Eknadiosyants OK (1969) Physical mechanism of the acoustic atomization of
a liquid. Sov Phys Acoust 15:14–21

22. Frohly J, Labouret S, Bruneel C, Looten-Baquet I, Torguet R (2000) Ultrasonic cavitation
monitoring by acoustic noise power measurement. J Acoust Soc Am 108:2012–2020

23. Harada H, Iwata N, Shiratori K (2009) Observation of multibubble sonoluminescence from
water saturated with various gases during ultrasonic atomization. Jpn J Appl Phys 48:07GH01-
1–07GH01-4

24. Miller DL, Thomas RM (1993) Frequency dependence of cavitation activity in a rotation tube
exposure system compared to the mechanical index. J Acoust Soc Am 93:3475–3480

25. Barreras F, Amaveda H, Lozano A (2002) Transient high frequency ultrasonic atomization. Exp
Fluids 33:405–413

26. Tsuchiya K, Tanaka Y, Mori Y, Matsuura K (2009) Intensification of ultrasonic atomization
process for ethanol separation and recovery. In: Proceedings of the 8th world congress of
chemical engineering, Aug 23rd–27th 2009 Montreal, Paper no. 1795

27. Rassokhin DN (1998) Accumulation of surface-active solutes in the aerosol particles generated
by ultrasound, J. Phys Chem B 102:4337–4341

28. Takaya H, Nii S, Kawaizumi F (2005) Enrichment of surfactant from its aqueous solution using
ultrasonic atomization. Ultrason Sonochem 12:483–487

29. Jimmy B, Kentish S, Grieser F, Ashokkumar M (2008) Ultrasonic nebulization in aqueous
solutions and the role of interfacial adsorption dynamics in surfactant enrichment. Langmuir
24:10133–10137

30. Jimmy B, Kentish S, Ashokkumar M (2011) Dynamics of counterion binding during acoustic
nebulisation of surfactant solutions. Ultrason Sonochem 18:958–962

31. Suzuki A, Maruyama H, Seki H, Matsukawa Y, Inoue N (2006) Enrichment of amino acids by
ultrasonic atomization. Ind Eng Chem Res 45:830–833

32. Fuse T, Kobayashi N, Hasatani M (2003) Performance of flammability and NOx emission in
premixed oil burner using ultrasonic atomization. J Chem Eng Jpn 36:852–859

33. Fuse T, Hirota Y, Kobayashi N, Hasatani M (2005) Characteristics of selective atomization of
polar/nonpolar substances in an oleosus solvent with ultrasonic irradiation. J Chem Eng Jpn
38:67–73

34. Sato M, Matsuura K, Fujii T (2001) Ethanol separation from ethanol–water solution by
ultrasonic atomization and its proposed mechanism based on parametric decay instability of
capillary wave. J Chem Phys 114:2382–2386

Ultrasonic Atomization 255



35. Nii S, Matsuura K, Fukazu T, Toki M, Kawaizumi F (2006) A novel method to separate organic
compounds through ultrasonic atomization. Chem Eng Res Des 84:412–415

36. Matsuura K, Kobayashi M, Hirotsune M, Sato M, Sasaki H, Shimizu K (1995) New separation
technique under normal temperature and pressure using ultrasonic atomization. Jpn Soc Chem
Eng Symp Series 46:44–49

37. Kirpalani DM, Toll F (2002) Revealing the physicochemical mechanism for ultrasonic separa-
tion of alcohol–water mixtures. J Chem Phys 117:3874–3877

38. Suzuki K, Kirpalani DM, Nii S (2011) Influence of cavitation on ethanol enrichment in an
ultrasonic atomization system. J Chem Eng Jpn 44:616–622

39. Suzuki K, Kirpalani DM, McCracken TW (2006) Experimental investigation of ethanol enrich-
ment behavior in batch and continuous feed ultrasonic atomization systems. Chem Eng Technol
29:44–49

40. Suzuki K, McCracken TW, Kirpalani DM (2008) Perspectives on intensification of ethanol-
water separation process in a high frequency ultrasound system. J Chem Eng Jpn 41:855–861

41. Spotar S, Rahman A, Gee OC, Jun KK, Manickam S (2015) A revisit to the separation of a
binary mixture of ethanol-water using ultrasonic distillation as a separation process. Chem Eng
Process 87:45–50

42. Yasuda K, Mochida K, Asakura Y, Koda S (2014) Separation characteristics of alcohol from
aqueous solution by ultrasonic atomization. Ultrason Sonochem 21:2026–2031

43. Li ZX, Lu JR, Styrkas DA, Thomas RK, Rennie AR, Penfold J (1993) The structure of the
surface of ethanol-water mixtures. Mol Phys 80:925–939

44. Yano YF (2005) Correlation between surface and bulk structures alcohol-water mixtures.
J Colloid Interface Sci 284:255–259

45. Bermudez-Salguero C, Gracia-Fadrique J (2015) Gibbs excess and the calculation of the
absolute surface composition of liquid binary mixtures. J Phys Chem B 119:5598–5608

46. Wakisaka A, Matsuura K (2006) Microheterogeneity of ethanol–water binary mixtures
observed at the cluster level. J Mol Liq 129:25–32

47. Suzuki K, Arashi K, Nii S (2012) Determination of droplet and vapor ratio of ultrasonically-
atomized aqueous ethanol solution. J Chem Eng Jpn 45:337–342

48. Flannigan DJ, Suslick KS (2007) Emission from electronically excited metal atoms during
single-bubble sonoluminescence. Phys Rev Lett 99:134301

49. Xu H, Eddingsaaas NC, Suslick KS (2009) Spatial separation of cavitating bubble populations:
the nanodroplet injection model. J Am Chem Soc 131:6060–6061

50. Mahdi T, Ahmad A, Ripin A, Abdullah TAT, Nasef MM, Ali MW (2015) Mathematical
modeling of a single stage ultrasonically assisted distillation process. Ultrason Sonochem
24:184–192

51. Komatsu N, Shimawaki T, Aonuma S, Kimura T (2006) Ultrasonic isolation of toroidal
aggregates of single-walled carbon nano tubes. Carbon 44:2091–2093

52. Komatsu N (2009) Novel and practical separation processes for fullerenes, carbon nanotubes
and nanodiamonds. J Jpn Pet Inst 52:73–80

53. Sekiguchi K, Yamamoto K, Sakamoto K (2008) Photocatalytic degradation of gaseous toluene
in an ultrasonic mist containing TiO2 particles. Cata Commun 9:281–285

54. Suzuki K, Hisaeda J, Nii S (2012) Application of ultrasonic atomization for fractionating
particles in suspensions. J Chem Eng Japan 45:114–118

55. Nii S, Oka N (2014) Size-selective separation of submicron particles in suspensions with
ultrasonic atomization. Ultrason Sonochem 21:2032–2036

56. Messing GL, Zhang S-C, Jayanthi GV (1993) Ceramic powder synthesis by spray pyrolysis.
J Am Ceram Soc 76:2707–2726

57. Kinoshita T, Adachi M (2015) Submicron particle synthesis of Gd0.1Ce0.9O1.95,
NiO–Gd0.1Ce0.9O1.95 and La0.8Sr0.2CoO3 by ultrasonic spray pyrolysis. J Chem Eng Japan
48:238–244

256 S. Nii



58. Zhang Y, Huff LA, Gewirth AA, Suslick KS (2015) Synthesis of manganese oxide micro-
spheres by ultrasonic spray pyrolysis and their application as supercapacitors. Part Part Syst
Charact 32:899–906

59. Guo Y-X, Wu P, Cheng W-J (2015) Effect of boron doping on the optoelectronic properties of
nanostructure SnO2 thin film by ultrasonic spray pyrolysis on quartz substrate. J Mater Sci:
Mater Electron 26:4922–4929

60. Das H, Sakamoto N, Aono H, Shinozaki K, Suzuki H, Wakiya N (2015) Investigations of
superparamagnetism in magnesium ferrite nano-sphere synthesized by ultrasonic spray pyrol-
ysis technique for hyperthermia application. J Magn Magn Mater 392:91–100

61. Skrabalak SE, Suslick KS (2006) Porous carbon powders prepared by ultrasonic spray pyrol-
ysis. J Am Chem Soc 128:12642–12643

62. Arif AF, Balgis R, Ogi T, Mori T, Okuyama K (2015) Experimental and theoretical approach to
evaluation of nanostructured carbon particles derived from phenolic resin via spray pyrolysis.
Chem Eng J 271:79–86

Ultrasonic Atomization 257



Unsolved Problems in Acoustic Cavitation

Kyuichi Yasui

Contents
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
Main Oxidants (OH Radical, H2O2, and O Atom) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
OH Line Emission in Sonoluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Acoustic Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
Conclusion and Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290

Abstract
It has long been believed that the main oxidant created inside a bubble at the
bubble collapse in aqueous solutions under strong ultrasound is OH radical.
However, numerical simulations of chemical reactions inside an air bubble in
water indicate that the main oxidant is not always OH radical but sometimes H2O2

or O atom. The lifetime of O atom in the gas–liquid interface region is, however,
unknown partly due to unknown temperature in the region. It has been experi-
mentally reported that the upper levels of OH vibration are overpopulated inside a
sonoluminescing bubble compared to the equilibrium Boltzmann distribution
from the analysis of OH line spectra in SL. However, the reason is unknown
although it could be due to the excitation through chemical reactions. The
acoustic field inside a sonochemical reactor is also not fully understood because
bubbles strongly attenuate ultrasound and radiate acoustic waves into the liquid.
The spatial distribution of bubbles is strongly inhomogeneous. The number
density of bubbles temporally changes due to fragmentation, coalescence, and
dissolution. The liquid surface vibrates under ultrasound. The vibration of the
container’s wall also affects the acoustic field because acoustic waves are radiated
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from the vibrating walls. The bubble–bubble interaction on pulsation of a bubble
is also discussed.

Keywords
Main oxidant • OH radical • O atom • H2O2 • OH line emission • Nonequilibrium
distribution • Vibration of wall • Ultrasound attenuation • Damped standing
wave • Pulsed ultrasound • Liquid surface vibration • Bubble–bubble interaction •
Resonance frequency

Introduction

Ultrasonics are inaudible sound with its vibration frequency greater than 20 kHz
(sometimes, the sound with its vibration frequency greater than 10 kHz is called
ultrasonics for convenience). An acoustic wave (a sound wave) is a propagation of
pressure oscillation in the medium with the velocity of sound (Fig. 1) [1]. The sound
velocity in liquid water is about 1500 m/s, while that in air is about 340 m/s.

When a liquid is irradiated by a strong ultrasonic wave, the instantaneous local
pressure becomes negative at the rarefaction phase of the ultrasonic wave. The
negative pressure is a tension to expand the liquid element, which never occurs in
gas phase. When negative pressure occurs in liquid adjacent to a solid surface
(especially hydrophobic surface), gas bubbles are created at the solid surface (solid
surface could be that of motes or dust particles in solution). Bubbles are more easily
created at crevices of the solid, because inside a crevice the gas–liquid interface is
concave with regard to the gas phase. Then the Laplace pressure caused by the

Fig. 1 An acoustic wave (Reprinted with permission from Yasui et al. [1]. Copyright (2004) by
Taylor & Francis [http://www.informaworld.com])
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surface tension reduces the internal gas pressure. Thus the dissolution of gas into the
surrounding liquid is strongly retarded, and gas diffuses into the gas pocket in the
crevice at the rarefaction phase of ultrasound due to the expansion of the gas pocket
and decrease in the gas pressure [2].

Created bubbles repeat expansion and collapse according to the pressure oscilla-
tion of ultrasound. Sometimes the bubble collapse becomes very violent because of
the spherically converging geometry and the inertia of the inwardly moving liquid
[2]. The speed of such bubble collapse increases up to the sound velocity in the
liquid near the bubble wall [3]. Such the bubble collapse is called the Rayleigh
collapse. The creation and collapse of bubbles under ultrasound is called acoustic
cavitation.

At the end of the Rayleigh collapse, the temperature and pressure inside a bubble
dramatically increase up to a few thousand Kelvin and a few thousand atmospheric
pressure or more, respectively. It is because the work done on a bubble by the
surrounding liquid during the bubble collapse is mostly converted into the thermal
energy inside a bubble as the bubble collapse is so fast that thermal conduction
between the heated interior of the bubble and the surrounding liquid is not dominant.
As a result, water vapor and oxygen gas (if present) are dissociated inside the heated
interior of a bubble. Then, oxidants such as OH radicals, O atoms, H2O2, and O3 are
created inside a bubble. The oxidants diffuse out of the bubble into the surrounding
liquid, and solutes such as pollutants are oxidized by them. Such chemistry is called
sonochemistry. In addition, a faint light is emitted from a bubble as a pulse due to the
high temperature, which is called sonoluminescence.

In the present chapter, mainly three topics are discussed focusing on unsolved
problems in this field. One is the main oxidants created inside a bubble in water.
Numerical simulations have indicated that not only OH radicals and H2O2 but also
an appreciable amount of O atoms are created inside an air bubble. However, the
lifetime of O atom in liquid water as well as its role in sonochemical reactions is
unknown at present. Another is OH line emission in sonoluminescence. The topic is
on the non-Boltzmann distribution of the vibrational population of OH radicals. Is it
due to the nonequilibrium state of gas inside a bubble? Is it due to chemical
excitation of vibrational states of OH radicals? (Is OH line emission originated in
chemiluminescence?) The other is on an acoustic field. What is the influence of the
attenuation of an acoustic wave due to bubbles on an acoustic field? How about the
influence of acoustic radiation from vibrating walls of a container?

Main Oxidants (OH Radical, H2O2, and O Atom)

The main oxidant created inside a bubble in water under ultrasound has long been
believed as OH radical [4]. Here we discuss that the main oxidant is not always OH
radical but sometimes O atom and H2O2. In Figs. 2 and 3, the results of the numerical
simulation of the pulsation of an isolated spherical air bubble in water irradiated with
300 kHz and 3-bar ultrasound are shown [5]. A bubble expands during the rarefac-
tion phase of ultrasound and, violently, collapses during the initial compression
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phase (Fig. 2). At the end of the bubble collapse (Rayleigh collapse), the temperature
increases up to 5100 K (Fig. 3a). The density at the moment reaches 650 kg/m3

which is in the same order of magnitude as that of the condensed phase (liquid
density) (Fig. 3b). The pressure inside a bubble reaches 6 � 109 Pa (=6 GPa =
60,000 bar) at the moment. Most of water vapor and many of O2 are dissociated
inside the heated interior of a bubble, and many chemical products are created such
as H2O2, HO2, O, O3, HNO2, HNO3, H2, and OH radical (Fig. 3c). In this case, the
main oxidant is H2O2 according to the numerical simulation. In the present numer-
ical simulations, nonequilibrium effect of chemical reactions is taken into account.
Rates of chemical reactions are calculated using the modified Arrhenius equations.
Rates of backward reactions are also calculated. The chemical kinetic model used in
the present simulations has been partially validated by hydrogen flame studies
[6]. Furthermore, the present model of bubble dynamics including the chemical
kinetic model has been validated by the study of single-bubble sonochemistry for
which direct comparison between the numerical and experimental results is
possible [7].

The results of many numerical simulations of chemical reactions inside an air
bubble are summarized in Fig. 4 for various ultrasonic frequencies and pressure
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Fig. 2 The result of the numerical simulation on radius-time curve for one acoustic cycle (3.3 μs)
when the frequency and pressure amplitude of an ultrasonic wave are 300 kHz and 3 bars,
respectively. The ambient radius of an isolated spherical air bubble is 3.5 μm. The dotted line is
the acoustic pressure (plus the ambient pressure) as a function of time (Reprinted with permission
from Yasui et al. [5]. Copyright (2007), AIP Publishing LLC)
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amplitudes [5]. Rates of production of each oxidant as well as temperature inside an
air bubble are shown as a function of acoustic amplitude. The ambient bubble radius,
which is the bubble radius when ultrasound is absent, is assumed as 5 μm, 3.5 μm,
3.5 μm, and 1 μm for 20 kHz, 100 kHz, 300 kHz, and 1 MHz, respectively, as they
are the typical values for each frequency.

For 20 kHz and 100 kHz, the bubble temperature takes a maximum value at
relatively low acoustic amplitude and decreases as acoustic amplitude increases at
relatively high acoustic amplitude. It is because the amount of water vapor inside a
bubble increases due to larger expansion of a bubble [3]. Water vapor decreases the
bubble temperature due to its endothermic dissociation as well as its larger molar
heat than that of air. Thus we call a bubble filled mostly with water vapor a vaporous
bubble, while a bubble with negligible amount of water vapor is called a gaseous

Fig. 3 The results of the numerical simulation under the condition of Fig. 2 at around the end of the
bubble collapse. The horizontal time axis is only for 0.15 μs. (a) The bubble radius (dotted line) and
the temperature inside a bubble (solid line). (b) The pressure (solid line) and the density (dotted line)
inside a bubble with logarithmic vertical axes. (c) The number of molecules inside a bubble with
logarithmic vertical axes. (Reprinted with permission from Yasui et al. [5]. Copyright (2007), AIP
Publishing LLC)
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bubble. Then the results in Fig. 4 are summarized as follows. For vaporous bubbles,
the main oxidant is OH radical. For gaseous bubbles, on the other hand, the main
oxidant is H2O2 when the bubble temperature at the collapse ranges from 4000 K to
6500 K. When the bubble temperature is higher than 6500 K in gaseous bubbles, the
main oxidant is O atom. When the bubble temperature is higher than 7000 K, the
oxidants are strongly consumed inside an air bubble by oxidizing nitrogen [8].

By the thermal dissociation of H2O (H2O+ M ! OH + H + M, where M is the
third molecule), the amount of H atoms is expected to be created by the same amount
as that of OH radicals. However, the amount of OH radicals is much larger than that
of H atoms (Fig. 3c). It is because the production of OH radicals is not only by the
thermal dissociation of H2O but also by the following reactions: H2O + O ! OH +

Fig. 4 The results of the numerical simulations on the rate of production of each oxidant inside an
isolated air bubble per second estimated by the first bubble collapse as a function of acoustic
amplitude with the temperature inside a bubble at the end of the bubble collapse (the thick line): (a)
20 kHz and R0 = 5 μm. (b) 100 kHz and R0 = 3.5 μm. (c) 300 kHz and R0 = 3.5 μm. (d) 1 MHz
and R0 = 1 μm (Reprinted with permission from Yasui et al. [5]. Copyright (2007), AIP Publishing
LLC)
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OH, H2O + H ! OH + H2 and HO2 + H ! OH + OH [7]. In addition, H atoms
are also consumed by the reaction H + H ! H2.

In 1985, Hart and Henglein [9] suggested that the O atom created inside a bubble
may oxidize I� ion in an aqueous KI solution in which the mixture of argon and O2 is
dissolved. In their experimental results (Fig. 5), the amount of I2 production in
aqueous KI solution (2OH + 2I� ! I2 + 2OH�, and in the presence of ammonium
molybdate as catalyst H2O2 + 2I� ! I2 + 2OH�), is considerably larger than that
of H2O2 in pure water (2OH ! H2O2). Thus they concluded that there should be
some oxidant other than OH radical and H2O2. They assumed that it is O atom
(O + 2I� + 2H+ ! I2 + H2O). However, there has been no direct evidence on the
production of O atom in solution by cavitation bubbles.

Atomic oxygen (O atom) has eight electrons. Two of them are in the 1s orbitals.
Other two electrons are in the 2s orbitals. The rest of four electrons are in the 2p
orbitals when it is not highly excited (Fig. 6). The orbitals are characterized by the
quantum numbers n, l, ml, and ms, where n is the principal quantum number, l is the
orbital angular momentum, ml is the magnetic quantum number, and ms is the
secondary spin quantum number [10]. Orbitals are designated s, p, d, f, g
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corresponding to the orbital angular momentum l = 0, 1, 2, 3, 4, respectively. For an
orbital with n = 2 and l = 1, it is called 2p orbital. For n = 1 and l = 0, it is 1s
orbital. The number in front of the symbol for orbital angular momentum is the
principal quantum number. The magnetic quantum number (ml) can take the values
of �l, (�l + 1), . . ., (l�1), l. Thus for 2p orbital (l = 1), ml can take the values of
�1, 0, and 1. For each ml state, two electrons can occupy (up-spin (ms = 1/2) and
down-spin (ms = �1/2)).

When four electrons are in 2p orbitals, there are only three configurations as in
Fig. 6 [11, 12]. According to Hund’s first rule, the ground state is the configuration
with the highest multiplicity. Only for the configuration at the left side in Fig. 6, the

total spin angular momentum is nonzero (S ¼
X

ms

��� ��� ¼ 1
�
. Thus, this corresponds

to the ground state as the multiplicity is the highest as 3 (For the other two

configurations, the multiplicity is 1). The total orbital angular momentum (L ¼
X

li
where the summation takes for all the electrons of O atom) can take the values of 0, 1,
and 2 because the allowed values of the total angular momentum for the system of two
angular momenta of j1 and j2 are j = j1 + j2, j1 + j2-1, . . ., |j1-j2| according to quantum
mechanics [13]. It should be noted that the structure of two electrons in 2p orbitals is the
same as that of four electrons in 2p orbitals because the structure of four electrons is
equivalent to the closed-shell structure (six electrons in 2p orbitals as L = S = 0)
minus the structure of two electrons in 2p orbitals [12]. The orbitals for L = 0, 1, 2, 3, ..
are referred to as S, P, D, F, .. [14]. When there are two parallel spin electrons as in the
left side of Fig. 6, L = 2 is impossible due to Pauli’s exclusion principle because the
orbital angular momenta are also in parallel [15]. It is known that L = 0 is also
impossible for this case due to Pauli’s exclusion principle [12]. Thus, the ground
state of O atom is for L = 1 and designated 3P where the total spin angular momentum
S is coded in the form of 2S + 1 in the left superscript.

The first excited state of O atom is 1D, because with the same multiplicity of
1 (S = 0) the configuration with the highest total orbital angular momentum (L) has
the lowest energy (Fig. 6). For the first excited state, one of the 2p orbitals is empty.
Thus, it is more easy to undergo bond-forming addition reactions than the ground

Fig. 6 Electronic configurations of ground state, first excited state, and second excited state of
atomic oxygen. Two electrons in 1s state are omitted
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state O atom. For example, the following reaction with water molecules is known to
be very fast:

O 1D
� � þ H2O ! H2O2: (1)

The rate constant for the reaction (1) with H2O vapor is reported as 1:8� 0:8� 1010

L/(mol s) [16]. If the rate constant is the same for the same reaction in liquid water,
then the lifetime of O(1D) in liquid water is about 10�12 s = 1 ps. The diffusion

length of O atom in this lifetime is only about 0.1 nm which is estimated by 2
ffiffiffiffiffiffi
Dτ

p
where D is the diffusion coefficient of O atom in liquid water (109 m2/s is assumed)
and τ is the lifetime of O atom. Thus, O(1D) atom could be present only in the
gas–liquid interface region of a bubble (Fig. 7).

On the other hand, the ground state O(3P) is a selective oxidant because it rather
slowly reacts with molecules that have no unpaired electrons such as H2O because
such reactions violate the principle of spin conservation. With molecules that have
unpaired electrons, O(3P) rapidly reacts. However, detailed reactivity and synthetic
studies in solution are limited by lack of convenient and reliable methods for the
generation and detection of O(3P) [17].

With regard to OH radical, the lifetime in solution is determined by the following
reaction when the concentration of other solutes is not high:

OH þ OH ! H2O2: (2)

Fig. 7 Three regions for a cavitation bubble
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The rate constant is 5� 109 L/(mol s). Thus the lifetime of OH radical in solution is
determined by the concentration of OH radicals in this case. When [OH] is 5� 10�3

mol/L [4], the lifetime of OH radical is 4� 10�8s = 40 ns. When the concentration
of other solutes is high, the lifetime of OH radical in solution is determined by the
solute concentration. When it is 1 mol/L, the lifetime of OH radical in solution is
10�9–10�8 s = 1 ns – 10 ns because the rate constant is typically in the range of 108

to 109 L/(mol s). In the lifetime of 40 ns, the diffusion length of OH radical is about
10 nm. Thus OH radicals could be present only in the gas–liquid interface region
(Fig. 7).

With regard to H2O2, the lifetime in solution strongly depends on the kind of
solutes present. Without any solutes, H2O2 has a lifetime much longer than 30 min
determined by the rate of the following reaction [18]:

H2O2 ! 1=2 O2 þ H2O: (3)

In the presence of OH radical, the following reaction takes place:

OH þ H2O2 ! H2O þ O2
� þ Hþ (4)

The rate constant of the reaction is 2:7� 0:3ð Þ � 107 L/(mol s) [19]. When the
concentration of OH is 5� 10�3 mol/L, then the lifetime of H2O2 is 7.4 μs. As the
lifetime of OH is only 40 ns at this concentration, the time-averaged concentration of
OH should be much lower. If it is 10�6 mol/L, then the lifetime of H2O2 is as long as
about 40 ms. The diffusion length of H2O2 in this lifetime is about 10 μm. Thus
H2O2 could be present not only in the gas–liquid interface region but also in the
liquid region. If there are other kinds of radicals derived from solutes such as
methanol by the reaction with OH radicals, however, the rate constant for the
reaction of H2O2 is as high as 108–109 L/(mol s). Then the lifetime is as short as
that of OH radical.

Physical and chemical properties of the gas–liquid interface region of a cavitation
bubble are still under debate. Suslick et al. [20] suggested based on the experimental
results of the vapor pressure dependence of sonochemical reaction rate at 20 kHz that
the temperature of the gas–liquid interface region is as high as 1900 K. They also
numerically calculated the temporal and spatial evolution of the liquid-zone temper-
ature with a heat transport model. The model predicts a spatial and temporal average
liquid-zone temperature of 2730 K. Furthermore, it predicts the width and the
duration for the high temperature in the gas–liquid interface region as 200 nm and
2 μs, respectively. The author [21, 22] numerically calculated the temperature at the
gas–liquid interface region based on a simple model. The model predicts the
temperature at the gas–liquid interface increases up to the same order of magnitude
with the maximum temperature inside a bubble (a few thousand Kelvin). The
thickness and the duration for the high temperature region at the gas–liquid interface
are estimated as only 4–10 nm and 2–6 ns, respectively. Further studies are required
on this topic.
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Not only experimentally but also numerically, chemical reactions of radicals in
solution (liquid phase) have not yet been fully studied with regard to an acoustic
cavitation bubble (sonochemistry). With regard to advanced oxidation processes
such as O3/H2O2, ultraviolet light/H2O2, and ultraviolet light/TiO2, there are some
numerical studies on the chemical reactions of OH radicals in solution [23]. Numer-
ical simulations of chemical reactions in solution are required in sonochemistry.

OH Line Emission in Sonoluminescence

When H2 gas reacts with O2 gas in combustion, ultraviolet light is emitted by OH
radicals. The wavelength of the light is about 310 nm, which is called OH line
because the spectrum of the light is not continuum but a line (Fig. 8) [24]. The OH
line emission in sonoluminescence could be observed through a quartz flask because
the absorption of the light (310 nm) by a quartz flask is negligible (Fig. 9) [25].

There are two types in sonoluminescence [1, 26]. One is single-bubble sonolumi-
nescence (SBSL) which is the light emission from a single stable bubble trapped near
the pressure antinode of a standing ultrasonic wave in liquid by the acoustic radiation
force called primary Bjerknes force. In SBSL, pulses of light are emitted periodically
from a bubble with the period of ultrasound in a clocklike manner [27]. The other is
multibubble sonoluminescence (MBSL) which is the light emission from a lot of
bubbles in acoustic cavitation irrespective of standing or traveling ultrasonic waves.
In MBSL, multiple pulses of light are periodically emitted with a half period of
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ultrasound because the light is emitted at around each pressure antinode for which
pressure oscillation is in phase or in antiphase. It was reported that the OH line was
not observed in SBSL but observed in MBSL in aqueous solutions (Fig. 8).

From very dark SBSL, however, the OH line was observed with an exposure of
5 days to a spectrometer, while spectra could be observed with an exposure of
100 min from bright SBSL (Fig. 10) [28]. In a dark room, bright SBSL could be seen
with naked eyes like a star in a flask. Actually, the temperature inside a SBSL bubble
increases to about 10,000 K at the end of the bubble collapse, which is similar to the
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surface temperature of a star in the sky (the surface temperature of the sun is about
6000 K).

The OH line at about 310 nm in wavelength is emitted when electrons in the first
excited state (A state) of OH radical are de-excited to the ground state (X state). It is
called OH (A–X) band because both A and X states have various vibrational and
rotational states of OH (Fig. 11) [29, 30]. The ground state of electrons in a molecule
is usually labeled X, and the excited states are labeled A, B, C, . . .[13]. According to
quantum mechanics, vibrational states of a molecule are quantized as 0,1,2,3,. . .
(Fig. 11). The rotational states of a molecule are also quantized as J = 0,1,2,3,. . .,
while they are not shown in Fig. 11 because the rotational energy levels (10�4–10�2

eV) are much lower than that of the vibrational energy levels (0.1–1 eV) [14,
31]. The electronic energy levels are in several eV which correspond to the energy
of visible to ultraviolet light. The vibrational energy corresponds to the energy of
infrared light. The rotational energy corresponds to that of microwave. It should be
noted that the energy of electromagnetic wave (light) is hc/λ, where h is the Planck
constant (6.6� 10�34 J s), c is the speed of light (3.0� 108 m/s), λ is the wavelength
of light in meter, and 1 eV = 1.6 � 10�19 J.

In Fig. 11, the symbols Σ and Π show the total orbital angular momentum of
electrons as L = 0 and 1, respectively. The total orbital angular momenta of 2, 3, ..
are labeled Δ, Φ, .. as the Greek letters of Σ, Π, Δ, Φ, . . . correspond to S, P, D, F, ..
The left superscript shows 2S + 1 where S is the total spin angular momentum as in
the case of the atomic structure. The symbol “+” in the right superscript means that
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the wave function of electrons does not change sign by reflection on the plane
containing two nuclei of a molecule. (“-“means that the sign is changed.)

In 2010, Pflieger et al. [32] observed the emission from the third excited state
(C state) of OH by the transition to the first excited state (A state), which is OH(C 2Σ+

- A 2Σ+) band in the range of wavelength of 225–255 nm (Fig. 12). The band has

Fig. 12 Effect of the rare gas on the MBSL spectra from water at 20 kHz (a) and 607 kHz (b).
(Reprinted from Pflieger et al. [32], Copyright (2010), with permission from Wiley-VCH)
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never been observed in normal combustion, while it has been observed in discharge
in water vapor as well as γ-ray or electron irradiation of liquid water. Thus, Pflieger
et al. [32] suggested that OH was excited to the third excited state by collisions with
high-energy electrons created inside a bubble. It may be an evidence of the plasma
formation inside a bubble under the condition of MBSL. The plasma formation
inside a SBSL bubble in sulfuric acid has been experimentally confirmed by the
observation of the emission lines of Ar+ and O2

+ [33, 34]. The difference and the
similarity between SBSL and MBSL are still under debate and should be studied
further in future.

Pflieger et al. [32] also found that OH emission depends on the noble gas species
dissolved in water (Fig. 12). From Xe bubbles, the OH (C–A) band is stronger than
OH (A–X) band. On the other hand, from Ar bubbles, the OH (A–X) band is stronger
than OH (C–A) band. The reason may be the larger number of high-energy electrons
inside a Xe bubble due to lower ionization potential and higher temperature com-
pared to Ar caused by lower thermal conductivity of Xe resulting in a smaller
amount of thermal conduction from the heated interior of a bubble to the surrounding
liquid. Pflieger et al. [32] also found that OH line emission depends also on
ultrasonic frequency (Fig. 12). The detailed mechanisms are, however, still under
debate.

In 2012, Ndiaye et al. [35] in the same research group of Pflieger and Nikitenko
derived the vibrational population distribution of OH (A 2Σ+) from the analysis of
the OH (A–X) band in MBSL spectra (Figs. 13 and 14). They also reported the
dependence of the vibrational population distribution on ultrasonic frequency. They
concluded that the vibrational population distribution deviated strongly from the

Fig. 13 Normalized MBSL spectra from water sparged with argon at 10–11 �C for different
ultrasonic frequencies (Reprinted figure with permission from Ndiaye et al. [35], Copyright
(2012) the American Chemical Society)
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equilibrium Boltzmann distribution. It means that the vibrational population of OH
(A 2Σ+) is in nonequilibrium inside MBSL bubbles.

For equilibration, molecules and radicals need enough number of collisions
among them. The number of collisions necessary to provide equilibrium distribu-
tions from strongly perturbed thermodynamic states of an assembly of particles is in
the order of 10 for translational motion of particles [36]. It is in the order of 103 and
105 collisions for rotational and vibrational motion, respectively. For excitation and
dissociation of molecules and radicals, it is in the order of 107. For ionization, it is in

Fig. 14 Relative vibrational population distribution of the OH(A2Σ+) state as a function of
vibrational energy for different ultrasonic frequencies. The dashed line in figure (a) shows the
equilibrium Boltzmann distribution (Reprinted figure with permission from Ndiaye et al. [35],
Copyright (2012) the American Chemical Society)
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the order of 109. Inside a sonoluminescing bubble, the concentration of molecules
and radicals is in the same order of magnitude as that of the condensed phase (liquid
state) and about 3 � 1028 m�3. When the temperature inside a bubble is 104 K, the
average velocity of each molecule is about 3 � 103 m/s. Then, the frequency of
collision for each molecule or radical is about 5� 1013 s�1 = 1.4� 0.4� 10�18 m2

(cross section of a molecule or radical) � 3 � 103 m/s (mean velocity) � 3 �
1028 m�3 (number density). The time scale for the temperature change inside a
sonoluminescing bubble is in the order of 0.1 ns = 10�10 s. Thus, the number of
collisions of a molecule or a radical is about 5� 103 during the time. It is enough for
equilibration of translational and rotational motion of molecules and radicals. How-
ever, it may be insufficient for the equilibration of vibrational population of mole-
cules or radicals. Thus, it is possible that vibrational population distribution is in
nonequilibrium inside a sonoluminescing bubble.

According to the experimentally derived distribution of vibrational population of
OH (A 2Σ+) inside sonoluminescing bubbles in Fig. 14, the population increases as
the vibrational quantum number increases at relatively high quantum number. One of
the examples of such distribution is the Treanor distribution (Fig. 15) [37]. The
Treanor distribution is realized when the vibrational temperature is higher than the
translational temperature of molecules for anharmonic oscillator (molecule) with
decreasing energy interval between successive vibrational states for increasing
quantum number for vibration. In this case, excitation and de-excitation of vibra-
tional states of two colliding molecules are not in resonance when one of the
molecules is in highly excited state of vibration and the other is in much lower
energy state of vibration because the energy interval of successive states is quite
different between them due to anharmonic nature of molecular vibration. For the
excitation of the lower energy state of molecular vibration, not only the de-excitation
of highly excited vibrational state but also the decrease of the energy of the
translational motion is required. As a result, when the temperature of the transla-
tional motion is much lower than the temperature of the molecular vibration, the
upper levels of vibration are overpopulated compared to a Boltzmann distribution.
This is the Treanor distribution. There are some other similar distributions such as
Brau and Bray distributions [38–40].

Inside a sonoluminescing bubble, the vibrational temperature may become higher
than the translational temperature when a bubble re-expands after the violent col-
lapse because the translational temperature may decrease faster. Then, could the
Treanor distribution be realized during the re-expansion of a bubble after the violent
collapse? According to the numerical simulations by An and Li [41], however, the
OH emission is expected during the bubble collapse when the bubble internal
temperature increases (Fig. 16). Thus further studies are required on whether the
vibrational population distribution is really the Treanor one or not. If yes, why is the
translational temperature lower than the vibrational temperature?

One possibility is the excitation of vibrational states of OH by chemical reactions.
In this case, the electronic excitation of OH is also due to chemical reactions, and OH
emission is chemiluminescence. It is widely known that molecular vibration is
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preferentially excited through some kinds of chemical reactions [14]. According to
the numerical simulations of bubble pulsation by the author [3], the density inside a
sonoluminescing bubble is as high as that of the condensed phase (liquid phase).
When the temperature inside such a bubble is as high as 104 K, molecules including
electronically excited ones undergo many collisions. Then, non-radiative
de-excitation, for which the energy is transferred to heat instead of light, takes
place dominantly. It is called quenching. Thus, for strong radiative de-excitation,
much more molecules should be electronically excited than the molecules undergo-
ing non-radiative de-excitation (quenching). It may be only possible through chem-
ical reactions. For OH, the following chemical reactions could produce
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electronically excited OH (OH*): O + H + M ! OH* + M and OH + H + OH !
OH* + H2O [3, 42].

Flannigan and Suslick [43] reported that the rotational temperature is much lower
than the vibrational temperature of SO molecules which were determined from the
SO emission spectra of SBSL in sulfuric acid (Fig. 17). Furthermore, Pflieger
et al. [44] reported that the rotational temperature is significantly lower than the
vibrational temperature for C2 radicals which were determined from C2 emission
spectra of MBSL in aqueous t-BuOH solution (Fig. 18). The reason for the lower
rotational temperature is, however, still under debate and should be studied in future.

In MBSL, there are a variety of bubbles which have different temperatures at the
bubble collapse. Thus molecular emissions such as OH emissions could be from
bubbles of different temperatures. In addition, even for a specified bubble, the
temperature inside a bubble temporally changes dramatically (Fig. 3a). Thus the
molecular emissions from bubbles are possibly at different temperatures. It may be
one of the reasons for non-Boltzmann distribution for vibrational population of OH
inside a SL bubble. However, the increase of population with the increase of the
vibrational quantum number could not be explained by this effect. It suggests that
vibrational population inside an SL bubble is actually in nonequilibrium.

Fig. 16 The results of the numerical simulations for a Xe bubble in 20 �C water. (a) Optical
radiation power of the bubble vs. time, (b) energy spectrum of sonoluminescence, (c) temperature
vs. distance from the bubble center inside a bubble, and (d) absorption coefficient vs. distance from
the bubble center inside a bubble (Reprinted figure with permission from An and Li [41], Copyright
(2008) by the American Physical Society)
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Acoustic Field

The acoustic field in a sonochemical reactor is complex in general. The acoustic
cavitation bubbles strongly attenuate ultrasound and radiate acoustic waves into the
surrounding liquid by their pulsations. Furthermore, the bubbles move by acoustic
radiation forces. The speed of sound could be changed by the presence of bubbles. In
addition, the walls of the liquid container vibrate due to the pressure oscillation of
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ultrasound. As a result, the walls radiate acoustic waves into the liquid. The liquid
surface also vibrates under ultrasound. At the present stage, the whole system is not
fully understood both theoretically and experimentally.

Here, we discuss the role of the vibration of the container’s wall as well as the
attenuation of ultrasound by bubbles by the FEM calculations of an acoustic field in
a sonochemical reactor [45]. The basic equation is the wave equation (Eq. 5) with the
boundary condition (Eq. 6):

∇2p� 1

c2
@2p

@t2
¼ 0 (5)

@p

@n
¼ �ρ

@2un
@t2

(6)

where ∇2 ¼ @2

@x2 þ @2

@y2 þ @2

@z2 , p is the oscillatory component of the pressure, c is the

velocity of sound, t is time, n is the length in the direction perpendicular to the
boundary and is defined as positive in the direction into the liquid, ρ is the liquid
density, and un is the displacement of the boundary (wall) in the direction perpen-
dicular to the boundary. In the FEM calculations, the equations are expressed by an
integral equation as follows:

ð
V

W ∇2p� 1

c2
@2p

@t2

� �
dV þ

ð
Γ

W
@p

@n
þ ρ

@2un
@t2

� �
dΓ ¼ 0 (7)

where V is the total volume of the liquid, W is an arbitrary weighting function, Γ is
the boundary between the liquid and the solid (wall), and n is defined to be positive
in the direction into the liquid. The solution of Eqs. 5 and 6 (p and un) automatically
satisfies Eq. 7. It is an approximation that the solution of Eq. 7 (p and un) is regarded
as that of Eqs. 5 and 6, which is called the method of weighted residuals. The method
to solve Eq. 7 in the FEM calculations is described in Refs. [45, 46].

The calculations have been performed for a rectangular cell of 7 cm � 7 cm �
20 cm in internal dimensions filled with water at 20 �C [45]. The bottom of the cell is
a vibrating plate which vibrates at frequency of 100 kHz, and the spatial distribution
of its vibration amplitude has been assumed as a Gaussian distribution. At the center
of the vibrating plate, the vibration amplitude has the maximum value of 0.1 μm. The
liquid height is assumed as 13.9 cm unless stated, which is close to a resonance
height of 13.875 cm. As the boundary condition, the applied pressure is assumed as
zero (the free boundary condition) at the outer surface of the reactor’s wall and the
liquid surface. From the symmetry of the rectangular reactor, only 1/8 of the total
volume has been considered in the calculation.

In Fig. 19, the calculated spatial distribution of the acoustic amplitude (the
pressure amplitude) has been shown for the rigid wall and the glass wall (2 mm or
7 mm in thickness). The half width of the Gaussian distribution of the vibration
amplitude has been assumed as 5 cm, while the side length of the vibrating plate is
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7 cm. The white and black regions show the region of the highest acoustic amplitude
(pressure antinode) and that of zero (pressure node), respectively. At the liquid
surface, the acoustic amplitude is always zero (pressure node) and shown with
black line. At the vibrating plate at the bottom, it is a pressure antinode and shown
with white because in this calculations the liquid height is nearly that of resonance.
For the liquid container with thin glass walls (2 mm in thickness), the walls vibrate
nearly freely. Thus, the pressure amplitude near the wall is nearly zero (pressure
node) as seen in the middle of Fig. 19. For a thicker glass wall of 7 mm, on the other
hand, the vibration of the wall is much less. As a result, the acoustic amplitude near
the wall is not necessarily small although the vibration of the wall alters the acoustic
field from the pure stripes seen in the case of the rigid wall.

The acoustic field also depends on the material of the wall. The glass wall vibrates
more strongly than the stainless steel wall when the thickness of the wall is the same
(Fig. 20). In other words, the glass wall is freer than the stainless steel wall. As a
result, the acoustic amplitude near the glass wall is lower than that near the stainless
steel wall.

The acoustic field strongly depends on the attenuation coefficient of ultrasound.
At 100 kHz, the attenuation coefficient of ultrasound is only 2 � 10�4 m�1 without
any bubbles in liquid water. However, with some amount of bubbles, the attenuation
coefficient significantly becomes higher [47]. In Fig. 21, the calculated acoustic
fields are shown for various attenuation coefficients of ultrasound. In the present
calculations, the speed of sound in liquid water is assumed as constant, and its

rigid wall

centre:

20cm

13.9
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3.5 cm

Pa,max = 1.1 bar 1.4 bar 1.2 bar

glass wall
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glass wall
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Fig. 19 The calculated spatial distribution of the acoustic amplitude for rigid wall and glass wall.
The full width at half maximum for the Gaussian distribution of the vibration amplitude of the
vibrating plate at the bottom is 5 cm. The attenuation coefficient is 5 cm�1. The wall height is 20 cm,
while the liquid height is 13.9 cm (Reprinted from Yasui et al. [45], Copyright (2007), with
permission from Elsevier)
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change due to the presence of bubbles is neglected because it is negligible at 100 kHz
when the bubble volume fraction is less than about 0.01 [47]. Without any bubbles,
the acoustic field is strongly perturbed by the vibration of the wall as seen in the right
side of Fig. 21. The strongly vibrating wall radiates strong acoustic waves (ultra-
sound) into the liquid and strongly alters the acoustic field. As the attenuation
coefficient increases, the effect of the vibration of the wall becomes smaller because
the vibration amplitude of the wall decreases due to the decrease in acoustic
amplitude. When the attenuation coefficient is larger than about 0.05 m�1, the nearly
stripe structure of the acoustic field is recovered. The photograph of sonochemilu-
minescence from an aqueous luminol solution shows the spatial distribution of OH
radicals as well as H2O2 created by bubbles because the light emission is due to the
chemical reaction of luminol with OH radical and H2O2 [48]. The spatial distribution
of OH radicals reflects that of active bubbles. The spatial distribution of active
bubbles reflects that of acoustic amplitude. Thus the photograph nearly shows the
acoustic field. For the attenuation coefficient of 0.5–5 m�1, the calculated acoustic
field is similar to the spatial pattern of sonochemiluminescence because some
horizontal stripes of pressure antinodes are disconnected. It suggests that under the
experimental condition of sonochemiluminescence in Fig. 21, the attenuation coef-
ficient in a bubbly liquid water is in the range of 0.5–5 m�1. According to Dahnke
and Keil [47], the attenuation coefficient of 0.5–5 m�1 at 100 kHz corresponds to the
value for liquid water with the bubble volume fraction of 10�3–10�2.

In Fig. 22, the calculated results for the liquid height of resonance (13.875 cm) as
well as that of antiresonance (14.25 cm) at 100 kHz are shown for rigid walls. For the
both cases, the liquid surface corresponds to pressure node. For the case of reso-
nance, the vibrating plate at the bottom corresponds to pressure antinode. On the
other hand, for the case of antiresonance, it corresponds to the pressure node. Even
for the case of antiresonance, a clear stripe pattern of an acoustic field is seen,

stainless steel
wall 2mm

Pa.max=2.6 bar 2.7 bar

glass wall
2mm

Fig. 20 The calculated
spatial distribution of the
acoustic amplitude for
stainless steel wall and glass
wall. The full width at half
maximum for the Gaussian
distribution of the vibration
amplitude of the vibrating
plate is 16 cm. The attenuation
coefficient is 5 m�1

(Reprinted from Yasui
et al. [45], Copyright (2007),
with permission from
Elsevier)
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although the maximum acoustic amplitude of 0.9 bar is much lower than that of
1.7 bar for the case of resonance.

Without attenuation of ultrasound, an ideal standing wave is formed between the
vibrating plate and the liquid surface. At the pressure nodes, the acoustic amplitude
is exactly zero in an ideal standing wave. The distance between the successive nodes

Sonochemiluminescence
from an aqueous luminol
solution

glass wall
 7mm

glass wall
 7mm

glass wall
 7mm

Pa.max=1.2 bar

α = 5 (m–1) 0.5 (m–1) 2 x 10–4 (m–1)

3.0 bar 6.5 bar

Fig. 21 The calculated spatial distribution of the acoustic amplitude for glass wall for various
attenuation coefficients of ultrasound. The full width at half maximum for the Gaussian distribution
of the vibration amplitude of the vibrating plate is 5 cm. The photograph of sonochemiluminescence
from an aqueous luminol solution has been also shown for the corresponding half plane (Reprinted
from Yasui et al. [45], Copyright (2007), with permission from Elsevier)
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Fig. 22 The calculated
spatial distribution of the
acoustic amplitude for the
resonance liquid height
(13.875 cm) and the
antiresonance one (14.25 cm)
for the rigid wall. The bottom
plate vibrates spatially
uniformly. The attenuation
coefficient is 5 m�1

(Reprinted from Yasui
et al. [45], Copyright (2007),
with permission from Elsevier
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is a half wavelength of ultrasound. The distance between the successive node and
antinode is a quarter wavelength. With attenuation of ultrasound, the acoustic
amplitude at the nodes is nonzero except at the liquid surface. In Fig. 23, such an
acoustic field is shown although the physical condition is different from those in
Fig. 22. The solid line shows the pressure amplitude of ultrasound normalized with
the amplitude of the reflected wave at the liquid surface at the right end of Fig. 23 as
a function of the distance (x) from the vibrating plate in unit of kx/π where k is the
wave number of ultrasound. Such an acoustic field is called a damped standing wave
field [49]. A damped standing wave is composed of both traveling and standing
waves. The straight line in Fig. 23 shows the traveling wave component. The
percentage of the field which is the standing wave may be estimated by the following
quantity [50]:

Pant � Pnodð Þ
Pant þ Pnodð Þ � 100 % (8)

where Pant is the acoustic amplitude at the pressure antinode, and Pnod is that at the
pressure node (Fig. 23). The value depends on the distance from the vibrating plate
(or liquid surface) as seen in Fig. 23. The standing wave component is higher near
the reflector such as the liquid surface at the right end of Fig. 23. The standing wave
ratio (SWR) defined below may also be used to characterize the acoustic field [50]:

SWR ¼ Pant

Pnod

(9)

The SWR varies between one for pure traveling wave and infinity for pure
standing wave.
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One of the problems in the present FEM calculations is the neglect of acoustic
emissions from cavitation bubbles. In the presence of bubbles, the wave equation
(Eq. 5) should be modified as follows [51, 52]:

∇2p� 1

c2
@2p

@t2
¼ �ρl

X
i

Ni
@2Vi

@t2
(10)

where ρl is the liquid density, Ni is the number density of bubbles for a group i with
the same bubble radius, and Vi is the volume of a bubble for a group i. In general, Ni

and Vi are a function of the position ( r
!
) and time (t). The volume of a bubble is

related to the bubble radius (Ri) as Vi ¼ 4πR3
i =3. The bubble radius is calculated by

the Rayleigh–Plesset equation (Eq. 11) or its modified version (Eq. 12) [2]:

Ri
€Ri þ 3 _R

2

i

2
¼ 1

ρl
pg �

2σ

Ri
� 4μ _Ri

Ri
� p0 � p r,

!
t

� 	� �
(11)

where the over-dot denotes the time derivative (d/dt), pg is the pressure inside a
bubble, σ is the surface tension, μ is viscosity, p0 is the ambient static pressure, and

p r
!
, t

� 	
is the acoustic pressure which is the solution of Eq. 10:

1� Λþ 1ð Þ
_Ri

c

� �
Ri

€Ri þ 3 _R
2

i

2
1� 1

3
3Λþ 1ð Þ

_Ri

c

� �

¼ 1

ρl
1þ 1� Λð Þ

_Ri

c

� �
pB � p r

!
, t

� 	
� p0

� 	
þ Ri

cρl

dpB
dt

(12)

where Λ is an arbitrary constant which satisfies Λj j < c= _Ri

�� �� (Λ ¼ 0 for Keller
equation, andΛ ¼ 1 for Herring equation), and pB is the liquid pressure at the bubble

wall (pB ¼ pg � 2σ
Ri
� 4μ _Ri

Ri
).

Another problem is that in actual experiments, the liquid surface vibrates when
the liquid is irradiated by ultrasound (Fig. 24). According to Tuziuti et al. [53], when
the vibration amplitude of the liquid surface exceeds a quarter wavelength of
ultrasound, the sonochemiluminescence (SCL) intensity strongly drops. The reason
is probably the strong disturbance of a standing wave field by the liquid surface
vibration. However, the influence of the liquid surface vibration on an acoustic field
has not yet been fully studied as well as the physics of liquid surface vibration.

Another problem is the influence of pulsed ultrasound on an acoustic field.
According to Tuziuti et al. [54], the spatial distribution of SCL intensity is strongly
altered by using pulsed ultrasound (Fig. 25). With continuous ultrasound, the spatial
distribution of SCL intensity is strongly inhomogeneous (Fig. 25d). On the other
hand, with pulsed ultrasound (100 cycle On – 100 cycle OFF), the spatial distribu-
tion of SCL intensity is much more homogeneous (Fig. 25a). It is known that with
pulsed ultrasound, the number of large degassing bubbles is much less than that with
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continuous ultrasound. The radii of degassing bubbles are larger than the resonance
radius. Thus many of them are trapped at pressure nodes of a standing ultrasonic
wave. It is expected that the degassing bubbles strongly alter the acoustic field which
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results in the inhomogeneous spatial distribution of the SCL intensity. However,
detailed mechanism for the influence of degassing bubbles on the acoustic field has
not yet been fully studied.

Finally, the bubble–bubble interaction is discussed (Fig. 26). Each pulsating
bubble radiates acoustic waves into the surrounding liquid. It is like the sound
radiation from a vibrating plate. The influence of acoustic waves which radiated
from surrounding bubbles on the pulsation of a bubble is called the bubble–bubble
interaction. The strength of the bubble–bubble interaction may be characterized by
the following quantity named the coupling strength (S):

S ¼
X
i

1

di
¼
ðlmax

lmin

4πr2n

r
dr ¼ 2πn l2max � l2min

� � � 2πnl2max; (13)

where di is the distance between the bubble and another bubble numbered i, the
summation is for all the surrounding bubbles, lmin is the distance between the bubble
and the nearest bubble, lmax is the radius of the bubble cloud, n is the number density
of bubbles, r is the distance from the bubble, and it is assumed that lmax >> lmin in
the last equation. The coupling strength (S) can be experimentally estimated by
measuring the number density of bubbles (n) and the radius of the bubble cloud
(lmax).

The reason for the importance of this quantity is as follows. The pressure ( pi) of
an acoustic wave which is radiated from a pulsating bubble is given by Eq. 14:

Fig. 25 The photographic images of luminol sonochemiluminescence (SCL) at 152 kHz with
pulsed ultrasound repetition of (a) 100 cycle ON – 100 cycle OFF, (b) 1000 cycle ON – 1000 cycle
OFF, (c) 10,000 cycle ON – 10,000 cycle OFF, and (d) continuous wave (CW) ultrasound. The
exposure time for capturing the images was 3 min for (a), (b), and (c) and 1.5 min for (d) to equalize
the net irradiation time between different conditions (Reprinted figure with permission from Tuziuti
et al. [54], Copyright the American Chemical Society)
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pi ¼
ρl
ri

R2 €Rþ 2R _R2
� �

(14)

where ri is the distance from the bubble, and R is the instantaneous bubble radius. In
Eq. 14, however, the time delay effect due to a finite speed of acoustic propagation is
neglected. This approximation is valid only when the time delay (r/c) is much
smaller than the acoustic period. The total pressure (P) of acoustic waves from all
the surrounding bubbles is just the total sum of Eq. 14:

P ¼
XN
i¼1

pi ¼ ρl R
2 €Rþ 2R _R2

� � XN
i¼1

1

ri

 !
(15)

where it is assumed that the bubble radius is the same for all the bubbles. This
approximation as well as the approximation of the spatially homogenous distribution
of bubbles used in Eq. 13 is called the homogenous bubble-cloud approximation.
Under this approximation, Eq. 15 becomes Eq. 16 using Eq. 13:

P ¼ ρlS R2 €Rþ 2R _R2
� �

: (16)

Thus, it is proportional to the coupling strength S. Under this approximation,

p r
!
, t

� 	
in Eq. 12 is expressed as Eq. 17:

p r
!
, t

� 	
¼ �pa sinωtþ ρlS R2 €Rþ 2R _R2

� �
(17)

where pa is the pressure amplitude of ultrasound, ω is the angular frequency of
ultrasound, and t is time. Thus, the factor S characterizes the strength of the
bubble–bubble interaction and is called coupling strength of bubbles. In Fig. 27,
the results of numerical simulations under the approximation of Eq. 15 are shown for
the radius-time curves for various values of S. The bubble expansion is more
strongly suppressed by the bubble–bubble interaction for a larger value of S.

acoustic waves
radiated from bubbles

bubbles

ultrasound

Fig. 26 The bubble–bubble interaction. Pulsation of a bubble is influenced by acoustic waves
radiated by surrounding bubbles
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By linearizing Eq. 12 using the approximation of Eq. 17, the resonance frequency
of a bubble is derived as a function of S (Fig. 28). In Fig. 28, the resonance frequency
of an encapsulated microbubble used as a contrast agent in medical applications
(Albunex) is also shown. For both uncovered bubble (free bubble) and encapsulated
microbubble, the resonance frequency decreases as S increases above 105 m�1 due to
stronger bubble–bubble interaction.

Up to date, there has been no full numerical study of Eq. 10 taking into account
the nonuniform spatial distribution of bubbles; wide distribution of bubble size
(ambient bubble radii); movement of bubbles by radiation forces; temporal fluctu-
ation in the number density of bubbles by fragmentation, dissolution, and coales-
cence of bubbles [55]; vibration of the container’s wall [45]; vibration of the liquid
surface [53]; presence of large degassing bubbles [54]; etc. Such studies are required
in future as well as experimental measurements of acoustic fields.

Conclusion and Future Directions

It has long been believed that the main oxidant created by acoustic cavitation
bubbles in aqueous solutions is OH radical. According to the numerical simulations
[5], however, the main oxidant is not always OH radical but sometimes H2O2 and O
atom. For vaporous bubbles for which the main bubble content at the bubble collapse
is water vapor, the main oxidant is OH radical according to the numerical simula-
tions. On the other hand, for gaseous bubbles for which the main bubble content at
the bubble collapse is permanent gas such as air, the main oxidant is H2O2 when the
bubble temperature at the collapse ranges from 4000 K to 6500 K. When the bubble
temperature is higher than 6500 K in gaseous bubbles, the main oxidant is O atom.
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When the bubble temperature is higher than 7000 K in gaseous bubbles of air, the
oxidants are strongly consumed inside a bubble by oxidizing nitrogen. Up to date,
there has been no experimental confirmation on the presence of O atom in liquid
water produced by bubbles. As the lifetime of O atom is expected to be very short, it
may be only in the gas–liquid interface region of a bubble. In addition, the temper-
ature as well as pressure of the gas–liquid interface region at the bubble collapse is
still under debate. Numerical and experimental studies on the lifetime of O atom in
the gas–liquid interface are required in future.

The experimental observation of OH line emission in multibubble sonolumi-
nescence suggests that vibrational states of OH are in nonequilibrium inside a bubble
at the collapse. The upper levels of OH vibration are overpopulated inside a bubble
compared to the equilibrium Boltzmann distribution. Under some conditions, the
population increases as the vibrational quantum number increases at relatively high
quantum number. Such population could be realized when the translational temper-
ature is much lower than the vibrational temperature known as Treanor distribution.
Is the distribution of OH vibrational population inside an SL bubble really Treanor
distribution? If yes, why is the translational temperature is much lower than the
vibrational temperature? One possibility is that OH vibration is highly excited
through chemical reactions inside a bubble. In this case, OH line emission could
be due to chemiluminescence. Further studies are required on this topic.

The acoustic field inside a sonochemical reactor is not fully understood because
bubbles strongly attenuate acoustic waves and radiate acoustic waves into the
surrounding liquid. In addition, bubbles spatially move and the spatial distribution
of bubbles is strongly inhomogeneous. The number of bubbles temporally changes
by fragmentation, coalescence, and dissolution [55]. The vibration of the container’s
wall affects the acoustic field inside a sonochemical reactor because it radiates
acoustic waves into the liquid [45]. The liquid surface also vibrates under ultrasound,
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which influences the reflection of an ultrasonic wave at the liquid surface [53]. The
experiments using pulsed ultrasound suggest that large degassing bubbles strongly
alter an acoustic field [54]. Further studies are required on the acoustic field inside a
sonochemical reactor both experimentally and numerically.
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Abstract
Recent advances in nano-dimensional materials have been led by the develop-
ment of new synthetic methods that provide control over size, morphology, and
nanostructure. The sonoelectrochemical method, as a new environmentally
friendly strategy, which combines sonochemistry and electrochemistry, has
been proven to be a fast, simple, and effective route for shape-controlled synthesis
of nanomaterials. During the acoustic cavitation process, high temperatures,
pressures, and cooling rates can be achieved upon the collapse of the bubble,
which permit access to a range of chemical reaction space normally not accessi-
ble, allowing for the synthesis of a wide variety of unusual nanostructured
materials. It is commonly accomplished by applying an electric current pulse to
nucleate and perform the electrodeposit, followed by a burst of ultrasonic wave to
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remove the products from the sonic probe cathode. The shape and size of the
nanomaterials can be adjusted by varying the operating parameters which include
the ultrasonic power, current density, deposition potential, and ultrasonic versus
electrochemical pulse times as well as the pH, temperature, and composition of
the electrolyte in the sonoelectrochemical cell. Moreover, another setup that is the
immersion of a conventional electrochemistry cell into a fixed position in the
ultrasound bath is also introduced. Herein, we summarize the recent development
of sonoelectrochemical synthesis and characterization of novel nanomaterials,
including metals, semiconductors, polymers, and various nanocomposites. A
brief look is also taken into the future enabling developments in this field.

Keywords
Sonochemistry • Sonoelectrochemistry • Synthesis • Characterization •
Nanomaterials

Introduction

Nanomaterials have already revealed a great number of potential applications with
possible uses in touch screens, capacitors, spintronic devices, fuel cells, batteries,
sensors, transparent conductive films, high-frequency circuits, toxic material
removal, and flexible electronics because of their unusual optical, magnetic, elec-
tronic, and chemical properties [1]. There are a range of methods of producing
nanomaterials including radiation methods, thermal decomposition, vapor deposi-
tion, reduction in microemulsions, and hydrothermal methods [2]. Synthesizing
various types of nanomaterials, including noble metals, metal oxides, multi-
composition alloys and semiconductors, tuning over the crystalline structure of
such materials, and accurately controlling the shape, size, and composition of
composite materials have been developed. However, exploring new methods that
involve mild conditions and convenient operations for the preparation of nanosized
materials with desirable properties and controllable dimensions and morphologies is
still a great challenge to both synthetic chemists and materials scientists. It is hoped
that synthetic methods will not only expand the self-assembly of nanomaterials,
particularly in the fast-developing field of building large-scale and long-range
nanostructures from multicomponent and multidimensional nanomaterials, but also
lead to the discovery of novel physical and chemical properties of the materials
resulting from their geometrical characteristics.

Among a variety of approaches, the utilization of sonoelectrochemistry for
nanomaterials synthesis has been extensively examined over many years and is
now positioned as one of the most powerful tools in nanostructured materials
synthesis [3]. It is a fast and simple synthetic strategy for the fabrication of
nanomaterials and has received great success in the preparation of metals, alloys,
semiconductors, and conductive polymers. Sonoelectrochemistry emerged as a new
technique combing the sonochemistry and electrochemistry, becoming increasingly
important in the last decade. The variety of induced effects on electrochemistry
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processes by ultrasound waves can be attributed to the generation, growth, and
collapse of microbubbles in the electrolyte. Ultrasound irradiation also offers a
very attractive method for the shape-controlled preparation of various nanomaterials.
In recent years, it has shown very rapid growth in its application to materials science
due to its unique reaction effects. The advantages of this method include a rapid
reaction rate, the controllable reaction conditions, and the ability to form
nanoparticles with uniform shapes, narrow size distributions, and high purities. It
has been extensively used to generate novel materials with unusual properties,
because in many cases it causes the formation of particles with a much smaller
size and higher surface area than those reported by other methods. During the
reaction, high-temperature and high-pressure fields are produced at the centers of
the bubbles. The implosive collapse of the bubbles generates a localized hotspot
through adiabatic compression or shock wave formation within the gas phase of the
collapsing bubbles. The conditions formed in these hotspots have been experimen-
tally determined, with the transient temperature of ~5,000 K, pressure of
>1,800 atm, and cooling rates in excess of 1010 K/s [4]. Meantime, ultrasound is
not simply a source of activation; it also strongly influences the mass transport at the
electrode–solution interface. Sonication of electrochemical cell results in a mass
transfer enhancement and in activation of the surface of the working electrode. These
effects can lead to an acceleration of electrochemical processes, an increase of
electrolytic current, a change of the shape of voltammetric curves, and a change of
the yield of electrolysis. Electrochemical processes, however, can also be used to
synthesize and modify different components of these devices. Moreover, the activa-
tion (de-passivation) of the working electrode can enable to carry on preparative
electrolysis even in the case, where, without sonication, the process would be
hindered by adsorption of products on the electrode surface [5].

Mechanisms of Sonoelectrochemical Process

A number of different arrangements of the equipment have been used for the
introduction of the ultrasound irradiation into the electrochemical systems. The
two major sources of ultrasound utilized in electrochemistry are ultrasonic baths
and ultrasonic immersion horn probes. The first setup is the immersion of a conven-
tional electrochemistry cell into a fixed position in the ultrasound bath as shown in
Fig. 1. An ultrasonic bath will be familiar in its capacity to clean electrode surfaces
and assist dissolution. However, the power transmitted inside the electrochemistry
cell is low, and the results depend strongly on its positioning because the distribution
of the ultrasound field is not homogenous [6].

The most widely investigated setup is the introduction of an ultrasonic horn
system (often referred to as a sonic probe) directly into an electrochemistry cell
(Fig. 2). In these experiments, a titanium probe (usually at 20 kHz) acts both as a
cathode and an ultrasound emitter. The electroactive part of the sonoelectrode is the
planar circular surface at the bottom of the horn, and the immersed cylindrical part
into the electrolyte is covered by an isolating plastic jacket. The ultrasound probe is
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connected to a generator and a potentiostat using a pulse driver [7]. It is commonly
accomplished by applying an electric current pulse to nucleate and perform the
electrodeposition, followed by a burst of ultrasonic wave to remove the products
from the sonic probe cathode. This method is also called the pulsed sonoelectro-
chemical technique. The fundamental basis of the pulsed sonoelectrochemical tech-
nique for the production of nanomaterials is massive nucleation. At the cathode, a
pulse of current (or potential) reduces a number of cations, depositing a high density
of metal nuclei on the sonoelectrode surface, and the titanium horn works only as an

Fig. 1 The
sonoelectrochemical
deposition setup using a
conventional electrochemistry
cell under the ultrasonic bath

Pulse 
Drive

Potentiostat

Sonic Generator
and Amplifier

Titanium
Sonoelectrode

Counter
Electrode

Fig. 2 Schematic of the
pulsed sonoelectrochemical
deposition setup
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electrode during this time. This short electrochemical pulse is immediately followed
by a short pulse of high-intensity ultrasound that removes the metal particles from
the cathode surface and replenishes the double layer with metal cations by stirring
the solution. Sometimes, an interval period without current or ultrasonic vibrations
will be useful to restore the initial condition of the sonoelectrode surface. The
ultrasonic irradiation differs in this sonoelectrochemical process from its traditional
use as an energy source, because here it serves as a shaking element for the electrode.
In other words, its mechanical power is used instead of the chemical energy that is
used in sonochemistry to some extent. With the development of related techniques,
sonoelectrochemistry system has been improved accordingly to overcome many
limitations.

Sonoelectrochemistry allows the ultrasonic waves to be directed onto the
electrode surface and provides much more efficient power control. There are
also a number of environmental applications for sonoelectrochemistry, like the
treatment of industrial waste waters, and the enhancement of electroanalytical
techniques for the detection of pollutants and for process control, and improved
metal recycling. However, the preparation of nanomaterials is the most important
branch. Compared with the conventional methods, there are many advantages
using the sonoelectrochemical method. Powder material can be obtained with the
grain size in the nanometer scale while having a mass production; few restrictions
are applied for the shape and size of anode nanomaterials; ultra-fine powder
materials can be obtained in large quantities directly without subsequent complex
process; the process is flexible and easy to control with reduced environmental
pollution. Furthermore, this method can save energy and time and, thus, reduce the
cost of final products [8–10]. The most significant effects produced by an ultra-
sonic field on an electrochemical system include the following: (a) A general
improvement in hydrodynamics and the movement of species; (b) The alteration of
concentration gradients at various points in the reaction profile and the consequent
switching of kinetic regimes, with the resulting effect on mechanisms and
reaction products; (c) A cleaning and abrading effect on the electrode surface,
thus obviating fouling problems or altering the nature of any coatings that
manage to form; (d) Sonochemically induced reactions of intermediate species
that have been generated electrochemically; (e) The sonochemical formation of
species that react electrochemically in conditions where the silent system is
electro-inactive.

Up to now, plenty of nanomaterials have been prepared using the sonoelectro-
chemical method. The applications of sonoelectrochemistry to materials chemistry
are diverse and rapidly increasing. The current review will focus on the preparation
of nanomaterials using the sonoelectrochemical method, according to the related
literature published to date. The criterion for the classification of nanomaterials is
their chemical compositions. Thus, metals, semiconductors, polymers,
nanocomposites, etc. will be introduced in this review. It is expected that it would
provide a fundamental understanding of their basic principles and to demonstrate the
powerful and unique aspects of sonoelectrochemistry in nanostructured materials
synthesis.
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Development in Sonoelectrochemical Synthesis
and Characterization of Nanomaterials

The application of ultrasound in chemistry both for cleaning purposes and for
acceleration of existing is well established, as well as for the introduction of new
chemical reactions and processes. Nevertheless, in recent years the upsurges in the
field of sonochemistry and exploring new fields of application have been observed.
Hardcastle et al. [11] investigated the factors that dominated the presence and force
of cavitation events at the interface of a macro-electrode, based on an electrochem-
ical detection procedure using several models. It was found that a cavitation counting
process based on the electrochemical detection of interfacial cavitation allowed a
qualitative insight into the nature of interfacial and bulk cavitation processes. The
most extreme and violent processes were clearly observed at a very close distance to
the sound-emitting horn tip. They also compared the presence of interfacial cavita-
tion at the electrode–solution interface with sonochemical processes, which occurred
predominantly in the bulk solution phase. There was a correlation between the
electrochemically detected cavitation violence and the sonochemical activity using
a study of the sonochemical destruction of aqueous dilute cyanide solution (in 0.1 M
NaOH). Factors that govern the violence of interfacial cavitation appear to be
directly proportional to the factors that make cavitation in the bulk solution chem-
ically efficient. Indeed, sonoelectrochemical processes under these extreme condi-
tions may not only cause severe electrode surface erosion but also lead to the
breakdown of conventional erosion process at the electrode–solution interface. The
concept was applied to electrochemical reactions as well for the sonoelectrochemical
production of nanomaterials.

Metals

Nanosized metals have attracted considerable interests in various fields of chemistry,
because of their conspicuous physicochemical catalytic properties and their potential
applications in microelectronic, optical, electronic, magnetic, and biological devices.
The intrinsic properties of a metal nanostructure can be tuned by controlling its size,
shape, and crystallinity [12]. Therefore, it should be critical to develop an effective
preparation method of particles with well-controlled shapes and sizes. Sonoelectro-
chemical reduction of noble metal salts has many advantages over other traditional
reduction methods (e.g., sodium borohydride, hydrogen, and alcohol): no chemical-
reducing agent is needed, the reaction rates are reasonably fast. very small metal
particles are produced, and various shapes of nanomaterials can be obtained as well.

Copper was one of the first metals to be synthesized using pulsed sonoelectro-
chemical methods. In 1994, Reisse et al. made the first sonoelectrochemical setup for
the production of copper powders [13]. The sonoelectrochemical effects could be
explained on the base of different physical mechanisms such as acoustic streaming,
microstreaming and turbulence due to cavitation, and formation of microjets in the
course of collapse of cavitation bubbles. Haas et al. [14] synthesized copper clusters
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from an aqueous solution of CuSO4 using poly(N-vinylpyrrolidone) (PVP) as a
stabilizer. The as-prepared nanomaterials were systematically characterized. The
PVP was found to greatly promote the formation rate of copper particles and to
significantly reduce the copper deposition rate, thereby making monodispersed
copper nanoparticles. The authors could control the particle size by adjusting various
parameters such as current density, deposition, temperature, and sonic power and
improve the homogeneity of the copper particles. The results also showed that the
transfer rate of PVP-stabilized copper clusters from the cathodic vicinity to the bulk
solution played an important role in the preparation of the monodispersed
nanoparticles. It was proposed that the formation of the dendrites was accounted
for the “drying-mediated self-assembly of nanoparticles” theory.

Zin et al. [15] reported the production of platinum nanoparticles from aqueous
chloroplatinic solutions under galvanostatic conditions. The platinum nanoparticles
produced were spherical with an average grain size ranging from 10 to 15 nm. These
nanoparticles aggregated into secondary structures with a mean size ranging between
100 and 200 nm. It was observed that sonication enables the production of platinum
nanoparticles with high purity, controlled structure, and homogenous nanometric
crystalline size. The cathode efficiency for production of nanoparticles was also
calculated. Three-dimensional dendritic Pt nanostructures (DPNs) which were built
up by tens of primary nanoparticles with an average dimension of 3 nm were
synthesized when PVP was used as stabilizer with a diameter of about 30 nm,
which were produced with a current density of 10 mA cm�2, ultrasound intensity
of approximately 25 % of the rated power (about 20 W), and a reaction time of 1.5 h
as shown in Fig. 3 [16]. The size and morphology of the final product could be
controlled via simply adjusting the experiment parameters. The formation process of
the DPNs was carefully studied and characterized by transmission electron micros-
copy (TEM), high-resolution transmission electron microscopy (HRTEM), scanning
electron microscopy (SEM), energy-dispersive X-ray (EDX), and X-ray diffraction
(XRD), and a spontaneous assembly mechanism was proposed based on the exper-
imental results. The DPNs exhibited good activity for the electrooxidation of
methanol and for the electrochemical detection of glucose, making them potentially
useful in electrocatalytic applications such as in fuel cells or as biosensors. A major
fact to emphasize is the easy and cheap scalable preparation of versatile
nanomaterials with extraordinary properties.

Shaped silver nanoparticles with spheres, rods, and dendrites have also been
prepared by a pulse sonoelectrochemical technique from an aqueous solution of
AgNO3 in the presence of nitrilotriacetate (NTA) [17]. The effects of electrosonic
time on particle shape had been discussed. It was found that the concentration of
AgNO3 and NTA affected the shape of the Ag nanoparticles. There was no shaped
Ag nanoparticles formed without NTA. Well-dispersed spherical Ag nanoparticles
with a size of 20 nm, nanorod-structured Ag with a width of 10–20 nm in diameter,
and highly ordered dendritic nanostructured Ag were observed at the different con-
centration of AgNO3. Furthermore, Socol et al. used the same system (AgNO3 + NTA)
and proposed a model based on a suspensive electrode formation to explain the growth
of dendritic structures [18]. It was the nanoparticles suspended in solution that obtain
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the electrode potential, thus act as part of the electrode. In details, particles expelled
from the electrode surface as a result of the ultrasonic pulse into the solution where
they can remain suspended, and then the suspended particles were moved in the
solution by the sonic wave, hit the sonoelectrode, accept its potential, and travel back
to the solution. These charged silver particles acting as part of the cathode could cause
electrodeposition of silver ions and therefore grow. The major significance of this new
insight was the opening up of new possibilities for sonoelectrochemical synthesis of
the nanocomposite and core–shell materials.

Liu et al. have synthesized gold nanoparticles by a modified sonoelectrochemical
method [19]. In their work, the bulk gold substrate was served as the sacrificial anode
to obtain gold-containing complex solution. Then the bulk gold substrate was
replaced by a Pt electrode, and a cathodic overpotential was applied under sonication
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Fig. 3 TEM image in (a) low magnification, (b) high magnification, and (c) SEM image of DPNs;
inset in (c) is the FESEM at high magnification (Reprinted with permission from Ref. [16]. Copy-
right (2008) American Chemical Society)
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to synthesize gold nanoparticles. The ultrasonic irradiation was performed by using
an ultrasonic generator and was operated at 20 kHz with a barium titanate oscillator
of 3.2 mm diameter to deliver a power of 100 W. Size-controlled gold nanoparticles,
ranging from 2 to 15 nm in diameter, were prepared by authors. The particles size
increased with the increase of the cathodic overpotential applied. However, there
were some inconveniences in their reports. First, the gold precursor is the gold-
containing complex which was obtained from the oxidation of the bulk gold sub-
strate. Second, the working electrode must be replaced, which led to the relative
complicated operation and the low production. Moreover, developing the sonoelec-
trochemical method to synthesize gold nanoparticles in the absence of stabilizers was
still rarely concerned. Recently, Shen et al. reported a facile pulse sonoelectro-
chemical method to synthesize gold nanoparticles in the absence of any stabilizer
[20]. The gold nanoparticles were producedwith a current intensity of 16.3mA cm�2,
an ultrasound intensity of approximately 20W, and a reaction time of 1.5 h. When the
pH was 4, the uniform spherical gold nanoparticles with a diameter of about 20 nm
were obtained. It was shown that the pH value of the precursor solution had a great
effect not only on the size and shape of the Au nanoparticles but also on the dispersion
of the gold nanoparticles. Finally, horseradish peroxidase was immobilized on the
gold nanoparticles and fabricated a good biosensor response to H2O2.

Sonoelectrochemical method was used to realize the morphology-controlled
synthesis of palladium nanostructures at room temperature [21]. The reaction con-
ditions, such as the concentration, the molar ratio of reactants, and the pH value,
were investigated, showing that sonoelectrochemistry could control the formation of
the resultant samples. Palladium spherical nanoparticles, multi-twinned particles,
and spherical spongelike particles (SSPs) were prepared using hexadecyltrimethyl
ammonium bromide, PVP, and polydiallyldimethylammonium chloride as stabilizer,
respectively. A spontaneous assembly mechanism was proposed for the formation of
SSPs (Fig. 4). First, palladium ions were reduced by electricity to form palladium
primary nanoparticles on the electrode. Then, the palladium primary nanoparticles
were separated in the solution by ultrasonication. The primary nanoparticles could
spontaneously assemble together and form small SSPs. With the increase of time and
the continuous formation of primary nanoparticles, the small SSPs grew up
and finally formed spherical SSPs. In addition, under the ultrasonic condition, the
Ostwald ripening process was accelerated, which led to the small primary
nanoparticles in favor of the crystallite reorganization. Electrochemical results
demonstrated that the palladium SSPs nanostructures possessed excellent
electrocatalytic properties and could be of great potential for direct alcohol oxidation

Electricity Sonication Assemble Assemble

Ostwald ripeningPdCl4
2−

Electrode

Fig. 4 Schematic illustration of the formation of palladium SSPs (Reprinted with permission from
Ref. [21]. Copyright (2009) American Chemical Society)
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in alkaline media. The interconnected structure of palladium SSPs not only led to a
high surface area but also provided enough absorption sites for involved molecules
in a limited space.

Typically, zinc, nickel, and cobalt [9, 22] nanoparticles have also been success-
fully synthesized by pulsed sonoelectrochemical methods. Based on the tools and
methods available now, it is expected that the application of ultrasound in areas as
diverse as electroanalytical and synthetic electrochemistry will be beneficial, and
new innovative approaches employing the various mechanical and chemical effects
of ultrasound will result. With simple variations of reaction conditions and precursor
compositions, a myriad of nanostructured materials with controlled morphologies,
structures, and compositions could be successfully prepared by the application of
sonoelectrochemistry. In another report, tungsten nanoparticles with high melting
point have been synthesized by the sonoelectrochemical method [23]. A platinum
slice was used as the anode and a titanium alloy horn as the cathode. An ultrasonic
power density above the cavitation threshold of the electrolyte (about 500 kW m2)
was used. The ultrasound was pulsed with the duration ranging from 1 to 2 s. Due to
the electrochemical reaction and the cavitation effect of the ultrasound, the
iron–tungsten aggregates at the cathode were dispersed into the electrolyte, and
iron atoms were dissolved in the acidic environment. In this way, body–center–cubic
tungsten nanoparticles had been obtained by controlling the density of the electric
current, the ultrasound pulse period, and the amplitude. The method of direct
preparation by sonoelectrochemistry in a pressurized reactor can be utilized for
efficient formation of metal structures to produce high-quality products in large
quantities allowing further scaling and not requiring any aggressive chemicals.
Therefore, it presents an environmentally benign method possibly attractive for
industrial preparation.

Nanoparticles of very reactive metals with a high negative reduction potential, e.
g., magnesium and aluminum, can also be synthesized using sonoelectrochemistry.
No active reducing agents are known to reduce such active metals whose standard
reduction potentials are negative. It is therefore clear that only electrolytic methods
can lead to the reduction such as sonoelectrochemistry. Moreover, the present
method is considered a promising technique for the fabrication of a large amount
of nanometal particles. In 2008, 4 nm-sized and well-dispersed metallic magnesium
particles were prepared by the sonoelectrochemical method, in which a plastic bag
was used to avoid oxidation in the case of reactive metals [24]. In order to increase
the ionic conductivity of the ether-based Grignard solutions, AlCl3 was added to the
solution in their contributions, in which the formed MgCl+ in the reaction was an
electrochemically active species. The Mg deposition was carried out using two
different electrolyte solutions based on Grignard reagents (EtMgCl and BuMgCl)
in ethers (tetrahydrofuran (THF) and dibutyl diglyme (DBDG)). The product effi-
ciencies in THF and in DBDG were different at 41 % and 33 %, respectively, which
might be ascribed to the difference in solution viscosity. Similarly, Mahendiran
et al. also prepared aluminum nanoparticles with the similar experiment [25]. TEM
analysis showed that the prepared aluminum nanoparticles ranged from 10 to 20 nm
in size, and EDX results confirmed that the surface of the material was mainly
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composed of aluminum. The selected area electron diffraction pattern showed the
formation of ring patterns, which inferred the polycrystalline behavior of the mate-
rials and confirmed that the metal is Al. It should be noted that the current pulse used
in the synthesis of aluminum and magnesium nanoparticles is much longer than
those commonly used in the other nanometal synthesis (the duration of the current
pulse was 600 s, and the off time of the current pulse was 60 s. The duration of the
ultrasonic pulse was 240 ms. The ultrasound power intensity was 76 W). Maybe
there is still space to improve in these studies.

Nanoalloys

The sonoelectrochemistry technique has been applied to the synthesis of binary and
ternary alloyed nanopowders. Pure, binary and ternary alloyed iron, cobalt, and
nickel nanopowders were obtained and characterized by Delplancke et al. [26] using
a simple and inexpensive method. Binary and ternary alloys were deposited
galvanostatically at 8,000 A m�2 and particles with a mean diameter of 100 nm
were produced. Their composition and homogeneity were easily controlled by
selecting the electrochemical and ultrasound parameters. It is worth noting that
samples sonoelectrochemically prepared were different from that sonochemically
prepared, which were studied by Mossbauer spectroscopy. Dabalá et al. presented a
study on the synthesis of cobalt–iron alloy nanoparticles (Co65Fe35) using the
sonoelectrochemical method to combine metallic electrodeposition with power
ultrasound [27]. Temperature has an obvious influence on electrode kinetics, and
the potential E is known to be temperature dependent. In these experiments, the
temperature of the bulk solution was controlled and never rose above 298 � 1 K
during the sonoelectrochemical ran. The smallest particles had a mean dimension of
about 5 nm, exhibited a bcc structure and strongly aggregated in three-dimensional
clusters of about 300 nm. It was found that the faradaic yield was mainly affected by
both the current density and the time management; the cathode efficiency was high
and remained over 50 % or applied currents lower than �20 mA, but as the applied
current increased by 50-fold, the cathode efficiency decreased tenfold.

Gold–silver alloy nanoparticles were also prepared by a novel sonoelectro-
chemical method from their bulk substrates without addition of any stabilizer due
to their universe applications [28]. First, a silver substrate was roughened by a
triangular wave oxidation–reduction cycle (ORC) in an aqueous solution containing
HCl. Silver-containing complexes were found in the solution after the ORC treat-
ment. Then a gold substrate was subsequently roughened by the similar ORC
treatment in the same solution containing the silver complexes. After this procedure,
Au- and Ag-containing complexes were left in the solution. Then the Au working
electrode was immediately replaced by a Pt electrode, and gold–silver alloy
nanoparticles, with the mean diameter of 5 nm and the content of Ag in the alloy
nanoparticles being about 18 mol%, could be obtained at a cathodic overpotential of
0.6 V from the open circuit potential of ca. 0.75 V versus Ag/AgCl applied under
sonification. The ultrasonic irradiation was performed by using an ultrasonic
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generator and operated at 20 kHz with a barium titanate oscillator of 3.2 mm
diameter to deliver a power of 100 W. The nature of the alloy was characterized
by XPS. Variable contents of metal in alloy nanoparticles and size-controlled alloy
nanoparticles could be easily synthesized by sonoelectrochemical reduction
methods. The new sonoelectrochemical method has since been employed to produce
numerous pure metals or alloy nanopowders with many advantages; however, to
further improve the performance, how to synthesize higher-quality nanocrystals with
morphology tunable is still a critical issue in this field.

Semiconductors

Semiconductor nanomaterials with superior characteristics of electronic, mechani-
cal, optical, and transport nature are the foundations of modern electronics, finding
applications in photochemistry, in dye-sensitized solar cells, in analog-integrated
circuits, in the photocatalytic treatment of chemical waste, and so on [29]. One of the
best bulk thermoelectric materials at room temperature are alloys of A2

VB3
VI binary

compounds such as Bi2Te3, Sb2Te3, Bi2Se3, which are doped with trace amount of
other elements. This makes Bi2Se3 a good target material for developing
heterojunction nanowires that have good potential to improve thermoelectric prop-
erties. Qiu et al. presented an alternative sonoelectrochemical route for the formation
of striped Bi2Se3 nanowires [30]. The work was based on a previous setup using
current densities in the range of 35.4–53.0 mA cm�2. A nanowire junction with
sharp interface could be clearly observed from the TEM image after a reaction of
15 min (Fig. 5a, b). It was confirmed that the heterogeneous nanowire was composed
of two distinct phases of Bi2Se3. Moreover, a more exciting multijunction nanowire
was found in the longer-sonicated samples, producing distinct phases within the
nanowires. In this step, the solution was continuously sonicated for 1–3 h. The
ultrasound pulse on/off ratio was 9:1 using a 0.6 cm diameter Ti horn at 20 kHz and
60 W cm�2. The length of each phase is about 30 nm (Fig. 5c, d). The fabrication of
one-dimensional superlattices in nanowires under ambient conditions was realized,
and such nanowires were important to enhance the thermoelectric figure of merit.

Furthermore, highly uniform, single-crystalline, and pure PbTe nanorods with a
diameter in the sub-10-nm regime were successfully prepared using NTA as stabilizer
through a sonoelectrochemical method under ambient conditions (Fig. 6) [31]. The
sonoelectrochemical method could achieve one-dimensional morphous control with-
out any template, thereby practically overcoming the limitation of generating nanorods
with diameters below 10 nm. Basically, the synthesis of PbTe nanorods consists of two
steps: first, the electrodeposition of PbTe on the surface of the Ti sonication horn and,
second, the dispersion of the PbTe nuclei into the solution by pulsed sonication. Pb2+/
NTA ratio played a key role in the synthesis of PbTe nanorods. Figure 6f showed that
with very low concentrations of Pb2+ (2 mM), only spherical particles were observed
and the increase in the concentration of Pb2+ ions caused the spheres to grow and
rod-shaped morphologies to be formed. These very thin and cubic PbTe nanorods are
promising building units for future thermoelectric devices.
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Mancier et al. prepared Cu2O nanopowders by ultrasound-assisted electrochem-
istry with a potentiostatic setup [32]. To produce nanopowders with control of the
synthesis reaction, a classic three-electrode electrochemical setup with the sonotrode
as the working electrode was employed. The reference electrode was a saturated
mercury sulfate electrode (SSE). The work was based on a previous voltammetric
study which showed that at an applied potential ranged between �0.65 and �1.0 V
(vs. SSE). It was confirmed that only Cu2O was formed, while there was neither
metallic copper nor CuO formed at these potentials. Electron microscopy and
centrifugation studies indicated that the powders consist of agglomerates of grains

Fig. 5 (a) TEM image of a heterostructured Bi2Se3 nanowire. (b) HRTEM image of the
heterojunction; the lattice spacing of phase 1 is 0.273 nm which corresponds to the [211] plane of
the orthorhombic phase; the lattice spacing of phase 2 is 0.354 nm, which corresponds to the [001]
plane of the hexagonal phase. (c) TEM of bismuth selenide multiple-heterojunction nanowire with
periodic phase boundaries; the thickness of the nanowire is 29.2 nm, and the aspect ratio is 13.2. (d)
HRTEM of the nanowire junction; lattice constant of phase 1 corresponds to orthorhombic Bi2Se3
along the [211] direction; the lattice constant of phase 2 corresponds to hexagonal Bi2Se3 along the
[001] direction (Reprinted with permission from Ref. [30]. Copyright (2004) American Chemical
Society)
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and isolated particles, which have a mean diameter of 8 nm. The specific surface
areas determined by Brunauer–Emmet–Teller model are very high with a value close
to 2,000 m2 g�1. The results showed that sonoelectrochemical methods have the
potential to produce nanometer-scale semiconductive metal oxides.

Very recently, high-photoluminescent, water-soluble CdTe quantum dots were
conveniently synthesized without precursor preparation and N2 protection [33]. The
mechanism of formation could be explained as follows: firstly, the Cd2+ and TeO3

2�

diffused toward the surface of the sonoelectrode; secondly, the TeO3
2� ions were

reduced to Te2� by a controlled electric pulse; the Te2� combined with Cd2+ to form
CdTe nanoparticles immediately on the electrode surface; and then the CdTe
nanoparticles were removed from the electrode surface by ultrasonic pulse.

Fig. 6 (a) TEM image of PbTe nanorods prepared by sonoelectrochemistry at room temperature
for 30 min. (b) Enlarged TEM image of PbTe nanorods prepared under identical conditions. (c)
TEM image of a nanorod obtained after 45 min of reaction. d TEM image of a nanorod obtained
after 1.5 h of reaction; the inserted selected area electron-diffraction pattern indicates the single-
crystal nature of the shown nanorod. (e) HRTEM image of PbTe, a nanorod indicating the (200)
lattice plane spacing. (f) Spherical PbTe nanoparticles synthesized under a low concentration of
Pb2+ ions (2 mM) (Reprinted with permission from Ref. [31]. Copyright (2005) Wiley-VCH)
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With the amount of primary CdTe nanoparticles increasing in the electrolyte, the
Ostwald ripening exhibited as the dominant mechanism (Fig. 7). More importantly,
because of the fast reduction for Te4+ to Te2� occurred to supply the rapid nucleation
of quantum dots on the sonoelectrode, no N2 was used. The experimental results
showed the photoluminescence emission wavelength and quantum yield of the
water-soluble CdTe quantum dots could be effectively controlled by adjusting the
synthetic parameters. In details, with the reaction time increasing, the photolumi-
nescence peaks shifted to longer wavelengths; the photoluminescence quantum yield
increased with the increase of reaction time due to the improvement of the crystal-
lization and annealing effect of defects. However, further reaction resulted in a
decrease in quantum yield due to broad distribution and relatively small surface/
volume ratio of the obtained quantum dots. The red shift of the photoluminescence
peak also occurred with the increase of current pulse width; when the current pulse
width increased to 0.5 s, the highest photoluminescence quantum yield was
obtained. However, as the current pulse width continued to increase, the CdTe
nanoparticles formed on the sonoelectrode became larger but more surface defects
occurred, resulting in lower photoluminescence quantum yield due to the production
of the electronic traps. Such method can be expected to prepare more quantum dots
as promising building blocks in solar cell, photocatalysis, sensors, and so on.

Self-ordered arrays of TiO2 nanotubes of 30–100 nm in diameter and
300–1,000 nm in length could be rapidly synthesized under an applied potential of
5–20 V, with ultrasonic waves irradiated onto the solution to enhance the mobility of
the ions inside the solution [34]. Briefly, nanotubular TiO2 arrays were formed by
anodization of the Ti foils in 300 mL of electrolytic solution using ultrasonic waves
(100 W, 42 kHz). It was said that collapse of a cavitation bubble on or near to a solid
surface generated a powerful liquid jet targeted at the surface during the reaction.
This effect increased mass flow through the nanotubular surface and thus increased
the rate of formation of the nanotubes. On the other hand, the formation of the
nanotubes using conventional magnetic stirring was retarded by the formation of a
double layer and diffusion-limited transport of the species. A better quality of
nanotubes could be obtained through the sonoelectrochemical method, because the
mass transfer throughout the process was uniform. The TiO2 nanotubes synthesized

Electricity

Cd2+

CdTe

Electorde Electorde
Sonication Refluxing

95°C
Electorde

TeO2−
3

Fig. 7 The formation of CdTe quantum dots via sonoelectrochemistry (Reprinted with permission
from Ref. [33]. Copyright (2014) Elsevier)
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through the sonoelectrochemical route were then tested for photoelectrocatalytic
generation of H2 using water splitting and were found to have better activity than the
nanomaterials prepared by the magnetic stirring technique due to the special
structure.

MoS2 has attracted a lot of attention for its promising semiconducting character-
istics and potential applications in nanoelectronics and optoelectronics, as well as in
energy storage and conversion. Mastai et al. exploited ultrasonic excitation, involv-
ing local bursts of very high temperature in and around collapsing bubbles (cavita-
tion), to synthesize closed fullerene-like structures of MoS2 by electrodeposition
from thiomolybdate solutions onto an ultrasonic probe at room temperature
[35]. The particles are typically several tens of nm in size, and most of the particles
have sizes which are the same order of magnitude in all three dimensions according
to the TEM results. Such closed structures usually require high temperatures for their
formation to provide the high energy needed for their closure. While the combination
of electrochemical and sonic processes facilitated the formation of fullerene-like
structures. Either electrodeposition or ultrasonic irradiation alone results in X-ray
amorphous Mo-S products, but the combination of both gives well-crystallized
closed structures of MoS2. It is promising to prepare atomically thick
two-dimensional MoS2 based on the above method which is a conceptually new
class of nanomaterials. A series of semiconductors has been developed using
sonoelectrochemistry, with the rapid heating and cooling of nebulized droplets that
can easily create the rapid nucleation required. It is also desirable to develop more
general synthetic routes to grow a broader range of semiconductor nanomaterials.

Conducting Polymers

Polymers, especially conducting polymers, exhibit not only electroconductivity but
also unique optical and chemical properties [36]. The diversity of the properties
exhibited by conducting polymers suggests that these materials can be used in
numerous technological applications. Conducting polymer nanomaterials including
polyacetylene, polypyrrole, polythiophene, polyaniline, and their derivatives can be
synthesized through chemical or electrochemical routes. Chemical reactions usually
produce powdery nanomaterials and can be easily scaled up; on the other hand,
electropolymerization restricts the reactions on the surfaces of electrodes, and the
nanostructures of conducting polymers are usually deposited on the electrode surface
as films. Applications of ultrasound to materials chemistry have been further
extended to polymers as well. The potential benefit of sonoelectrochemistry com-
bining both sonochemistry and electrochemistry will facilitate the preparation of
size- and shape-controlled conducting polymer.

Reyman et al. studied the effect of an ultrasonic field of 530 kHz frequency
through a ceramic disk transducer mounted on a stainless steel plate on the electro-
deposition of polythiophene in an acetonitrile solution using lithium perchlorate as
background electrolyte [37]. Electrolysis was carried out at a constant temperature of
20 �C. As can be seen in Fig. 8, the surface obtained with ultrasound showed a more
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compact and homogenous morphology than that obtained without irradiation. This
result could be explained by two parallel phenomena. The first was the diffusion of
electroactive species to the electrode surface. In this case, the electropolymerization
process was controlled by charge transfer and not by diffusion of the species from the
bulk to the electrode–solution interface. The second phenomenon referred to other
effects such as the formation of microflows close to a surface. The impact of
microbubbles on the electrode surface caused the elimination of the points with
the greatest energy, thus producing a certain cleaning of the surface, i.e., leveling all
the surface and increasing its homogeneity. Moreover, they performed the sonoelec-
trodeposition of the polymer in the presence of the fluorophores Harmane (1-methyl-
9H-pyrido[3,4-b]indole) or BCCM (9H-pyrido[3,4-b]indole-3-carboxylic acid
methyl ester), while the films generated in the absence of ultrasound showed no
fluorescence.

Ganesan et al. [38] reported the synthesis of polyaniline nanoparticles by oxida-
tive polymerization using the sonoelectrode as anode without any costly dopants or
surfactant. In the synthesis, a constant potential pulse of +1 V (vs. Ag/AgCl/3 M
NaCl) was applied to a solution of 75 mL of 0.5 M aniline and 0.5 M HCl for 2 h.
The duration of the potential pulse was 8,000 ms, and the off time of the potential
pulse was 800 ms. The ultrasound power intensity was 76 W. Infrared and UV–vis
spectra confirmed the formation of polyaniline nanostructures. Electron microscopy
showed morphology of large particles with a diameter of 2–4 μm was made up of
tiny polyaniline nanoparticles with an average size of 20–40 nm. The tiny
polyaniline nanoparticles might be caused by the sonoelectro-pulse, which were
nucleated and removed from the surface of the electrode. The resultant nanomaterial
exhibited high capacitance, because the electrochemical utilization of the active
nanomaterial on the electrode was responsible for a higher electrochemical activity,
which benefited from the advantages of electrochemical technique.

Atobe et al. [39] reported the synthesis of nanosized poly(N-methylaniline)
(PNMA) by the use of a pulsed sonoelectrochemical method (Fig. 9a). The platinum

Fig. 8 SEM surface micrographs of polythiophene film obtained in 0.3 M thiophene and 0.03 M
LiClO4 in acetonitrile solution on tin oxide. (a) Without ultrasound, (b) with ultrasound (Reprinted
with permission from Ref. [37]. Copyright (2007) Elsevier)
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anode surface was positioned vertically to the propagating direction of ultrasonic
waves. It was said that this arrangement overcame the drawback related to the use of
an ultrasound horn in oxidation process. The experiment was carried out under a
constant potential pulse of 0.75 V (vs. saturated calomel electrode) to the platinum
electrode in an aqueous solution of methylaniline in HClO4. The sonic pulse had a
power of 31 W cm�2 with a duration of 5 s. PNMAmicrospheres were obtained, and
the subsequent sonication had the sole role of ablating the microspheres from the
anode surface and did not break them (Fig. 9b). When the electric pulse width was
fixed during the sonoelectrochemical synthesis, the size of the spheres was well
controlled and depended on the electric pulse width. This result suggested that the
effective removal of the deposit from the anode by the sonic pulse occurred before
the next electric pulse, thus preventing further growth of spheres. The redox prop-
erties of their solution-cast film on an indium tin oxide electrode were then inves-
tigated. The results revealed its high activities which might be ascribed to the
effective charging and discharging of spheres. Thus it is expected that this new
methodology will make a significant contribution not only to polymer chemistry but
also to various device technologies.

Polypyrrole is one of the most studied conducting polymers due to its high
electronic conductivity, good stability in air and aqueous media, and ease of prep-
aration by either chemical or electrochemical polymerization. Dejeu et al. presented
electrochemical synthesis of polypyrrole films under high-frequency sonication
[40]. It was the first time to show that electrochemical polymerization of polypyrrole
under high-frequency sonication (500 kHz) was possible on Si substrates, overcom-
ing the problem to destroy the polymer film electrodeposited on substrate under
20 kHz sonication. The transmitted acoustic power was equal to 7.8 W. Systematical
comparisons were made between the samples obtained with and without sonication.
Important film parameters such as thickness, roughness, morphology, and adhesion
were explored to observe the effects of sonication. SEM and mechanical probe
profiling showed that sonication led to less rough and more homogenous surface
structure. It was shown that the adhesion forces between sonicated polypyrrole films
and Si substrates were very weak tested by atomic force microscopy, indicating that
sonicated polypyrrole films were good candidates for applications in robotics since
micromanipulation of robots needs the reduction and the minimization of adhesion
forces between the micro-objects and the gripper.

In common, the wanted charge quantity under sonication is reached much faster
than in silent conditions. The improvement of the mass transfer toward the electrode
under sonication can be explained by the propagation of the ultrasound mechanical
wave that creates a global convection within the liquid medium due to the energy
losses. Therefore, it will increase mass transfer of the monomers in solution to the
electrode. Moreover, an interface collapse of cavitation bubbles becomes asymmet-
ric, and the formation of violent microjets directly toward the working surface
enhances mass transfer to the electrode, allowing its activation by impingement.
The monomers are thus brought to the electrode interface more efficiently, and
electropolymerization is facilitated. Further work is needed in order for
as-prepared polymers to become a successful class of multifunctional material.
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Nanocomposites

In the last few decades, huge efforts have been made to synthesize versatile
nanocomposite structures. In such systems, not only each component usually retains
its original properties; new properties can also be attained by combining several
materials. These nanomaterials prepared by various fabrication methods are widely
employed in applications like biomedicine, electronics, optics, electrochemical energy
conversion and storage, solar energy harvesting, and so on [41]. Nanocomposites, i.e.,
composite materials with one or more nanostructured components, containing hierar-
chically structured nanoparticles with single-particle precision may pave the path for
next-generation nanodevices to meet the demands of future technologies. To obtain
targeted functional nanocomposites, it is requisite not only to select the right
nanoparticles as building blocks but also to develop approaches to assemble these
artificial atoms over multiple length scale and, moreover, to be able to apply these
approaches for nanoparticles with controlled shape, size, crystallinity, and functionality
rather than the random mixtures. Therefore, this area of study within nanoscience still
presents significant challenges for research before the goal of engineering nanomaterial
properties is realized to its full potential. Sonoelectrochemistry provides the possibility
for synthesizing related nanocomposites. For example, self-organized anodic TiO2

nanotube arrays are functionalized with CdS nanoparticle-based perfusion and deposi-
tion through a single-step sonoelectrodeposition method [42]. A two-electrode system
comprising a TiO2 nanotube arraysworking electrode (1� 1 cm2) and a Pt foil counter-
electrode was employed. Amixed solution of 0.01MCdCl2 in dimethyl sulfoxide with
saturated elemental sulfur is used as the electrolyte. First, the mixed solution was
bubbled with flowing N2 for 30 min in order to remove O2 and any moisture within
the solution. Second, the solution was persistently stirred for 2 h for an even mixing.
Third, the mixed solution was irradiated using an ultrasonic with a frequency of 40 kHz
and ultrasonic intensity of 2.4 kW m�2 for 2 h. The application of the sonoelectro-
chemical technique led to better solar light harvest in the visible light region. Thus, the
sonoelectrochemical method will provide a promising technique to fabricate excellent
composite materials at lower temperature in organic solvent. Calcium phosphate was
deposited sonoelectrochemically on carbon fabrics via superposition of the ultrasound
on the electric field [43]. In this study, the addition of the ultrasonic wave generated
more small crystals on the substrate surfaces compared to simple electrodeposition. In
addition, the adhesive strength between the coating and carbon substrate was much
higher than that obtained without sonication based on morphology and composition
analysis. It was stated that the accelerated mass transfer and the degassing action on
account of the ultrasound might provide a route for the generated hydrogen to escape
from the electrodes. As a result, the internal stress could be released to a certain degree,
causing the observed improvement of adhesion between the calcium phosphate coating
and the carbon substrates. In vitro assessments showed the significant improvement in
the cell attachment and proliferationwas because of the phosphate deposits prepared by
sonoeletrodepostion rather than the traditional silent one. Effects of different current
densities and concentrations of electrolyte were also investigated. It was reported the
morphology of the samples changed with the different experimental parameters.
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Ashassi-Sorkhabi et al. synthesized sonoelectrochemically polypyrrole/
multiwalled carbon nanotubes (MWCNTs)/chitosan nanocomposite with a standard
three-electrode system for the first time [44]. Sonoelectro-polymerization of coatings
on St-12 steel was carried out in an oxalic acid solution by a galvanostatic method.
The aqueous electrolyte solution consists of oxalic acid (0.1 M), pyrrole monomer
(0.1 M), dodecylbenzene sulfonic acid (100 mg L�1), chitosan (0.02 g L�1), and
MWCNTs (0.05 g L�1). It was prepared by dissolving appropriate volume of
distilled pyrrole, dispersing MWCNTs, and dissolving chitosan in aqueous oxalic
acid media under ultrasonic irradiation. SEM images indicated that the as-prepared
nanocomposite looked condensed and homogenously covered the metal surface. It
was considered the MWCNTs were the main component to build up the network of
the polypyrrole/MWCNTs/chitosan nanocomposite. This study showed that the
polypyrrole/MWCNTs/chitosan nanocomposite resulted in a good corrosion preven-
tion, expanding the application field of the sonoelectrochemistry.

In another report, a simple, fast, reproducible and efficient one-step fabrication
method was successfully developed to prepare gold nanoparticles/carbon nanosheet
hybrids using sonoelectrochemistry [45]. The entire process was carried out in a
homemade sonoelectrochemical device, which provided the high-intensity electric
field and ultrasonic field. The electric and ultrasound fields played a crucial role in
the production and dispersion of gold nanoparticles and the carbon nanosheet. The
gold nanoparticles and carbon nanosheet formed must be rapidly transferred from
the vicinity of the cathode and anode to the bulk solution to facilitate the self-
assembly of gold nanoparticles on the surface of the carbon nanosheet. If the
fabrication of gold nanoparticles/carbon nanosheet were carried out without an
ultrasonic field, deposition of the gold nanoparticles and carbon nanosheet on the
respective electrodes would occur (Fig. 10). The as-prepared gold nanoparticles/
carbon nanosheet materials combined the unique properties of gold nanoparticles
and carbon nanosheets and exhibited significant surface-enhanced Raman spectros-
copy comparing to aromatic molecules. Considering the well-established sonoelec-
trochemical method in the preparation of nanomaterials, the present strategy might
be applied in preparing other nanocarbon-based nanocomposites as well.

Graphene-based nanomaterials have generated enormous excitement in the areas
of nanocomposites, specific optoelectronic, energy storage and conversion, as well as
bioscience/biotechnologies, due to their extraordinary physicochemical and struc-
tural properties. Sonoelectrochemical technique was successfully applied to fabricate
alloy–graphene nanocomposites [46]. It not only provided a simple way to synthesize
alloy nanoparticles but also showed a general strategy for fabricating graphene-based
nanostructures with anticipated properties. Pd was co-electrodeposited with Pt at
different atomic ratios and then was anchored with reduced graphene oxide simulta-
neously in the presence of polydiallyldimethylammonium chloride acting as a stabi-
lizer, disperser, and linker in the whole process. The morphologies and composition
of the as-prepared nanocomposites were extensively investigated by TEM, SEM,
XRD, and inductively coupled plasma–atomic emission spectroscopy. It was found
that Pd1Pt3 alloy nanoparticles were uniformly dispersed on the reduced graphene
oxide sheets with a mean particle size of 4.5 nm (Fig. 11). The electrochemical results
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showed that as-prepared nanocomposite had excellent electrocatalytic activities and
stabilities for the electrooxidation of ethanol in alkaline media. It is anticipated to
design graphene-based nanocomposites depending on the applications under similar
conditions. Therefore, sonoelectrochemistry affords a technology which can be used
to generate various nanostructured materials of significant commercial interest which
encompass versatile properties.

Fig. 11 TEM images of (a) the PDDA–RGO, (b) PDDA–RGO–Pd, (c) PDDA–RGO–Pt, and (d)
PDDA–RGO–Pd1Pt3 and the HRTEM image of (e, f) the PDDA–RGO–Pd1Pt3. Image (f) shows the
crystal structure of Pd1Pt3 in detail (Reprinted with permission from Ref. [46]. Copyright (2011)
Royal Society of Chemistry)
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Others

There are other nanomaterials prepared by sonoelectrochemistry not included above.
As we know, mechanical effects induced by ultrasonication can be very helpful for
the activation of electrochemical reactions. A new lead(II) complex [Pb(mq)2]
(mq = 2-methyl-8-hydroxyquinoline) in the presence of the 2-methyl-8-
hydroxyquinoline ligand was prepared [47]. Studies based on HOMO and LUMO
energy levels showed that a good level of luminescence would be sustained with this
complex, indicating the complex could be used as a light emission layer in organic
light-emitting diodes. The nanostructure was produced via sonoelectrochemical
method, having rodlike morphology with diameters of about 60 nm and lengths of
about 1–3 μm. The synthesis was conducted within a simple two-electrode-type
electrochemical cell, using lead metal plate and a platinum wire as anode and
cathode, respectively. While the single-crystal sample was also obtained under the
electrochemical way in the absence of ultrasound for comparison. The electrochem-
ical efficiency, defined as moles of metal dissolved per Faraday, in the sonoelectro-
chemical method was improved and was better than that of the conventional
electrochemical method, because of the enhancement of the mass transfer at the
electrode at constant current and time. The photoluminescence properties of the
prepared compounds were investigated, and it was found the prepared compound as
nanorods showed a blue shift in comparison to the single crystal one.

Fluorescent carbon-based nanomaterials have been widely investigated owing to
their large surface area, good hydrophilicity, and low cytotoxicity. Some complex and
expensive purification such as electrophoresis, ultrafilter, and dialysis has been used to
remove salts after the oxidation in order to get pure fluorescent carbon nanoparticles
(CNPs). Yao et al. prepared fluorescent CNPs in pure water by a novel electrolytic
device [48]. It was peculiar with a very narrow gap of 2 mm between the anode and
cathode. The electric field intensity offered was even higher than that in a normal
capillary electrophoresis. Meanwhile, ultrasonic effect was also recommended into the
electrolytic process (Fig. 12). Pure blue fluorescent CNPs were rapidly generated
without any complex purification, benefiting from the combination of the high-
intensity electric field and the ultrasonic field. Comparing to the normal electrolysis,
the high-intensity electric field played a crucial role in improving the product purity.
On the other hand, it was seen that the electrolytic efficiency was obviously enhanced,
since the ultrasonic field could act synergistically with the high-intensity electric field.
The scale of the CNPs was about 2–3 nm. The maximum fluorescence emission
spectra of CNPs showed a maximum fluorescent intensity at 450 nm, while the
maximum excitation wavelength was at 330 nm. The quantum yield was not very
high (8.9 %); it would be interesting to explore the related properties if the reaction
time be increased. Hence, the CNPs have the potential for application in bioimaging,
immuno-labeling, and fluorescence detection. Such strategy can also be used to obtain
other similar nanomaterials such as carbon dots or graphene quantum dots.

Electrochemical intercalation approaches for one-pot reactions are attractive for
preparing reduced graphene nanosheets (RGNSECM). It has been concluded that
acoustic streaming in an ultrasonic field could promote the movement of the solution,
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enhancing mass transfer of the electroactive compounds to the electrode surface and
reducing the diffusion double layer. To increase the intercalation efficiency, sonoelec-
trochemical synthetic method is reported for rapidly preparing and dispersing RGN
stabilized in an aqueous electrolyte, in which sodium n-dodecyl sulfate (SDS) was
used in a one-pot reaction through fast intercalation of SDS into a graphite electrode in
ultrasonicated aqueous electrolyte [49]. The X-ray photoelectron and Raman results
demonstrated that the defects on RGNSECM were predominantly physical and not
similar to the chemical defects on reduced graphene nanosheets (RGNCM) synthesized
via chemical reduction of graphene oxide nanosheets based on the Hummer’s method.
It was shown that the in-plane crystallite size of RGNSECM is 26.8 nm, larger than the
18.2 nmofRGNCM (Fig. 13).What ismore, theRGNSECMwithmore physical defects-
modified electrode showed better performance for H2O2 sensing and electroreduction
reaction of oxygen, compared to that of the chemical defects-governed RGNCM. The
whole sonoelectrochemical process was long to some extent (8 h); however, such
one-pot synthetic way could be extended to prepare graphene-based nanocomposites
instead of other complicated and time-consuming procedures.

There are many experimental variables involved in the formation of nanoparticles
via the sonoelectrochemical route in terms of particle size and process efficiency.
Some of these including bath temperature, current density, the ultrasonic versus

DC
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Fig. 12 Scheme of the
sonoelectrolytic device
(Reprinted with permission
from Ref. [48]. Copyright
(2014) Elsevier)
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electrochemical pulse times, and ultrasound intensity and stabilizer have been
discussed elsewhere [5]. Ultrasonic power, deposition potential, pH, and composi-
tion of the electrolyte in the sonoelectrochemical cell are also important as men-
tioned above. For example, the pH value was found to have an important effect on
the size and dispersion of the obtained Au nanoparticles [20]. Figure 14 shows the
TEM images of Au nanoparticles prepared in aqueous solution with different pH
values. When the pH was 4, the agglomerated Au nanoparticles with a diameter in
range of 20–100 nm were obtained (Fig. 14a). As the pH was increased to 7, the
obtained Au nanoparticles were also aggregated (Fig. 14b), and the size was in the
range of 10–50 nm. In solution of pH = 10, uniform Au nanoparticles with a
diameter of 20 nm were produced (Fig. 14c). With the pH value was continuously
increased to 12, the Au nanoparticles with a polyhedral shape were obtained
(Fig. 14d). There are two reasons for this. First, there are more Cl� anions which

Fig. 13 Comparative TEM images, XRD patterns, and UV–vis spectra of RGNs synthesized using
sonoelectrochemical and chemical method. (a) TEM image of RGNSECM, (b) TEM image of
RGNCM, (c) XRD patterns (inset to the XRD ofGNCM: XRD pattern of graphite oxide) and (d)
UV–vis spectra (Reprinted with permission from Ref. [49]. Copyright (2015) Royal Society of
Chemistry)
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coordinate with Au3+ and thus inhibit the electroreduction of Au3+. Second, the H+

ions are more easily to be electrically reduced at a lower pH value, and the
production of Au NPs is seriously inhibited. When the pH value of precursor
solution is increased by adding NaOH, the Cl� complex anion can be partially
replaced by OH�, facilitating the reduction of Au3+. In general, parameters need to
be optimized in order to get the best products with high yields.

Conclusions and Future Directions

Sonoelectrochemistry coupling of power ultrasound into an electrochemical
experiment has been widely investigated. It provides not only an unusual
sonochemical mechanism for generating high-energy chemistry (extremely high

Fig. 14 TEM images of the Au NPs synthesized by sonoelectrochemical method at different pH
values. (a) pH 4, (b) pH 7, (c) pH 10, (d) pH 12 (Reprinted with permission from Ref. [20]. Copy-
right (2011) Elsevier)
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local temperature and pressure, extraordinary heating and cooling rate) but also
the merits of electrochemical methods. A considerable amount of literatures have
demonstrated that sonoelectrochemistry is a powerful tool to synthesize func-
tional nanomaterials during the past years. This chapter reviews the sonoelectro-
chemical synthesis and characterization of nanomaterials, including metals,
semiconductors, polymers, nanocomposites, etc. The shape and size of the
nanomaterials can be adjusted by varying the operating parameters which include
ultrasonic power, current density, deposition potential, and the ultrasonic versus
electrochemical time as well as the pH, temperature, and composition of the
electrolyte in the sonoelectrochemical cell. Moreover, we try to examine the
connection between the chemical and mechanical effects of sonoelectrochemical
process and the dispersion, nucleation, and growth of nanomaterials in this
chapter.

Great progress in this field has been achieved; however, there still remains much
to explore in the sonoelectrochemical synthesis of nanostructured materials. We are
only in the initial stages of these studies and there is a lot of potential waiting to be
harnessed in the years to come [50]. While laboratory apparatus for sonoelectro-
chemical reactors is readily commercially available, large-scale equipment remains
relatively uncommon. Although the production of ultrasound from electrical power
can be extremely efficient, the coupling of ultrasound into electrochemical events
remains a low-yield event. Changing the molecular arrangement and crystal structure
for novel properties that are different from their bulk state is also a promising
direction. In addition, the sonoelectrochemical synthesis of nanostructured materials
is still limited to a few examples; hence, the development of new precursor materials
and more systematical control over reaction parameters is highly desirable. Design-
ing proper sonoelectrochemical equipment to take advantages of sonochemistry and
electrochemistry should be beneficial with the development of the electrodeposition
technology. More attentions should be paid to the mechanism and physics of
sonoelectrochemistry, which may alleviate the current limitation. By monitoring
the process and variation laws of the interactions between atoms or molecules during
the reaction, the kinetics of real microscopic reactions can be revealed, which can be
further applied for establishing a unified synthesis method for one or several types of
materials. Last but not the least, developing new techniques to in situ study and
characterizing the related change during the sonoelectrochemical reaction are of
great significance, as these will allow us to investigate bond breaking and bond
making and other processes as well as electron fluctuations during a sonoelectro-
chemical event.

In summary, ultrasonic irradiation produces a number of significant benefits to a
wide range of electrochemical systems during the sonoelectrochemical process.
Though this chapter cannot cover all the functional nanomaterials prepared by the
sonoelectrochemical strategy ever reported in the literature, to some extent, it
represents the latest progress in this field. In a word, compared with conventional
methods, these novel sonoelectrochemical methods have a variety of advantages and
will play an increasingly important role in materials science in the future.
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Reduction of Noble Metal Ions
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Abstract
Noble metal nanoparticles have great potential for application as catalysts. Their
catalytic properties depend sensitively on the size, structure, and shape of the
metal nanoparticles and their combination with support materials. Sonochemistry
is a possible approach for the efficient production of powerful noble metal
nanoparticle-based catalysts. When an aqueous solution is irradiated by ultra-
sound, unique chemical effects (radical reactions and thermal reactions) and
physical effects (shock waves and micro-jet flow) are simultaneously generated
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during acoustic cavitation. Inside the bubbles and the gas/liquid interfaces that
occur during acoustic cavitation are specific reaction fields that can induce unique
chemical reactions. In this chapter, the sonochemical reduction of noble metal
ions, the synthesis of noble metal nanoparticles, and their immobilization on
support materials are described. The applications of sonochemically prepared
nanoparticles to catalytic hydrogenation reactions and photocatalytic reactions
are also described. In addition, sonochemical synthesis and its application to
noble metal–magnetic nanocomposites and to the catalytic growth behavior of
sonochemically synthesized seed particles are introduced.

Keywords
Sonochemical reduction •Noble metal ions •Noble metal nanoparticles • Bimetal
nanoparticles • Nanocomposite materials • Catalytic applications

Introduction

Noble metal nanoparticles are key materials in advanced nanotechnology because
they can be useful in a wide variety of fields. For example, Pd nanoparticles can be
used as catalysts for hydrogenation [1] and for alcohol oxidation in direct alcohol
fuel cells [2]. The size and shape of metal nanoparticles control their catalytic
properties by affecting the surface structure and electronic state. For example, the
ratio of metal atoms on the facets, edges, and corners of nanoparticles are determined
by the size and shape of the nanoparticles, resulting in different catalytic activities for
structure-sensitive reactions.

A number of methods for synthesizing metal nanoparticles have been studied.
Table 1 shows representative reductants and stabilizers or templates used in metal
nanoparticle synthesis by the reduction of metal ions in solution. In most cases,
selection of the stabilizer is the most important factor for controlling the size and
shape of metal nanoparticles.

For example, Au nanoparticles can be synthesized by the reduction of Au(III)
with NaBH4 in an aqueous solution containing citrate [3]. The concentrations of Au
(III), NaBH4, and citrate and the reaction temperature affect the size of the Au
nanoparticles formed. Recently, a microwave heating method was developed as an
alternative to conventional heating during nanoparticle synthesis [4]. The result was
homogeneous heating of the whole solution, which meant that the reduction of metal
ions tended to proceed homogeneously. Consequently, microwave heating can more
precisely control the size of metal nanoparticles than conventional heating
methods can.

In addition to such heating methods, electrochemical [5, 6], photochemical [7, 8],
plasma chemical [9, 10], radiation chemical [11, 12], and sonochemical methods
have been studied for nanoparticle synthesis. The different experimental conditions
that resulted could generate various types of reductants in situ. Sonochemical
methods are unique because they can induce both thermal reactions and radical
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reactions: thermal reactions are induced at extremely high temperatures during
transient bubble collapse, and radical reactions are induced at room and/or relatively
high temperatures. In addition, physical effects such as shock waves and micro-jet
flow are also simultaneously generated during cavitation, thereby affecting both
chemical reactions and the formation of metal nanoparticles.

This chapter introduces the synthesis of noble metal nanoparticles and their
support materials via sonochemical reduction of metal ions. In addition, the catalytic
activities of such nanoparticles with respect to the hydrogenation of olefins and the
photocatalytic degradation of ethanol are described. Sonochemical synthesis and its
application to noble metal–magnetic nanocomposites, and to the catalytic growth
behavior of sonochemically synthesized seed particles, are also discussed.

Sonochemical Reduction of Metal Ions in Aqueous Solution
and the Formation of Metal Nanoparticles

The reduction of metal ions or complexes in aqueous solution can be applied to the
synthesis of the corresponding metal nanoparticles. In 1987, Gutierrez et al. [13]
investigated the reduction of AuCl4

�, Ag+, and MnO4
� in aqueous solution using

1-MHz ultrasound irradiation under a H2–Ar mixed atmosphere in the absence of
other additives. They found that the reduction proceeded most effectively under a
20 vol.% H2 and 80 vol.% Ar mixed atmosphere, and the H radicals formed from
sonolysis of water and H2 were considered to be reductants.

In 1992, Nagata et al. [14] reported that the sonochemical reduction of Ag+

proceeded in aqueous solution under Ar using a 200 kHz standing wave sonicator.
By adding organic stabilizers such as surfactants [sodium dodecyl sulfate (SDS),
polyethylene glycol (40) monostearate (PEG-MS), and polyoxyethylene
(20) sorbitan monolaurate (Tween 20)], the preparation of Ag nanoparticles was
achieved. In the presence of 2-propanol instead of surfactants, the rate of Ag+

reduction was also enhanced in comparison with that in pure water, but the resulting
particles tended to precipitate after several hours. In 1993, Yeung et al. [15] reported
the sonochemical reduction of AuCl4

� in aqueous solution in the presence of

Table 1 Representative reductants and stabilizers or templates for metal nanoparticle synthesis by
the reduction of metal ions in solution

Using a reductant NaBH4, hydrazine, H2, CO, aldehyde, citrate, ascorbic acid, alcohol
under conventional, or microwave heating

Using an in-site
generated reductant

Electrochemistry, photochemistry, plasma chemistry, radiation
chemistry, sonochemistry

Using a stabilizer or
template

Citrate, polyvinylpyrrolidone, sodium dodecyl sulfate, hexadecyl
trimetylammonium bromide, hexadecyl trimethylammonium
chloride, polyethylene(40)glycol monostearate, polyoxyethylene
(20)sorbitan monolaurate, triphenylphosphine, disulfide, dendrimer,
sodium polyacrylate, sodium 3-mercaptopropionate, dodecanethiol
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polyvinylpyrrolidone (PVP) and alcohols (methanol, 2-propanol, or pentanol). They
used a 20 kHz horn sonicator, and the size of Au nanoparticles formed under Ar was
affected by the type of alcohol used. The first research strategies reported by
Gutierrez et al., Nagata et al., and Yeung et al. were based on gamma-ray irradiation
chemistry, during which H and OH radicals were considered to be the key for the
reduction of metal ions.

Following these pioneering studies, the sonochemical reduction of noble metal
ions was further developed to produce metal nanoparticles with various sizes, struc-
tures, and shapes [14–22]. In 1996, Okitsu et al. [18] investigated the rate of
sonochemical reduction of Pd(II) to Pd(0) in aqueous solutions in the absence and
presence of PVP, SDS, PEG-MS, and Tween20 under Ar. In this report, the concen-
tration of Pd(II) in the irradiated solutions was determined by an improved NaI
colorimetric method. They reported that, with an initial Pd(II) concentration of
1 mM, the initial Pd(II) reduction rates were approximately 7 μM/min in the absence
of additives, 87 μM/min with 1 g/L PVP, 130 μM/min with 8 mM SDS, 230 μM/min
with 0.4 mM PEG-MS, and 400 μM/min with 5 g/L Tween20. The rates of Pd
(II) reduction were, therefore, enhanced at least tenfold by the addition of organic
stabilizers. In addition, the initial rates of Pd(II) reduction increased with increasing
concentration of SDS: 30 μM/min with 0.1 mM SDS< 100 μM/min with 1 mM SDS
< 130 μM/min with 8 mMSDS. The reduction rate was also enhanced by the addition
of tert-butyl alcohol and n-pentanoic acid. Surfactants and various organic additives
were thereby shown to act as precursors for the formation of reducing species.

Between 1996 and 2001, to determine the reduction mechanisms, the rates of
radiolytic reduction of Pd(II), Au(III), Pt(II), and Pt(IV) under N2O and the rates of
the sonochemical reduction of these metal ions under Ar were investigated in the
presence of organic compounds [16, 18–21]. Since pyrolysis radicals (methyl or
alkyl radicals) were formed by the sonolysis of organic compounds in aqueous
solutions [23], the following reactions were suggested to occur in aqueous sonication
systems:

H2O ! � OHþ �H (1)

RHþ H2O ! pyrolysis radicals (2)

RHþ � OH �Hð Þ ! reducing radicalsþ H2O H2ð Þ (3)

Mnþ þ reductants ! M0 (4)

nM0 ! M0
� �

n
(5)

M0 þ M0
� �

n
! M0

� �
nþ1

(6)

where RH is an organic additive such as a surfactant, water-soluble polymer, alcohol,
or ketone and Mn+ is a metal ion or complex. Equations 1 and 2, respectively, show
the pyrolysis of water and an organic additive and the formation of primary radicals
such as �OH radicals, �H radicals, and pyrolysis radicals. In this scheme, �H radicals
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and pyrolysis radicals can act as reductants for Mn+. In addition, reducing species
and H2 are secondarily formed from the abstraction reaction of RH with �OH or �H
radicals, as shown in Eq. 3. Because �OH radicals act as a strong oxidant, the
presence of RH is important to convert OH radicals to reducing radicals, as shown
in Eq. 3. It should be noted that the radicals formed in Eq. 2 are more/less reactive
than those formed in Eq. 3. The reductants thus formed can reduce Mn+, as seen in
Eq. 4. Consequently, the aggregation of M0 atoms (nM0) occurs to form (M0)n
(Eq. 5). When sonochemically formed M0 is adsorbed on (M0)n, the formation of
(M0)n+1 occurs (Eq. 6).

Effects of Various Parameters on the Rate of Sonochemical
Reduction of Noble Metal Ions and on the Size of the Noble Metal
Nanoparticles Formed

Table 2 shows the effects of general experimental parameters on the rate of
sonochemical reduction of metal ions and on the size of the metal nanoparticles
formed [14–22, 24–31]. The initial concentration of metal ions is a basic parameter.
Just as with conventional synthetic methods, the use of lower concentrations of
metal ions during sonochemical preparation tends to result in the formation of
smaller metal nanoparticles within shorter reaction times. In addition, organic
additives are effective in controlling the rate of reduction of metal ions and the
sizes of the metal particles formed. When alcohols are used as additives, more

Table 2 Effects of general parameters on the rate of sonochemical reduction of metal ions and the
formation of metal nanoparticles

Parameters

Types of starting
metal ions or
complexes

Effects on rate, size,
or shape Ref.

Initial concentration of metal ions
or complexes or organic additives

Au(III), Pd(II) Rate of reduction
Size of particles

[14, 16,
24]

Types of alcohol (methanol,
ethanol, propanol, ethylene
glycol)

Au(III), Pd(II) Rate of reduction
Size of particles

[15, 16,
25]

Types of stabilizer
(SDS, PVP, PEG-MS, Tween
20, CTAB, PMMA)

Ag (I), Au(III), Pd(II),
Pt(II), Pt(IV)

Rate of reduction
Size of particles

[16–22,
26]

Types of other organic additives
(carbonic acids, ketones, sodium
formate, hydrocarbon)

Au(III), Pd(II), Rh(III) Rate of reduction [16, 18,
19]

Types of metal oxides
(alumina, silica, zeolite, titania,
ferrite)

Au(III), Pd(II), Pt(II)
Au(III)/Pd(II)

Rate of reduction
Size of particles

[25,
27–31]

Types of inorganic salts and pH
(NaCl, HCl, NaOH)

Au(III) Size of particles
Shape of particles

[24]
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highly hydrophobic alcohols can enhance the rate of reduction of metal ions. The
reason for this enhancement is that such alcohols can accumulate at the interface
region of cavitation bubbles where high temperatures and local high concentrations
of OH radicals exist, thereby facilitating the formation of reducing radicals. The
addition of surfactants in the sonication system is also useful not only for the
effective formation of reducing radicals but also for stabilization of the metal
particles formed. For example, in the sonochemical reduction of Pt(II) ions, the
average diameter of Pt nanoparticles synthesized in PEG-MS, SDS, and DBS is 1.0,
3.0, and 3.0 nm, respectively [21]. In the presence of polymethylacrylic acid, Ag
nanoparticles smaller than 2 nm in diameter can be prepared by the sonochemical
reduction of Ag(I) [26].

Table 3 shows the effects of experimental parameters peculiar to ultrasound on
the rate of sonochemical reduction of metal ions and the formation of metal
nanoparticles. The type of dissolved gas, the solution temperature, the ultrasound
irradiation time, the ultrasound power, the ultrasound frequency, and the sonicator
configuration are the primary parameters.

Cavitation bubbles originate from dissolved gas, the inherent characteristics of
which affect the temperature of collapsing bubbles and their number. Important
factors affecting the choice of gas are the ratio of the specific heats (γ = Cp/Cv),
the thermal conductivity, and the solubility in water. Okitsu et al. reported that the
sonochemical reduction rates of Au(III) under different gases were in the order
N2 = He < Ne < Ar < Kr [32]: the higher the γ value and the lower the thermal
conductivity of the gas, the higher the temperatures in collapsing bubbles. In
addition, highly soluble gases increase the number of cavitation bubbles, resulting

Table 3 Effects of ultrasound parameters on the rate of sonochemical reduction of metal ions and
the formation of metal nanoparticles

Parameters

Types of starting
metal ions or
complexes

Effects on rate, size,
or shape Ref.

Dissolved gas
(He, Ne, Ar, Air, N2)

Au(III) Rate of reduction [16, 32]

Solution temperature
(2–40 �C)

Au(III) Rate of reduction
Size of particles

[32]

Irradiation time
(0.5–120 min)

Au(III), Pd(II) Size of particles
Shape of particles

[16, 32, 33]

Ultrasound power
(nominal power: 0–200 W)

Au(III) Rate of reduction
Size of particles

[32]

Ultrasound frequency
(horn type 20 kHz, standing wave
type 200 or 213–1062 kHz)

Au(III) Rate of reduction
Size of particles

[32, 34]

Configuration of sonicator
(distance from oscillator, standing
wave type and horn type)

Au(III) Rate of reduction
Size of particles

[32, 34]
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in higher rates of sonochemical reactions. When sonication was performed under
CO2 and CH4, the reduction of Au(III) did not occur because the temperature of the
collapsing bubbles was not high enough to produce reducing radicals.

When the solution temperature was changed in the range 2–40 �C, the rate of Au
(III) reduction increased with increasing temperature up to 20 �C, but it decreased at
higher temperatures [32]. In the range 2–20 �C, the vapor pressure of water and
alcohol molecules increasing with increasing temperature may result in the effective
formation of reducing species for Au(III). When the temperature of the solution was
increased from 20 to 40 �C, the temperature generated in collapsing bubbles likely
failed to increase because of the cushion effect caused by the incorporation of excess
water and alcohol molecules in the bubbles. Consequently, the concentrations of
reducing species decreased in the higher temperature solutions.

Ultrasound irradiation time, ultrasound power, and ultrasound frequency are also
important parameters affecting the sonochemical reactions. The effects of ultrasound
power on the rates of Au(III) reduction were investigated under Ar at 20 �C in the
presence of 20 mM 1-propanol. The rates increased with increasing power from 0.15
to 1.43 W cm�2. For comparison, the rates of H2O2 formation in the sonolysis of
water were investigated in the absence of Au(III) and 1-propanol. It was found that
the number of cavitation bubbles and/or the temperature of collapsing bubbles, both
of which affect reduction rates, increased with increasing ultrasound power.

The rate of Au(III) reduction under Ar decreases with increasing ultrasound
frequency as follows: 213> 358> 647> 1062 kHz [34]. The ultrasound frequency
may affect the temperature and pressure of collapsing bubbles; the number, size, and
lifetime of bubbles; the distribution of bubbles in a solution; and the dynamics and
symmetry (shape) of bubble collapse. The above-mentioned effect on Au(III) reduc-
tion under Ar likely resulted from decreased numbers of active radicals forming in
higher-frequency systems because there is not enough time for the accumulation of
1-propanol at the interface region or for the evaporation of water and 1-propanol to
occur during the expansion cycle of bubbles [34]. However, the effects of ultrasound
frequency are not clear at present, and further study is needed.

The configuration of the sonicator is another important factor because ultrasound
attenuates when propagating in a medium. In addition, ultrasound reflection or
overlapping can occur depending on the conditions. When indirectly irradiated
ultrasound is applied, e.g., in a standing wave sonication system, the distance
between the ultrasound oscillator and the reaction vessel affects the rate of
sonochemical reactions. For example, the rate of Au(III) reduction under Ar in the
presence of 20 mM 1-propanol at 20 �C was reported to be 75.8 μM/min with an
oscillator–reaction vessel distance of 3.5 mm, 87.5 μM/min for 4.0 mm, and
49.2 μM/min for 4.5 mm [32]. Considering that 200 kHz ultrasound has a half-
wavelength of 3.7 mm at 20 �C in water, the bottom of the reaction vessel should be
3.7 mm above the oscillator, because ultrasound can be effectively transmitted to the
reaction vessel at half-wavelength distance. In addition, the characteristics of cavi-
tation bubbles are different in low- and medium-/high-frequency sonication systems.
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Tronson et al. reported that 20 kHz ultrasound generates predominantly transient
cavitation, whereas 515 kHz ultrasound generates stable cavitation [35]. If the time
for rectified diffusion into the bubbles with resonance size is short, the organic
solute, i.e., the precursor of reducing radicals, cannot accumulate at the interface
region, resulting in the formation of fewer reducing radicals.

Table 4 shows the average size of Au nanoparticles formed under different
sonication conditions. The sonication time was fixed at 20 min and the concentration
of 1-propanol was 20 mM. The variable parameters were ultrasound power, solution
temperature, and distance between the bottom of the reaction vessel and the top of
oscillator [32]. It was found that the size of the resulting Au nanoparticles was
sensitively affected by the sonication conditions.

The average size of the Au nanoparticles in Table 4 can be plotted as a function of
the rate of Au(III) reduction as shown in Fig. 1. The size of Au nanoparticles
decreased with increasing rate of Au(III) reduction. A similar relationship was
confirmed for the effects of ultrasound frequency, as shown in Fig. 2 [34]. The
mechanical effects of ultrasound sonication, such as shock waves, may affect the
resulting particle size. As ultrasound power increases and ultrasound frequency
decreases, the strength of mechanical effects is suggested to become large. Because
the fusion of metal nanoparticles was not observed in the above-described system
[32, 34], the mechanical effects are likely insignificant when nanoparticles are
exposed to relatively high-frequency ultrasound. In general, there is no direct

Table 4 The initial rate of Au(III) reduction, the average size of sonochemically formed Au
nanoparticles, and the reduction ratio under various irradiation conditions (Reprinted with permis-
sion from [32]. Copyright 2002 The Chemical Society of Japan)

Run

Parameters

Initial rate
of
reduction /
μM min�1

Average size �
SD/nm

Reduction
ratiob/%

Intensity
of
ultrasound
/Wcm�2

Temperature
of bulk
solution/�C

Distancea

/mm

1 0.53 20 4.0 41.1 125.7 � 52.7c 55

2 0.92 20 4.0 65.1 53.8 � 16.6 78

3 1.20 20 4.0 71.3 50.8 � 17.1 100

4 1.43 20 4.0 87.5 35.5 � 8.0 100

5 1.43 20 3.5 75.8 33.3 � 8.5 98

6 1.43 20 4.5 49.2 71.8 � 16.4 84

7 1.43 40 4.0 37.0 71.5 � 19.0 63

8 1.43 30 4.0 49.5 58.3 � 16.1 74

9 1.43 2 4.0 50.2 40.3 � 11.4 19

10 1.43 10 4.0 60.4 41.6 � 10.1 100
aDistance between reaction vessel and oscillator
bReduction ratio at 20 min irradiation
cThe number of measurements are not enough
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in Table 4. Closed circles show that the rate of reduction increases with increasing ultrasound
intensity: a 0.53 W cm�2, b 0.92 W cm�2, c 1.20 W cm�2, d 1.43 W cm�2. Initial concentration of
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interaction between the sound field and any molecular species in solution. Similarly,
in sonochemical processes, colloidal dispersions consisting of nanoparticles may be
considered as a homogeneous system like any molecular species in solution.

Synthesis of Bimetal Nanoparticles and Nanocomposite Materials

When aqueous solutions containing Au(III) and Pd(II) in the presence of SDS are
sonicated under Ar, Au core/Pd shell bimetallic nanoparticles can be synthesized.
The reduction behavior of Au(III) and Pd(II) in such a system is shown in Fig. 3
[36]. A stepwise reduction of metal ions occurs: the reduction of Au(III) starts first,
and then the reduction of Pd(II) starts after the reduction of Au(III) is complete.
Based on the reduction mechanism described in section “Sonochemical Reduction of
Metal Ions in Aqueous Solution and the Formation of Metal Nanoparticles,” the
sonochemical reduction of both Au(III) and Pd(II) should proceed simultaneously,
but Fig. 3 shows that this is not the case. This behavior is caused by the different
redox potentials of Au(III) and Pd(II): the following reaction would occur if Pd
(0) were formed in the presence of Au(III):

3Pd 0ð Þ þ 2Au IIIð Þ ! 3Pd IIð Þ þ 2Au 0ð Þ
The formation of an Au core/Pd shell nanostructure was confirmed by analyzing the
surface plasmon peaks and high-resolution transmission electron microscopy
(HRTEM) images. The detailed formation mechanism and catalytic activities of
Au/Pd nanoparticles are described in section “Application of Nanoparticles and
Nanocomposites.”

In general, catalytic activity decreases with reaction time. One reason for this
phenomenon is the aggregation of metal nanoparticles. To avoid aggregation and

0
0.0

0.1

0.2

0.3

0.4

Au3+
Pd2+

0.5

5 10 15 20
Irradiation time / min

C
on

ce
nt

ra
tio

n
/m

M

Fig. 3 Effects of the
irradiation time on the
concentrations of Au(III) and
Pd(II) under an Ar
atmosphere. Initial
concentrations: 0.5 mM Au
(III), 0.5 mM Pd(II), 8 mM
SDS (Reprinted with
permission from Ref.
[36]. Copyright 1997
American Chemical Society)

334 K. Okitsu and Y. Mizukoshi



maintain good catalytic activity, metal nanoparticles are often immobilized on
supports such as Al2O3, SiO2, TiO2, or zeolite. To synthesize such supported
catalytic materials, the sonochemical reduction of metal ions has been investigated
in the presence of various support materials. When such supports are added to an
irradiated solution, the rate of reduction of metal ions may be affected. Therefore, it
is important to consider the combination of different types of metal ions and
supports. For example, when Al2O3 powder with low adsorption properties with
respect to Pd(II) is used as a support, the rate of Pd(II) reduction and the size of the
resulting Pd nanoparticles can be controlled. Figure 4 shows the relationship
between the average size of Pd nanoparticles formed on Al2O3 and the rate of Pd
(II) reduction. In this case, the Pd nanoparticles are immobilized on the surface of
Al2O3 [25]. The rate of Pd(II) reduction changed by the types of alcohol added: the
rate increased in the order of methanol < ethanol< 1-propanol. Although the rate of
Pd(II) reduction did not change largely on the addition of Al2O3 powder, the size of
the resulting Pd nanoparticles became smaller when the amount of Al2O3 was
increased. In addition, the particle size decreased with increasing rate of Pd
(II) reduction. These results indicate that the growth of Pd nuclei occurred in the
bulk solution and then the growth and/or the agglomeration of Pd particles in the
solution was suppressed by adsorption onto the Al2O3 surface. Consequently, the
size of the resulting Pd particles decreased with increasing amounts of Al2O3. This
mechanism was confirmed by analyzing transmission electron microscopy (TEM)
images of samples taken during the synthesis of Pd/Al2O3 in the presence of
methanol or 1-propanol (Fig. 5). Taking into account the formation mechanism, it
should be noted that the Pd nanoparticles are immobilized only on the surface of
Al2O3 powder. The catalytic activities of Pd/Al2O3 and other examples of supported
catalysts are described in section “Application of Nanoparticles and
Nanocomposites.”.
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Application of Nanoparticles and Nanocomposites

Catalytic Activity with Respect to Hydrogenation

The catalytic activities for hydrogenation of 4-pentenoic acid in water of
unsupported sonochemically prepared Au/Pd core–shell nanoparticles with different
Au/Pd ratios are shown in Fig. 6 [37]. Hydrogen uptake was monitored to determine
the progress of hydrogenation. For comparison, the catalytic activities of
sonochemically prepared Au and Pd monometallic nanoparticles and commercially
available Pd black were also investigated: Au and Pd monometallic nanoparticles
were mixed before hydrogenation experiments to yield the corresponding Au/Pd
ratios. The rates of hydrogenation over Au/Pd core–shell nanoparticles were dis-
tinctly higher than those over the monometallic Pd nanoparticles. Au/Pd core–shell
nanoparticles with a 1:4 Au/Pd ratio had the highest activities.

The catalytic activities were also investigated of Au core/Pd shell bimetallic
nanoparticles immobilized on and inside SiO2; the catalyst was synthesized by
consecutive sonochemical and sol–gel processes [28]. Figure 7 shows the effect of
Au/Pd composition on the rate of hydrogenation of cyclohexene in a 1-propanol

Fig. 5 TEM images of 5 wt% Pd/Al2O3 sonochemically formed in the presence of (a) methanol
and (b) 1-propanol using different irradiation times. Conditions: 1 mM Pd(II), 20 mM alcohol,
2.02 g/L Al2O3, Ar atmosphere (Reprinted with permission from Ref. [25]. Copyright 2000
American Chemical Society)
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solution. For comparison, the average sizes of Au/Pd nanoparticles on and inside
SiO2 are also shown in Fig. 7. The catalytic activity was the highest at a composition
of 75 mol% Pd and 25 mol% Au. This result is in good agreement with that of
unsupported Au core/Pd shell bimetallic nanoparticles (Fig. 6). The catalytic activity
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decreased significantly after heat treatment of catalyst samples at 400 �C. X-ray
diffraction analysis showed that the core/shell structure changed to a random alloy
structure at 400 �C. Therefore, it is clear that the core/shell structure is important to
achieve high catalytic activity. The rate of hydrogenation is the highest at around
75–80 mol% of Pd in Figs. 6 and 7 because of the ligand effect: the electronegative
double bond of the olefin is more easily adsorbed on the electropositive surface of
the Pd shell on an Au core. Further mechanism details are described in section
“Photocatalytic Activity.”

Sonochemically formed Pd nanoparticles on Al2O3 have high catalytic activities
for hydrogenation of olefins (1-hexene and 3-hexene) in a 1-propanol solution
[25]. Figure 8 shows the hydrogen uptake during catalytic hydrogenation of
1-hexene. The catalytic activities of sonochemically prepared Pd/Al2O3 were 3–7
times higher than that of a conventional Pd/Al2O3 catalyst prepared by an impreg-
nation method and 10–23 times higher than that of commercially available Pd black
catalyst. The catalytic activity was higher for smaller Pd nanoparticles. Based on this
result and the sonochemical formation mechanism described above, larger surface
areas of Pd are important to achieve high catalytic activities. In addition, because the
growth of Pd nanoparticles is suggested to occur in the bulk solution,
sonochemically formed Pd nanoparticles are not exposed to high temperatures.
Consequently, the surface structure of these Pd nanoparticles may have specific
properties that are different from those of conventional Pd/Al2O3 catalysts prepared
by an impregnation method. For example, Arai et al. reported that Pt/Al2O3 catalyst
prepared using sodium tetrahydroborate as a reductant at ambient temperature had
high activity and high selectively for the synthesis of cinnamyl alcohol in
cinnamaldehyde hydrogenation [38]. They asserted that platinum sites for hydrogen
adsorption/spillover may be different between catalysts prepared at ambient temper-
ature and those prepared at high temperatures.
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Photocatalytic Activity

Since Honda and Fujishima first reported the decomposition of water on the surface
of a TiO2 electrode in 1972 [39], considerable attention has been paid to
photocatalysis. Photocatalysts have broad applications in fields as diverse as envi-
ronmental protection and sanitary products. Photocatalysts are, in effect, transducers
that transform illuminated light energy into chemically reactive species. For exam-
ple, anatase titanium dioxide (TiO2) can act as a photocatalyst when illuminated with
UV light at wavelengths shorter than 387 nm. This wavelength corresponds to the
bandgap, and illumination at wavelengths shorter than the bandgap results in the
photogeneration of electrons and holes. If the electrons and holes migrate to the
surface of the photocatalyst, they can reduce or oxidize chemical species, respec-
tively, via the formation of hydroxyl radicals and superoxide anions. However,
considerable numbers of electron–hole pairs recombine and are deactivated before
migration to the surface of TiO2 [40]. Some strategies have been proposed to
minimize this undesirable recombination of the charge carriers. The enhancement
of crystallinity is one approach, because defects in the photocatalyst structure act as
recombination sites for electron–hole pairs [41]. Another strategy is the immobili-
zation of noble metal nanoparticles, such as Pt, that have high work functions. When
noble metals contact an n-type semiconductor such as TiO2, the electrons
photogenerated in TiO2 move into the noble metal (the so-called Schottky model).
In this model, nanoparticles are referred to as co-catalysts or promoters. Among the
noble metals, Pt nanoparticles are effective because of their large work functions
(Pt, 5.65 eV; Pd, 5.12 eV; Au, 5.10 eV) [42]. The proposed mechanism is that
electrons move into Pt nanoparticles, but find it hard to return because of the high
Schottky barrier [43].

In addition to the conventional effect of immobilized nanoparticles as electron
acceptors, the plasmonic effects of nanoparticles immobilized on TiO2 have recently
attracted much attention. In this case, the direction of electrons is the opposite to that
of conventional models: electrons in nanoparticles are excited by absorbing (visible)
light, and the electrons move into the conduction band of TiO2. The wavelengths of
light that can be absorbed by the nanoparticles depend on the plasmon spectra of the
immobilized nanoparticles [44].

In both the conventional and plasmonic models, immobilized nanoparticles are
important for the enhancement of photocatalysis. Impregnation and photodeposition
are the most common ways of immobilizing nanoparticles on the surfaces of TiO2.
Generally, the impregnation method involves several processes, i.e., the removal of
solvents, drying, and the calcination and reduction of metal ions by hydrogen. High-
temperature post-treatment induces sintering of the immobilized metal, meaning that
it is not easy to disperse fine nanoparticles on the surface of TiO2 using this method.

In contrast, sonochemical immobilization involves one-pot synthesis conducted
by sonicating an aqueous solution containing noble metal ions, organic compounds
(typically surfactants or alcohols), and appropriate supports such as TiO2 powder. In
this method, organic compounds are decomposed in or near the hot spots induced by
ultrasound [16]. At the same time, noble metal ions coexisting in the sonicated
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solution are reduced to form nanoparticles on the surface of the supports. Details of
the sonochemical immobilization mechanism are described in sections “Synthesis of
Bimetal Nanoparticles and Nanocomposite Materials,” “Catalytic Activity with
Respect to Hydrogenation,” and “Preparation of Noble Metal–Magnetic
Nanocomposites” [45].

Previously prepared nanoparticles can be immobilized on the surface of TiO2 by
mixing the nanoparticles with TiO2 powders and employing prolonged sonication
(a two-step method). When a dispersion of Pt nanoparticles prepared in the presence
of PEG-MS was added to TiO2 powders and underwent prolonged sonication, the
white TiO2 powder became a homogeneously grayish color because of Pt
nanoparticles. The resulting gray powder was repeatedly washed with pure water,
but the gray color did not fade. In addition, the filtrate was colorless and transparent,
indicating that all Pt nanoparticles were successfully immobilized on the TiO2.

Figure 9 shows TEM images of the product of the above-described two-step
method and the conventional impregnation method and the corresponding size
distributions of the immobilized Pt nanoparticles [30]. The average size and the

Fig. 9 TEM images of Pt/TiO2 photocatalysts prepared using (a) sonochemistry and (c) impreg-
nation. The size distributions of the respective supported Pt nanoparticles are shown in (b) and (d)
(Reprinted with permission from Ref. [30]. Copyright 2007 Elsevier)
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size distribution of the Pt nanoparticles were very similar to those of the
nanoparticles before immobilization, meaning that Pt nanoparticles immobilized
by sonication maintained their shape and size. The immobilization of previously
prepared Pt nanoparticles is considered to result from shock waves generated during
the collapse of cavitation bubbles [46]. The average size of the immobilized Pt
nanoparticles was almost the same for both production methods, but the Pt size
distribution of the conventionally produced catalyst was slightly broader. The
number of Pt nanoparticles supported on TiO2 by the conventional method is
much lower than that by the sonochemical method. In addition, the surface of
conventionally produced TiO2 catalyst looks smoother than that of the
sonochemically produced catalyst. The roughness of the sonicated surface probably
results from the effect of ultrasound, which generates a clean surface.

The photocatalytic activities of sonochemically prepared Pt–TiO2 were evaluated
in the reforming of ethanol in aqueous solution. Typically, 15 mg of Pt–TiO2 was
dispersed in water using an ultrasound cleaning bath. An appropriate amount of
ethanol was added and the reaction vessel was closed and purged with Ar to remove
dissolved gases. The reaction mixture was stirred with a magnetic stirrer and
illuminated with a Xe lamp (radiation intensity: 57 W/cm2). H2 was detected as a
main product of the reforming. The evolution of H2 proceeded linearly with the
duration of UV illumination (Fig. 10). The results of Pd–TiO2 and Au–TiO2 catalysts
prepared by sonochemical reduction are also given in Fig. 10. Pt–TiO2 exhibited the
highest activity, which can be explained by the high work function of Pt together
with the smaller size of Pt nanoparticles.

The rates of H2 production for sonochemically and conventionally synthesized
Pt–TiO2 are shown in Fig. 11. The horizontal axis denotes the Pt loading on TiO2.
During the impregnation or photodeposition processes, the sizes of immobilized Pt
are changed by the reaction conditions, so that it is impossible to control the loading
and the size of Pt simultaneously. In contrast, ultrasound can immobilize previously
prepared Pt nanoparticles on TiO2, and the size of nanoparticles remains virtually

Fig. 10 H2 evolution during
ethanol reforming in aqueous
solution over different
sonochemically prepared
photocatalysts (Reprinted
with permission from Ref.
[30]. Copyright 2007
Elsevier)
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unchanged during the immobilization process. In other words, the size and the
number of immobilized particles can be separately controlled, which is a major
advantage of sonochemical preparation of noble metal nanoparticles immobilized
TiO2. As described later, bimetallic nanoparticles having a characteristic inner
structure also can be immobilized using the sonochemical method. As shown in
Fig. 11, the rate of H2 evolution is significantly enhanced by the immobilization of Pt
and depends on the Pt loading. This demonstrates that Pt nanoparticles are in direct
contact with the TiO2 photocatalyst, and photoexcited electrons can move between
them. Photocatalysts prepared by the sonochemical method showed higher activities
than those prepared by the impregnation method. This might result from the effects
of sonication, which can clean the surface of TiO2 and improve the dispersity of
Pt–TiO2.

Bimetallic nanoparticles have different properties depending not only on their
composition, size, and shape but also on the distribution of each metal in the
particles. Therefore, control of this distribution, i.e., control of the inner structure
of the bimetallic nanoparticles, is considered to be a key technology for the devel-
opment of efficient catalysts. Using sonochemical reduction, Au core/Pd shell
bimetallic nanoparticles can easily be prepared [36]. The unique properties of
bimetallic nanoparticles likely derive from their unusual electron distributions. In
Au core/Pd shell particles, the electrons of the Pd shell are considered to be attracted
to the Au core. This is reasonable from the viewpoint of the electron negativities.
When measuring the absorption spectrum of Au/Pd bimetallic nanoparticles dis-
persed in water, a blue shift of the surface plasmon resonance absorption of Au was
observed, indicating that the electron density of the Au core increased [47]. This
phenomenon resulted in high catalytic activities for hydrogenation of olefins, as
described in section “Catalytic Activity with Respect to Hydrogenation” [37].

TEM images of sonochemically prepared Au/Pd nanoparticles (25/75 mol ratio)
immobilized on the surface of TiO2 are shown in Fig. 12 [48]. The nanoparticles
were prepared by the sonochemical reduction of an aqueous solution of Au(III)/Pd
(II)/PEG-MS. After the reduction was complete, TiO2 powder was added and

Fig. 11 Effect of Pt loading
on H2 formation rates during
ethanol reforming in aqueous
solution (Reprinted with
permission from Ref.
[30]. Copyright 2007
Elsevier)

342 K. Okitsu and Y. Mizukoshi



ultrasound irradiation was carried out. In Fig. 12a, the coarse particles shown in
weak contrast are TiO2, and the fine particles in strong contrast (as indicated by the
arrows) are noble metals. Figure 12b and c is HRTEM and the corresponding high-
angle annular dark field (HAADF)-STEM images, respectively, of the noble metal
particles immobilized on TiO2. In HAADF images, heavy atoms are brighter because
the contrast of the observed object is proportional to the square of the atomic number.
Therefore, it was concluded that the core of the immobilized particles is the heavier
Au and the shell is Pd (the atomic numbers of Au, Pd, and Ti are 79, 46, and
22, respectively). According to the high-resolution HAADF-STEM image
(Fig. 12d), immobilized bimetallic nanoparticles are composed of several segments
forming icosahedrons, decahedrons, or truncated structures (multiple twin

Fig. 12 TEM images of sonochemically prepared Au25/Pd75 (mol%) core–shell nanoparticles
(arrows) immobilized on TiO2: (a) TEM, (b) HRTEM, (c) HAADF-STEM (red lines indicate
boundaries of the segments making up immobilized bimetallic nanoparticles), and high-resolution
HAADF-STEM images (Reprinted with permission from Ref. [48]. Copyright 2010 Elsevier)
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morphology). Red lines in the image denote the boundaries of segments. The
average diameter of the immobilized bimetallic nanoparticles was 4.2 nm, based
on the HAADF-STEM observations (Fig. 12).

The photocatalytic activities of the Au core/Pd shell bimetallic nanoparticles
immobilized TiO2 were evaluated using H2 evolution from an aqueous ethanol
solution. For Au/Pd ratios other than 25/75, HAADF-STEM imaging revealed that
the immobilized particles also consisted of an Au core and a Pd shell. Figure 13
shows H2 evolution with Au core/Pd shell bimetallic nanoparticles immobilized
TiO2 and also with monometallic Au (Pd ratio 0 %) and Pd (Pd ratio 100 %)
nanoparticles. Interestingly, the photocatalytic activities depended on the Au/Pd
ratio, and the sample containing 75 % Pd exhibited the highest activity under both

Fig. 13 Amounts of photocatalytically evolved H2 from an aqueous ethanol solution under UVand
visible (VIS) light illumination over Au/Pd bimetallic nanoparticles with different ratios of noble
metals immobilized on TiO2 (Reprinted with permission from Ref. [48]. Copyright 2010 Elsevier)
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UVand visible light illumination. To investigate the origin of this high photocatalytic
activity, it was prepared two other kinds of Au/Pd co-catalyst immobilized on TiO2:
(1) separately prepared Au and Pd monometallic nanoparticles and (2) bimetallic
nanoparticles in which Au and Pd were homogeneously distributed. The ratio of
Au/Pd was 25/75 in both samples. Sample (1) was prepared by sonochemical
immobilization of a mixture of Au and Pd monometallic nanoparticles prepared by
sonochemical reduction; this material cannot be synthesized by any other prepara-
tion method. Sample (2) was prepared by annealing Au core/Pd shell bimetallic
nanoparticles immobilized on TiO2 under H2 gas flow (400 �C for 1 h). The result
was the formation of random alloyed nanoparticles in which Au and Pd atoms were
homogeneously distributed [29]. After annealing, the average diameter of the
immobilized nanoparticles was 4.8 nm; significant increases in particles size as a
result of sintering were not observed. The photocatalytic activities of these samples
are displayed in Fig. 14.

Figure 14 clearly shows that the photocatalytic activities depend on the inner
structures of the immobilized Au/Pd bimetallic nanoparticles even if the ratio of
Au/Pd is the same. A mixture of monometallic Au and Pd nanoparticles immobilized
on TiO2 exhibited low photocatalytic activities under UV and visible light illumina-
tion. Core/shell bimetallic nanoparticles and random homogeneously distributed
bimetallic nanoparticles immobilized on TiO2 showed superior activity under visible
light and UV, respectively. Recently, Su et al. reported simulation of the electron
structures resulting from Au/Pd bimetallic nanoparticles on TiO2 photocatalysts.
They concluded that Au core/Pd shell nanoparticles are good co-catalysts because
vacant d orbitals in Pd work as effective acceptors for photoexcited electrons
generated by TiO2 [49]. This interpretation based on the conventional role of
nanoparticles on TiO2 can explain photocatalytic activity under UV light. On the
other hand, Shiraishi et al. reported that the low work function of the immobilized
nanoparticles facilitates the plasmonic photocatalytic function [50]. The work func-
tion of an alloy is determined by the sum of the work functions of the metal
components [51]. In addition, for nanoparticles, the work function depends on the
particle size [52]. For smaller particles, the work function is larger. Because the work
functions of Au and Pd are similar, i.e., 5.12 eV and 5.10 eV, respectively, the
significant decrease of work function that facilitates the shift of photogenerated
electrons from alloy nanoparticles to the conduction band of TiO2 is not likely to
occur.

Although the detailed mechanism of the enhanced photocatalytic activities
induced by bimetallic nanoparticle co-catalysts remains unclear, the design of the
inner structure of co-catalysts is an important factor in the development of new high-
performance photocatalysts.

Preparation of Noble Metal–Magnetic Nanocomposites

The combination of multiple phases is one of the simplest approaches for fabricating
novel functional materials. Among various functional materials, magnetic
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substances are most familiar because they have been used as compasses, for exam-
ple, since the Middle Ages. In contrast, the demand for noble metals, some of which
are less well-known, has greatly increased because they are indispensable for IT
industries and environmental remediation processes such as catalytic converters for
automobiles. A general strategy to enhance catalytic activity is to fabricate nanosized
noble metal particles, because specific catalytic reactions occur on the surfaces of
noble metals, and small particles have high surface areas. However, it is difficult to
retrieve small nanoparticles from reaction systems. If nanoparticles remain in the
reaction system, they may contaminate the reaction products. From the viewpoint of

Fig. 14 Amounts of photocatalytically evolved H2 from an aqueous ethanol solution under UVand
visible (VIS) light illumination over Au/Pd nanoparticles [Au25/Pd75 (mol%)] immobilized on
TiO2. The catalysts were made using different methods, resulting in Au core/Pd shell bimetallic
nanoparticles, bimetallic nanoparticles in which Au and Pd were homogeneously distributed, and a
mixture of Au and Pd monometallic nanoparticles (Reprinted with permission from Ref. [48]. Copy-
right 2010 Elsevier)
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recycling noble metals, it is important to develop effective methodologies for
retrieving noble metal as reusable catalysts.

To solve such problems, novel magnetically retrievable nanocatalysts consisting
of a noble metal, such as Pd, and magnetic maghemite (gamma-Fe2O3) have been
prepared by the sonochemical reduction method. The catalytic activities of these
noble metal–magnetic nanocomposites can be evaluated by their effects on the
reduction of nitrobenzene (NB). After their catalytic activities were evaluated, the
catalysts were retrieved by a neodymium magnet, and activities on repeated use of
the catalyst were evaluated to assess their durability.

Noble metal–magnetic nanocomposite catalysts can be prepared by one-pot
sonochemical reduction. Briefly, an aqueous solution containing 0.5 mM Na2PdCl4,
commercially available magnetic nanoparticles (gamma-Fe2O3), and PEG-MS was
purged with Ar before sonication. Recently, some research projects focusing on
magnetically retrievable heterogeneous catalysts have been reported [53–55]. Unlike
conventional methods, such as impregnation, the sonochemical method can reduce
noble metal ions and concurrently immobilize the resulting nanoparticles on the
surface of supports without annealing. The avoidance of annealing reduces the
possibility of increases in the size of the particles caused by unfavorable sintering
[56]. In addition, good dispersity of the catalysts can be expected because of the
physical effects of ultrasound.

When the sample solution was sonicated, the color of the solution changed from
reddish brown, originating from pristine gamma-Fe2O3, to dark brown, indicating
the formation of Pd nanoparticles [57] by the reduction of Pd ions. After 15 min of
sonication, the sample solution was separated into magnetic and nonmagnetic
fractions by a neodymium magnet.

The morphologies of the magnetic fraction were characterized by HAADF-
STEM imaging. The image of the resulting Pd/gamma-Fe2O3 nanocomposite cata-
lyst is shown in Fig. 15 [31]. Based on the atomic numbers of Pd (42) and Fe (26),
the smaller particles with bright contrast are Pd nanoparticles, and the larger particles
with dark contrasts are gamma-Fe2O3 particles. The distributions of Pd, Fe, and O
analyzed using energy-dispersive X-ray spectroscopy are also shown in the figure.
They reveal that the Pd nanoparticles are immobilized on the surface of gamma-
Fe2O3 and that the average diameter of Pd nanoparticles is 3.8 nm.

To clarify where the seeds of Pd nanoparticles are generated and how they grow,
HRTEM images of Pd/gamma-Fe2O3 and Au/gamma-Fe2O3 nanocomposites are
displayed in Fig. 16, showing the interfaces between the noble metal particles and
Fe2O3. The interfaces were found to be lines or planes, not points, suggesting that the
growth of particles occurs on the gamma-Fe2O3 surface.

Figure 17 shows the progress of immobilization processes of Au nanoparticles on
the surface of gamma-Fe2O3 with sonication time [45]. To obtain these data, the
sonicated solution was periodically sampled and magnetically separated. The
amount of Au (nanoparticles and ions) in the nonmagnetic fraction was determined
by an improved colorimetric method [16]. The numbers of Au nanoparticles were
calculated from the amount of Au in the magnetic fraction and the average diameter
of nanoparticles measured from TEM images, assuming that the immobilized
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nanoparticles are spherical and their density is the same as that of the bulk metal. The
number of Au nanoparticles increased up to 3 min of sonication, and thereafter the
number was almost constant. In contrast, the diameter of Au nanoparticles increased
up to 9 min, suggesting that the nucleation of Au occurred in the early stage of
sonication.

To elucidate the formation mechanism of such nanocomposites, the morphologies
of Au/gamma-Fe2O3 prepared under various conditions were characterized. The
results are summarized in Table 5 [45]. The numbers of immobilized Au nanoparticles
listed in Table 5 were normalized using the number of Au nanoparticles (2.71 � 1014)
immobilized under standard reaction conditions (run 2). The values for Pt and Pd
nanocomposites are also shown in the table.

Fig. 15 HAADF-STEM image of fresh Pd/gamma-Fe2O3 nanocomposite catalyst and the
corresponding energy-dispersive X-ray mappings (Reprinted with permission from Ref. [31]. Copy-
right 2008 The Chemical Society of Japan)

Fig. 16 TEM images of sonochemically prepared Pd/gamma-Fe2O3 (left) and Au/gamma-Fe2O3

(right) nanocomposites
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When the concentrations of HAuCl4 (0.5 mM) and maghemite (gamma-Fe2O3)
(0.1 g L�1) were constant (runs 1–3), the normalized number of immobilized Au
nanoparticles increased with increasing PEG-MS concentration. This is because
PEG-MS is the precursor of the reductant in the sonochemical reduction. When
the PEG-MS concentration was high, large numbers of reducing species were
generated, and, as a result, the number of nuclei generated in the early stage of
nanoparticle formation increased. Consequently, large numbers of small
nanoparticles were produced.

In contrast, the effect of the amount of gamma-Fe2O3 on the number of
immobilized Au nanoparticles was not significant (runs 2, 4, and 5). When the
amount of gamma-Fe2O3 increased by a factor of 10, i.e., the surface area of
gamma-Fe2O3 increased by a factor of 10, the number of immobilized Au

Fig. 17 Effects of the duration of sonication on the Au(III) ion concentration (a) and the average
diameter and number of Au nanoparticles (NP) (b) immobilized on gamma-Fe2O3 (Reprinted with
permission from Ref. [45]. Copyright 2008 Elsevier)
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nanoparticles increased by only a factor of 1.6. This fact indicates that the nucleation
of Au occurs in the bulk solution, not on the Fe2O3 surface.

The minor effect of the concentration of Au ions (runs 2, 6, and 7) was because
the number of reducing species generated was much smaller than the number of Au
ions. In fact, the generated amounts of CO and CH4 were several micromoles per
minute in the sonolysis of aqueous sodium dodecylbenzenesulfonate solution [21].

From the results in Table 5 and Fig. 17, the following sequence for the
sonochemical immobilization of noble metal nanoparticles on the surface of
gamma-Fe2O3 can be proposed: (1) small nuclei of noble metal nanoparticles are
generated in the bulk solution (not on the surface of the Fe2O3) in the early stage of
sonication, (2) the nuclei are immobilized on the surface of Fe2O3, and (3) the nuclei
grow on the surface of Fe2O3.

The progress of the partial reduction of nitrobenzene (NB) over a Pd/Fe2O3

nanocomposite catalyst is shown in Fig. 18. The reduction of NB was conducted
at 25 �C under 1 atm of H2. The amounts of aniline (AN) formed and NB consumed
were measured by high-performance liquid chromatography to monitor the progress
of the reaction. NB was completely consumed after 30 min of the reaction and AN
was formed. Blank tests indicated that AN was formed in the presence of H2 and that
some NB was adsorbed on the surface of the catalyst. This catalyst can be retrieved
using an external magnetic field. The activities of the catalyst on repeated use and
retrieval were assessed to investigate its reusability and durability. The results are
given in Fig. 19 [31].

The changes in NB conversion [consumed NB(mol)/fed NB(mol)], AN selectiv-
ity [formed AN(mol)/consumed NB(mol)], and turnover frequency (TOF) of AN
formation [formed AN(mol)/immobilized Pd(mol)/reaction time (h)] in four
repeated uses of the same catalyst were evaluated. In the calculations of catalytic
activities, the amount of NB adsorbed on the catalyst surface and reaction vessel
(7 % of the fed amount), which was determined in a blank test in the absence of
hydrogen, was subtracted from the consumption of nitrobenzene. NB conversion
and AN selectivity averaged 100 and 87 %, respectively. The dispersion state of the

0 20 40 60
0.0

0.1

0.2

0.3

m
m

ol

Time (min)

Fig. 18 Nitrobenzene
consumption (circles) and
aniline formation (squares)
over Pt/gamma-Fe2O3

catalyst. Triangles indicate
sum of nitrobenzene remained
and aniline formed
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catalyst might be the cause of the spread of TOF. The maximum TOF, 429.6 h�1, and
the average of the four repeated evaluations, 301.2 h�1, are not inferior to the
previous value for the activity of Pd/Ni catalysts reported by Nagaveni
et al. [58]. Pd/gamma-Fe2O3 nanocomposite catalyst prepared by the sonochemical
reduction method exhibited excellent catalytic activities for the reduction of NB and
was high durable during repeated use/retrieval cycles.

In addition to their use as catalysts, noble metal nanocomposites can be utilized as
magnetic nanocarriers. In the remainder of this section, Au/gamma-Fe2O3

nanocarriers will be introduced. Au nanoparticles have attracted much attention in
the fields of nanobiotechnology in recent years because Au is generally harmless to
the living body [59–61]. Moreover, biomolecules such as polypeptides and DNA can
bond with Au via Au–S bonds without specific surface modification [62–64]. Mag-
netic beads are currently commercially available for the detection, separation, and
manipulation of various biomolecules. However, to adsorb specific molecules on
their surface, specific surface modifications of the beads with, for example, a
polymer, are needed. In some cases, the use of such polymers might result in damage
to biomolecules. If Au nanoparticles are coupled with magnetic particles, they can be
utilized as versatile magnetic nanocarriers for biomolecules containing sulfur atoms,
allowing such biomolecules to be selectively separated and manipulated by an
external magnetic field.

Typical TEM images of sonochemically prepared Au/gamma-Fe2O3

nanocomposites are shown in Fig. 20 [65]. The Au/gamma-Fe2O3 nanocomposites
were prepared from an aqueous solution containing HAuCl4, PEG-MS, and gamma-
Fe2O3 by a one-pot method. By using 2-propanol instead of PEG-MS, similar

Fig. 19 Effect of repeated catalyst use on the catalytic activity of Pd/Fe2O3 nanocomposite
particles during nitrobenzene reduction (Reprinted with permission from Ref. [31]. Copyright
2008 The Chemical Society of Japan)
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nanocomposites can be obtained, but the immobilized Au nanoparticles are larger
[66]. Using such Au/gamma-Fe2O3 nanocomposites, magnetic separation of gluta-
thione [66], amino acids [65], and oligonucleotides [67] have been evaluated.
Separability was tested as follows: known amounts of biomolecules were mixed
with a dispersion of Au/gamma-Fe2O3. After mixing, the magnetic fraction was
collected using an external magnetic field. Then, the amounts of biomolecules in the
nonmagnetic fraction were determined. The difference between the initial amount of
biomolecules and that remaining in the nonmagnetic fraction gave the amount
magnetically separated.

Figure 21 shows the amounts of glutathione separated by a sonochemically
prepared Au/gamma-Fe2O3 nanocarrier. By increasing the ratio of Au/gamma-
Fe2O3, the amount of glutathione separated increased, indicating that the adsorption

Fig. 20 TEM images of sonochemically prepared Au/gamma-Fe2O3 composite nanoparticles.
Au/gamma-Fe2O3 ratios were (a) 1/10, (b) 1/5, and (c) 1/1. Au nanoparticles with no gamma-
Fe2O3 are shown in (d) (Reprinted with permission from Ref. [65]. Copyright 2006 Elsevier)
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site of glutathione is Au, not gamma-Fe2O3. To assess amino acid separation, a
standard amino acid solution was used that contained 17 alpha-amino acids: aspartic
acid (Asp), threonine (Thr), serine (Ser), glutamic acid (Glu), glycine (Gly), alanine
(Ala), valine (Val), cystine [(Cys)2], methionine (Met), isoleucine (Ile), leucine
(Lue), tryptophan (Trp), phenylalanine (Phe), lysine (Lys), histidine (His), arginine
(Arg), and proline (Pro). It should be noted that this standard solution contained the
dimer of cysteine, cystine, rather than cysteine itself. The results for the separation of
these amino acids are given in Fig. 22 [65]. Monolithic gamma-Fe2O3 nanoparticles
were evaluated for comparison; they adsorbed almost all kinds of amino acids, but
the amounts extracted were relatively small. However, relatively large amounts of
aspartic acid and glutamic acid were separated by monolithic gamma-Fe2O3

nanoparticles, probably because of the carboxyl groups present in these amino
acids [68]. Cystine and methionine contain sulfur, and remarkably high amounts
of these two amino acids were separated by Au/gamma-Fe2O3. The separated
amounts increased with increasing Au/gamma-Fe2O3 ratios. Au/gamma-Fe2O3 pre-
pared in the presence of 2-propanol separated smaller amounts of amino acids and
did not show selectivity for sulfur-containing amino acids, indicating that gamma-
Fe2O3 covered with small Au nanoparticles is more effective for the selective
adsorption of sulfur-containing compounds.

To assess oligonucleotide separation by Au/gamma-Fe2O3, thiol-modified oligonu-
cleotides were incorporated as probes, which was substantially the same approach as
that reported for monolithic Au nanoparticles by Mirkin et al. [69]. Thiol-modified
15-mer polythymine oligonucleotides were added to an Au/gamma-Fe2O3 aqueous
dispersion to allow adsorption onto the gold nanoparticles via Au–S bonds. After
removal of excess oligonucleotide, fluorescein isothiocyanate-labeled 15-mer
polyadenine oligonucleotides, which were complementary to the probe, were added
as the target. After stirring at 20 �C for 24 h, nonhybridized targets were removed by
washing with phosphate-buffered saline solution. The target oligonucleotides were
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eluted by heating at 60 �C for 10 min and were then magnetically separated from the
Au/gamma-Fe2O3 by a magnetic separator. The amount of target oligonucleotides
magnetically separated from Au/gamma-Fe2O3 was determined by a spectrofluorom-
eter. Using this procedure, target oligonucleotide could be successfully collected.
Analysis of the amounts of hybridized target oligonucleotides with respect to the
total surface area of gold grains per milligram of Au/gamma-Fe2O3 showed that the
hybridized amounts increased nearly linearly with the surface area of the gold
grains [67].

Autocatalytic Growth of Au Seeds to Au Nanorods

Recently, a seed-mediated growth method for the synthesis of Au nanorods has been
investigated. Au seeds act as a catalyst for the reduction of Au(I) with ascorbic acid,
and thus Au seeds spontaneously grow to become Au nanorods [3, 70]. In this
method, cetyltrimethylammonium bromide (CTAB) and AgNO3 are added as effec-
tive capping agents for the growth of Au seeds to Au nanorods. Using a
sonochemical reduction method, Au nanorods of different sizes and aspect ratios
can be synthesized from identical starting materials [Au(I), CTAB, AgNO3, and
ascorbic acid] even for the same initial concentrations [33]. Here, the focus is on the

Fig. 22 Amounts of magnetically separated amino acids by Au/gamma-Fe2O3 composite
nanoparticles with different Au/gamma-Fe2O3 ratios (Reprinted with permission from Ref.
[65]. Copyright 2006 Elsevier)

Catalytic Applications of Noble Metal Nanoparticles Produced by Sonochemical. . . 355



role of sonochemically formed Au seeds after short irradiation times and on the
autocatalytic growth of these seeds to form nanorods.

When sample solutions containing Au(I), CTAB, AgNO3, and ascorbic acid were
irradiated under Ar, the extinction intensity of the sample solution increased with
irradiation time and/or subsequent standing time, and finally two extinction peaks
emerged at around 510–520 and 650–820 nm. These two peaks correspond to the
surface plasmon resonances of Au nanorods, indicating that sonochemical reduction
of Au(I) to Au(0) proceeded by reacting with reducing radicals formed via pyrolysis
and/or radical reactions of CTAB, ascorbic acid, and water. As a result, Au seeds
were formed, and then the formation of Au nanorods proceeded.

Figure 23a shows changes in the extinction peak intensity at the longitudinal
plasmon resonance as a function of standing times after different ultrasound irradi-
ation times (0.5, 1, 3, 10, and 15 min). Changes in the extinction intensity correspond
to the formation of Au seeds and nanorods, meaning that a constant extinction
intensity corresponds to completion of the formation of Au seeds and nanorods.
For 15 min irradiation, the extinction intensity was almost constant at about 1.6 for
standing times from 2 to 60 min, indicating that Au nanorods were formed within
15 min irradiation and 2 min standing time. For 0.5, 1.0, and 3.0 min irradiation, an
induction period was observed before the extinction intensity started to increase, and
the induction period became longer as the irradiation time became shorter. In
addition, sigmoidal curves were observed. This means that autocatalytic growth of
the sonochemically formed Au seeds took place, and the number and/or size of the
Au seeds was affected by the irradiation time.

Figure 23b shows changes in the extinction peak wavelength of the longitudinal
plasmon resonance as a function of standing time after different ultrasound irradia-
tion times. This extinction peak wavelength is an index for the aspect ratio of the Au
nanorods formed. At 1 and 3 min irradiation times, the peak wavelength first
redshifted and then blueshifted with increasing standing times. Based on the litera-
ture [3, 70], this behavior can be explained by the aspect ratio of the Au nanorods
first increasing and then decreasing during the standing time. In the conventional
method, Au seeds 1–7 nm in diameter are used for nanorod synthesis [70–72].
Therefore, in the sonochemical reduction method, Au seeds with similar sizes are
likely formed. In addition, as seen in Fig. 23, the optical properties (peak wavelength
and peak extinction) of the resulting Au nanorods can be controlled by changing the
irradiation time. Such optical properties could be applied in various fields of
nanotechnology.

Figure 24a–e shows TEM images of Au nanorods grown from Au seeds formed
with irradiation times of 0.5, 1, 3, 10, and 15 min, respectively. As the irradiation
time decreased, the length and width of the resulting Au nanorods increased: the
average length increased from 24 nm at 15 min to 53 nm at 0.5 min, and the
average width increased from 7.9 nm at 15 min to 27 nm at 0.5 min. The reason that
nanorods become larger for shorter irradiation times is that the number of
sonochemically formed seeds becomes smaller, so that the remaining Au ions are
distributed to a smaller number of seeds, resulting in the larger growth of each
seed. In addition, the average aspect ratio decreased from 3.6 at 10 or 15 min to 2.0
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for 0.5 min. The following formation mechanism of Au nanorods is proposed:
relatively small Au seeds form at short irradiation times and rapidly grow to a
critical size, and thus the size and aspect ratio of the resulting Au nanorods depend
on the number of Au seeds attaining the critical size. This mechanism is supported
by the following conjecture: the adsorption of CTAB on Au seeds that have just
formed by the sonochemical method does not reach equilibrium, and thus the seeds
rapidly grow to the critical size.

Fig. 23 Effects of irradiation time and subsequent standing time on (a) peak extinction and (b)
peak wavelength of the longitudinal plasmon resonance of sample solution. Irradiation times: (▼)
0.5 min, ( ) 1 min, ( ) 3 min, ( ) 10 min, (○) 15 min (Reprinted with permission from Ref.
[33]. Copyright 2014 Elsevier)
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Conclusions and Future Directions

The sonochemical reduction of noble metal ions or complexes proceeds effectively
in the presence of an organic additive (RH), because reducing radicals such as H
radicals and pyrolysis radicals are formed, and secondary radicals are formed from
the abstraction reactions of RH with OH or H radicals. The rate of sonochemical
reduction of metal ions can be controlled by changing the concentration of the
organic additive. More highly hydrophobic organic additives tend to accumulate at
the interface region of cavitation bubbles causing the reduction of metal ions to

a) 0.5 min

100nm

100nm

100nm

100nm

100nm

b) 1 min

c) 3 min d) 10 min

e) 15 min

Fig. 24 TEM images of Au nanorods produced via Au seeds formed after (a) 0.5, (b) 1, (c) 3, (d)
10, or (e) 15 min of ultrasonic irradiation (Reprinted with permission from Ref. [33]. Copyright
2014 Elsevier)
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proceed more rapidly. The rate of sonochemical reduction is dependent on the type
of dissolved gas, the solution temperature, the ultrasound power and frequency, and
the configuration of the sonicator. The sizes of metal nanoparticles tend to decrease
with increasing rates of reduction of metal ions. In the presence of metal oxide
powders, size-controlled monometallic or structure-controlled bimetallic
nanoparticles formed by sonochemical reduction are immobilized on the metal
oxide surface. The resulting supported catalysts can be applied to the catalytic
hydrogenation of olefins and the photocatalytic degradation of alcohols to produce
H2 gas. Sonochemically prepared catalysts have higher catalytic activities than
catalysts prepared by conventional impregnation methods. Catalysts consisting of
immobilized noble metal nanoparticles can be prepared by ultrasound irradiation in a
one-pot process, whereas the impregnation method for the synthesis of such catalysts
needs several reaction vessels and several processes as well as heat treatments under
H2 gas. Taking into account these characteristics, the sonochemical method of
catalyst preparation can be considered environment friendly. Noble metal–magnetic
nanocomposites prepared by the sonochemical reduction method exhibited excellent
catalytic activities for the reduction of nitrobenzene and high durability on repeated
use/retrieval cycles. These nanocomposites also can be used for the separation of
amino acids. In addition, by producing Au seeds with catalytic activity for the
reduction of Au(I) with ascorbic acid, Au nanorods with specific lengths, widths,
and aspect ratios can be prepared. Because short irradiation times are adequate for
the synthesis of Au seeds, this is an energy-efficient method for the synthesis of
metal nanoparticles. In the future, the development of simple one-pot sonochemical
methods using short-duration ultrasound will be important for the synthesis of size-,
shape-, and structure-controlled nanoparticles. When using the sonochemical
method, the progress of chemical reactions can be easily controlled by switching
the sonicator on and off. When the amounts and types of radicals formed can be more
precisely controlled and the physical effects of cavitation bubbles are better under-
stood, this method of nanoparticle synthesis will have great potential to advance a
wide variety of industries through the application of nanotechnology.
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Abstract
Recent advances in nanomaterial synthesis have led to the search and develop-
ment of new synthetic methods. The use of high-intensity ultrasound in chemistry
offers a versatile and simple means of polymeric nanostructure synthesis. The
chemical effects of ultrasound that are relevant to material synthesis arise from a
phenomenon known as acoustic cavitation (the formation, growth, and violent
collapse of bubbles under the influence of a sound field) which can create extreme
conditions inside the collapsing bubbles, and this serves as the origin of
sonochemistry. Herein, the fundamental concepts involving ultrasound,
sonochemistry, and emulsion polymerization will be provided. In particular,
special emphasis on sonochemical production of polymer nanocomposites and
(bio)polymer microspheres and the biorelated applications of these microspheres
will be given.
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Introduction

The application of high-intensity ultrasound in the field of chemistry has been shown
to provide great promises in promoting a wide range of chemical processes such as
the synthesis of polymer nanocomposites, the synthesis of proteinaceous or polymer-
coated microspheres, metallic nanoparticle synthesis, and the degradation of a range
of pollutants. The wide applications of ultrasound in chemical processes have
attracted intense attention in various fields of chemistry, materials science, and
chemical engineering. It exploits the effect of acoustic cavitation [1]; bubbles present
in the solution grow and collapse when sound waves pass through a liquid. This
results in the generation of radicals, excited-state species, enhancement of reaction
rates, and excellent mixing of multiphase systems.

The aim of this book chapter is to introduce the reader to the key fundamental
concepts involved in the field of ultrasound and sonochemistry. We aim to provide a
detailed explanation on free radical polymerization and mechanism of emulsion
polymerization and also review the recent progress and challenges in the use of
high-intensity ultrasound on the synthesis of polymer particles and air- and oil-filled
microspheres. In doing so, we hope to present the advancement and impact of the use
of ultrasound in the field of fabricating polymeric colloidal systems over the past
years. It does not provide an exhaustive literature review; rather, it provides an
overview of some important research in this area.

Acoustic Cavitation and Sonochemistry

Ultrasound is a longitudinal wave that has wave frequency higher than human
audible frequency range. Sound wave is classified according to the oscillating
frequency, sound waves oscillating between 0.001 and 10 Hz are known as infra-
sonic waves, and oscillating sound waves with frequencies higher than 16 kHz are
known as ultrasound. Contrary to audible sound, ultrasound enacts several unique
physical and chemical phenomena. The first report on the physical and biological
effects of ultrasound was published in 1927 by Wood and Loomis [2], and the term
sonochemistry was coined by Weissler in 1953 [3]. Both works are widely consid-
ered to give birth to the discipline of sonochemistry – a field in which chemistry and
physics deal with the short-lived, localized high pressure and temperature produced
through acoustic cavitation.

Acoustic cavitation (the formation, growth, and violent collapse of bubbles in a
solution) is a process produced by irradiating a liquid with high-intensity ultrasound
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with a frequency of 20 kHz to several MHz. Figure 1 shows the growth and violent
collapse of microscopic bubbles in liquids under the influence of a sound field.
During cavitation, the collapse of these bubbles is so intense to generate local
heating, high pressures, and high-speed jets. Such intense and localized hot spots
are responsible for many of the chemical reactions enacted by ultrasound irradiation.
These bubbles grow from nuclei over several acoustic cycles through a process
known as the rectified diffusion [4]. Rectified diffusion is explained by two contrib-
uting effects – area and shell effect. As the acoustic cycle alternates between the
rarefaction and compression phases, gas is forced to diffuse in and out of the bubble.
During the expansion cycle, the average surface area of the bubble is larger than that
during the compression cycle. Due to that there is always a net flow of gas into the
bubble over several cycles. The gas concentration gradient in the fluid shell around
the bubble also contributes to this phenomenon. Since the diffusion rate of gases into
bubbles is proportional to the concentration gradient of dissolved gas, the net inflow
of gas will always be higher during the expansion stage of the bubble. Bubble
growth is promoted by both the area and shell effects. When the bubbles reach a
critical size range during the growth, they subsequently undergo a violent collapse.

Several theories have been postulated to explain the chemical effects of ultra-
sound: the hot spot theory [5] proposed by Noltingk and Neppiras and the electric
discharge theory [6] by Margulis. The latter theory states that an electrical charge
forms on the surface of the cavitation bubbles as it begins to break into tinier
microbubbles, forming an electric field gradient across the bubbles. However, this
theory has been discarded by several researchers [7]. The hot spot theory is to date
the most accepted theory and that prior to the bubble collapse, bubble growth
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Fig. 1 Schematic representation of transient acoustic cavitation (Adapted from Adv. Mater., 2010,
22, 1039–1059 with permission. Copyright 2010, Materials Research Society)
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proceeds under isothermal conditions, but the system becomes adiabatic upon
bubble collapse, generating temperatures as high as a few thousands of degrees
and pressures of over hundreds of atmospheres. Additionally, a secondary region of a
thin layer of liquid surrounding the collapsed bubbles is also transiently heated. This
region is approximately 200 nm thick and has been reported that it can get as hot as
2,000 K [8].

Ultrasound-induced cavitation in a liquid also gives rise to a number of physical
effects, such as shock waves and microjets, and these phenomena can affect the
efficiencies of chemical reactions. Shock waves created during a bubble collapse
produce high mixing rates to the solution. In any heterogeneous system, the highly
energetic collapse of bubbles will no longer be symmetrical as the solid surfaces
prevent the homogenous flow of fluid, thus causing the collapse to often having a
doughnut-like shape. This asymmetrical collapse results in jets of liquid directed at
the solid surface at speeds of greater than 100 m s�1. Shock waves and microjet
agitation can create emulsions in systems that contain two immiscible liquids [9]. In
comparison to other energy sources such as heat, and light, ultrasonic irradiation
offers very unique reaction conditions (a short duration of extremely high temper-
atures and pressures in liquids) [10] (Fig. 2). The potential of this phenomenon will
be discussed in the next sections.

Fig. 2 Islands of chemistry as a function of time, pressure, and energy (Adapted from Adv. Mater.,
2010, 22, 1039–1059 with permission. Copyright 2010, Materials Research Society)
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Free Radical Polymerization

Among the many polymerization techniques, free radical polymerization is one of
the most widely employed polymerization techniques and has been an important
technological field for industrial production and applications. This technique is easy
to perform and typically leads to high molecular weight polymers under relative mild
reaction conditions. Many different free radical polymerization processes can be
applied, such as bulk, solution, suspension or emulsion polymerizations. For a more
detailed explanation on emulsion polymerization, the reader should refer to the work
of Gilbert [11].

The mechanism governing a free radical polymerization process typically
involves three steps: initiation, propagation, and termination [12]. As shown in
Reaction 1 and Reaction 2, there are two steps involved in the initiation process:
first, the dissociation of initiators to form free radicals and, second, the reaction of the
free radical with a monomer molecule:

I !kd 2Ri (Reaction1)

Ri þM !ki Mi (Reaction2)

where Ri is the free radical formed, kd is the rate constant for initiator decomposition,
ki is the rate constant for initiation process, M is the monomer, and Mi is the
monomeric radical. The rate expression for initiation is given by Eq. 1:

d R½ �
dt

¼ Ri ¼ 2f kd I½ � (1)

where R is the rate of initiation and f is the initiator efficiency.
The initiator efficiency is defined as the fraction of free radicals that can react with

the monomer (Eq. 2). The value of f is usually less than 1 and typically falls in the
range of 0.3–0.8. Once formed, free radicals can either recombine, terminate with
another free radical, or initiate chain propagation. The initiation step plays a very
important role in the overall rate of polymerization and also has an effect on the final
molecular weight of the final polymer. The constant addition of monomer molecules
to growing polymer radicals in the propagation stage takes place very rapidly
(Reaction 3 and Reaction 4):

f ¼ rate of initiation of propagating chains

rate of primary radical formation
(2)

RþM !kp Mi (Reaction3)
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Mi þM !kp Miþ1 (Reaction4)

The propagation rate constant, kp, usually falls in the range of 10
2–104 L mol�1 s�1

[12]. kp is calculated using the experimental conversion and time data together with the
initiator concentration measurements. The relationship is shown below (Eq. 3). The
propagating polymer chains will stop growth and terminate after reaching a certain
point. Termination of the radicals occurs by bimolecular reaction between two radicals
(Reaction. 5) or, in another rare case, by disproportionation, whereby a hydrogen
radical that is beta to one radical center is transferred to another radical center; this
results in the formation of two polymer molecules (Reaction. 6):

dx

dt
¼ kp R½ � I � x½ � (3)

where x is the mole fraction of the monomer.

Mi þ Mj !ktc Pij (Reaction5)

Mi þ Mj !ktd Pi þ Pj (Reaction6)

whereMi andMj are two different monomeric radicals and Pij, Pi, and Pj are radicals.
The rate constant for termination depends on various parameters such as the

overall composition and the chain length of the propagating species, and the value
falls in the range of 106�108 L mol�1 s�1. The termination rate also decreases as the
conversion to polymer increases. In some cases, chain propagation continues as the
termination rate is decreased, and as a result, high molecular weight polymers are
produced. This phenomenon is commonly referred to as the “gel effect” and is
particularly evident in bulk polymerization reactions. In other cases, a polymer
chain can also be prevented from growing by the removal of an atom from some
substance present in the system to give a new radical, which may or may not start
another new chain [13]. This process is known as chain transfer and can be
represented by Reaction 7 and Reaction 8:

P:
i þ RX ! PiRþ X: Chain transfer reaction (Reaction7)

X: þM ! P:
i Generation of new kinetic chain (Reaction8)

where RX represents solvent molecule and X• represents a univalent atom that was
removed by the polymeric radical from the solvent molecule.

Free radical polymerizations can be classified as either homogeneous or hetero-
geneous reactions. In homogeneous polymerization, all components (the monomer,
chemical initiator, and the polymer) are in the same phase throughout the reaction. In
heterogeneous polymerization, at least one component is insoluble at some point
during the reaction. For the purpose of this book chapter, heterogeneous polymer-
ization will be the focus, and the reader is referred to this book of Odian on
Principles of Polymerization [12] for homogeneous polymerization systems.
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Heterogeneous Polymerization

While aqueous solution polymerizations are of considerable interest in the viewpoint
of industrial applications, the number of water-soluble monomers available is
limited. Heterogeneous polymerization processes are, in this case, more applicable
to a wider range of monomers. Particularly, they offer more practical advantages
over homogenous polymerization reactions. There are several different systems
identified in heterogeneous polymerization process as outlined in Table 1. They
differ for the initial state of polymerization mixture, the mechanism of particle
formation, the size of the final polymer particles, and the polymerization kinetics.
In the following section, a brief introduction to the three main important systems will
be outlined, namely, suspension polymerization (“Suspension Polymerization”
[14]), emulsion polymerization (“Emulsion Polymerization” [11, 14]), and
miniemulsion polymerization (“Miniemulsion Polymerization”).

Suspension Polymerization

In suspension polymerization, a water insoluble monomer is dispersed in the con-
tinuous aqueous phase as oil droplets by vigorous stirring while an oil soluble
initiator is used to initiate the polymerization reaction inside the monomer droplets
[14]. During the reaction, coalescence of the droplets and partially formed polymer
particles are prevented by the presence of stabilizers. Stabilizers act to improve the
dispersion by increasing the viscosity of the aqueous phase and preventing

Table 1 Different types of heterogeneous polymerization systems (Adapted from Ref. [14])

Type

Typical
particle
radius

Droplet
size Initiator

Continuous
phase

Discrete phase
(particles)

Emulsion 50–300 nm �1–10 μm Water
soluble

Water Initially absent,
monomer-swollen
polymer particles
form

Suspension �1 μm �1–10 μm Oil
soluble

Water Monomer+formed
polymer in
pre-existing droplets

Dispersion �1 μm Oil
soluble

Organic Initially, absent,
monomer-swollen
polymer particles
form

Microemulsion 10–30 nm �10 nm Water
soluble

Water Monomer,
cosurfactant+formed
polymer

Miniemulsion 30–100 nm �30 nm Water
soluble

Water Monomer,
cosurfactant+formed
polymer
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coalescence by steric effects. Each polymer particle behaves as an isolated reactor,
and the kinetics is similar to that of a bulk polymerization. As a result, the droplet
size and the amount of stabilizer do not affect the rate of reaction. The continuous
aqueous phase acts to decrease the viscosity of the solution and to dissipate the heat
generated during the reaction process. The size of the particles is usually in the range
of 20–2,000 μm and is dependent on the stirring speed, volume ratio of monomer to
water, amount of stabilizer involved, viscosity of both the aqueous and oil phases,
and the design of the reactor.

Emulsion Polymerization

Emulsion polymerization finds application for the production of materials such as
synthetic rubber, latex paints, adhesives, and coatings [11, 14]. It has been widely
used due to its attractive advantages over bulk polymerization. For example, heat
dissipation during the reaction can be easily controlled through heat transfer to the
aqueous phase, and polymerization rate and conversation are usually higher. The
resulting polymers usually have high molecular weights that can be easily con-
trolled by the addition of chain transfer agents. In addition, the viscosity of the
solution during emulsion polymerization is close to that of water since water is the
continuous phase. Contrary to suspension polymerization, emulsion polymeriza-
tion usually produces submicron-sized particles that can remain suspended in the
aqueous medium, forming latex particles. In a typical emulsion polymerization, the
mixture consists of water, hydrophobic monomers, surfactant, and a water-soluble
initiator. In an emulsion polymerization, the stabilizer used to impart colloidal
stability is surface active and composed of both hydrophobic and hydrophilic parts.
The stabilizer adsorbs to the interface of the droplets and provides stabilization by
electrostatic effect, steric effect, or both. When its concentration is above the
critical micelle concentration (CMC), it forms micelles, which are normally swol-
len by the monomer. Secondly, the initiator in an emulsion polymerization is water
soluble. Due to that the radicals are produced in the continuous aqueous phase in
which the polymerization reaction is initiated. As a result of the solubility of the
initiator, it affects the particle formation and the kinetics of polymerization. The
monomer droplets act only as monomer reservoirs, and polymerization occurs
through diffusion of the monomer molecules through the aqueous phase. Particle
nucleation mechanism allows one to predict the final number of particles, Np, to
quantify the effect of various parameters such as the type and concentration of
surfactant used, type and concentration of initiator, the nature of monomers, and
reaction temperature. The compartmentalization of the propagation radicals within
each separate particle complicates the polymerization kinetics. In an emulsion
polymerization, the kinetics is not simply affected by the initiator, propagation,
and termination as in a homogeneous radical polymerization. It is further compli-
cated by the presence of two phases. The transfer of oligoradicals from the water
phase into the particles, and vice versa, and the transfer of monomer have to be
considered.
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There are three stages to be considered in an emulsion polymerization reaction.
Interval I is the particle formation stage, whereby there is an increase in the number
of particles that remains constant during Interval II and III. Polymerization rate
increases with time as the number of particle increases. Monomer molecules are
constantly diffusing into the particles to replace the monomer molecules that have
been polymerized. Interval I ends when the particle number stabilizes. This is a small
fraction, typically about 0.1 % of the concentration of the micelles that are initially
present in the system. As the polymer particles grow in size, they adsorb more
surfactant to ensure the stability of particles in the solution. Surfactant concentration
at this stage rapidly decreases below its CMC, and any micelles will become
unstable and disappear due to dissolution of the micellar surfactant. By the end of
Interval I and beginning of Interval II, almost all the surfactant molecules have been
adsorbed on the polymer particles; any monomer droplets that remained in the
system become unstable and coalesce if stirring ceases. Interval I is the shortest
among the three intervals covering from 2 % to 15 % of the conversion. During
Interval II the polymerization rate remains either constant or increases slightly with
time. The latter behavior is due to the gel effect. Interval II ends when all the
monomer droplets disappear, and the transition from Interval II to III occurs at
lower conversions as the water solubility of the monomer increases and the extent
of swelling of polymer particles increases. The particle number remains constant in
Interval III, and polymerization continues at a decreasing rate as the monomer
concentration in the polymer particles decreases. One hundred percent conversion
of monomer to polymer can be usually achieved, and the final particles are typically
in the size range of 50–300 nm.

The theory of emulsion polymerization relies on the following equation [12]:

Rp ¼ kp M½ �pNpñ=NA (4)

where Rp is the rate of polymerization, kp is the propagation rate coefficient, [M]p is
the concentration of monomer in a particle, ñ is the average number of radicals in a
particle, Np is the number concentration of particles, and NA is Avogadro’s constant.

The rate of polymerization, Rp, depends on the following parameters. The value
of ñ is crucial in determining Rp. Through the mathematical analysis by Smith and
Ewart, three scenarios can be considered in which the particle size and radical exit
from the emulsion droplet rate may vary. The main differences between the three
cases are (i) the occurrence of radical diffusion out of the particles, also known as
desorption, (ii) the particle size, (iii) ways of termination, and (iv) rates of initiation
and termination. The quantitative balance of these factors in this equation leads to the
three scenarios.

In the first situation (Case 1), the polymer particles are small, the monomers are
relatively soluble in water and desorption of radicals from the particles is likely to
happen, ñ is very low, and polymerization is slow.

In the second situation (Case 2), radical exit is almost insignificant. When a radical
enters a particle, polymerization occurs until the next radical comes along and both
radicals instantaneously terminate (zero–one kinetics). Under such conditions, ñ= 0.5.
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In the last situation (Case 3), the particles are larger than in the other two cases,
such that more than two radicals can exist together in the particle without instanta-
neous termination. In this case, ñ may be greater than 1.

Compartmentalization
Compartmentalization in free radical emulsion polymerization is the term used to
describe the situation whereby the radicals are kept in confinement within monomer
droplets/latex particles [11]. In other words, the propagating radicals contained in a
single polymer particle are physically separated from other radicals contained in
another particle. As a result, bimolecular termination cannot occur between radicals
in different particles.

Pseudo-bulk System
In this system, the number of radicals per particle is relatively high such that the
emulsion polymerization resembles a bulk polymerization system [11]. The average
number of radicals is always greater than 0.5. Compartmentalization does not affect
the kinetics of polymerization in such a system, and termination is always diffusion
controlled.

Zero–One System
The term zero–one typically describes the situation found in most emulsion poly-
merizations whereby all latex particles contain either zero or one active radical (i.e.,
two or more radicals cannot coexist in one particle) [11]. This is because the particles
are very small and can result in instantaneous bimolecular termination. In other
words, if an active radical enters a particle that already contains a radical, there will
be an instantaneous termination of the two radicals. Therefore, the maximum value
of the average number of radicals per latex particle, ñ, is 0.5. In such systems,
compartmentalization becomes important in the kinetic events of emulsion
polymerization.

Compartmentalized Pseudo-bulk System
This system, also known as the zero–one–two kinetics, is typical when termination is
not instantaneous even when ñ is low [11]. Zero–one–two kinetics are favored by
high propagation rate coefficients when radicals grow rapidly and bimolecular
termination of radicals is no longer instantaneous. As the name implies, the latex
particles may contain zero, one, or two radicals.

Miniemulsion Polymerization

There are two possible locations of particle formation in emulsion polymerization –
within the micelles (micellar nucleation) and within the water phase (homogenous
nucleation). Nucleation within the monomer droplets is not considered because of
their large size and small droplet number, resulting in a very low probability to
capture the water phase radicals. However if the droplets become sufficiently small,
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they can compete for the radical entry and become the primary location of polymer
particles formation. Such a system is known as the miniemulsion system. The
miniemulsion polymerization is performed by vigorously stirring a mixture
containing two immiscible liquids, one of which is an organic monomer and a
hydrophobe and, the other, an aqueous surfactant solution. Monomer droplets of
size ranging from 50 to 500 nm are usually obtained. The formation of miniemulsion
droplets relies on the combination of the shear force treatment, the amount and type
of surfactant, and the hydrophobe. The use of a hydrophobe or a cosurfactant is to
enhance the stability of the small monomer droplets by limiting the coalescence by
forming a barrier at the surface of the droplets by combination with surfactant and or
preventing the diffusion of monomer from small to large particles by Ostwald
ripening by building up an osmotic pressure within the droplets. The choice of a
suitable hydrophobe is thus an important factor to consider for a successful
miniemulsion polymerization. In an ideal scenario of a miniemulsion polymeriza-
tion, the monomer droplet is the primary site of the polymerization reaction, and it is
generally known as the 1:1 copy of the original monomer droplet to latex particle.
Every monomer droplet acts as an independent nanoreactor, and polymerization
inside the droplet occurs via a suspension polymerization-type reaction. Ugelstad
et al. first introduced the concept of miniemulsion polymerization in 1973 when they
successfully synthesized submicron-sized styrene particles using an emulsifier mix-
ture of sodium dodecyl sulfate and cetyl alcohol [15]. The water-soluble initiator,
potassium persulfate, was used as the chemical initiator for the polymerization
reaction after the miniemulsion styrene droplets were formed. The sizes of the
monomer droplets and the latex particles were observed to be similar, and it was
proposed that nucleation occurred primarily inside the droplets.

An ideal miniemulsion polymerization, whereby each droplet is nucleated and
transformed into a polymer particle, displays different kinetics from a classical
emulsion polymerization process. A particle formation stage is observed which is
followed by an increasing polymerization rate and increasing ñ = 0.5. During this
stage, the polymerization follows a first-order kinetics with respect to monomer as in
bulk, solution, or suspension polymerizations. Interval II in emulsion polymerization
characterized by a constant polymerization rate does not occur in the ideal
miniemulsion system as the transport of monomer is negligible. A last stage with
increasing Rp and ñ is observed, which gives the typical gel effect (Fig. 3).

Ultrasonic Polymer Synthesis
Most synthetic polymers are prepared from monomers that contain a reactive double
bond, which can undergo chain growth or addition reactions. The most common
polymer synthesis method is via a free radical initiation process. It is known that
ultrasound can be used as an initiating source for free radical polymerization
reactions since, as already mentioned in section “Acoustic Cavitation and
Sonochemistry,” free radicals are produced during acoustic cavitation that involves
the formation, growth, and collapse of bubbles. Due to that, the application of
ultrasound to solutions containing vinyl monomers constitutes an alternative route
to polymer synthesis.
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One of the earliest works on the chemical effects of ultrasound on macromole-
cules biopolymers, egg albumin, and plastein was reported by Florsdorf and Cham-
bers in 1933 [16]. They found that the polymers in aqueous medium, when exposed
to ultrasound, coagulated instantly at 30 �C and that the hydrolysis of sucrose was
accelerated at temperatures as low as 5 �C comparable with the rate of the boiling
point in the absence of polymerization. However, it was only in the early 1980s that
extensive work on the effects of ultrasound on polymer systems was conducted.
Ultrasound-initiated polymer synthesis can be divided into two categories:
(i) homogenous systems commonly referred to as bulk polymerization with pure
monomer and (ii) heterogeneous systems in which latex polymer particles formed
are insoluble in the reaction medium. In this chapter, only polymerization in hetero-
geneous systems using ultrasound as an irradiation source will be discussed.

Sonochemical Polymerization in Heterogeneous Systems
As mentioned in section “Acoustic Cavitation and Sonochemistry,” shock waves and
microjet agitation from cavitating bubbles can generate emulsions in systems that
contain two immiscible liquids. This constitutes an alternative method for
sonochemical emulsion free radical polymerization. One of the major drawbacks
in the classical emulsion polymerization is the use of chemical initiators and
stabilizers that can alter the properties of the final product [17]. This can be
prevented by using high-intensity ultrasound as a green method of polymerization
as chemical initiators are not required in such systems. Due to the high localized
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shear gradients generated through the cavitation bubbles, ultrasound allows very
efficient stirring and dispersion of monomer droplets into the aqueous phase and thus
prevents Ostwald ripening. It also helps to maintain a small and narrow distribution
of monomer droplet sizes [17]. In addition, a unique feature of using ultrasound for
polymerization reactions is that when the ultrasound is turned off, the polymerization
reaction ceases. At fast polymerization rates with high monomer to polymer con-
version at ambient temperature, polymers of high molecular weights can be pro-
duced, compared with conventional methods. The first report of applying ultrasound
to this type of polymerization reaction dates back to the early 1950s. Ostroski and
Stambaugh in 1950 reported that when a classical emulsion polymerization was
conducted under sonication with frequencies of 15 and 500 kHz, better dispersion of
styrene was obtained, which in turn dramatically enhanced the rate of polymerization
[18]. They attributed the enhancement in the rate of styrene polymerization to a
faster decomposition rate of the chemical initiator in the solution. As a result a stable
emulsification is achieved by ultrasound in shorter times. Since then, the past decade
has seen an extensive increase in the number of investigations undertaken to probe
the mechanism of sonochemical emulsion polymerization reactions.

Biggs and Grieser conducted a mechanistic study on the synthesis of poly(styrene)
latex particles by ultrasound irradiation at ambient temperature and drew the following
observations: (i) the rate of polymerization reaction increased with increasing surfac-
tant concentration, (ii) the average size of the latex particles was very small (approx-
imately 50 nm), (iii) polymer molecular weights exceeded 106 g mol�1, and (iv) there
was a continuous formation of polymer particles [19]. They concluded that their
sonochemical emulsion polymerization system bears similarities with the classical
microemulsion polymerization system but with a much lower surfactant concentration.
They extended their work to explore the effects of varying the acoustic intensity on the
polymerization rate. An apparent increase in polymerization rate as a function of
sonication time was observed as the intensity of ultrasound was increased. It was
also reported that increasing the intensity did not affect the ensuing particle size range
of the polymer particles, which was found to be in the range of 40–50 nm. They
suggested that the narrow particle size range and high conversion rates obtained were
due to a continuous nucleation of monomer droplets that then scavenged the
sonochemically produced free radicals throughout the polymerization process. In
another study, Cooper et al. found that by using a horn-type sonicator, it was possible
to produce polymer latex particles with particle sizes smaller than those generated in
the conventional process at low levels of or no surfactants. They observed a faster
polymerization rate for butyl acrylate (BA) than vinyl acetate and ascribed it to the
differences in the vapor pressures of the monomers [20]. Okudaira et al. reported a
successful suspension polymerization using ultrasound with frequencies of 40 kHz
and 200 kHz in the absence of surfactant and chemical initiator [21]. The styrene
monomer was added dropwise into water and sonicated at 40 kHz to form monomer
droplets dispersed in the aqueous phase. Polymerization of the monomer in the
droplets was initiated by ultrasonic irradiation at 200 kHz. Both light-scattering data
and TEM images indicated monodispersed polystyrene beads with an average diam-
eter of 50 nm. They reported that no radical species were produced under
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low-frequency irradiation at 20 kHz and it was exclusively used as a stirring technique
to generate monomer droplets in aqueous phase while at 200 kHz, radicals were
formed for the polymerization reaction.

Bradley and Grieser [17] conducted a mechanistic investigation of the
sonochemical emulsion polymerization and gave a better insight to sonochemical
polymerization in miniemulsion systems. They reported that the polymerization
process is initiated by the reaction of the primary radicals with free monomer
molecules, leading to the creation of monomeric radicals in the emulsion system
(Fig. 4). The following reactions illustrate the initiation, propagation and termination
processes of a sonochemical miniemulsion polymerization reaction. Upon collapse
of the acoustic bubbles in an aqueous solution under the influence of a sound field,
H• and •OH radicals are produced (Reaction 9). The monomer, methyl methacrylate
(MMA), is volatile and can possibly evaporate into a cavitation bubble and be
decomposed into hydrocarbon products. The H• and •OH radicals produced are
captured by the solutes at the bubble–solution interface before they reach the
aqueous phase. These solutes, present in the emulsion mixture, are mainly monomer
and surfactant molecules. The primary radicals can react with the monomer adsorbed
at the bubble–solution interface forming monomeric radicals in the bulk solution
(Reaction 10). The monomeric radicals enter the monomer droplets and propagate
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the polymerization process (Reaction 11). Reaction 12 and Reaction 13 represent a
propagating radical undergoing polymerization. Termination of the polymerization
reaction occurs when the growing radical reacts with another growing radical by
disproportionation (Reaction 14).

Initiation:

H2O
����

OH • þ H • (Reaction9)

OH • þ Ms ! HOMs
•� Ms

•ð Þ (Reaction10)

H • þ Ms ! HMs
•� Ms

•ð Þ (Reaction11)

Entry:

RM • aqð Þ ! RM • dð Þ (Reaction12)

Propagation:

RM • pð Þ þ M pð Þ ! P2
• (Reaction13)

Termination:

Pi
• þ Pj

• ! Pi þ Pj (Reaction14)

where M is the monomer; s is the surface of the cavitation bubbles; R represents the
oligoradicals; d and p represent the monomer droplet and the polymer particle,
respectively; P is the polymer chain; and i and j represent the length of different
growing polymer chains.

Chou and Stoffer also performed a detailed investigation of ultrasound-initiated
emulsion polymerization of MMA at ambient temperature using sodium dodecyl
sulfate (SDS) as the surfactant [22]. They showed that the rate of polymerization and
polymer yield were significantly improved under sonication compared to the classi-
cal emulsion polymerization methods at high temperature. The effects of several
parameters such as acoustic intensity and surfactants on the ultrasound-initiated
emulsion polymerization reaction were also investigated. Their conclusion was
different from that of Bradley and Grieser [17] (surfactant molecules were degraded
and acted as free radicals for the polymerization process). The rate of polymerization
was found to be enhanced when the acoustic intensity, argon flow rate, and surfactant
concentration were increased. The molecular weight of the polymer increased with
an increase in the monomer concentration to a certain level and then became
independent of the monomer concentration. From their experimental results, the
molecular weight of the polymer decreased with an increase in the surfactant
concentration, which was credited to an increase in the amount of radicals generated
resulting from a higher number of surfactant molecules acting as initiators. However,
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their assumption that the surfactant molecules serve as radicals for the polymeriza-
tion reaction is unlikely because in the study conducted by Bradley and Grieser [17],
they found that the surfactant molecules can be easily and successfully removed
from the polymer samples simply by dialysis. This indicates that the surfactant does
not play a major role in the initiation process for ultrasound-initiated emulsion
polymerization.

Wang et al. [23] reported the sonochemical emulsion polymerization of MMA in
an emulsion system with sodium dodecyl sulfate as the surfactant. They found that
with higher surfactant concentration, the conversion of monomer to polymer
increased significantly, but when no surfactant was added, no polymer was formed.
From their experimental results, they suggested that the surfactant plays an important
role in the initiation process. In addition, they observed an increase in monomer to
polymer conversion when the reaction temperature was increased and that increasing
the N2 sparging rate increased the conversion percentage. They were able to obtain a
monomer conversion of 67 % and polymer molecular weights of the order of several
million daltons. They have also conducted an investigation of the ultrasonic emul-
sion polymerization of butyl acrylate (BA) to study the factors that affect the
induction period and rates of polymerization and proposed a mechanism for
sonochemical emulsion polymerization. They found that by increasing the N2

sparging rate, temperature, surfactant concentration, and power intensity, and
decreasing the monomer concentration, a decrease in the induction period and an
increase in polymerization rate occurred. Under their experimental conditions, the
conversion of BA to poly(butyl acrylate) (PBA) reached approximately 90 % within
10 min of sonication. They suggested that the mechanism of ultrasound-initiated
emulsion polymerization was similar to a classical emulsion polymerization as a
high surfactant concentration gives rise to a larger number of micelles, leading to
more polymerization loci and increased the polymerization rates. Through analysis
of the polymer product with nuclear magnetic resonance spectroscopy and Fourier
transform infrared spectroscopy, their polymers were found to be slightly cross-
linked and branched; hence, they concluded that the structure of the polymer
particles obtained via sonochemistry was different from those obtained through the
classical polymerization methods.

In a later study, Teo et al. reported the sonochemical polymerization of a family of
methacrylate monomers. From their experimental results, they concluded that the
physicochemical properties (e.g., vapor pressure and water solubility) of the mono-
mers are crucial in determining the rates of polymerization in the sonochemical
emulsion polymerization (Fig. 5) [15]. Their polymerization kinetic results also
revealed a pseudo-first-order kinetics, supporting the use of a zero–one model for
polymerization, in which the radical entering a particle already containing a growing
oligoradical will lead to pseudo instantaneous termination. Particle size analysis
showed that the sonochemical miniemulsion polymerization is consistent with a
classical miniemulsion polymerization mechanism, such that there is a 1:1 copying
of the monomer droplets into polymer particles.

Using the Keller–Miksis equation as a mathematical model for the radial motion
of cavitation bubble, Moholkar and coworkers [24] concluded that several factors
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such as the extent of radical production from cavitation bubbles, magnitude of
microturbulence and shock waves produced by the bubbles, glass transition temper-
ature of the polymer, and the population density of the polymer particles all
contributed to the final latex particle size and size distribution.

Bradley et al. [25] copolymerized MMA and BA using different MMA: BA ratios
with ultrasound irradiation without chemical initiators. From the analysis of the
polymers, they concluded that the microstructures of the copolymers were similar to
those obtained in a classical copolymerization system. This indicated that ultrasound
has no effect on the propagation step of the free radical polymerization.

Teo et al. reported the microemulsion polymerization of n-butyl methacrylate at a
range of acoustic frequencies using ionic and nonionic surfactants [16, 17]. They
reported that the properties of the polymer particles, such as the particle size and
molecular weight, depended on the concentration and type of surfactants. The
sonochemical microemulsion polymerization followed a continuous particle nucle-
ation mechanism.

It has been shown by many authors [17, 19, 20, 26] that the molecular weights of
the polymers prepared through sonochemical emulsion polymerization are generally
higher than those prepared by conventional methods. Thus, it is important to be able
to regulate the molecular weights of the polymers formed through the sonochemical
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method. By using a range of organic solvents, Teo et al. were able to control the
molecular weights of the polymers produced by ultrasound irradiation [26]. They
showed that by changing the solvents used and its concentration, there is a pro-
nounced decrease of the molecular weight of the polymer particles. This effect is due
to a phenomenon known as the chain transfer reactions. Under specific experimental
conditions, the chain transfer reaction may result in the production of a new radical,
which may then continue the kinetic chain by reinitiation. While the molecular
weight of the polymers was easily controlled by the addition of different organic
solvents for a sonochemical emulsion polymerization method, the polydispersity
index (PDI) remained high, and the limitation of this method is that the organic
solvents used in this study were not considered “green.”

Sonochemical Synthesis of Polymer Nanocomposites
The development of organic–inorganic nanocomposites, typically produced by
grafting of synthetic polymers onto inorganic particles or simply by adding modified
inorganic nanoparticles to polymer particles, finds applications in medicine and
biotechnology to electronics and catalysis. The encapsulation of inorganic materials
within a carrier polymer colloid is a significant innovation because polymer
nanocomposite colloids have the potential to improve existing technologies. One
main advantage of encapsulation is to protect and isolate the core from external harsh
environments; an example is the encapsulation of probiotic bacteria from high-
temperature food processing which protects enzymes from being denatured by
solvents. Encapsulation is also used to deliver toxic materials such as pesticides
and herbicides in agricultural and environmental applications. A second advantage
of encapsulation is to allow the controlled release of incorporated loading in
pharmaceutical and cosmetics applications. In the area of flavors, fragrance trapping
systems, biocompatible microspheres can be used to entrap these molecules and
allow for controlled time release.

Taking advantage of the miniemulsion polymerization process, polymeric
nanocomposites containing inorganic nanoparticles can be incorporated within the
core of the organic polymer shell. In order to successfully encapsulate hydrophobic
materials within a latex particle, it is important to produce the appropriate latex
particle size for encapsulation. In the first step, the core material must be hydropho-
bic to be dispersed in the organic monomer phase. Following this, emulsification of
the organic phase is usually conducted by shearing the mixture with a homogenizer
(or ultrasound), and subsequently, the monomer droplets containing the encapsulated
materials are polymerized with free radical polymerization without changing their
identity. The concept behind the miniemulsion process is that particle formation
takes place via a droplet nucleation mechanism, whereby there is a 1:1 copy of the
initial monomer droplets into the corresponding polymer particles. Thus, a
miniemulsion droplet can be regarded as a nanoreactor, and the encapsulation of
preformed polymer particles is effective.

Bradley et al. in 2003 described a one-pot sonochemical method to make fluo-
rescent latex particles [24]. The monomer, methyl methacrylate, contained pyrene,
4-dicyanomethylene-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran, or 1-bromo-
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naphthalene, and subsequently exposed to ultrasound in an aqueous surfactant
solution to produce 60 nm fluorescent latex particles. From fluorescence lifetime
studies, they showed that the encapsulation of such fluorescent molecules into latex
particles was effective and the polymer acts as a protecting layer for the fluorescent
molecules from environmental influences such as dissolved gases (Fig. 6).

Qiu et al. prepared PS/Fe3O4 nanocomposites through sonochemical
miniemulsion polymerization and reported that polymerization reaction rate
increased with the number of Fe3O4 nanoparticles [27]. They attributed their finding
to the increase in the number of radicals produced as a result of the presence of Fe3O4

nanoparticles. Their magnetic nanocomposites can be separated from the emulsion
by an external magnetic field resulting in a milky white dispersion. However, the
amount of Fe3O4 nanoparticles that were encapsulated into the polymer particles was
very low. Teo et al. employed the sonochemical miniemulsion polymerization

Fig. 6 (a) Pyrene (2 �
10�4 M) fluorescence decay in
the monomer emulsion (10 wt.
%): air (○), oxygen (△), and
nitrogen (□) atmospheres.
The fluorescence decay in air
is shown for the latex (	) and is
representative of the decay in
all atmospheres. Excitation
was at 337 nm, and
fluorescence emission was
monitored at 400 nm. (b)
Constant first-order decay
kinetics observed in latex
particles exposed to the
atmospheres listed in (a)
(Reprinted with permission
from (J. Am. Chem. Soc.,
2003, 125 (2), pp 525–529).
Copyright (2003) American
Chemical Society)
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technique to prepare magnetic polymer composite materials [28]. These magnetic
nanocomposites are reported to exhibit excellent colloidal stability with strong
magnetic properties. The sonochemical method of preparing magnetic polymer
nanocomposites provides a simple one-pot fabrication process and does not require
the addition of chemical initiators; this enables a clean and simple execution of the
polymerization reaction. However, this method has its limitations: the distribution of
magnetic nanoparticles between and within the polymer particles was inhomoge-
neous, and this could be due to the interactions between the magnetic nanoparticles
and the destabilization of the monomer droplets.

Recently, Janus particles have attracted research interests for their unique prop-
erties such asymmetry and ability to impart different chemical and physical proper-
ties and directionality within a single particle. Owning to their unique structure, they
have a potential in applications such as electronic displays, surfactants, and drug
delivery. Most methods of preparation of such particles are template assisted or
involve multiple steps in the procedure. Teo et al. reported on a sonochemical
method of preparation of polymer/inorganic nanocomposite doublets composed of
polystyrene/SiO2 Janus particles [29]. The formation of these Janus particles was
realized by the phase separation mechanism between the growing PS particles and
tetraethoxysilane (TEOS). Figure 7 shows the TEM images of the sonochemically
prepared Janus particles. Further optimization of their method allowed them to
encapsulated 10 nm magnetic particles into one of the sides. As the result of the
small dimensions of the miniemulsion droplets, small hybrid particles with size
below 100 nm were synthesized. They have also demonstrated their application as
Pickering emulsion stabilizers and their subsequent breaking via magnetic separa-
tion. For a more in-depth literature on Janus particles, the reader is referred to these
review articles [30].

Sonochemical Preparation of Biopolymer-Based Microspheres
Another area of research based on the use of ultrasound in polymeric materials
synthesis is the preparation of biopolymers, most notably, the synthesis of protein-
aceous microspheres. Proteins are a class of nature-derived biopolymers that have
several special functions and potential biorelated applications in nanomedicine.
Nano- and microconstructs derived from proteins have several advantages such as
biodegradability and nonantigenicity and can be easily surface modified and cova-
lently conjugated to drugs and ligands. Several protein-based nano- and
microconstructs have been fabricated and characterized for drug delivery, among
them are albumin, silk fibroin, casein, lysozyme, and collagen.

Albumin is a globular protein and has been used as a versatile protein carrier for
drug targeting and also for improving pharmacokinetic profile of bioactive com-
pounds. It is the most abundant plasma protein (35–50 g L�1) with a molecular
weight of 66.5 kDa. Albumin is synthesized in the liver and is responsible for
transport of fatty acids and other lipids that are insoluble in the circulating plasma.
It is characterized by a low percentage of tryptophan, glycine, and methionine and a
high percentage of cysteine (17 disulfide bonds and one sulfhydryl group) and
charged amino acids, aspartic and glutamic acids, lysine, and arginine [31].
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In the synthesis of oil-filled proteinaceous microspheres of bovine serum albumin
(BSA), Suslick and Grinstaff showed that 3 min sonication of a biphasic system
containing an aqueous solution of BSA and nonaqueous liquids was sufficient to
form BSA protein microspheres including the organic liquids [32]. The proposed
mechanism for the formation of these oil-filled microspheres is first due to emulsi-
fication by high-intensity ultrasound to disperse the nonaqueous phase into the
aqueous protein solution. The authors ascertained that emulsification alone is not
sufficient to form stable, long-lived microspheres and that a chemical process
involving cross-linking of protein molecules through disulfide bond formation
between cysteine residues was required. Based on chemical trapping experiments,
superoxide (created during bubble collapse in the presence of oxygen) was identified
as the cross-linking agent that renders the microspheres stable. The cross-linked shell
of the microsphere was approximately ten protein molecules thick. In a later study by
the same authors on sonochemical formation of air-filled microspheres, similar
results were obtained [33].

Although many studies have concluded the importance of cysteine and the
formation of S–S bonds in the creation of microspheres [32, 33], it has been
shown by Avivi and Gedanken that proteins that do not contain a thiol group can
also be used to make microspheres [34]. They applied this to the preparation of
streptavidin microspheres and found that the microspheres were stable for many
hours at room temperature and stable for at least a month at 4 �C. They found that no
microspheres were formed when the pH was kept at 7; however, when the pH was
lowered to 6.0, microspheres were formed. They hypothesized that hydrophobic or
thermal denaturation of the protein after sonoemulsification assisted in the formation

Fig. 7 (a) TEM images of the magnetite Janus particles. (b) Images of various forms of
toluene�water�magnetic Janus particle systems: i) interfacial behavior at low loading with
magnetic Janus particles; (ii) interfacial behavior at high loading with magnetite Janus particles in
the water�toluene dual-phase system; (iii) an o/w emulsion from ii with asymmetric magnetite
Janus particles, the emulsion was stable for at least 2 days; and (iv) manipulation of the magnetic
Janus particle system in iii by an external magnetic field. The “magnetic” blob could be separated
from the continuous phase by the external magnet, and the approximate amount of oil + water left in
the vial was quantified with a syringe as 0.5 g. The separated oil can be seen between the dark
meniscus and the beginning of the yellow emulsion phase (Reprinted with permission from
(Langmuir, 2011, 27 (1), pp 30–33). Copyright (2011) American Chemical Society)
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of microspheres. By lowering the pH slightly, it neutralizes the basic COO- edges
and creates a more favorable hydrophobic environment. To verify this hypothesis,
poly(glutamic acid) protein was sonicated. This protein only carries carboxyl groups
on the side chain. Microspheres of poly(glutamic acid) were formed only at a pH
lower than 4.5, indicating that the hydrophobic interactions that become more
dominant in an acidic medium are responsible for the production of microspheres.
The microspheres formed without cysteine residues were stabilized by
intermolecular interactions such as hydrogen bonding, van der Waals forces, and
hydrophobic and electrostatic interactions. Their findings opened up a range of
synthetic possibilities.

Since the first report of sonochemically synthesized proteinaceous microspheres,
there has been a renewed interest in making such microspheres sonochemically.
Gedanken and coworkers prepared magnetic proteinaceous microspheres that are
useful for magnetic resonance imaging [35]. The microspheres composed of iron
oxide-filled and iron oxide-coated BSA microspheres. In another work, they
sonochemically synthesized DNA nanospheres of approximately 460 nm in size
and successfully delivered genetic information that was encoded in the DNA
nanospheres to competent cells and to human U2OS cancer cells and expressed in
competent (E. coli) cells [36]. Han et al. [37] used the sonochemical method to make
magnetic microspheres with chemically prepared magnetite embedded in polyelec-
trolyte multilayers, and these magnetized microspheres can be guided by an external
magnetic field. They have also demonstrated the influence of a range of ultrasound
parameters on the size and size distribution of the microspheres.

More recently in an elegant work conducted by Crestini and coworkers [38], they
successfully fabricated lignin microcapsules with size range between 0.3 and 1.1 μm
using ultrasound for potential in drug delivery. The mechanism responsible for the
formation of lignin microcapsules is based on the synergistic effect of ultrasound-
induced phenomena – emulsification and cross-linking. The first process arises from
the collapse of cavitation bubbles generating high shear forces, and the latter is due
to the cross-linking between lignin chains which was induced by the production of
hydroxyl (	OH) and superoxide (HO2

�	) radicals generated during the acoustic
cavitation process (Fig. 8).

Cavalieri et al. successfully prepared stable lysozyme microbubbles using
ultrasound-induced emulsification and cross-linking of chemically reduced lyso-
zyme in aqueous solutions [39]. Their lysozyme-coated microbubbles were stable
for several months and also retained the enzymatic activity of lysozyme. In a later
work by the same authors, they successfully coated the lysozyme bubbles with gold
nanoparticles and alkaline phosphatase for micro antimicrobial and biosensing
devices [40]. Gold nanoparticle-coated lysozyme bubbles were able to significantly
improve the antimicrobial efficiency of the bubbles against M. lysodeikticus, while
the alkaline phosphatase-coated bubbles were used for detection of paraoxon in
aqueous solutions as a novel sensing microdevice (Fig. 9). In another work, they
reported a novel way to synthesize highly monodispersed nano- and micrometer-
sized lysozyme bubbles for the application in diagnostics and gene therapy [41]. The
method was based on a novel flow-through sonication technique whereby the active
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cavitation zone is confined to the hole region and aqueous solution of lysozyme was
flowed through the middle of the horn and continuous sprayed out highly stable
cross-linked lysozyme bubbles between 400 and 700 nm (Figs. 10 and 11). Layer by
layer (LbL) assembly of polyelectrolytes on these microbubbles to modify the
surface properties of the microbubbles demonstrated the versatility of adsorbing
potential drugs and/or biolabels for a range of therapeutic and diagnostic applications.
In a later study, Zhou et al. demonstrated the ease of encapsulating a range of organic
liquids into cross-linked lysozyme microspheres sonochemically [42]. From their
results, they found that the size and the stability of their microspheres were dependent
on the nature of the encapsulated organic liquids, demonstrating the potential useful-
ness of the sonochemical method in a range of medical and food industries.
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Fig. 8 Kraft lignin oxidation pathways in the presence of hydroxy and superoxy radical species at
pH 8 (Reprinted with permission from (Biomacromolecules, 2014, 15 (5), pp 1634–1643). Copy-
right (2014) American Chemical Society)
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These air- and oil-filled microspheres have a range of biomedical applications
such as the use in targeted drug delivery, as ultrasound contrast agents, as for
magnetic resonance imaging, and as microencapsulation of pharmaceuticals and
flavors. In the following section, the use of microspheres/microbubbles in biorelated
applications will be outlined.

Drug Encapsulation Within Microspheres
There are several reports on the successful encapsulation of materials within
sonochemically produced microspheres. Encapsulation of these molecules is typi-
cally conducted via a one-step process during the microsphere fabrication with the
loading molecule either dissolved in the oil phase or the aqueous phase, resulting in
either encapsulation within the oil core of the microspheres or the entrapment in the

Fig. 9 (a) TEM image of LSMBs functionalized with BSA-AuNPs; (b) TEM image of LSMBs
functionalized with PVP-AuNPs; (c) SEM image of LSMBs; (d) SEM image of LSMBs
functionalized with BSA-AuNPs (Reprinted with permission from (ACS Appl. Mater. Interfaces,
2013, 5 (2), pp 464–471). Copyright (2013) American Chemical Society)
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protein shell. Gedanken and coworkers have encapsulated a mesitylene phase
containing the drug, Taxol, within BSA spheres where a loading of over 90 % was
achieved [43]. The taxol microspheres were tested for their anticancer activity
against a mouse myeloma cell line, and it was found that when increasing the
amount of drug loading, the death of cancer cells increased. Similar studies were
carried out with gemcitabine, another anticancer drug, and tetracycline, an antibiotic,
and in all these studies, the drug was loaded from the aqueous protein solution into
microspheres containing an oil core [44, 45]. By sonication, the drug molecules
partially solubilized in the oil core, and the loading was 30 % and 65 %, respectively.
The gemcitabine microspheres were stable in a buffer solution at 37 �C, and the drug
release over a period of 100 h was achieved by protease degradation of the protein
shell. In another study, Silva et al. encapsulated a hydrophilic drug, piroxicam,
within BSA or HSA microspheres using polyvinyl alcohol (PVA) as a stabilizer
[45]. They reported that PVA acts to reduce the size of the microspheres due to steric
stabilization during the fabrication of the microspheres and particularly the drug
loading was enhanced in the presence of PVA. The PVA-BSA microspheres were
stable over a period of several months, and the release of drug was performed during
protease degradation. They reported that the release profile initially followed a burst
release followed by a slower continuous release, thus suggesting that the release was
first from the surface of the spheres followed by release from the inside of the protein
sphere. Lentacker et al. fabricated perfluorocarbon gas-filled positively charged BSA
microbubbles that were coated with a layer of poly(allylamine hydrochloride) (PAH)
[46]. The surface functionalization of BSA bubbles with PAH renders the spheres
with a positive charge, allowing the binding of DNA molecules. In another similar
study carried out by Melino et al., the use of positively charged lysozyme to form
microspheres allows DNA to bind to the surface of the spheres without the addition
surface functionalization step [47].

Flow through
sonication horn

Flow through
channel

Microbubble
collection
container

Protein
microbubbles

Tube

Pumb

Fig. 10 Schematic representation of the formation of nano- and microbubbles using the flow-
through sonication cell (Reprinted with permission from (ACS Macro Lett., 2012, 1 (7), pp
853–856). Copyright (2012) American Chemical Society)
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Bioactivity of Sonochemically Produced Microspheres
It is well known that irradiation of biopolymers (proteins) with high intensity can
result in significant deactivation and aggregation of the proteins [48]. This inactiva-
tion of proteins under irradiation of ultrasound is caused by the denaturation of
protein as a result of pyrolysis in the region of acoustic cavitation events such as the
formation of free radicals. However, several researchers have shown that some
enzymatic activity can still be retained in the microsphere after exposure to high-
intensity ultrasound.

Gedanken and coworkers sonochemically fabricated decalin-filled α-amylase,
α-chymotrypsin, and avidin microspheres, and they observed that while the enzy-
matic activity of the microspheres was reduced in all three cases, they were not
totally destroyed [43, 44]. The secondary structure of the proteins is either left
partially or wholly intact despite the large shear forces and the formation of
intermolecular disulfide bonds. Similar results were also reported by Cavalieri

Fig. 11 SEM images of lysozyme microbubbles synthesized using (a) a 1 cm standard horn
(160 W), (b) a 3 mm standard horn (120 W), and c a flow-through horn (240 W). Inset (c): Broken
nanobubbles. Size distribution of lysozyme bubbles (d): (1) a flow-through horn, (2) a 3 mm
diameter standard ultrasonic horn, and (3) a 1 cm standard horn (Reprinted with permission from
(ACS Macro Lett., 2012, 1 (7), pp 853–856). Copyright (2012) American Chemical Society)
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et al. [39, 40] The lysozyme microbubbles retained its enzymatic (antimicrobial)
activity against Micrococcus luteus, and circular dichroism spectra of the native
lysozyme protein and lysozyme microbubbles were similar, suggesting that either
the protein had partially recovered its secondary structure or that the sonochemical
synthesis method did not significantly alter the secondary structure of the
protein [40].

The selective targeting of drug-loaded protein microspheres to tumors has been
demonstrated by many researchers. Suslick and coworkers reported the modification
of non-covalent, electrostatic LbL protein microspheres that can selectively target
protein microspheres to the integrin receptors that are overexpressed in several
tumors [45]. The protein microspheres are core–shell capsules consisting of a
vegetable oil core and a BSA shell. Their research demonstrates the usefulness of
these microspheres to targeted imaging and drug delivery systems.

Other Delivery Applications
Sonochemically produced microspheres have also been investigated as potential
carriers of flavors and pesticides and fertilizers release. Gedanken and coworkers
showed that fragrance molecules can be released over a period of 24 h when amyl
acetate, a fragrant oil, was encapsulated with BSA microspheres [46]. This has
potential in the development of next-generation fabric for slow release of fragrances
built into fabrics.

Conclusions and Future Directions

This book chapter reviews the historical and current development and applications of
polymer particles, (bio)polymer stabilized air- and oil-filled microspheres, as well as
their preparation via the sonochemical approach. Recent reports in the literature on
the application of ultrasound to polymer synthesis show that sonochemistry accel-
erates polymerization reactions and allows reactions to proceed at ambient temper-
atures without the need of additional chemical initiators. With these benefits,
ultrasound stands out as an alternative technique for the synthesis of polymer
nanoparticles and nanocomposites. The use of sonochemistry for the fabrication of
proteinaceous microspheres has also seen remarkable development in the last
decade. We anticipate that the sonochemical method together with recent advances
in techniques for site-specific modification of proteins will expand exponentially.
This will pave the way toward the continuous development of advanced
multifunctional protein-based nano- and microspheres in a high-throughput manner.
The myriad of benefits that ultrasound-initiated events offer as an alternative to
existing polymerization processes demonstrates that it should become a technology
of choice for new and improved polymerization processes. We hope that we have
demonstrated in this chapter the importance and usefulness of ultrasound as an
alternative and green method for the synthesis of a range of polymeric materials.
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Abstract
This article is concerned with fundamental materials systems consisting of
commonplace or ubiquitous elements (Si, O, Al, Fe, etc.), aiming at how to
draw out the novel potentiality of sonochemistry to ceramic processing rather
than to reach hurriedly to modern functional materials in popularity. Silica sphere
synthesis is a main topic discussed in detail. Ultrasonication during the synthesis
caused a curious agglomeration presumably due both to an ultrasonic-induced
collision and to surface activity of silica spheres. Another type of sonication at
very low intensity is newly proposed here to enhance the aging of starting
solutions. This novel concept is based on a hypothesis that microscopic homo-
geneity is not guaranteed in a transparent solution. In the experimental facts, the
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aging of the starting solutions results in a delay of precipitation, narrowing of
sphere size distribution, and increase of sphere size (i.e., decrease of nucleus
number), which can be attributable to an increased microscopic homogeneity in
the starting solutions. Other fundamental systems presented are crystallization
from a supersaturated solution of alum (ammonium aluminum sulfate hydrate),
solidification of molten inorganic salts (nitrate binary), and dissolution in and
reprecipitation from a mother solution (ripening of aluminogels and oxidation of
magnetic nanoparticles).

Keywords
Sonoprocess • Nanoparticle • Silica sphere • Interparticle collision • Aging •
Nucleation and growth • Dissolution and reprecipitation

Introduction

One desirable goal for sonochemists concerned with materials science and materials
engineering is possibly to discover a “superstar” material through sonoprocessing.
“Superstar” in this case means to possess an excellent property for an outstanding
performance, and hopefully it cannot be prepared by any routes other than the
sonochemical route. It is true that an incredibly high temperature and pressure as
well as an incredibly rapid mass flow are existing in the acoustic bubbles in a beaker
at moderate condition, and also it seems that such an extreme condition is expected
to attribute the “superstar” generation. However, it is not always easy to reach
that goal.

Among so many reports and articles on sonoprocess of ceramic materials, an
expression “. . . due to high temperature of 5,000 K during the bubble collapse, . . .”
is quite often seen. However, direct connection between the experimental results and
the extreme circumstance are not always supported by clear (or unclear) evidences.
In this essay, I am talking to myself that an easy use of the expression, “. . . the
5,000 K bubbles enhance the materials process. . .” may hinder the essential devel-
opment of sonochemistry. In order to know what really happens in sonoprocess, in
my opinion, it is rather important to know what really happens in the absence of
ultrasound in the materials system concerned. In this sense, I would like to start to
review the most fundamental ceramic for the sonoprocess target. After reviewing the
particular process of the sol-gel process of silica spheres a bit in detail, the other
fundamental studies are introduced.

Ultrasonic Effects on Silica Sphere Synthesis from Alkoxide

Silicon dioxide (SiO2) or silica is the most fundamental ceramic in that oxygen and
silicon are the two top abundant elements around the earth’s crust (two largest Clarke
numbers). From a traditional study on clay and mineral to a modern research on
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optical fibers, silica has been the key material for several applications. In this section,
using ultrasonic irradiation in the synthesis of the silica sphere will be discussed.
First, the definition of the sol-gel process will be given followed by a discussion of
sol-gel process in the presence of ultrasound.

Why Silica Sphere?: Basis of the Sol-Gel Process of Silica

One of the most familiar items in a laboratory is a fused-silica cell for optical
measurements. According to its name, it is in general prepared by melting pure
silica above �1,700 �C to attain a homogeneous liquid structure that can preserved
as a vitrified solid free from crystallization. In 1970s, there was an epoch in ceramic/
glass processing [1, 2]. It is named sol-gel process since then and has been inten-
sively applied to various fields of ceramic materials production. In the sol-gel
process of silica, a typical starting material is tetraethylorthosilicate (TEOS, Si
(OC2H5)4). TMOS (Si(OCH3)4) is also available, but one who uses this reagent
must wear safety goggles in order to protect his/her eyes, because vaporization of
TMOS is not negligible compared to TEOS. He/she should be surely cautioned if the
following chemical reactions could proceed at around room temperature with mois-
ture on his/her eyes:

Hydrolysis : Si ORð Þ4 þ 4H2O ! Si OHð Þ4 þ 4ROH

Polycondensation : �Si� OHþ HO� Si� ! �Si� O� Si�þ H2O

It should be noted that a three-dimensional network of silicon and oxygen (or, 3D
connection of SiO4 tetrahedron) can be formed at near room temperature, of course
in a solution in a beaker instead of the human eye surface. In the early stage of the
network formation, the total solution should be called “sol” whereby very small
particles are suspended in solvent. When the network is more formed, the total
solution loses its fluidity; it is then called “gel.” Thus the obtained gel looks bulky at
a glance, but is not a bulk glass prepared above 1,700 �C, because it contains solvent,
organic residue, and lots of pores. After heating the gel carefully, for instance, at
about 800 �C, much lower than the melting temperature, we finally obtain a bulk
silica glass. Here we need to realize that the “solvent” here is not water but alcohol;
water is not a solvent but the reactant. Since alkoxide is fully hydrophobic, it cannot
be miscible with water. In a usual sol-gel process, a cosolvent such as ethanol
(preferably if the alkoxide is ethoxide) is employed to dissolve both alkoxide and
water. At this point, ultrasound can have a definite role in this process to exclude the
cosolvent by using its particular ability of emulsification. A gel prepared without
cosolvent under ultrasonication is named “sonogel” [3, 4], which is also known to
have less organic residue and higher density than the normally prepared “classical”
gel. It can be a potential candidate for a superstar material if the exclusion of the
cosolvent leads to an excellent performance in a certain material system.
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Going back to the normal sol-gel process, imagine the following two species
(a) and (b) are presented in the reacting solution in order to consider what is
happening in it.

að Þ Si OC2H5ð Þ4 bð Þ Si OC2H5ð Þ3 OHð Þ
The former (a) is unreacted TEOS, and the latter (b) is a one-fourth hydrolyzed
molecule. What will happen when the “next” water molecule attacks them?

In acidic or neutral conditions, as described in the previous paragraph, water
attacks alkoxyl group (OC2H5 in this case), where the molecule (a) is a bit more
likely to be attacked than the molecule (b) due to a larger number of non-attacked
groups. Then, subsequent polycondensation gradually occurs among partially
hydrolyzed molecules, loosely bonded, involving solvent molecules and unreacted
groups inside the polymer. This is what we see as a sol-gel transition.

If the above reactions proceed under alkaline condition, the appearance is quite
different from a slow gelling. In alkaline condition, OH� attacks Si in a nucleophilic
manner. Knowing that the “original” alkoxyl group is electron donating, while the
“hydrolyzed” silanol group (OH bonded to Si) is electron attracting, (b) is much
more likely to be attacked by OH� due to the lower electron density of Si atom as
well as less steric effect. Consequently, polycondensation in alkaline condition
occurs among fully hydrolyzed molecules of,Si(OH)4, thus the final product
becomes dense. In a typical condition, the solution does not look like sol nor gel,
but it looks like precipitation because rather dense silica particles are formed in the
solution. However each particle can be regarded as a “gel” particle that loses fluidity
inside itself. It should be emphasized that uniform silica spheres, as shown in Fig. 1,
can be obtained if only the concentrations of reactants are right adjusted (denoted as
the Støber process [5]). Such monodispersed spheres look so beautiful for ceramists

Fig. 1 Silica spheres synthesized normally (i.e., in the absence of ultrasound) from alkoxide
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to realize an ideal closest packing in a green compact as well as for applied physicists
to develop an optical modulation device [6–9]. Several successful results on the
other types of spheres apart from silica spheres are reported so far [10–12]. However,
other alkoxides are difficult to handle in general due to their high reactivity to
moisture as well as high cost in a limited market. In our experience, it has not
been easy to reproduce really monodispersed spheres other than silica. This simple
process, where alkoxide and water (with catalyst) are separately dissolved in alcohol
and then mixed, involves a fairly complicated issue, as will be discussed later in this
section. In the next section, the synthesis of the silica sphere under alkaline condi-
tions using ultrasound irradiation will be discussed.

Ultrasonication During the Synthesis of Silica Spheres

Agglomeration of Silica Spheres
In this section, the application of a 20 kHz horn-type ultrasound transducer for the
synthesis of silica spheres will be discussed [13, 14]. Application of the horn-type
ultrasound transducer during the synthesis of the silica sphere results in an interest-
ing phenomenon. As shown in Figs. 2 and 3, the silica spheres were gradually
agglomerated to form dense aggregates over time. In Fig. 3, the mechanical stirring
(MS) in the absence of ultrasonic stimulation gave rise to spheres that grew mono-
tonically, forming uniform spherical particles as shown in Fig. 1. The agglomeration
behavior of the silica spheres in the presence of ultrasound can be observed in detail
both with microscopic (TEM, transmission electron microscopy) and macroscopic
(SALD, size analyzer by laser diffraction) techniques. It seems as follows: (I) in the
beginning (0–10 min), no agglomeration occurred; (II) at the medium stage
(10–30 min), rapid growth of aggregate occurred; and (III) in the final stage
(30–90 min), the branched aggregates became gradually small as if they were
sintered. In the SALD measurements, size distribution was also estimated by the
ratio of D25/D75 (i.e., sharpness of the size distribution, or homogeneity of agglom-
eration size) as well as median diameter of D50. This result also supports that the
deviation increased during the growth of the agglomerates (10–30 min) and
decreased in the densification stage (30–90 min). Judging from the micrographs in
Fig. 2, showing the spherical shape is preserved in the agglomerates, the particles
were not dissolved/reprecipitated but collided to each other. Apparent densification
and the size uniforming in the stage (III) may include breaking off of branched parts
from the agglomerates and the pore elimination as if they are sintered. Considering
the sizes of the cavitation bubbles and the agglomerates, it may be possible for the
particles to enter the bubbles, although such phenomenon cannot ever be observed
directly. The reason why the agglomeration did not occur in the beginning of the
reaction could be due to the fact that the particles were too small to collide with
sufficient energy. Doktycz and Suslick [15] reported that metallic particles (several
μm in size) can be partially fused to agglomerate due to ultrasonic-driven collision.
By changing the type of metals, it was found that, for instance, Ni (mp 1,453 �C) and
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Cr (mp 1,857 �C) showed a fair interparticle fusion while Mo (mp 2,617 �C) did not.
From these results, they could estimate the temperature raise on the shock of
collision. Compared to this interesting phenomenon concerning metals, the size of
the silica spheres is much smaller and the density is much lower than the metallic
particles. Another important feature of the silica sphere is the surface chemistry. The
surface of the silica spheres is covered with silanol groups (Si-OH), and surface
coverage is especially higher for smaller spheres. As a result, the interparticle
connection among the silica spheres could be due to polymerization
(or polycondensation) as described earlier in the section “Why Silica Sphere?:
Basis of the Sol-Gel Process of Silica” in this chapter. It was also experimentally
confirmed that further addition of TEOS can cause further agglomeration, suggesting
that unreacted TEOS or some oligomers in the liquid phase can work as a glue to
enhance the agglomeration [14]. These findings are summarized in Fig. 4.

5min

1 mm

10min 60min

20min 90min

2 mm

1 mm 2 mm

2 mm 2 mm

30min

Fig. 2 Ultrasonic-induced agglomeration behavior of silica spheres. Small amount of the reacting
solution was sampled at each reaction time into ethanol to quench the reaction and then sampled on
TEM microgrid
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Further Investigations on the Ultrasonic-Induced Agglomeration
of Silica Spheres
If one would like to show the ultrasonic effect in a certain system, he/she must
present a referential (or control) run in the absence of ultrasound where the other
conditions fixed at the same. In this topic of the sphere agglomeration, the “MS”
curves in Fig. 3 were presented without a detailed explanation because it could be
impressively shown in Fig. 1 that this “particular” ultrasonic phenomenon in Fig. 2 is
definite. The above information may be enough for description of the phenomenon
only. However, one aim of this chapter is to survey a methodology of a sonoprocess
study. When we compare the cases US and MS, ultrasound is usually irradiated
throughout the reaction just as shown in Figs. 2 and 3. In such case as the behavior is
not linear but changing, a “partial” sonication can offer new findings and deepen the
sonoprocess.

To further examine the agglomeration behavior in this system, two series of
experiments were run. They are named the US-MS test and the MS-US test.

In the US-MS test, the solutions were initially sonicated for tU-M min, and then
mechanically stirred afterward without a sonication. Such samples are denoted, for
example if tU-M=10 min, as US10-MS. Figure 5 shows the agglomeration curves for
various tU-M. Note that the maximum value in the longitudinal axis of the graph is
different from the previous ones. The curve US10-MS is similar to that of MS, from
which it is reconfirmed that the sonication within the incubation period does not
much influence the agglomeration. And then at tU-M = 15–30 min, an abnormal
agglomeration up to 8 μm was observed. It was confirmed that this agglomeration
could not be broken by the SALD-attached sonicator (40 kHz, the power was not
measured but would be much lower than the homogenizer used for the

Fig. 5 Changes of the
particle size in the US-MS
test; the samples were
sonicated for initial 10 (■),
15 (△), 30 (+), and 90 min (●)
and then subsequently
mechanically stirred afterward
(Reprinted with permission
from [14]. Copyright 1997
Cambridge University Press)
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“agglomeration”) but can be easily broken by the sonication using the homogenizer.
Presumably, this agglomeration is caused by a tangling of the ramified particles.
Finally at tU-M = 90 min, the abnormal agglomeration could be scarcely observed
because the agglomerates are no more ramified shaped at 90 min but rather round
shaped as was shown in Fig. 2.

In this test, on the contrary to the US-MS test, the solutions were stirred only with
a magnetic stirrer for the initial tM-U min and then sonicated afterward. The samples
in this series were named “MS10–US” or so. Figure 6 shows the agglomeration
curves for various tM-U. The curve at tM-U = 10 min, which is within the incubation
period, is almost similar to the basic US curve (tM-U= 0 min). Thereafter, an increase
of tM-U caused a substantial lowering of the curve. Finally at tM-U = 90 min, the
agglomeration was rarely observed.

Another simple persistency is to change an ultrasonic intensity. Although it is
easy to control the intensity of the horn-type sonication with an equipped knob, we
need to spend some time to measure the actual output power by a global method,
such as calorimetry [16], for a global comparison. Agglomeration curves at four
different ultrasonic intensities, which were calorimetrically determined, are shown in
Fig. 7. Only the weakest sonication (1.9 W/cm2) resulted in a different behavior from
the others. In the TEM observation of the samples sonicated at 1.9 W/cm2, we saw
non-agglomerated spheres as well as small agglomerates that are composed of a few
spheres. It is inferred that the interparticle collisions were insufficient at this condi-
tion. Among the stronger sonications above 12.9 W/cm2, similar behaviors of
agglomeration were observed with similar agglomeration sizes at the maximum
and at the equilibrium. It appears that, as the ultrasonic intensity increased, the

Fig. 6 Changes of the
particle size in the MS-US
test; the samples were
mechanically stirred for initial
10 (~), 15 (�), 30 (○), and
90 min (□) and then
subsequently sonicated
afterward (Reprinted with
permission from
[14]. Copyright 1997
Cambridge University Press)

Ultrasonic Synthesis of Ceramic Materials: Fundamental View 403



incubation period (stage I) was reduced and the agglomeration size increased more
rapidly at stage II.

Aging or Soft Sonication Prior to Synthesis of Silica Sphere [19, 20]

Ultrasound for chemistry is usually employed to generate cavitation at sufficient
intensity of sound pressure. It is once stopped here in this section to think of
cavitation. In this particular concept, weak ultrasound at very much lower than the
cavitation threshold, which I denote as “soft sonication,” will be presented. First
section “Structure of a Water-Ethanol Mixture” below does not include ultrasound at
all for the beginning to suggest the new concept. And most of the next section
“Effect of Aging Starting Solution on Synthesis of Spherical Silica” is also free from
ultrasound. In the final section “Soft Sonication to Starting Solutions for Spherical
Silica Synthesis,” a novel concept of soft sonication is shown.

Structure of a Water-Ethanol Mixture
In the beginning of this topic, I would like to propose a brand-new concept with a
question, “Are water and ethanol miscible with each other?” Here we remind that
both water and ethanol were used in the silica synthesis. Ethanol is a cosolvent and
the water is a reactant. The synthesis process requires two starting solutions; one is
ethanolic solution of TEOS, the other is ethanolic solution of water (with ammonia).

Fig. 7 Ultrasonic-induced agglomeration of silica spheres at various intensities. The intensity was
measured by calorimetry (Reprinted with permission from [14]. Copyright 1997 Cambridge
University Press)
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The answer to the above “question” is, of course, YES. However, if the number of
carbon increases, say from ethanol to propanol, butanol, etc., the solubility of
alcohol to water abruptly decreases. Then, ethanol is less miscible with water than
methanol. One powerful and novel tool employed here is CSI mass spectroscopy
(MS). CSI stands for cold-spray (or cryo-spray) ionization [17], which features a
gentle ionization to preserve a weakly bonded structure like a hydrogen-bonded
cluster among water and ethanol molecules. Assuming that such clusters are ionized
as H+[H2O]m[C2H5OH]n, the mass spectrum can be assigned by the mass number
m/z = 18 m + 46n + 1. Figure 8 shows the CSI mass spectra of water/ethanol
mixtures (W:E= 1:3 in weight) that were mixed on the measurement day (fresh) and
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Fig. 8 Cold-spray ionication
mass spectra (CSI-MS) of a
water/ethanol mixture (W:E=
1:3 in volume) prepared on
the measurement day (fresh)
and previously (aged). Prior to
measurement, whole sampling
routes were renewed to avoid
contamination. The spectrum
was assigned asWmEn, where
m and n are the number of
water and ethanol molecules,
assuming an ionized cluster of
H+[H2O]m[C2H5OH]n, and m/
z = 18m + 46n + 1
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aged in a dark glass bottle for 2 and 11 months. In the upper “fresh” spectrum, large
clusters at around m/z = 600 were clearly observed. On aging, this cluster decreased
in the mixture aged for 2 months and disappeared in the mixture aged for 11 months.
Looking at the lower m/z = 200–300, it was found that peaks in general shifted to
lower mass number, in other words, smaller clusters. This tendency was reproducible
when the other water/ethanol mixture at different composition was measured in the
same manner.

Effect of Aging Starting Solution on Synthesis of Spherical Silica
Results depicted in Fig. 8 suggest that the solution structure may not be unchange-
able on aging. This case is a most simplified one with water and ethanol only. If a
solute were involved in the system, the interaction among solvent and solute
molecules would be much more complicated and hardly investigated by CSI-MS
due to a contamination problem.

A “stock” solution may be unconsciously used by those who study particle
synthesis from a liquid phase. If we would like to run a series of the synthetic
experiment, we prepare a suitably large amount of starting solution at a fixed
concentration, and then a proper amount of the solution is taken out for each run.
The stock solutions can be kept in a refrigerator, if necessary. It was our serendipity
to find that the age of starting solutions has a drastic influence on precipitation
behavior in a certain case [18]. On mixing of the starting solutions, precipitation
occurred immediately if they are freshly prepared, while it was significantly delayed
if they are aged in a stock solution container. Changing the container material did not
influence it at all. The delay in the precipitation increased with an increasing aging
time, but the resultant precipitates were basically the same. As our empirical
knowledge, such a kind of aging effect is not observed in a fully aqueous system
but more or less observed in a mixed solvent like water/ethanol. However, almost no
attention is paid to the age of the stock solution as more attention is usually paid to
the product than the process.

Now the story comes back to the silica sphere again. Figure 9 shows the
experimental flow. This system includes both ethanol and water. Two starting
solutions 1 and 2 were separately prepared. As either TEOS or (ammonia) water is
quite soluble in ethanol, it is usual to start precipitation by mixing them soon after the
preparation of the starting solutions.

What do you think will happen when we “wait” for a while even if the starting
solutions are ready?

As indicated with the CSI-MS evidence, visible transparency does not guarantee
the uniformity at a molecular level, which may be changed through aging (i.e., just to
leave it after dissolving). What we expect here is that soft sonication at a very low
intensity can enhance such an aging. If the ultrasound is strong enough to create
cavitation, chemical actions such as sonolysis of water can occur, then the aging
would be unfavorably complicated.

Figure 10 shows the effect of aging the starting solutions on the precipitation
behavior, the monodispersity, and the final sphere size of silica particles. At first,

406 N. Enomoto



aging delays the occurrence of turbidity as previously mentioned [18]. Incubation
time could be simply estimated by our naked eye. If only the solution is properly
placed in front of a black wall, this rough estimation was found to be reproducible
enough. Secondly, the size uniformity in monodispersed spheres was found to be
intensified by the aging, when more than �300 spheres were measured on micro-
graphs. It should be emphasized in this measurement that the uniform spherical
shape of silica particles allows sufficiently reproducible results even if an SEM
beginner operates to take the images with somewhat insufficient focusing and stigma
adjustment. Thirdly, from the same data collected above, the median size of sphere
was certainly increased by aging, too. Since the reaction time and the alkaline
catalysis are sufficient, the whole TEOS initially added was fully precipitated to
dense spheres by hydrolysis and polycondensation. Then, the obvious increment of
the median sphere size means the decrease in the number of “nucleus” of silica
spheres.

It is a bit difficult to specify what the sphere nucleus is. TEM image in Fig. 11 was
taken by sampling the reacting solution at very early stage (�1 min), where
nanoparticles less than 10 nm are observed to coagulate to form spheres (a few
tens of nm in size). These spheres would be the “nuclei” of the final spheres. It
should be compared with the 5-min image in Fig. 2, where no nanoparticles besides
spheres were observed. Nanoparticles seen in Fig. 11 might be really existing at the
early stage in the solution, or may be just precipitated after drying the solvent.
Whichever the feature of these nanoparticles is, this coagulation would determine the
number of spheres in the initial stage and then, without an extra nucleation, the

H2O(+NH3)Si(OEt)4 EtOH

AGEDAGEDFRESHFRESH

Starting
Soln. 2

Starting
Soln. 1

EtOH

Hydrolysis & Polymerization

Si(OEt)4 +  4H2O   →   Si(OH)4 +  4 EtOH
≡Si-OH   +  HO-Si≡   →   ≡Si-O-Si≡   +  H2O

Monodispersed 
Silica Spheres

Fig. 9 Experimental flow of silica sphere synthesis. Usual process does not include aging since
both solutes (TEOS and water) are quite soluble in the ethanol solvent
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“monodispersed” spheres should only grow gradually through nourishing from
liquid phase.

One may think that the size increment in the median size is not that much – only
about 130 % at maximum for 7 days aging. However, it should be noticed that this is
“one-dimensional” length. If we hit a calculator to convert length to volume, the
value of 1/1.33 = 0.455. . . implies that the nucleation using the aged starting
solutions became half as much as the fresh ones. I do emphasize that these results
are quite reproducible, essential, and free from extra factors such as contamination
from container or moisture in ethanol [18].

Figure 12 shows a rough illustration of the hypothesis to qualitatively explain the
interesting results in Fig. 10. However a solute is soluble in (or miscible with) a
solvent and however easy it is to obtain a transparent starting solution, it does not
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Fig. 10 Effect of aging the
starting solutions for silica
sphere synthesis. “Aged”
means static aging, and “US”
means soft sonication
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guarantee the homogeneity at molecular level. If solute molecules are at first
aggregated in the transparent solution, the aggregates may provide a heterogeneous
nucleation, which is more likely to occur than homogeneous nucleation. Then,
apparent precipitation would be enhanced to show earlier turbidity and more number
of sphere nucleus. Monodispersity can be affected to lower side. On aging, such
aggregates can be vanished, leading to longer incubation time, smaller number of
nucleus (i.e., larger sphere size), and higher monodispersity.

One thing I left to mention in Fig. 10 is that “US” means soft sonication. That is,
aging to decrease the sphere nucleus number and increase the sphere size does occur
just by leaving it after preparation of the starting solution. And, soft sonication
enhances the aging process or the modification of the solution structure. This will be
discussed in the next section.

Soft Sonication to Starting Solutions for Spherical Silica Synthesis
Soft sonication was executed by using an aging plate (manufactured by Kyowa
Interface Science Co., Ltd.), which is simply designed by gluing a piezoelectric
vibrator (40 kHz) beneath a stainless plate, as shown in Fig. 13. Nominal ultrasonic
power of this plate is less than mW, where ultrasonic cavitation can never happen.
Glass containers of starting solution for silica sphere synthesis were placed on the
plate with a small amount of glycerol to ensure a contact between the container
bottom and the plate surface. In order to confirm the aging temperature, the whole
plate was kept in an oven operating at 40 �C.

As mentioned in the section “Further Investigations on the Ultrasonic-Induced
Agglomeration of Silica Spheres,” it is absolutely important to compare MS and US
in a fair manner. Previously in Fig. 10, quiet aging (i.e., without mechanical stirring)
and soft sonication were compared. In order to connect the gap, a shaking incubator
was employed for mechanical stirring of the same starting solution. It was confirmed

Fig. 11 Silica sphere synthesis at very early stage. Small particles less than 10 nm get together to
form spheres. It should be noted such small particles were not observed in the 5-min sample in
Fig. 2
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that mechanical shaking for a week had a similar effect as quiet aging at the same
temperature, as shown in Fig. 14. Definite difference between soft sonication and
mechanical shaking is the frequency. Compared to the mechanical shaking at
�100 rpm (= several cycle/s), the ultrasound (40,000 cycle/s) can provide very
much more frequent “shaking” at very small vibration amplitude (�tens of nm) in
the solution. The solution structure is a kind of black box for the synthesis of
nanoparticles. When we prepare the starting solution for it, we scarcely think how

Solute Solvent

Fresh (as-dissolved)

Hypothesis ~ How a Solution Structure Changes

Hetero-
geneous Precipitation:�

Nucleation: �

Monodisperse: ¯

Homo-
geneous

Precipitation:¯

Nucleation: ¯

Monodisperse: �

Aged

Fig. 12 Schematic illustration of a “transparent” starting solution for particles synthesis. Aging
could possibly change the solution structure, thus the field of nucleation of particles
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starting solutions

PZT 
oscillator
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Soft Sonicator in 
Thermostat Oven

Fig. 13 A view and an illustration for soft sonication. Control and soft-sonicated solutions were
treated exactly in the same manner besides the subtle vibration (�mW)
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solvent molecules coordinate to solute molecules or ions, or how they are clustered.
We are usually satisfied when the solvent dissolves the solute to a “transparent”
level. Even if the solution looks transparent, repeatedly saying, it only means
scattering-free from a visible light that has a wavelength of 400–700 nm. Size of a
single water molecule is less than �0.001 times smaller than the wavelength. Soft
sonication can be a novel tool to enhance the micro-homogeneity in the solution as
sketched in Fig. 12.

Additional Remarks: A Bird’s-Eye View on the Time Scales

In this section “Ultrasonic Effects on Silica Sphere Synthesis from Alkoxide,”
various time scales had appeared. For example, the aging of 1 week equals to
7 days = 168 h = 1.01 � 104 min = 6.05 � 105 s, while the cycle of a 20 kHz
ultrasound equals to 5.00� 10�5 s and the proton exchange rate would be�10�15 s.
An idiom “Not to see the forest for the trees” is significantly instructive and
comprehensive, for we often say to our students “When you take pictures with an
electron microscope, take both at lower and higher magnifications,” “See the forest
as well as the trees, the leaves, the veins, the cells, and the molecules,” and “Look at
your work with a bird’s-eye view.” In a narrow sense, the idiom concerns with a
length, having a dimension of meter (from km to nm). How about expanding the
sense to time as shown in Fig. 15? Our dairy sense for usual experiments lies in the
range from several minutes to several hours. We sometimes conduct a day�week
experiment for aging, solid-state diffusion, or a fatigue test. With the aid of various
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Fig. 14 Comparison with aging under mechanical stirring. Continuous mechanical stirring was
conducted by using a labo shaker that was placed in the same oven as in Fig. 13
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electromagnetic waves, on the other hand, we are able to measure various spectra
and see what we cannot see with our naked eyes.

In the previous section, the aging of the starting solutions (�week=10+6 s),
ultrasonic vibration (�10�6 s/cycle), and clustering of water and ethanol molecules
that is possibly related to protonic exchange rate (�10�15 s/cycle) were on the same
table of the silica sphere synthesis, which were conveniently examined by the TEM
sampling at the order of 102–103 s. Compared to the ultrasonic vibration, a normal
stirring has a frequency of 0.1–1 s/cycle. If those vibrations continue to 1 week, for
example, the cycle number is 1012 for ultrasound and 106 for mechanical stirring.
The time scale in Fig. 15 may usually be considered separately except the lowest bar
in logarithmic scale is quite often used to overview various electromagnetic waves.
By adding the upper 3 bars, we could hopefully have another bird’s-eye view on the
sonochemical materials processing.

Sonochemical Effects on Nucleation and Growth

Nucleation from Solution

In this section, we focus on “phase change” without a change of chemical species.
Most synthetic processes involve chemical changes that may look simple when
described in a chemical equation, but are in fact fairly complicated. In the previous
section on silica spheres synthesis, for example, the long explanation was, if
described in chemical reactions, concerned with only two reactions (hydrolysis
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and polycondensation). As what we saw in Fig. 11, nanoparticles of an intermediate
product, containing �1,000 SiO4 tetrahedra, were accumulated to form spheres.

In order to look at the effect of ultrasound on nucleation and growth without
chemical changes, we examined crystallization of alum (ammonium aluminum
sulfate hydrate) from a supersaturated solution by cooling [21]. After going through
a similar cooling history, the size of precipitated crystals was thoroughly influenced
by agitation with or without ultrasound as shown in Fig. 16. Huge and large crystals
were often observed with mechanical stirring, while the size distribution became
quite uniform with ultrasonic agitation and median size could be controlled by the
ultrasonic condition. The median size decreases with increasing intensity (Data not
shown in Fig. 16). It is considered that a cavitation bubble can be a nucleation site
and that the number of cavitation bubbles increases with increasing intensity of
ultrasound. It is considered, moreover, that ultrasonic cavitation is likely to occur at
lower frequency. The results shown in Fig. 16 suggest that not the nucleation but the
growth was accelerated at higher frequency.

Solidification of Molten Salt

Bulk ceramic materials are produced by sintering a powder compact, while metallic
materials are produced both by powder sintering (or powder metallurgy) and by

500µm500µm 500µm500µm

200kHz-1.1W/cm2 550kHz-2.1W/cm2 1.74MHz-9.2W/cm2 4MHz-7.3W/cm2

Precipitated with Mechanical Stirring

500µm500µm 500µm

Precipitation
with 
Ultrasound

Fig. 16 Recrystallization of alum crystals from supersaturated solution in the absence and the
presence of ultrasonic vibration
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casting (solidification of molten metal). It is well known as ultrasonic metallurgy that
microstructure of a casted metal ingot is drastically improved by an ultrasonic
vibration during solidification. Since the dawn of ultrasonics to the present [22, 23],
not a few papers are reported on the reduction of grain size, removal of dissolved gas
in a melt, and the suppression of compositional segregation. As the properties of
polycrystalline materials are absolutely dependent on their microstructure, it is widely
recognized that ultrasonication fairly improves the properties of casted metals.

Why are ceramic materials NOT prepared through a melting and solidification
process? Is that because ceramics have high melting temperature and high reactivity
or corrosivity against the mold? Yes, it may be true in general, but it is not always
true. The most essential reason I think is that ceramics are brittle and often thermally
anisotropic. Sintering temperature of ceramics is in general known to be �0.8�
[melting temperature in K]. If a ceramic melt are solidified, it must be exposed to the
melting temperature itself. However the cooling rate is elaborated, grain growth in
the bulk cannot help being significant. Then, essentially brittle ceramics are likely to
be cracked due to thermal stress on cooling. If the technology of ultrasonic metal-
lurgy is successfully applied to the development of “ceramic casting,” there can be
an innovation.

NaNO3-Ba(NO3)2 binary system resembles to the Al-Si alloy system for a
practical use. As a model inorganic, this nitrate binary system [24] was investigated
with a horn-type sonicator equipped with furnaces as shown in Fig. 17. It is not

Thermocouple

Ultrasoic Transducer

Ti horn

Booster

Sample
(molten salt)

temp.
grad.

Voltmeter
(top temp.)

Controller

Ultrasonic
Generator

Top Heater

Cooling water

Thermocouple

Refractories

furnace

Voltmeter
(bottom temp.)

Glass wool

Controller

Controller

Fig. 17 Schematic of ultrasonic casting equipment

414 N. Enomoto



difficult to execute sonication at high temperature if only the horn is properly
cooled, the horn tip and the vessel are durable enough, and suitable temperature
gradient allows the solidification to occur at the bottom of the vessel. Prior to the
binary, molten NaNO3 alone was solidified for a preliminary test [24]. Although
the result indicated the grain refinement like a metallurgy case and the alum case in
the previous section, decomposition of NaNO3 was accompanied to degrade the
texture. It is necessary to find an available materials system. The binary system has
a eutectic point at Ba(NO3)2 = 18 mass% and T = 290 �C. Figure 18 shows the
casted structure at hypoeutectic at Ba(NO3)2 = 8 mass%. In this compositional
image, black and white areas correspond to NaNO3 and Ba(NO3)2, respectively.
Obviously the large dendrite of NaNO3 was successfully removed by the ultrasonic
vibration.

Sonochemical Effects on Dissolution and Precipitation

One typical synthesis of ceramic particles is executed by mixing a cation-containing
solution and a precipitating reagent such as ammonia, if the cation forms a hydroxide
having a low solubility in the solvent. If the precipitation occurs immediately on
mixing, the reaction appears to be very fast at a glance. In practice, however, it is not
usual that a thermodynamically stable state can be achieved immediately at the first
stage of the process and remained permanent. In most cases, the initial precipitates
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Fig. 18 Cast structure at 92%
NaNO3–8%Ba(NO3)2
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would be dissolved in the mother solution and then reprecipitate to be in a more
stable state. For example, Ostwald ripening occurs due to the difference in size and
solubility. Ultrasonication is a powerful tool for enhancing dissolution without a
single doubt, because effective dispersion of agglomerated substances absolutely
increases the surface area as well as the mass transfer in solution is greatly acceler-
ated by micro and straight flow. It is definite that a process involving a dissolution
step can be significantly improved (or influenced) by ultrasound.

Ripening of Aluminogel

Alumina is the second abundant ceramic next to silica (Al: the third largest Clerk
number) and is superior to silica as a high-temperature ceramic (m.p. of Al2O3 is
more than 2,000 �C). In order to assure the performance of alumina at high
temperature and for highly insulating application, high purity powder of alumina
has been developed through a solution process. As solubility product of Al(OH)3 is
Ksp = 5 � 10�33, Al3+ ions in aqueous solution are promptly precipitated by adding
ammonia water. If this is sampled soon after the precipitation, we do not see any
crystalline phases in the precipitate of an amorphous aluminogel. However, if the
precipitate is kept stirred (or ripened) in the mother solution for a long time, the gels
can slowly dissolve into the mother solution and reprecipitate into crystalline phases
depending on the ripening condition.

Figure 19 shows the effect of ultrasound on ripening detected as the formation of
crystalline bayerite [25]. Compared to a control run (MS, standing for mechanical
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stirring), it is obvious that the treatment with an ultrasonic homogenizer (denoted as
USH) promoted the bayerite formation (appearance and final amount) at moderate
intensity (1.9 W/cm2), but suppressed it at higher intensity (25.4 W/cm2). This
ripening process occurs via the dissolution of aluminogel and subsequent precipita-
tion of the crystalline phase. Even at the lower intensity, ultrasound was found to be
effective in dissolving the gel. At higher intensity, however, it was found that a
psuedoboehmite phase with lower crystallinity (i.e., poorly detected by X-ray
diffractometry) was precipitated. This can be regarded as a sonochemical switching
[26] from bayerite to psuedoboehmite according to ultrasonic intensity as a less-
defined structure/phase is likely to form with a higher power sonication.

Magnetic Particle Processing Through Solution Oxidation

As a final topic, ultrasonic irradiation upon dissolution-reprecipitation process
including an oxidation step, which was intensively studied for an industrial produc-
tion of magnetic recording media [27–31]. In a typical process, an alkaline solution,
such as NaOH aq. is added to a solution containing Fe2+, and then a pale green
precipitate of Fe(OH)2 is immediately produced. By aging this suspension in the
mother solution under constant stirring, the initial Fe(OH)2 precipitate slowly dis-
solves to its ionic Fe2+ form again, which is then oxidized by dissolved oxygen to be
precipitated as the oxidation product of magnetite (Fe3O4) or goethite (α-FeOOH).
To start with Fe2+ is not roundabout but a sophisticated way to control the shape and
the quality of product.

In order to consider the fundamental effect of ultrasound on oxidation, a FeCl2
solution free from a NaOH precipitator was subjected to ultrasonication (20 kHz
horn) in air or Ar (Fig. 20). The amount of Fe3+ was estimated by UV-vis spectrom-
etry using a calibration curve with standard solutions containing a different amount
of FeCl2 and FeCl3. In acidic conditions, air oxidation of Fe2+ without ultrasound
(“MS” in the figure) is very slow (<2 % over 24 h). Despite the degassing (i.e.,
decreasing the amount of dissolved oxygen in solution) action of ultrasound, oxida-
tion is promoted (>2 % over 4 h). Oxidation is further promoted by substituting air
with Ar (>10 % over 4 h) because this gas increases the core temperature of
cavitation bubbles and so enhances sonolysis processes for oxidative species like
OH radical. This can cause another type of sonochemical switching [26] from a
product with lower oxidation number (e.g., Fe3O4, magnetite) to that with higher
oxidation number (e.g., α-FeOOH, goethite) provided the other conditions than
sonication are all the same [27].

Figure 21 shows the effect of ultrasonic intensity (20 kHz, horn) on particle size
of cubic magnetite. When MS (mechanical stirring) at zero intensity (i.e., no
ultrasound) was used and compared to a moderate sonication at <10 W/cm2, the
particle size is increased due to the enhanced dissolution of the initial precipitate of
Fe(OH)2 and thus the supply of solute for reprecipitation. On increasing the ultra-
sonic intensity, the particle size decreased probably because the number of cavities to
promote nucleation increased.
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Dang et al. [27–30] successfully prepared monodispersed and stable magnetite
nanoparticles by using a mixed solvent of water and ethanol with ultrasonic irradi-
ation as shown in Fig. 22. Uniformly 30 nm-sized magnetite particles in the middle,
which were prepared with ultrasound at ethanol/water = 2/8, showed high perfor-
mance as a magnetic maker for a medical application. It should also be mentioned
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here that ultrasonication fairly reduce the time to complete the process. This is a great
benefit for industrial related applications.

Here the topic of magnetite will be introduced. Particle size control is, of course,
also available by changing the initial concentration of [Fe2+]. The size decreases with
the decreasing concentration in this case. At such lower concentration as [Fe2+] =
0.001 M, the product was found to be amorphous gel instead of crystalline magne-
tite, in the absence and presence of ultrasound irradiation at 20 kHz. Crystalline
magnetite of <10 nm, as shown in Fig. 23, was successfully obtained by using

Fig. 22 Magnetite particles precipitated in various solvents (ethanol/water = 0/10, 2/8, 5/5) with
or without ultrasound. 1 or 2 h were enough to complete the process in the presence of ultrasound.
While in the absence of ultrasound, 24 h were barely required to finish the synthesis seemingly

Fig. 23 Magnetite
nanoparticles (<10 nm)
precipitated from a 0.001 M
FeCl2 and NaOH aq. under the
standing-wave sonication at
200 kHz to 0.49 W. Products
from the same solution under
mechanical stirring and horn
sonication were amorphous
aggregates
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standing-wave sonication at 200 kHz. It is inferred that the standing-wave can
suppress an excessive macroscopic flow and localize the cavitation bubbles and
thus the reaction site [30].

Conclusions and Future Directions

In this chapter, the author’s intention was paid to deepen the fundamental aspect of
the sonoprocess for ceramic materials. In spite of the incredibly high temperature and
pressure as well as the incredibly rapid mass flow, ultrasonic cavitation is, at present,
not a charm to facilitate every extreme reaction in every materials system.

In order to develop sonochemical technology for the “superstar materials” dis-
covery in future, the following items are to be kept in mind:

1. To know what really happens in the absence of ultrasound. Chemical equations
are just showing chemical names and the molar ratio.

2. To make a fair comparison with proper referential (control) runs.
3. Not only continuous irradiation but also partial one for appropriate stage.
4. Intensity effect can be either positive or negative.
5. Very low intensity may be workable in a case.
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Abstract
Ultrasound causes high-energy chemistry that is accomplished through the pro-
cess of acoustic cavitation. Ultrasound is used as an important source for the
initiation or enhancement of catalytic reactions, in both homogeneous and het-
erogeneous systems. In this chapter, we focus on recent work on the ultrasound-
assisted synthesis of metal nanoparticles for energy conversion applications and
also for the environmental remediation.
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Introduction

Sonochemistry refers to ultrasound-assisted chemical reactions. The sonochemical
effects in liquids are caused by the phenomenon of acoustic cavitation. The process
of acoustic cavitation includes the growth of pre-existing bubbles and their collapse
in a liquid. During the collapse of acoustic cavitation, intense heating of the bubbles
occurs. These localized hot spots have temperatures of roughly 5,000 �C, pressures
of about 2,000 atm, and lifetimes of a few microseconds [1]. Moreover, the shock
waves from cavitation in liquid–solid slurries produce high-velocity interparticle
collisions. The bubble growth due to the expansion–compression cycles is resulting
in the formation of localized “hot spots” [2].

Loomis et al. firstly reported the details of chemical and biological effects of
ultrasound [3, 4]. In the last few decades, ultrasound has emerged as a potential
technology as it is widely used as an initiator of chemical reactions and physical
transformations of materials. Ultrasound in the frequency range 20 kHz–1 MHz has
been used in sonochemistry [5]. The physical and chemical effects of ultrasound
have been effectively used in numerous applications such as cleaning, emulsifica-
tion, polymerization, biomedicine, degassing, drilling, cutting, welding, flow mea-
surements, imaging, automotive, food preservation, dairy industry, drug delivery,
etc. [6, 7]. In addition, new opportunities have emerged for utilizing ultrasound for
controlled synthesis of nanomaterials and porous materials and also for the degra-
dation of organic pollutants, i.e., environmental remediation, namely, sonochemical
oxidation of organic pollutants (wastewater treatment) [8–25].

In contrast to the traditional energy sources such as heat, light, and ionizing
radiation, ultrasonic irradiation differs in the duration, pressure, and energy.
Sonochemistry occupies a unique short-time, high-energy, and high-pressure
space. Owing to the immense pressure and temperature, the extraordinary heating
and cooling rates (>109 K/s) produced by the collapse of bubbles are high, and
liquid jet streams generated travel at ~400 km/h [26].

This cavitation effect during sonolysis produces oxidative and reductive radicals
that can initiate chemical reactions. The advantages of sonochemical reactions
include higher reaction rates, higher reaction yields, efficient energy usage,
switching of reaction pathways, performance improvement of phase-transfer cata-
lysts, avoidance of phase-transfer catalysts, use of crude or technical grade reagents,
activation of metals and solids, and increase in the reactivity of reagents or catalysts
[27]. The major benefits of using ultrasound-assisted synthesis of materials with
unusual properties include the preparation of samples with high purity, synthesis of
materials with narrow particle size distribution, controllable reaction conditions,
ability to form NPs with uniform shape, potentially low operating costs, and rapid
reaction rate. Ultrasound is used widely in the following processes as given in
Table 1 because of its superior effects compared to conventional techniques.

This chapter mainly focuses on ultrasound-assisted synthesis of NPs which are
largely used for energy and environmental applications.
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Table 1 Various applications of ultrasound

Different applications of ultrasound Comments Reference

Removal of organic contaminants from
soil and water

Complete mineralization of organic
contaminants in aqueous medium is
achieved using ultrasound under
diffused sunlight

[28]

Agglomeration of aerosols Ultrasound is used for the sedimentation
of superfine aerosol

[29]

Combined with bioremediation Effect of low-frequency ultrasound in
enzyme catalysis, biosensors, and
biosludge processing

[30]

Isolation of potentially bioactive
components from non-utilized
by-product streams

Ultrasound can accelerate the internal
diffusion, giving rise to an increased
mass transfer, and allow a greater
penetration of solvent into the sample
matrix and thereby increase the
extraction of bioactive compounds from
plants and seeds

[31]

Preparation of activated metals by
reduction of metal ions

Ultrasound is proven to be effective for
the reduction of metal ions without any
external reducing agents which is highly
active in energy application

[32]

Impregnation of metals, metal oxides,
or metal halides on supports

Ultrasound is effectively utilized for the
impregnation of metal oxide
nanocomposites on graphene oxide
support

[32]

Reactions involving metals via in situ
generated organoelement species

Ultrasound is used for the generation of
organoelement species

[33]

Reactions involving nonmetallic solids Use of high-power ultrasound in
reactions involving nonmetallic solids is
reviewed

[34]

Crystallization and precipitation of
metals, alloys, zeolites, and other solids

Ultrasound is efficiently used to
improve the metal sulfate precipitation
from wastewater

[35]

Modification of surface morphology
and particle size by high-velocity
interparticle collisions

Flowerlike, rodlike morphologies can
be achieved by simply altering the
ultrasonication power and time without
use of any external chemicals

[36]

Formation of amorphous
nanostructured materials, including
high surface area transition metals,
alloys, carbides, oxides, and colloids

Agglomeration of crystals

Smoothing and removal of passivating
oxide coating

Micromanipulation (fractionation) of
small particles

Dispersion of solids Ultrasound generates shear forces in the
liquids, useful in the dispersion of solids

[33]

(continued)
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Sonochemical Synthesis of Nanoparticles and Their Applications

Nanoparticle Synthesis

Sonochemical Synthesis of rGO–Au Composite
High-frequency ultrasound at 211 kHz was found to be an effective tool for the
synthesis of graphene-based nanoarchitectures. Vinodgopal et al. employed both
simultaneous and sequential reduction steps to reduce the graphene oxide (GO) and a
gold precursor, HAuCl4, as shown in Fig. 1 [40]. Transmission electron microscopic
results confirmed that the reduction process facilitated the formation of well-
dispersed Au NPs on reduced GO (rGO) sheets. The rGO–Au composites exhibited
a distinct surface enhancement of the graphene Raman bands by increasing the
surface coverage of Au NPs.

Simultaneous and sequential reduction of GO and Au(III) were employed for the
synthesis of rGO–Au nanocomposites. For simultaneous reduction process, HAuCl4
was mixed with the GO suspension and sonicated for 5 h to make sure that both the
GO and the Au salt were reduced. In the case of sequential reduction, the GO was
reduced first (by sonicating for 3 h), and then HAuCl4 solution was added to the rGO
suspension and the sonication continued further for 2 h. In both cases, the reduction
of the metal ions was rapid as evidenced by the appearance of the Au surface
plasmon resonance band at 530 nm in the UV–vis spectrum. In the case of sequential
reduction, complete reduction of the gold occurred within 1 h of addition of the Au
(III) solution to the rGO suspension. Nevertheless, when the HAuCl4 was sonicated
simultaneously with the GO, reduction of the entire mixture was accomplished after
4 h. More importantly, the position of the Au plasmon absorption band was also
unchanged in both reduction processes indicating that particle sizes were comparable
without any aggregation effects.

The oxygen-rich functional groups on the GO surface served as a nucleation and
binding center for the Au NPs. Homogeneous dispersion of Au NPs on the surface

Table 1 (continued)

Different applications of ultrasound Comments Reference

Intercalation of guest molecules into
host inorganic layered solids

A sonochemical approach is developed
for the synthesis of Fe3O4@SiO2

core–shell NPs with tunable properties

[37]

Sonochemistry of polymers Sonochemical synthesis of nanosized
metal–organic lead(II) polymer is
reported which is used as a precursor for
the preparation of nanostructured lead
(II) iodide and lead(II) oxide

[38]

Degradation and modification of
polymers

Synthesis of polymers

Sonolysis of organic pollutants in water Sonolysis of water molecules generates
highly reactive �OH radicals that are
efficiently used for the complete
degradation of organic pollutants in
aqueous medium

[39]
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of the exfoliated graphene sheets was achieved by simple sonochemical reduction
method which is a major advantage of ultrasound-assisted synthesis of nanostruc-
tured materials. The TEM images of Au–rGO composites (Fig. 2) showed the high
dispersion of Au NPs on rGO surface. TEM images of both sequential and
simultaneous reduction of rGO–Au composite showed different dispersities of
Au NPs on rGO sheets. In the sequential reduction process, the particle size of
Au NPs is smaller and existed as nanoclusters on graphene support. As the epoxide
sites were firstly reduced, it prevented the strong binding of Au(III) ions to the
graphene sheets. However, simultaneous reduction produced relatively well-
dispersed Au NPs on the surface of rGO. Nonetheless, the particle size of Au
NPs was found to be comparatively larger than the Au NPs obtained by sequential
reduction process. Simultaneous reduction technique provided sufficient interac-
tion between the Au(III) ions and GO due to the oxygen-rich functional groups in
GO that served as a nucleation center for Au NPs. However, the slower reduction

COOH OH

O
O

•H -•CH2O

Sonolysis
RGO-Au
composite

Fig. 1 Sonochemical
reduction of graphene oxide
(GO) and gold precursor,
HAuCl4 (Reprinted with
permission from Ref.
[40]. Copyright 2010
American Chemical Society)

Fig. 2 TEM images of rGO–Au composite synthesized by (a) sequential and (b) simultaneous
reduction methods (Reprinted with permission from Ref. [40]. Copyright 2010 American Chemical
Society)
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rate in simultaneous reduction facilitated the growth of Au seeds which resulted in
larger particle size. This difference in the particle size, dispersity, and density of the
Au NPs on the rGO surface highlighted the merits of applying ultrasonication in
two different manners.

Combined Effect of Ultrasound with Sol–Gel Technique
Ultrasound was effectively combined with sol–gel technique for the synthesis of
100 % rutile polymorph of nanostructured TiO2 [41]. The effect of cavitation on the
phase transformation, crystallite size, crystallinity, and morphological properties of
the TiO2 NPs was studied. Very interestingly, the yield of TiO2 NPs was enhanced
from 86 % to 95 % by the ultrasound-assisted synthesis. As expected, the complete
phase transformation of the TiO2 was observed with the use of ultrasound. The major
advantage of this combined preparation technique is that the marked reduction in the
required calcination temperature for obtaining 100 % phase transformation led to
70 % energy savings during calcination.

For Environmental Remediation

Ultrasound-Assisted Synthesis of Fe, Cr and Co, and Alloy NPs
Dissociation of metal–carbonyl bonds is one of the interesting strategies to produce
individual elemental metal NPs. Ultrasonic irradiation of volatile compounds such as
Fe(CO)5 or Cr(CO)6 in nonvolatile solvent results in dissociation of the
metal–carbonyl bonds within the cavitation bubble core. Herein, the nonvolatile
solvents played a vital role especially in absorbing the heat energy in the collapsing
bubble. In a similar way, bimetallic alloy particles can also be prepared by simple
sonochemical method. For instance, ultrasonication of Fe(CO)5 and Co(CO)3NO led
to the formation of Fe–Co alloy particles [42, 43]. Composition and metal ratio of the
alloy was controlled by simply varying the ratio of the metal precursors. Typically,
the alloy NPs exhibit higher catalytic performances toward the dehydrogenation of
cyclohexane to benzene than that of the monometallic NPs. More importantly,
ultrasound-assisted synthesis of alloy NPs shows high reactivity.

Sonochemically Synthesized MoS2 Nanospheres
The major advantage of ultrasound-assisted NP synthesis is that it generates metal
NPs with high surface area. Furthermore, hierarchically structured metal sulfide NPs
can also be achieved by sonochemical synthesis. For example, MoS2 nanostructured
photocatalyst was prepared by sonication of Mo(CO)6 with elemental sulfur in
1,2,3,5-tetramethylbenzene under Ar atmosphere [44]. The morphology of
sonochemically synthesized MoS2 is dramatically different from that prepared by a
conventional wet chemical method. The conventional methodologies generate lay-
ered or platelike MoS2, whereas the sonochemically synthesized MoS2 NPs pos-
sessed spherical morphology with an average diameter of 15 nm. TEM analysis
showed the presence of more defective sites and edges in the sonochemically
prepared MoS2. Importantly, the sonochemically prepared MoS2 exhibited higher
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catalytic activity toward the hydrodesulfurization of thiophene than the MoS2
prepared by conventional wet chemical method. This increased catalytic hydrodesul-
furization activity was mainly attributed to the higher surface area and more edges of
the sonochemically prepared MoS2.

Sonochemical Synthesis of Core–Shell Nanocomposites
Core–shell TiO2@C composite NPs were synthesized from a single precursor
source, namely, titanium(IV) oxyacetylacetonate monohydrate by simple
sonochemical method in a specially made Swagelok cell at various temperatures
[45]. Different reaction time and temperature led to variation in carbon content in the
catalyst samples. The prepared samples were characterized by XRD, diffuse reflec-
tance UV–vis, Raman, TEM, HRTEM, and N2 adsorption–desorption methods. It is
evident from TEM analysis that the as-prepared samples had core–shell structure of
TiO2 anatase phase and C. The diameter of the prepared NPs was in the range of
15–35 nm. Few graphitic layers wrapped TiO2 composite structure was evidenced
by HRTEM analysis. These carbon layers were responsible for suppressing other
phase formations of TiO2 even at high temperature. The prepared samples were
tested for their photochemical activities for 4-chlorophenol degradation. The sample
prepared at 700 �C showed comparable activity for the degradation of
4-chlorophenol with that of Degussa P25. The photobleaching studies of methylene
blue were also carried out under sunlight. It was found that the TiO2@C samples
showed higher photocatalytic activity than Degussa P25.

Role of High-Intensity Ultrasound on the Synthesis of Mesoporous TiO2

with a Bicrystalline Framework
Yu and his co-workers demonstrated the synthesis of mesoporous TiO2 with a
bicrystalline (anatase and brookite) framework directly under high-intensity ultra-
sound irradiation [46]. Titanium isopropoxide was used a starting material for the
preparation of mesoporous TiO2. Triblock copolymer (EO20PO70EO20) was used to
control the structure and morphologies of anatase and brookite TiO2 catalyst. Effect of
the addition of a triblock copolymer was studied. Very importantly, without thermal
treatment, mesoporous TiO2 was formed by the agglomeration of monodispersed TiO2

sol particles. The resulting materials were characterized with different physiochemical
techniques such as XRD, TEM, BET nitrogen adsorption–desorption studies,
TGA/DTA, and FTIR. The brookite phase formation was achieved by this ultrasound
irradiation-assisted synthesis method. The pore size and the crystalline sizes of anatase
and brookite became larger, as the content of the brookite phase increased which was
achieved by the use of different molar ratios of triblock copolymer. Both as-prepared
samples exhibited better activities than the commercial photocatalyst Degussa P25 in
the degradation of n-pentane in air atmosphere. The degradation rate using
mesoporous TiO2 synthesized by the ultrasound-assisted preparation procedure in
the presence of triblock copolymer was about two times greater than that of commer-
cial Degussa P25. The combined effect of three factors, namely, high brookite content,
high surface area, and the existence of mesopores, is mainly responsible for the high
activities of the mesoporous TiO2 with a bicrystalline framework.
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Ultrasound-Assisted Synthesis of Highly Visible Light-Induced
Nanosized BiVO4 Photocatalyst
Shang et al. reported an ultrasonic-assisted synthetic route for the preparation of
nanosized BiVO4 with high visible light-induced photocatalytic activity [47]. The
overall synthesis was performed with Bi(NO3)3�5H2O and NH4VO3 in 1:1 molar
ratio as precursors in the presence of polyethylene glycol (PEG) under ultrasonic
irradiation. The particle size of the as-synthesized BiVO4 photocatalyst was
ca. 60 nm as strongly supported by the TEM micrographs. The effects of ultrasonic
irradiation and surfactant were investigated toward the degradation of organic dye
under visible light illumination. The nanosized BiVO4 exhibited excellent visible
light-driven photocatalytic efficiency for degrading organic dye, which was
increased to nearly 12 times than that of the products prepared by traditional solid-
state reaction. In addition to the decoloring ability, the reduction of chemical oxygen
demand (COD) concentration was also observed in the degradation of organic dye
that further demonstrates the superior photocatalytic performance of BiVO4

photocatalyst prepared by simple ultrasonication in the presence of PEG. The
excellent stability of the prepared BiVO4 photocatalyst was illustrated by recycling
studies. The photocatalytic performance of the photocatalyst was remained the same
after five recycles which confirming the photocatalyst was essentially stable. Close
investigation revealed that the crystal size, BET surface area, and appropriate band
gap of the as-prepared BiVO4 are the responsible characteristic features that improve
the photocatalytic activities.

Effective Doping of Metal NPs on TiO2 by Simple Sonochemical Method
Synthesis of titanium dioxide NPs doped with Fe and Ce using sonochemical
approach was developed, and its catalytic activity was compared with the conven-
tional doping method [48]. Bare TiO2 photocatalyst was prepared from titanium
(IV) isopropoxide in propanol solution. For the doping of Fe and Ce onto TiO2, ferric
nitrate and cerium(III) nitrate were used as precursors, respectively. The effective-
ness of the synthesized catalyst for the photocatalytic degradation of crystal violet
dye was investigated by considering the crystal violet degradation as the model
reaction. The metal NP-doped TiO2 photocatalysts prepared by sonochemical
method showed superior photocatalytic performance as compared to that of the
photocatalysts that are prepared by the conventional wet chemical methods. In
comparison with the photocatalytic performance of Ce-doped TiO2 and Fe-doped
TiO2, Ce-doped TiO2 exhibited maximum photocatalytic activity, and also the least
activity was observed for bare TiO2. The presence of Fe and Ce in the TiO2 structure
results in a significant absorption shift toward the visible region. Detailed investi-
gations on the degradation indicated that an optimal dosage with 0.8 mol% doping of
Ce and 1.2 mol% doping of Fe in TiO2 results in higher extents of degradation.
Kinetic studies also established that the photocatalytic degradation followed the
pseudo first-order reaction kinetics. Overall, it was established that ultrasound-
assisted synthesis of doped photocatalyst significantly enhances the photocatalytic
activity.
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Doping of Metal Oxide NPs on TiO2 Nanotubes by Sonochemical
Technique
Similarly, Fe-incorporated TiO2 nanotube arrays (Fe–TiO2 NTs) were prepared by
an ultrasound-assisted impregnating-calcination method by Wu
et al. [49]. Initially, vertically oriented TiO2 nanotube (TiO2 NTs) layers were
prepared directly on Ti foils via electrochemical anodic oxidation in HF electrolyte
with Pt foil as the counter electrode. Then, these as-prepared TiO2 NT samples
were immersed in aqueous solution of Fe(NO3)3�9H2O and stimulated immediately
by an ultrasonic generator to prepare Fe-doped TiO2 NTs. The samples were
subsequently annealed at different temperatures. SEM, TEM, XRD, XPS, and
UV–vis DRS indicated that α-Fe2O3 nanoparticles were deposited into the TiO2

nanotubes, and some Fe3+ ions were doped into TiO2 lattice. The absorption of
Fe–TiO2 NTs in the visible light region increased with the increase of Fe content.
The photocatalytic activity of Fe–TiO2 NTs was evaluated by the degradation of
methylene blue aqueous solution under visible light irradiation. The results dem-
onstrated that the Fe–TiO2 NTs exhibited significantly enhanced photocatalytic
activity compared with pure TiO2 NTs. Photoluminescence and electrochemical
impedance spectroscopy analyses confirmed that the increased photocatalytic
activity of the Fe–TiO2 NTs was due to enhanced separation and transfer of
photogenerated charge carriers.

Use of Ultrasound for the Preparation of Photocatalyst and Also
for the Degradation Studies Under Diffused Sunlight
Ultrasound was used not only for the preparation of supported mixed metal oxide
NPs but also for the effective degradation of dyes under diffused sunlight. In one of
our recent works, low-frequency ultrasound was used for the preparation of reduced
graphene oxide (rGO)-supported CuO–TiO2 photocatalyst, and an ultrasonic bath
was used for the complete mineralization of organic pollutant under diffused sun-
light, as shown in Fig. 3 [28]. Cu(NO3)2�3H2O and titanium tetraisopropoxide
(TTIP) were used as precursors for the preparation of bare CuO–TiO2 photocatalyst.
A tenfold synergy is achieved for the first time by combining sonochemical and
photocatalytic degradation under diffused sunlight. rGO loading augments the
activity of bare CuO–TiO2 more than twofold. The ability of rGO in storing,
transferring, and shuttling electrons as well as the formation of a heterojunction
between TiO2 and CuO facilitated the separation of photogenerated electron–hole
pairs as evidenced by the photoluminescence analysis. Total organic carbon analysis
confirmed the complete mineralization of MO and the by-products within a short
span of time. Reaction pathway was studied by LC-MS which inferred the hydroxyl
radical-mediated degradation under diffused sunlight. Different organic pollutants,
namely, methyl orange, methylene blue, and 4-chlorophenol, were degraded under
diffused sunlight which indicated the versatility of the catalyst for the degradation of
various pollutants. This novel investigation is likely to open new possibilities for the
development of highly efficient diffused sunlight-driven TiO2-based photocatalysts
for the mineralization of organic contaminants.
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The presence of mixed metal oxide nanoparticles on the surface of rGO was
confirmed by TEM analysis as shown in Fig. 4. Furthermore, the complete utiliza-
tion of metal oxide NPs on the rGO surface was also evidenced. The ultrasound
assisted the complete distribution of the CuO–TiO2 nanocomposites over rGO. More
importantly, mesoporous TiO2 was also prepared by sonochemical method which
results in formation of TiO2 with high surface area and crystallinity. It was further
confirmed that CuO–TiO2/rGO possesses distorted elliptical and spherical structures
with narrow range of particle sizes. Crystal size distribution graph unveiled the
particle size distribution of CuO–TiO2/rGO ranging from 10 to 16 nm with an
average of 13 nm.

It is important to optimize the weight percentage loading of CuO and rGO in the
photocatalyst. It was found that only 35 % degradation could be achieved by

Fig. 4 TEM images of CuO–TiO2/rGO nanocatalyst (a) 100 nm, (b) 50 nm, and the corresponding
(c) crystallite size distribution graph (Reprinted with permission from Ref. [28]. Copyright 2015
Elsevier)

Ultrasound-Assisted Synthesis of Nanoparticles for Energy and Environmental. . . 433



CuO–TiO2 (without rGO), whereas rGO-loaded CuO–TiO2 catalyst showed 89 %
degradation highlighting the influence of rGO on the catalytic system. Photolumi-
nescence studies and photocurrent results inferred that the increased photocatalytic
performance of rGO-loaded photocatalyst was owing to the effective charge carrier
separation in CuO–TiO2/rGO photocatalyst. The optimum amount of rGO support
was found out by performing different experiments with different amounts of rGO
in fixed CuO–TiO2 as shown in Fig. 5a. rGO loading was varied in the range 0, 1,
2, and 3 % with respect to CuO–TiO2 content, and the corresponding MO degra-
dation was found to be 35, 54, 89, and 41 %, respectively. The maximum catalytic
activity was obtained with 2 wt.% GO loading. Higher loading of rGO decreased
the efficiency of the catalyst which might be due to the mask or prevent the direct
contact between the light and the surface of the catalyst. Hence, 2 wt.% of rGO was

Fig. 5 (a) rGO loading and
(b) Cu loading effects on the
ultrasound-assisted
photocatalytic degradation of
MO under diffused sunlight
(Reprinted with permission
from Ref. [28]. Copyright
2015 Elsevier)
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registered as the optimum loading. Similarly, the specific influence of CuO on the
sonophotocatalytic degradation of MO under the diffused sunlight was studied
with different CuO loading (0–2.0 wt.%) with TiO2/rGO because the
photogenerated electrons migrate from TiO2 to CuO through rGO. Without CuO
only a negligible sonophotocatalytic reaction was observed under the diffused
light. Nevertheless, with the initial increase of Cu loading (0, 0.5, 1.0, and
1.5 wt.%), the MO degradation also increased gradually (35, 43, 80, and 89 %,
respectively) and exhibited a maximum efficiency with 1.5 % Cu-loaded catalyst as
given in Fig. 5b. This can be well explained by the fact that Cu loading (1.5 %)
caused a shift in the effective band gap energy from 3.23 eV to 3.08 eV. However,
further increase of Cu loading (2 % Cu) showed no much influence on the
photocatalytic performance toward MO degradation. Hence, 1.5 % Cu-loaded
photocatalyst [CuO–TiO2/rGO (1.5 % Cu and 2 % rGO)] was used as an optimal
amount for the photocatalytic degradation of MO in sonophotocatalytic degrada-
tion under diffused sunlight. Complete mineralization of methyl orange, methylene
blue, and 4-chlorophenol was ascertained by the UV-vis spectrophotometer and
TOC analysis.

Sonochemical Synthesis of Au–Ag/rGO Catalyst for 4-Nitrophenol
Reduction
Neppolian and co-workers developed a simple and efficient sonochemical method
for the synthesis of Ag and Au monometallic and Au–Ag bimetallic catalysts
supported on rGO [50]. Low-frequency horn-type ultrasonicator was used for the
loading of bimetallic catalysts containing different weight ratios of Au and Ag onto
the surface of GO, whereas high-frequency ultrasonication was effectively utilized
for the reduction of Ag(I) and Au(III) ions in the presence of PEG and 2-propanol.
The rate of sonoreduction of both Au(III) and Ag(I) in the presence of GO was
determined by UV–vis spectrophotometer. The absorption maxima of Ag and Au
with GO were monitored around 320 nm and 520 nm, respectively. As the sonication
time increased, the absorption intensity gradually increased and attained a maximum
value that indicated the complete reduction of Au and Ag NPs. With further increase
of sonication time, the absorption intensity value remarkably decreased which might
be due to the aggregation of MNPs that led to settling of the particles as shown in
Fig. 6.

It can be seen from the TEM images in Fig. 7 that the average particle size of Au
NPs was about 50 nm, whereas the size of Ag particles was about 5 nm. Irrespective
of the preparation protocol (either by simultaneous or sequential ultrasonication
method), Au and Ag NPs were found separately in the form of islands of particles
over rGO surface. Furthermore, the images revealed that there was neither a
core–shell nor alloy material formed during the sonochemical method of prepara-
tion, whereas Anandan et al. reported that Ag–Au was formed as core–shell structure
during sonochemical preparation method without rGO [51]. This preparation tech-
nique yielded a bimetallic nanocomposite with Ag particles surrounded by Au
particles. TEM images clearly showed a higher amount of Au and Ag loading
onto the surface of rGO support using dual-frequency ultrasonication. However,
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the size, morphology, and shape of the particles are similar in both simultaneous and
sequential sonochemical methods as evidenced by TEM analysis.

In order to compare the catalytic efficiency of the prepared catalysts, reduction of
4-nitrophenol (4-NP) and the subsequent formation of 4-aminophenol (4-AP) were
carried out which was monitored by UV–vis spectrophotometry. The reduction of
4-NP to 4-AP is an industrially important organic reaction which converts the
harmful 4-NP to pharmaceutically and chemically important 4-AP [52]. The results
emphasized that the bimetallic catalysts (Au–Ag–rGO) showed higher activity for
the reduction of 4-NP to 4-AP than the monometallic counterparts (Au–rGO and
Ag–rGO). Similarly, different weight ratios of Au- and Ag (1:1, 1:2, and 2:1)-loaded

Fig. 6 UV–vis absorption
spectra of Au–rGO prepared
by sonochemical method
(Reprinted with permission
from Ref. [50]. Copyright
2014 Elsevier)

Fig. 7 TEM images of Ag–Au–rGO (2:1) bimetallic photocatalysts prepared by sonochemical
method (Reprinted with permission from Ref. [50]. Copyright 2014 Elsevier)
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rGO catalysts were prepared and their reduction abilities were tested. Among the
different weight ratios of Au- and Ag-loaded rGO catalyst, 1:2 (Au–Ag) catalyst
exhibited maximum catalytic performance for the conversion of 4-NP to 4-AP.
Complete reduction of 4-NP was achieved within short span of time using the
catalyst prepared by Au–rGO that was reduced first followed by Ag reduction,
whereas a lower reduction rate was observed with the catalyst in which Ag–rGO
was reduced first and the results are given in Fig. 8. A similar result was observed for
all ratios of bimetallic catalysts. Very importantly, applying dual-frequency
ultrasonication was an effective way to prepare bimetallic catalysts that required
comparatively low levels of added chemicals and producing bimetallic catalysts
loaded on rGO surface with improved catalytic efficiency.

Ultrasound-Assisted Synthesis of Pt–TiO2/rGO Photocatalyst
Ashokkumar and co-workers reported on ultrasound-assisted method for the syn-
thesis of nanosized Pt–rGO–TiO2 photocatalyst [53]. The pH swing method (multi-
gelation method) was used to prepare TiO2 nanosized particles along with surfactant
under ultrasonic irradiation. Then, rGO–TiO2 composite material was synthesized
by an ultrasound-assisted hydrothermal method. Different weight percentage of Pt
was doped into the rGO–TiO2 photocatalysts by a photochemical reduction method.
For this purpose, H2PtCl6 was dissolved in distilled water and mixed with rGO–TiO2

photocatalyst and then irradiated with UV light for 2–3 h under the continuous
stirring condition in an inert atmosphere. A schematic of Pt–rGO–TiO2 photocatalyst
is represented in Fig. 9.

The absorption edge of GO–TiO2 was very slightly shifted to the near visible
region of spectrum in comparison with bare TiO2 as supported by the DRS studies.
The topography and particle size distribution were analyzed by TEM and the results
are shown in Fig. 10. The formation of a few layers of GO was confirmed by AFM
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Fig. 8 UV–vis absorption spectra of 4-NP reduction with 1.0 mg of catalyst: (a) Au–Ag (1:1)–rGO
(Ag reduced first with rGO); (b) Ag–Au (1:1)–rGO (Au reduced first with rGO) (Reprinted with
permission from Ref. [50]. Copyright 2014 Elsevier)
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Fig. 9 A schematic representation of dispersion Pt and TiO2 NPs on rGO sheets and the mecha-
nism of photocatalysis (Reprinted with permission from Ref. [53]. Copyright 2012 Elsevier)

Fig. 10 TEM images of
Pt–GO–TiO2 (0.4 wt.% Pt)
photocatalysts calcined at
650 �C (Reprinted with
permission from Ref.
[53]. Copyright 2012
Elsevier)
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analysis which revealed that the thickness of the GO was around 4.1 nm that
consisted of around two- to three-layer thickness of GO formed by this simple
ultrasound-assisted synthesis. XRD analysis was performed to find out the crystal-
line nature of the photocatalysts which showed that Pt–rGO–TiO2 consisted of
100 % anatase with a sharp peak for anatase at 2θ = 25.5. Similarly, the BET
surface area analysis revealed that the surface area of TiO2 was decreased slightly
by the loading of GO and Pt which might be due to aggregation.

The photocatalytic and sonophotocatalytic degradation of a commonly used
anionic surfactant, dodecylbenzenesulfonate (DBS), in aqueous solution was carried
out using Pt–rGO–TiO2 nanoparticles in order to evaluate the photocatalytic effi-
ciency. DBS is a surfactant widely used in various applications as diverse as in the
removal of contaminants from the surface of the human skin to the manufacture of
textiles. They are also used in a range of industries including paper, polymer, and
pharmaceutical and oil recovery [54]. Each year, large quantities of surfactants are
produced worldwide for the above purposes to supply the required demand. For
instance, the average annual production of detergent is ~8 million tons from the
western world alone [55]. Hence, degradation of surfactant is an important process
from an environmental point of view [56]. Photocatalytic degradation technique is
one of the advanced oxidation processes for the mineralization of these types of
environmental pollutions [57]. The Pt–rGO–TiO2 photocatalyst showed higher
degradation rate than P-25, TiO2, and rGO–TiO2 photocatalysts. Importantly, the
mineralization of DBS was enhanced by threefold using Pt–rGO–TiO2 photocatalyst
in comparison to the degradation efficiency of P-25 (Fig. 11). GO loading aug-
mented the degradation efficiency of TiO2. The efficiency was further increased by
the doping with Pt. The degradation of DBS was performed under visible light
irradiation. Effect of initial pH was examined and it was found that it had a strong
influence on photocatalytic oxidation of DBS, whereas no such effect was observed
for sonochemical and sonophotocatalytic oxidation process in the presence of
Pt–rGO–TiO2. The mineralization route and intermediate products formed during
the degradation of DBS were monitored using electrospray mass spectrometry. The
authors concluded that the ability of rGO to serve as a solid support to anchor
platinum particles on rGO–TiO2 is useful in developing new photocatalysts.

Sonochemical Approach for the Synthesis of TiO2/WO3 Nanoparticle
Photocatalyst
Anandan et al. synthesized TiO2/WO3 nanoparticle photocatalyst through an
ultrasound-assisted method at room temperature [58]. The presence of monoclinic
WO3 and rutile TiO2 nanoparticles was ascertained by the XRD analysis of the
as-prepared TiO2/WO3 nanoparticles. Very interestingly, the sonochemically syn-
thesized TiO2/WO3 nanoparticles consisted of mixed square and hexagonal shape
particles about 8–12 nm in diameter which was clearly evidenced by TEM micro-
graphs. Furthermore, the authors tested the photocatalytic activity of the prepared
TiO2/WO3 nanoparticles for the degradation of a wastewater containing methylene
blue under visible light irradiation. They concluded that the TiO2-loaded WO3

nanoparticle photocatalyst exhibited a higher degradation rate constant which is
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about 6.72 � 10�4 s�1 than the bare TiO2 nanoparticles (ca. 1.72 � 10�4 s�1) under
identical experimental conditions.

By mixing titanium isopropoxide and sodium tungstate in acidic media, titanium
isopropoxide was converted into titanium tetrahydroxide [Ti(OH)4], and in the same
way, sodium tungstate was changed into tungstic acid (H2WO4). Then this mixture
was subjected to ultrasonication. As a result of sonication, localized extreme condi-
tions were generated at room temperature which led to the formation of coupled
TiO2/WO3 nanoparticle photocatalyst. SEM and TEM analyses were executed to
understand the morphology of the sonochemically synthesized TiO2/WO3 nanopar-
ticle photocatalyst. The mixed square and hexagonal shape particles of size 8–12 nm
in diameter were observed in SEM and TEM images (Fig. 12). The high resolution of
the TEM images revealed that the particles are tightly attached together and making
aggregates by sharing the corners or edges between them which probably due to the
formation of Ti–O–W bonds [59–64]. The observed selected area electron diffrac-
tion (SAED) pattern is entirely different compared to pure monoclinic WO3 and
rutile TiO2, indicating the formation of coupled TiO2/WO3 nanoparticles. From the
EDX spectrum, no other impurity is identified which indicates that the formed TiO2/
WO3 nanoparticles were 100 % pure.

After the complete characterization of the sonochemically synthesized TiO2/WO3

nanoparticles with XRD, SEM, SEM-EDX, TEM, and BET surface area and UV–vis
diffuse reflectance spectroscopy (DRS), the photocatalytic activity of TiO2/WO3

nanoparticles was tested for the degradation of a wastewater pollutant.
Photocatalytic degradation of organic pollutant is one of the best ways to mineralize
hazardous organics from wastewater [65–70]. Concretely, the degradation of meth-
ylene blue under visible light illumination was monitored by recording the decrease
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in the absorption of methylene blue (λmax = 664 nm) (Fig. 13). As illustrated in the
figure, the kinetics of the degradation of methylene blue with various amounts of
TiO2/WO3 nanoparticle photocatalyst (0.25, 0.5, 0.75, and 1.0 g/L) was tested and
found that pseudo-first-order kinetic was observed for the degradation of methylene
blue with respect to the concentration of catalyst. The plot (C0/Ct) vs. time gave the
rate constants which were calculated for the different TiO2/WO3 concentrations and
was being 5.22 � 10–4 s–1, 6.18 � 10–4 s–1, 6.72 � 10–4 s–1, and 6.37 � 10–4 s–1

as the concentration increased from 0.25 to 1.0 g/L. Very importantly, the degrada-
tion rate was certainly higher for the reaction carried out with 0.75 g/L of the
TiO2/WO3 nanoparticle photocatalyst which is very much higher than that measured
for pristine TiO2 nanoparticle photocatalyst (1.72 � 10–4 s–1) under similar exper-
imental conditions. The probable reason for the decreased activity of bare TiO2

Fig. 12 (a) SEM, (b, c) HRTEM, and (d) SAED pattern of TiO2/WO3 nanoparticles (Reprinted
with permission from Ref. [58]. Copyright 2014 Elsevier)
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nanoparticle photocatalyst may be due to the recombination between the
photogenerated charges and/or by the low adsorption of methylene blue on the
surface, the reaction performed under visible light illumination, whereas the TiO2

photocatalyst is active only in UV light and finally an impeded adsorption of reaction
products or carbonaceous poisoning species. The advantage of TiO2/WO3 nanopar-
ticle photocatalytic system was that it could adsorb higher amount of incident
photons from the visible light. Besides, the recombination of electron–hole pair
was significantly prevented in TiO2/WO3 nanoparticle photocatalytic system
because the conduction band edge of WO3 and TiO2 photocatalysts was aligned in
such a way that the photoexcited electrons migrated from TiO2 to WO3. The
transferred electron to WO3 was utilized for the reduction of W(VI) to W(V). In
this way, the photogenerated electrons were trapped by WO3 and limit the
electron–hole pair recombination processes. Thereby, the freely available holes are
actively involved in the degradation of methylene blue dye by generating hydroxyl
radicals from the aqueous medium.

Ultrasound-Mediated Synthesis of Au–TiO2 Nanoparticles
for the Sonophotocatalytic Degradation
Ashokkumar et al. proved that ultrasound can be effectively used not only for the
synthesis of nanoparticles but also can be used for the degradation of organic
pollutants in the aqueous medium. In this context, they prepare Au–TiO2

photocatalysts by simple sonochemical method and tested their sonophotocatalytic
activity toward the degradation of organic pollutants in the wastewater [71]. The
authors followed the sonochemical preparation in three different procedures for the
preparation of same Au–TiO2 photocatalysts however with different properties.
Besides, they studied the effect of preparation procedure in terms of their
photocatalytic and sonophotocatalytic efficiencies for the degradation of a
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representative organic pollutant, nonylphenol ethoxylate (NPE) surfactant in aque-
ous solutions. As per the first procedure, the Au–TiO2 photocatalysts were synthe-
sized by doping sonochemically synthesized Au NPs on Degussa P25 Au–TiO2

photocatalysts by stirring without an ultrasonic irradiation. Nonetheless, the Au NPs
are sonochemically synthesized and simultaneously deposited on Degussa P25
Au–TiO2 photocatalysts in the second procedure. However, in the third procedure,
Au–TiO2 photocatalysts were synthesized sonochemically by the simultaneous
irradiation of an aqueous solution containing AuCl4 and titanium tetraisopropoxide.
The as-prepared NPs were characterized by UV–vis spectroscopy and TEM. The
photocatalytic and sonophotocatalytic efficacy of these Au–TiO2 photocatalysts
which were prepared by three different procedures was compared for the degradation
of a polydisperse nonylphenol ethoxylate, Teric GN9 under visible light/high-
frequency ultrasound irradiation. However, the photocatalytic system failed to
exhibit synergistic effect toward the sonophotocatalytic degradation of Teric GN9.
This can be well explained by the fact that the interference of the degradation
products is generated during the simultaneous irradiation by light and ultrasound
which restrict the synergism.

Sonochemical irradiation of AuCl4 aqueous solution led to the formation of Au
NPs by the reduction process at room temperature. The formation of Au NPs by
sonoreduction method for the reduction of AuCl4 by the primary and secondary
radicals generated during acoustic cavitation was well known and clearly explained
in detail elsewhere [72]. As per the report, the hydrogen atoms and alcohol radicals
reduced Au ions to produce Au NPs. The aqueous solution of Au NPs was of purple
in color, and the UV–vis absorption spectrum of the sonochemically synthesized Au
NPs exhibited a characteristic high intense surface plasmon absorption band at
λmax = 530 nm in the visible region, as shown in Fig. 14. Furthermore, Fig. 14
also showed the UV–vis spectra of Au–TiO2 NPs. It can be well clear from the
spectra that a redshift of 15–40 nm in the absorption maximum of Au plasmon
absorption band was owing to the adsorption/deposition of Au NPs on Degussa P25
TiO2 photocatalyst particles. Xu et al. also observed similar trend during the
adsorption of Au NPs on (3-aminopropyl)trimethoxysilane [73].

TEM image of the sonochemically synthesized Au NPs is illustrated in Fig. 15.
Very interestingly, the sonochemical synthesis resulted in the formation of Au NPs in
spherical shape with particle size of 5 nm. More significantly, the sonochemically
synthesized Au NPs exhibited fairly narrow particle size distribution. However, the
transmission electron micrographs of the Au–TiO2 NPs showed a variation in Au
particle size which is in the range of 3–20 nm. Nevertheless, the TEM images of the
conventional physical blending method of Au and TiO2 NPs showed that the Au
particle size has been slightly increased. This might be due to the agglomeration of Au
NPs on TiO2 surface during the drying/sintering process. But the simultaneous
reduction/deposition of Au NPs on commercial Degussa P25 TiO2 photocatalyst
powder resulted in a slightly larger Au NPs on the surface of TiO2 particles. The
particle size of Au NPs in this particular case is estimated to be greater than 20 nm. An
acceptable reason for the substantial increase in the Au particle size might be due to the
coalescence of Au NPs on the surface of semiconductor particles. The Au–TiO2 NPs
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prepared by the simultaneous ultrasonication of titanium tetraisopropoxide and gold
chloride ions clearly showed that 2–3 nm Au NPs were immobilized on the surface of
TiO2 particles without any aggregation. The formation/deposition of significantly
smaller Au NPs could be attributed to the in situ reduction of AuCl4 on the surface
of TiO2 particles during the sonication process.

The sonophotocatalytic degradation of Teric GN9 pollutant using the Au–TiO2

NP photocatalyst prepared in the presence of ultrasonic irradiation was monitored
through the HPLC analysis, and the respective three-dimensional plot of HPLC
chromatograms is given in Fig. 16. The HPLC monitoring was not only restricted for
this system alone but also performed for all the experiments. HPLC results implied
that the degradation of Teric GN9 increased with increase in reaction time. Initially,
the concentration of Teric GN9 was increased during the sonication time which
might be due to the fact that desorption of Teric GN9 that adsorbed on the surface
of the catalyst during the stirring of reaction medium in the dark to reach
adsorption–desorption equilibrium. But High performance liquid chromatography
(HPLC) results clearly suggested that the complete degradation was achieved by 3 h
of sonophotocatalysis of Teric GN9 using Au–TiO2 NP photocatalyst. With an
increase in irradiation time, a substantial increase in hydrophilic products was
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Fig. 14 Solid-state diffuse reflectance UV–vis spectra of (i) sonochemically synthesized Au NPs
(—), (ii) conventional Au–TiO2 NPs (‐‐‐‐‐), (iii) Au–TiO2 NPs by ultrasound (.........), and
(iv) Au–TiO2 nanocolloids (-.-) (Reprinted with permission from Ref. [71]. Copyright 2009
Elsevier)
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observed at short retention times [74]. In addition to this, a change in the shape of
Teric GN9 band could be observed with increasing sonication time. The reason for
this might be the polydispersity of Teric GN9 molecules with varying hydrophobic-
ity. The molecules that are more hydrophobic (longer retention times) could be
expected to degrade faster. This leads to the degradation of more hydrophobic
Teric GN9 molecules that leads to a change in the HPLC band observed at a retention
time of about 10 min.

Fig. 15 TEM image of (a) sonochemically synthesized Au NPs, (b) conventional Au–TiO2 NPs,
(c) HRTEM image of conventional Au–TiO2 NPs, (d) Au–TiO2 NPs prepared in the presence of
ultrasonic irradiation, (e) HRTEM image of Au–TiO2 NPs prepared in the presence of ultrasonic
irradiation, (f) Au–TiO2 nanocolloids, and (g) HRTEM image of Au–TiO2 nanocolloids (Reprinted
with permission from Ref. [71]. Copyright 2009 Elsevier)
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The change in concentration of Teric GN9 as a function of irradiation time was
calculated by integrating the area under the entire peaks in the HPLC spectrum. The
data is plotted and is given in Fig. 17. Figure 17 shows the change in concentration as
a function of reaction time for sonolytic, photocatalytic, and sonophotocatalytic
degradation of Teric GN9 using the Au–TiO2 photocatalyst prepared by conven-
tional method. However, the similar experimental data were collected for the
Au–TiO2 photocatalysts prepared by the sonochemical deposition of Au NPs on
Degussa P25 TiO2 photocatalyst surface and also for the Au–TiO2 nanocolloidal
photocatalyst. A decrease in the concentration of the Teric GN9 surfactant with
respect to time during sonolysis, photocatalysis, and sonophotocatalysis is due to the
oxidation of the surfactant molecules by �OH radicals [75, 76]. A number of studies
[75, 76] have shown the detailed mechanism of the degradation of organic com-
pounds using sonolysis and photocatalysis. Based on these studies, it is proposed
that the �OH radicals attacked on the Teric GN9 surfactant are the initial reaction step
during the degradation of the surfactants.

The plots of ln[Teric GN9] vs. time for sonolysis, photocatalysis, and sonophoto-
catalysis are shown for the degradation of Teric GN9 surfactant using Au–TiO2

photocatalyst prepared by conventional method in Fig. 18. The linear relationship
between ln(C/C0) and irradiation time indicates that the degradation follows a first-
order kinetics. Based on the slopes of ln(C/C0) vs. reaction time, the first-order rate
constants were also calculated degradation of Teric GN9 surfactant using Au–TiO2

photocatalyst prepared by conventional method.

Fig. 16 Three-dimensional plot showing the evolution of the HPLC chromatogram as a function of
irradiation and sonication time for sonophotocatalytic degradation of Teric GN9 surfactant
(1.5 � 10–4 M) using Au–TiO2 NPs prepared by the sonochemical deposition of Au NPs on
Degussa P25 TiO2 photocatalyst. Mobile phase: acetonitrile/water (60/40 v/v) and detection
wavelength = 226 nm (Reprinted with permission from Ref. [71]. Copyright 2009 Elsevier)
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For Energy Applications

Sonochemical Synthesis of rGO Supported Pt–Pd Alloy
Neppolian et al. recently reported the preparation of bimetallic NPs (Pt–Pd)
supported on rGO by a simple sonochemical reduction method in the presence of
polyethylene glycol as a stabilizing agent [77]. K2PtCl4 and Pd(OAc)2 are used as
the precursors for Pt and Pd, respectively. Fine tuning of particle composition
without any significant changes in the particle size and degree of aggregation was
achieved by this synthetic route. A novel dual-frequency technique was employed to
achieve uniform deposition of Pt–Pd NPs with average diameter of 3 nm on rGO
nanosheets as evidenced by the TEM image shown in Fig. 19.

Sonolysis of water molecules generates highly reactive H� and OH� radicals that
are scavenged by the polyethylene glycol (PEG), leading to the generation of
secondary reducing radicals. The secondary reducing radicals reduced the metal
ions and GO simultaneously. PEG not only acted as a radical scavenger but also
involved in stabilizing the metal NPs which were formed during the sonochemical
reduction of metal precursors along with the reduction of GO nanosheets [39].

Pt–Pd/rGO composite prepared by the dual-frequency sonochemical method
showed significant electrocatalytic activity for methanol oxidation, as shown in
Fig. 20. Different Pt and Pd molar composition catalysts (1:1, 2:1, and 3:1) were
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Fig. 17 The degradation plot for Teric GN9 surfactant (1.5 � 10–4 M) using conventional
Au–TiO2 NPs (prepared by conventional method) by photocatalysis (♦), sonophotocatalysis (■),
and sonolysis (~) methods. The degradation of Teric GN9 surfactant was monitored from the
change in the peak area of the surfactant band in the HPLC chromatogram. The lines shown are just
to guide the eyes to note the trend. These lines are not theoretical curves. The error bars shown are to
indicate the deviation from an average value. Each data point is an average of two to four individual
analytical data (Reprinted with permission from Ref. [71]. Copyright 2009 Elsevier)
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prepared, and their electrocatalytic activity toward methanol oxidation was tested,
and the 1:1 ratio Pt–Pd catalyst showed the lowest onset potential which was about
0.25 V, whereas for the other two ratios (2:1 and 3:1), it is more positive than 0.3 V
and generated a higher peak current density (36 mA). The peak current densities
owing to methanol oxidation were found to be 36, 24, and 26 mA for 2.5, 3.3, and

Fig. 18 The kinetics of Teric GN9 (1.5 � 10–4 M) degradation using conventional Au–TiO2 NPs
(prepared by conventional method) by photocatalysis (♦), sonophotocatalysis (■), and sonolysis
(~) methods. The degradation of Teric GN9 surfactant was monitored from the change in the area of
the surfactant band in the HPLC chromatogram. The linear fits show that the reaction follows first-
order kinetics. The error bars shown are to indicate the deviation from an average value. Each data
point is an average of two to four individual analytical data [76] (Reprinted with permission from
Ref. [71]. Copyright 2009 Elsevier)

Fig. 19 TEM image of
Pt–Pd/rGO prepared by the
simultaneous sonochemical
method (Reprinted with
permission from Ref.
[77]. Copyright 2014
Springer)
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5.8 mg, respectively, of electrocatalyst (Pt–Pd=1:1) loadings on carbon Toray paper
(used as a working electrode). Effect of catalyst dosage inferred that beyond a certain
amount of catalyst loading, the catalytic activity was lowered which might be due to
the aggregation of metal nanoparticles (MNPs) loaded on rGO nanosheets.

Sonochemical Synthesis of Ni-Doped ZSM
Vafaeian et al. developed a sonochemical method for the dry reforming of methane
with an intension of reaching most efficient nanocatalyst. The as-synthesized
nanocatalyst was tested for the carbon dioxide reforming of methane which is an
important route for the synthesis of gas production over nanocatalyst [78]. The effect
of Ni loading on Zeolite Socony Mobil-5 (ZSM-5) support was studied toward the
carbon dioxide reforming of methane. Interestingly, the NiO XRD peak became
sharper as the increase of Ni content over the support. The favorable influence of
ultrasound-assisted procedure became more asserted for the preparation of
nanocatalysts with lower metal content (3 % and 8 %). The observed reduction in
particle size of Ni NPs and also the narrow particle size distribution of the Ni NPs
over ZSM-5 support might be assigned to the use of ultrasound energy during the
synthesis. For the preparation of Ni-doped ZSM-5 catalyst, the precursor solutions
[Ni(NO3)2�6H2O as Ni source and ZSM-5] were sonicated using low-frequency
ultrasonicator under argon atmosphere. Nano-range particle size, narrow particle
size distribution and high crystallinity of Ni NPs, and high surface area Ni-doped
ZSM-5 catalyst were mainly owing to the use of ultrasonic irradiation for the
synthesis. TEM analysis inferred the formation of nanocatalyst with the average
metal particle size of about 43 nm. Moreover, nearly about 99 % of Ni metal particles
size was less than 100 nm. This particular property is essential for the relative
suppression of carbon formation on nanocatalysts. The effect of different feed ratios,
gas hourly space velocities, and reaction temperatures was carried out for the
reforming reactions to identify the influence of operational conditions. The
nanocatalyst synthesized with 8 wt.% Ni under ultrasonication represents the
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Fig. 20 Cyclic
voltammograms for Pt–Pd/
rGO with three different
catalyst loadings (low =
2.5 mg, medium = 3.3 mg,
and high = 5.8 mg) on carbon
Toray paper in 0.5 M
H2SO4+250 mM methanol
solutions; scan rate 10 mV/s
(Reprinted with permission
from Ref. [77]. Copyright
2014 Springer)

Ultrasound-Assisted Synthesis of Nanoparticles for Energy and Environmental. . . 449



outstanding nanocatalyst among the other catalysts. The product yields remained at
constant for the nanocatalyst prepared with 8 % Ni loading after 24 h of reaction time
which implied the stability of the nanocatalyst prepared by sonochemical method
under the given reaction condition.

Sonochemical Synthesis of rGO Supported Cu2O–TiO2 Photocatalyst
for Increased H2 Production
Recently, Babu et al. reported a simple, low-cost, and scalable preparation of reduced
graphene oxide (rGO)-supported surfactant-free Cu2O–TiO2 nanocomposite
photocatalysts by ultrasound-assisted wet impregnation method [32]. The combina-
tion of ultrasound-assisted synthetic route with wet impregnation technique pos-
sesses major advantages. For instance, unlike the conventional preparation
techniques, simultaneous reduction of copper precursor and graphene oxide
(GO) to rGO was achieved by ultrasonic method without addition of any external
reducing agent which was ascertained by XRD and XPS analyses. The UV-vis DRS
studies provided evidence that the loading of Cu2O tailored the optical band gap of
the photocatalyst from 3.21 eV to 2.87 eV. H2 production via splitting of water was
verified through the photoreactivity of the as-prepared Cu2O–TiO2/rGO
photocatalyst in the presence of glycerol as a hole (h+) scavenger under visible
light irradiation, as shown in Fig. 21. The addition of rGO increased the carrier
mobility at Cu2O–TiO2 p-n heterojunction which was evidenced from the lesser
reduced luminescence intensity of Cu2O–TiO2/rGO photocatalyst. Hence, rGO
astonishingly enhanced the photocatalytic activity as compared with pristine TiO2

NPs and Cu2O–TiO2, by factors of ~14 and ~7, respectively. A maximum H2

production rate of 110968 μmol h�1 g�1
cat was obtained with a 1.0 % Cu and

3.0 % GO photocatalyst composition which is extremely superior than the previ-
ously reported graphene-based photocatalysts. More importantly, the present H2

production rate is much higher than that of precious/noble metal (especially Pt)-
assisted graphene-based photocatalysts.

Particle size and uniform distribution of Cu2O–TiO2 nanocomposites over rGO
layer were investigated using TEM analysis, as shown in Fig. 22. As seen from the
TEM images, very small and well-dispersed Cu2O–TiO2 were anchored tightly onto
the surface of rGO layer. The particle size histogram of Cu2O–TiO2 demonstrated
that the Cu2O–TiO2 nanocomposites have a fairly broad size distribution ranging
from 13 to 21 nm with a peak centered at ca. 16.1 nm. Besides, the crystalline
structure of Cu2O–TiO2 is noticed clearly from the TEM micrographs. It is interest-
ing to see from the TEM images that no free Cu2O–TiO2 was found in the back-
ground, apart from the rGO layer, which confirmed the complete utilization of
Cu2O–TiO2 nanocomposites.

To study the specific role of individual components such as TiO2, Cu2O, and
rGO of the as-synthesized photocatalyst under ultrasonication, different
photocatalysts were tested under identical condition toward the H2 evolution, as
depicted in Fig. 23. The relative order of photocatalytic activity for water splitting
was Cu2O/rGO (5060 μmol h�1 g�1

cat)< TiO2 NPs (7786 μmol h�1 g�1
cat)< TiO2/
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rGO (8226 μmol h�1 g�1
cat) < Cu2O–TiO2 (16656 μmol h�1 g�1

cat) < Cu2O–TiO2/

rGO (110968 μmol h�1 g�1
cat ). The photocatalytic activity of the pristine TiO2

NPs, rGO-loaded TiO2, and rGO-loaded Cu2O was insignificant as compared with
the Cu2O–TiO2/rGO photocatalyst. However, the mixed metal oxide photocatalyst
Cu2O–TiO2 showed comparable activity to some extent. But the final photocatalyst
exhibited an enhanced photoactivity, in terms of highest H2 production rate.
Indeed, the effect of rGO on the photocatalyst activity was phenomenal which

Fig. 21 Cu2O–TiO2/rGO-
catalyzed water splitting
reaction (Reprinted with
permission from Ref.
[32]. Copyright 2015 Royal
Society of Chemistry)

Fig. 22 TEM image of
Cu2O–TiO2/rGO
photocatalyst (Reprinted with
permission from Ref.
[32]. Copyright 2015 Royal
Society of Chemistry)
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increased the H2 evolution to approximately 94312 μmol h�1 g�1
cat , i.e., from

16656 μmol h�1 g�1
cat (for Cu2O–TiO2) to 110968 μmol h�1 g�1

cat (for
Cu2O–TiO2/rGO). In comparison with recently reported Cu2O–TiO2 photocatalyst
which produced 18000 μmol h�1 g�1

cat of H2, the present photocatalytic system
performed in the presence of Cu2O–TiO2/rGO photocatalyst exhibited more than
sixfold enhancement.

Sonochemically Synthesized Pd–Cu/Al2O3 Nanocatalyst
The bimetallic Pd–Cu nanocatalysts with different Pd loadings and ultrasonic
irradiation times were sonochemically synthesized by Estifaee and co-workers
[79]. The authors investigated the catalytic activities of the as-synthesized Pd–Cu/
Al2O3 catalysts toward CO oxidation. The sonochemically synthesized catalysts
were characterized with different spectroscopic, microscopic, and analytical charac-
terization techniques such as XRD, FESEM, TEM, BET, FTIR, and TG-DTG. Very
interestingly, formation of CuAl2O4 spinel with an average crystallite size of 4.9 nm
was confirmed by XRD studies. Increase of ultrasonic irradiation time literally
increased the uniform particle size and uniform pattern and also significantly
reduced the agglomeration of particles which was strongly evidenced by FESEM
images. TEM images also depicted the uniform distribution of active phases over
alumina support as in good agreement with FESEM results. Very importantly,
increasing Pd loadings do not significantly affect the surface area. However, the
discrepancy in ultrasound irradiation time increases the BET surface area slightly as
strongly supported by BETanalysis. They studied the effect of different mole ratio of
Pd and Cu over Al2O3 support for the CO oxidation. Among the catalysts prepared

Fig. 23 Splitting of water using different photocatalysts (Reprinted with permission from Ref.
[32]. Copyright 2015 Royal Society of Chemistry)
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with different weight percentage ratios of Pd and Cu, and different ultrasonication
time, the catalyst Pd(1.5 %)–Cu(20 %)/Al2O3 with 95 min ultrasonic irradiation time
showed excellent CO oxidation performance over the course of reaction. Authors
strongly concluded that ultrasonic irradiation time played a vital role in CO conver-
sion. They prepared different catalysts by varying the ultrasonication time, viz.,
45 min, 70 min, and 95 min, and tested their catalytic CO conversion at 150 �C.
Besides, increasing CO at feed composition revealed that among the sonochemically
synthesized nanocatalysts with 0.5 %, 1 %, and 1.5 % of Pd, the catalyst synthesized
with 1.5 % of Pd exhibited the best low-temperature activity.

Syngas Production Over Sonochemically Synthesized Ni/Al2O3–MgO
Nanocatalyst
Haghighi et al. successfully synthesized Ni/Al2O3–MgO nanocatalyst by
sonochemical method and used those catalysts for dry reforming of methane to
produce syngas (nothing but H2 and CO) [80]. The microscopic characterization
especially the FESEMmicrographs clearly revealed that particles of Ni/Al2O3–MgO
nanocatalyst are in nanometer range and also confirmed the formation of
nanocatalysts with uniform crystallite size. Furthermore, the TEM micrographs
supported that the ultrasound-assisted preparation induced average Ni particle size
of Ni/Al2O3–MgO catalyst as small as 21.4 nm with narrow particle size distribution.
More significantly, the maximum CO2 conversion was achieved using this
nanocatalyst at higher temperatures ca. 750–800 �C and also proven that H2/CO
ratios were near thermodynamic equilibrium. The CO2 conversion is 10 % higher
than that of CH4 in the reaction which is performed at the temperature range of
500–800 �C using the sonochemically synthesized Ni/Al2O3–MgO nanocatalyst.
The CO2 reforming of methane over Ni/Al2O3–MgO nanocatalyst can selectively
produce the syngas with H2/CO ratio of 1 that is near thermodynamic equilibrium
which is a major merit of this CO2 reforming system.

Sonochemically Prepared Supported Ru–Pt Catalyst for H2 Production
via Steam Reforming of Ethanol
Leong et al. reported a new synthetic route for the preparation of alumina (Al2O3)-
supported ruthenium and ruthenium–platinum nanoparticles which was derived
from sonochemical synthesis of organometallic cluster precursors [81]. They also
found that the as-synthesized nanocatalyst exhibited highly efficiency for H2 pro-
duction via the steam reforming of ethanol. The nanocatalysts derived from organ-
ometallic cluster were more active and highly selective than the catalysts which are
derived from other metal salts under similar reaction condition. Even the higher
loading of metals with salt-derived catalysts is not comparable with the
sonochemically synthesized organometallic cluster-derived catalysts. Among the
different mole ratios of Ru- and Pt-loaded Al2O3 catalysts, the one which prepared
with Ru(2.5):Pt(1) is a promising bimetallic cluster-derived catalyst. Very impor-
tantly, the present catalysts are highly active which exhibits the potential to
outperform a commercial 5 wt.% Ru-loaded Al2O3 catalyst. The authors strongly
believe that the excellent catalytic performances of these catalysts are owing to their

Ultrasound-Assisted Synthesis of Nanoparticles for Energy and Environmental. . . 453



extremely small particle sizes of the cluster-derived nanoparticles. It was further
supported by TEM analyses which evident the size of nanoparticles derived from
organometallic nanoclusters that are nanometer size in range. Very importantly, the
spent cluster-derived catalysts remained in the same particle size as revealed by the
TEM studies. EDX analyses also strongly suggested that the presence of Pt might
assist in suppressing coke formation over both cluster- and salt-derived catalysts.
The authors also believe that the as-synthesized Ru–Pt bimetallic-loaded Al2O3

catalyst can be used in various applications, especially in H2 production from proton
exchange membrane fuel cells (PEMFCs).

Conclusions and Future Directions

A number of physical and chemical effects can be generated by sonochemical
processes, which are favorable to the preparation or modification of NPs. The
major advantage of sonochemical synthesis is that it required very few chemicals
to carry out the process. The physical phenomenon responsible for the sonochemical
process is acoustic cavitation. The MNPs prepared by sonochemical methods
showed higher surface area and more active sites on the surface. Ultrasound-assisted
synthetic route generated nanostructured materials with hierarchical structures,
controlled morphologies, and desired composition by simple variations in reaction
conditions and precursor compositions. In general sense, nanoparticles prepared by
ultrasound-assisted method exhibit higher catalytic performance as compared with
the nanoparticles prepared by traditional chemical synthesis. Ultrasound-mediated
synthesis always possesses major advantages in preparing prominent catalyst mate-
rials. Some of the sonochemical synthetic routes for the synthesis of MNPs and their
applications in energy and environmental remediation have been discussed in this
chapter. In addition, the significance of simultaneous and sequential sonoreduction
processes has been highlighted. In conclusion, sonochemical synthesis technique
always played a crucial role in getting well-systematized high-performance
materials.

References

1. Suslick KS (1990) Science 247:1439
2. Nieves-Soto M, Hernandez-Calderon OM, Guerrero-Fajardo CA, Sanchez-Castillo MA,

Viveros-Garcia T, Contreras-Andrade I (2012) Biodiesel Curr Technol Ultrason Process Real-
istic Ind Appl. doi:10.5772/52384, InTech, ISBN: 978-953-51-0910-5

3. Richards WT, Loomis AL (1927) J Am Chem Soc 49:3086
4. Wood R, Loomis AL (1927) Phil Mag Ser 4:417
5. Ashokkumar M, Mason TJ (2007) Sonochemistry. Kirk-Othmer Encyclopedia of Chemical

Technology. John Wiley & Sons, Inc
6. Ashokkumar M, Sunartio D, Kentish S, Mawson R, Simons L, Vilkhu K, Versteeg C (2008)

Innov Food Sci Emerg Technol 9:155
7. Suslick KS (1988) Ultrasound: its chemical, physical and Biological effects, VCH Publishers,

New York

454 S.G. Babu et al.



8. Bang JH, Han K, Skrabalak SH, Kim H, Suslick KS (2007) J Phys Chem C 111:10959
9. Neppolian B, Celik E, Anpo M, Choi H (2008) Catal Lett 125:183

10. Neppolian B, Haeryong J, Choi H, Lee JH, Kang JW (2002) Water Res 36:4699
11. Neppolian B, Park JS, Choi H (2004) Ultrason Sonochem 11:273
12. Singla R, Grieser F, Ashokkumar M (2004) Res Chem Intermed 30:723
13. Singla R, Grieser F, Ashokkumar M (2009) J Phys Chem A113:2865
14. Vecitis CD, Wang Y, Cheng J, Park H, Mader B, Hoffmann MR (2010) Environ Sci Technol

44:432
15. Vinoth R, Babu SG, Bahnemann D, Neppolian B (2015) Sci Adv Mater 7:1443
16. Yang L, Sostaric JZ, Rathman JF, Weavers LK (2008) J Phys Chem B 112:852
17. Yang L, Rathman JF, Weavers LK (2005) J Phys Chem B 110:18385
18. Zhang GM, Zhang PY, Yang JM, Chen YM (2007) J Hazard Mater 145:515
19. Lim M, Son Y, Park B, Khim J (2010) Japan J Appl Phys 49:07HE06
20. Gultekin I, Tezcanli-Guyer G, Ince NH (2009) J Adv Oxid Technol 12:105
21. Hamdaoui O, Naffrechoux E (2008) Ultrson Sonochem 15:981
22. Guo ZB, Zheng Z, Zheng SR, Hu WY, Feng R (2005) Ultrason Sonochem 12:461
23. Little C, Hepher MJ, El-Sharif M (2002) Ultrasonics 40:667
24. Kim JK, Martinez F, Metcalfe IS (2007) Catal Today 124:224
25. Suh WH, Jang AR, Suh YH, Suslick KS (2006) Adv Mater 18:1832
26. Xu H, Zeiger BW, Suslick KS (2013) Chem Soc Rev 42:2555
27. Upadhyay K, Khandate G (2012) Univ J Environ Res Technol 2:458
28. Babu SG, Vinoth R, Neppolian B, Dionysiou DD, Ashokkumar M (2015) J Hazard Mater

291:83
29. Antonnikova A, Korovina N, Kudryashova O (2013) Open J Acoust 3:16
30. Rokhina EV, Lens P, Virkutyte J (2009) Trend Biotechnol 27:298
31. Baysal T, Demirdoven A (2012) Handbook on applications of ultrasound: sonochemistry for

sustainability. CRC Press, Taylor & Francis Group, pp 163–182
32. Babu SG, Vinoth R, Kumar DP, Shankar MV, Chou HL, Vinodgopal K, Neppolian B (2015)

Nanoscale 7:7849
33. Peters D (1996) J Mater Chem 6:1605
34. Mason TJ (1997) Chem Soc Rev 26:443
35. Davies LA, Dargue A, Dean JR, Deary ME (2015) Ultrason Sonochem 23:424
36. Xu L, Ding YS, Chen CH, Zhao L, Rimkus C, Joesten R, Suib SL (2008) Chem Mater 20:308
37. Morel AL, Nikitenko SI, Gionnet K, Wattiaux A, Him JLK, Labrugere C, Chevalier B,

Deleris G, Petibois C, Brisson A, Simonoff M (2008) ACS Nano 2:847
38. Aslani A, Morsali A (2009) Inorg Chim Acta 362:5012
39. Adewuyi YG (2005) Environ Sci Technol 39:3409
40. Vinodgopal K, Neppolian B, Lightcap IV, Grieser F, Ashokkumar M, Kamat PV (2010) J Phys

Chem Lett 1:1987
41. Prasad K, Pinjari DV, Pandit AB, Mhaske ST (2010) Ultrason Sonochem 17:409
42. Bellissent R, Galli G, Hyeon T, Magazu S, Majolino D, Migliardo P, Suslick KS (1995) Phys

Scr T57:79
43. Suslick KS, Hyeon T, Fang M (1996) Chem Mater 8:2172
44. Mdleleni MM, Hyeon T, Suslick KS (1998) J Am Chem Soc 120:6189
45. Shanmugam S, Gabashvili A, Jacob DS, Yu JC, Gedanken A (2006) Chem Mater 18:2275
46. Yu JC, Zhang L, Yu J (2002) Chem Mater 14:4647
47. Shang M, Wang W, Zhou L, Sun S, Yin W (2009) J Hazard Mater 172:338
48. Shirsath SR, Pinjari DV, Gogate PR, Sonawane SH, Pandit AB (2013) Ultrason Sonochem

20:277
49. Wu Q, Ouyang J, Xie K, Sun L, Wang M, Lin C (2012) J Hazard Mater 199–200:410
50. Neppolian B, Wang C, Ashokkumar M (2014) Ultrason Sonochem 21:1948
51. Anandan S, Grieser F, Ashokkumar M (2008) J Phys Chem C 112:15102
52. Kuroda K, Ishida T, Haruta M (2009) J Mol Catal A Chem 298:7

Ultrasound-Assisted Synthesis of Nanoparticles for Energy and Environmental. . . 455



53. Neppolian B, Bruno A, Bianchi CL, Ashokkumar M (2012) Ultrason Sonochem 19:9
54. Bandala ER, Pelaez MA, Salgado MJ, Torres L (2008) J Hazard Mater 151:578
55. Lea J, Adesina AA (1998) J Photochem Photobiol A Chem 118:111
56. Yang L, Rathman JF, Weavers LK (2006) J Phys Chem B 110:18385
57. Neppolian B, Choi HC, Sakthivel S, Arabindoo B, Murugesan V (2002) J Hazard Mater 89:303
58. Anandan S, Sivasankar T, Lana-Villarreal T (2014) Ultrason Sonochem 21:1964
59. Li Y, Chen L, Guo Y, Sun X, Wei Y (2012) Chem Eng 181–182:734
60. Shifu C, Lei C, Shen G, Gengyu C (2005) Powder Technol 160:198
61. Tada H, Kokrubu A, Iwasaki M, Ito S (2004) Langmuir 20:4665
62. Chai SY, Kim YJ, Lee WI (2006) J Electroceram 17:909
63. Yang XL, Dai WL, Guo C, Chen H, Cao Y, Li H, He H, Fan K (2005) J Catal 234:438
64. Kumar PS, Selvakumar M, Babu SG, Karuthapandian S, Chattopadhyay S (2015) Mater Lett

151:45
65. Gopiraman M, Babu SG, Khatri Z, Kim BS, Wei K, Karvembu R, Kim IS (2015) React Kinet

Mech Catal 115:759
66. Karthik P, Vinoth R, Babu SG, Wen M, Kamegawa T, Yamashita H, Neppolian B (2015) RSC

Adv 5:39752
67. Kumar PS, Selvakumar M, Babu SG, Jaganathan S, Karuthapandian S (2015) RSC Adv

5:57493
68. Babu SG, Athira SV, Neppolian B (2015) Mater Focus 4:272
69. Babu SG, Narayana PS, Bahnemann D, Neppolian B (2015) APL Mater 3:104415
70. Liu B, Wen L, Zhang H, Zhao X (2012) J Am Ceram Soc 95:3346
71. Anandan S, Ashokkumar M (2009) Ultrason Sonochem 16:316
72. Yeung SA, Hobson R, Biggs S, Grieser F (1993) J Chem Soc Chem Comm 378
73. Xu JZ, Zhao WB, Zhu JJ, Li GX, Chen HY (2005) J Colloid Interface Sci 290:450
74. Vinodgopal K, Ashokkumar M, Grieser F (2001) J Phys Chem B 105:3338
75. Pelizzetti E, Minero C, Maurino V, Sclafani A, Hidaka H, Sepone N (1989) Environ Sci Technol

23:1360
76. Brand N, Mailhot G, Bolte M (1998) Environ Sci Technol 32:2715
77. Neppolian B, Saez V, Gonzalez-Garcia J, Grieser F, Gomez R, Ashokkumar M (2014) J Solid

State Electrochem 18:3163
78. Vafaeian Y, Haghighi M, Aghamohammadi S (2013) Energy Convers Manag 76:1093
79. Estifaee P, Haghighi M, Mohammadi N, Rahmani F (2014) Ultrason Sonochem 21:1155
80. Abdollahifar M, Haghighi M, Babaluo AA (2014) J Ind Eng Chem 20:1845
81. Koh ACW, Leong WK, Chen L, Ang TP, Lin J, Johnson BFG, Khimyak T (2008) Catal

Commun 9:170

456 S.G. Babu et al.



Synthesis of Inorganic, Polymer, and Hybrid
Nanoparticles Using Ultrasound

S. Shaik, S. H. Sonawane, S. S. Barkade, and Bharat Bhanvase

Contents
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458
Literature Review on Mechanism of Formation of Inorganic Nanoparticles and Hybrids
Using Ultrasound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459
Ultrasound-Assisted Synthesis of Inorganic Nanomaterials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 460

Ultrasound-Assisted Synthesis of TiO2 Nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 460
CaCO3 Nanoparticles Synthesis by Ultrasonication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 462
Ultrasound-Assisted Synthesis of Zinc Oxide Nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 467
Ultrasound-Assisted Synthesis of SnO2 Nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468

Sonochemical Preparation of Hybrid Nanomaterials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469
Preparation of Metal Oxide-Incorporated Poly(Butylmethacrylate) Latex by
Miniemulsion Polymerization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 471
Synthesis of Polyaniline/CaCO3 Nanocomposite via Semi-Batch Emulsion
Polymerization Using Ultrasound Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 471
Ultrasound-Assisted In Situ Emulsion Polymerization of Polyaniline-Encapsulated Nano
CaZn2(PO4)and Layer-by-Layer(LbL) Assembly of Nanocontainers . . . . . . . . . . . . . . . . . . . . . . 473
Ultrasound-Assisted Preparation of Iron Oxide-Blended Sodium Zinc Molybdate
Nanocontainer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 476
Synthesis of Poly(Methylmethacrylate)/CaCO3 Hybrid via Combination of the
Conventional and Ultrasound-Assisted Polymerization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 478

S. Shaik • S.H. Sonawane (*)
Department of Chemical Engineering, National Institute of Technology, Warangal, Telangana, India
e-mail: shabana89.chem@gmail.com; shirishsonawane@rediffmail.com;
shirishsonawane09@gmail.com; shirish@nitw.ac.in

S.S. Barkade
Department of Chemical Engineering, Sinhgad College of Engineering, Pune, India
e-mail: shrikantbarkade09@gmail.com

B. Bhanvase
Department of Chemical Engineering, Laxminarayan Institute of Technology, Rashtrasant Tukadoji
Maharaj Nagpur University, Nagpur, Maharashtra, India
e-mail: bharatbhanvase@gmail.com

# Springer Science+Business Media Singapore 2016
M. Ashokkumar (ed.), Handbook of Ultrasonics and Sonochemistry,
DOI 10.1007/978-981-287-278-4_17

457

mailto:shabana89.chem@gmail.com
mailto:shirishsonawane@rediffmail.com
mailto:shirishsonawane09@gmail.com
mailto:shirish@nitw.ac.in
mailto:shrikantbarkade09@gmail.com
mailto:bharatbhanvase@gmail.com


Ultrasound-Assisted Nanopigment Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 479
Ultrasound-Assisted Preparation of Nanofluid and Nanopigment Dispersion . . . . . . . . . . . . . . . . . 482
Ultrasound-Assisted Atomization Process for Nanostructure Synthesis . . . . . . . . . . . . . . . . . . . . . . . 483
Ultrasound-Assisted Preparation of Nanoclays and Nanocomposites . . . . . . . . . . . . . . . . . . . . . . . . . 484
Scale-Up Issues with Acoustic Cavitation: Case Study of Production Nanoparticles Using
Hydrodynamic Cavitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485

Iron Oxide Nanoparticles Using Hydrodynamic Cavitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487
Conclusions and Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 488

Abstract
In this chapter, an attempt has been made to explain the role of ultrasonication in
the synthesis of pure nanoparticles and nanoparticle-loaded polymers (i.e.,
hybrid). Ultrasound acts as an opportune method to synthesize metal, metal
oxide nanoparticles, and hybrids with unique properties which are highly desir-
able for many applications. Extraordinary conditions such as temperature, pres-
sure, heating, and cooling rates during the acoustic cavitation provide access to
the range of chemical reaction conditions. These conditions generate the
nanoparticles/hybrids with extremely large surface-to-volume ratio and specific
surface area due to non-equilibrium conditions of cavitation interface. In this
present chapter, new developments in ultrasound-assisted synthesis of inorganic
nanomaterials and polymer-based hybrids had been discussed. In this chapter, the
use of ultrasound atomization process for the production of the nanomaterials
which are used in solar cells and electronics application was also discussed. The
chapter also reports about the formation of the pigment dispersion which was an
energy-intensive process when compared to planetary ball milling. Finally, the
comparison of the acoustic cavitation and hydrodynamic cavitation was reported
for nano-calcite production.

Keywords
Ultrasound • Nanoparticles • Ultrasound-assisted miniemulsion • Hybrid parti-
cles • Sonochemical processing • Nanostructures

Introduction

Sonochemistry is a branch of science that deals with the chemical and mechanical
effects of ultrasound [1]. Ultrasound is an inaudible sound and its frequency of
pressure oscillation is above 20 kHz [2]. The use of ultrasound in the form of
irradiation had become increasingly popular during the last one-and-a-half decade
for the synthesis of nanoparticles and hybrid materials. For the synthesis of
nanoparticles and hybrid materials, the ultrasound irradiation appears to be more
general than other activation techniques (e.g., microwaves, photochemistry, or high
pressure) as the system requires essentially an ultrasound source and a liquid (either
aqueous or organic). Ultrasound-assisted preparation methodology is the most
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reliable and efficient preparative technique, primarily owing to its ability to concen-
trate the acoustic energy in a smaller volume [3]. The implosion of cavitation
microbubbles results in the formation of millions of short-lived bubbles that had
an extreme temperature and pressure conditions. Ultrasound helps in the formation
of various morphologies of nanomaterials such as nanowires and nanospheres. A
proper selection of ultrasonic irradiation parameters yields the satisfactory formation
of nanomaterials [4].

Literature Review on Mechanism of Formation of Inorganic
Nanoparticles and Hybrids Using Ultrasound

Firstly, Suslick and his coworkers successfully produced amorphous iron metal and
colloidal iron nanoparticles within the size ranging from 10 to 20 nm by treating a
nonaqueous solution of Fe(CO)5 in the presence of ultrasound [5]. Cavitation effect
induced by ultrasound waves imparts a distinctive molecular level interaction
between energy and chemical species via the generation of millions of short-lived,
localized bubbles which has corresponding temperatures in the region of 5000 K,
pressures of about 1000 bar, and heating and cooling rates above 1010 K/s during the
inertial bubble collapse phase. These intense conditions can result in very high-
concentrated energy to accelerate and augment the chemical reactions that are
usually not viable to be achieved by the traditional methods for the synthesis of
wide range of unusual nanomaterials [6]. The violent and implosive collapse pro-
vides disruptive forces, liquid microjets, and shock waves outside the microbubbles,
which considerably increase the mass transport. Further improved chemical reaction
rates and decrease in the diffusion layer thickness are the additional benefits derived
from the ultrasound. In addition, the generation of free radicals by the dissociation of
water, penetration of solute, and reacting molecules reaches to active sites of catalyst
surface due to microjets [7].

Ultrasound has been used for the generation of inorganic nanomaterials like silica
and ceramic/oxide by sinking the micron-sized particles into nanosize. The use of
ultrasound for the preparation of various nanostructured materials has become an
important technique due to its advantages such as easy control of particle size at
nanometer regime, monodisperse characteristics of particles, simple equipment and
mild operating conditions, and ability to generate crystalline materials in many cases
[8]. Pal et al. [9] reported the preparation of ZnO nanoparticles via an ultrasound-
assisted method by using zinc (II) acetate dihydrate mixed in N,N- dimethyl-
formamide and deionized water. The solution was sonicated at 150 and 300 W of
dissipated power under Ar flow for 3 h; a white colloidal solution was obtained. This
solution was carried out for centrifugation and washed with ethanol for several
times. With the variation of ultrasound power, the average pore sizes of ZnO
nanoparticles has been changed from 2.5 to 14.3 nm along with changes in the
morphology [9].

In the current scenario, miniemulsion polymerization is a widely used method for
the generation of smaller-size nanoparticles. Nanoparticles with higher surface area
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were used for loading onto polymers as functional attachments [9]. Recently, ultra-
sound was used for miniemulsion polymerization [10]. For the formation of stable
monomer droplets, ultrasound was one of most outstanding methods and it also
avoids the aggregation and adhesion of polymer onto reactor wall during the
suspension and emulsion polymerization process [11]. Physical effects and chemical
effects are key parameters for the sonochemical reactions. In ultrasound-assisted
emulsion process, very fine and stable uniform monomer droplets are normally
formed at or near the interface of immiscible oil phase. These cavitation microjets
assist in moving the radicals to the surface of micelle [12]. Several research groups
have applied ultrasound technique for emulsion polymerization of various mono-
mers such as styrene, aniline, methyl methacrylate, and butyl acrylate [13–16]. Ultra-
sound-assisted emulsion polymerization has several advantages over the
conventional emulsion polymerization.

Ultrasound-Assisted Synthesis of Inorganic Nanomaterials

Ultrasound-Assisted Synthesis of TiO2 Nanoparticles

The use of nanomaterials in this modern era has rapidly increased to fulfill the needs
of the demands with special properties. The synthesis of nanomaterials had been
started in the nineteenth century; Faraday synthesized gold nanoparticles in colloidal
suspension in a fluid-like water [17]. Jing et al. [18] synthesized carbon-deposited
TiO2 nanoparticles by one pot hydrothermal method by using glucose and TiCl4
solutions. The hydrolysis of TiCl4 gives a high acidic condition for TiO2crystallite
formation.

Sonawane et al. [19] synthesized TiO2 using a sonochemical approach by using
an ultrasound probe technique, taking titanium isopropoxide in 2-propanol as a main
precursor and cerium nitrate as a reducing agent and sonicated by maintaining a
constant temperature. Cerium nitrate solution and NaOH solution were added to the
main precursor at equal interval of time. Thus, formed solution was kept undisturbed
to settle the precipitate; later, the precipitate undergoes the following processes like
centrifuge, filtration, drying, and calcinations at 450 �C temperature for about 3 h.
Similar procedure was adopted for the synthesis of Fe-doped TiO2,Ce-doped TiO2

catalyst prepared by this process, exhibiting higher photocatalytic activity.
The X-ray diffraction (XRD) analysis (Fig. 1) was used to find out the presence of

the compound and to know the phase structure of the compound. The XRD patterns
of the TiO2 show the main peak at 2ϴ value of 25�, 38�, 47�, 55�, and 61� and hence
conform that it was in crystalline form and it was of TiO2. The XRD patterns of
Fe-doped TiO2 show its major peaks at 2ϴ values of 25�, 36�, 48�, 54�, and 62�,
representing anatase phase, which indicates that the doping of TiO2with metal ions
does not affect the crystalline structure of the particle. Similarly, Ce-doped TiO2 has
its major peaks at 25�, 37�, 47�, 54�, and 62� of 2ϴ values representing anatase
phase and they are compared with JCPDS 21–1272 having crystalline plain values of
(101), (004), (200), (211), and (204). The Fourier transform infrared spectroscopy
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(FTIR) spectra of TiO2, Fe-doped TiO2, and Ce-doped TiO2 are shown in Fig. 2. The
spectra in the range of 3420–3540 cm�1 show the stretching vibrations of amine
bonds, whereas 1630–1640 cm�1 indicates the bending vibrations of hydroxyl
group. The spectra in the range of 500–900 cm�1 indicate the presence of TiO2.
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Fig. 1 XRD patterns of TiO2 [A], Fe-doped TiO2 [B] and Ce-doped TiO2 [C] (Reprinted with
permission from [20]. Copyright 2013 Elsevier)
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Fig. 2 FTIR spectras of TiO2[A], Fe doped TiO2 [B] and Ce doped TiO2 [C] (Reprinted with
permission from [20]. Copyright 2013 Elsevier)
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Figure 3 illustrates the transmission electron microscopic (TEM) images of
TiO2[A], Fe-doped TiO2[B], and Ce-doped TiO2[C], and it shows the spherical
nature of the nanoparticles. The average size of the particle was found to be in the
range of 10–50 nm, and the individual particles agglomerated to form second larger
particles. The particle sizes of the doped particles are a little larger than the undoped
particles.

CaCO3 Nanoparticles Synthesis by Ultrasonication

Calcium carbonate can be obtained in three forms: as calcite, aragonite, and vaterite,
in which calcite was one of the prominent forms and can be used in pigments, fillers
in plastics, rubber, paper, and paints. Calcite produced by the carbonation of calcium
hydroxide finds application in lubricants, textiles, adhesives, waste water treatments,
ink, ceramic materials, etc. It is also used as a building material and as a raw material
in cement industries.

Romuald et al. [21] synthesized CaCO3 nanoparticles by controlled precipitation
method using Na2CO3 and Ca(NO3)2 solutions as precursors. The sodium carbon-
ate was dissolved in sodium hydroxide and sodium nitrate solution. Later, the
calcium nitrate solution was added to the above solution drop by drop with

Fig. 3 TEM images of (a) pure TiO2, (b) Fe-doped TiO2, and (c) Ce-doped TiO2 (Reprinted with
permission from [20]. Copyright 2013 Elsevier)
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continuous stirring at a constant speed for a set time by maintaining constant
temperature. The solution was kept aside undisturbed to precipitate, and it was
filtered and dried at room temperature. The effects of agitation rate, mixing time,
and temperature were studied. Ghadami et al. [22] synthesized CaCO3

nanoparticles by a reverse microemulsion technique with different surfactant at
different concentrations. CaCl2 and Na2CO3 were used in the synthesis of CaCO3

nanoparticles. The precursor’s solutions were prepared by mixing surfactant and
toluene in reverse microemulsion method using stirring at room temperature.
Microemulsion solutions were prepared by mixing two surfactants in a solvent by
using any external force. Slowly, the prepared calcium chloride solution was added
to the above mixture and continued with the stirring and processed for 12 h till
emulsion was formed. A single phase calcite was formed and conformed from FTIR
spectra shown at 712,881 cm�1. Sargheini et al. [23] synthesized a simple one-step
facile mechanochemical route for CaCO3 synthesis using CaCl2 and Na2CO3 as
precursors without any subsequent heat treatment. The raw materials were finely
grinded in planetary ball mill and attrition mill. The particles grow through
nanosizes of particles 60–90 nm. Indeed, the surface area of the particles was
19 m2g�1 analyzed from BET analysis. Shirsath et al. [24] prepared CaCO3 by
precipitation method by using continuous-stirred tank reactor along with sonication
method. Sonawane et al. [24] prepared nano-calcite by using CO2 gas as a carbon-
izing agent of Ca(OH)2 under ultrasonication technique. The comparison between
both the process with and without sonication was studied.

Calcium hydroxide and carbon dioxide are used as the precursors in the prepa-
ration of desired concentration of Ca(OH)2, and it was well mixed under a magnetic
stirrer at 500 rpm for 15 min. Then, the CO2 gas was introduced through a sparger at
the bottom of the tank. The inlet was fed continuously to the tank simultaneously;
the outlet is withdrawn, and the pH and the conductivity of the reaction was
measured [25, 26]. As the pH of the reaction mixture reaches seven, then the
reaction is terminated. Different parameters like Ca(OH)2 slurry concentration,
flow rate on particle size, and morphology were studied at continuous mode
(Fig. 4). The same concentrations of 1.96–5.66 wt% was carried out on both
ultrasonication and conventional method by maintaining at the constant volumetric
flow rate of 20 mL/min and gas flow rate of 45 L/h. The comparison morphology
obtained from both processes was studied and shown in Fig. 5 and Table 1, and the
XRD patterns have been shown in Fig. 6.

The SEM images of Fig. 5 were taken with different concentrations of Ca(OH)2
slurry in both the methods with and without sonication. From the figure, it was
observed that the shapes of the particles are rhombohedral in both cases. The particle
size of calcite was decreased with an increase in concentration of calcium hydroxide
in a sonication method. In conventional methods (stirring/without sonication), the
particle size was decreased to an extent, and then there was an increase in size. When
compared to sonicated and conventional methods, the particle size was less in the
sonication method and it is clearly shown in Table 1. The X-ray patterns are shown in
Fig. 6. These patterns are used to investigate the phase structures of the calcite
nanoparticles. Both sonicated and conventional methods showed the major peak at
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30� range of 2θ value. The other peaks at 23�, 29�, 43�, 47�, 48�, 57�, 60�, and 64�

and shows the calcite phase CaCO3 formed during carbonization [27, 28].
Sonawane et al. also synthesized nano-calcite using sonochemical carbonization

[29]. In this chapter, it is shown that the ultrasound creates a supersaturation of Ca2+

ions in the synthesis, leading to a rapid nucleation of CaCO3 and improving the
solute transfer rate. An innovative arrangement has been used for passing the gas
through the ultrasound probe instead of the separate sparger tube which is described

Fig. 5 SEM images of CaCO3 particles with different Ca(OH)2 slurry concentration with and
without sonication. (a) 2.92 wt% (b) 3.85 wt% (c) 4.76 wt% with ultrasonication and (d) 2.92 wt%
(e) 3.85 wt% (f) 4.76 wt% without sonication (Reprinted with permission from [24]. Copyright
2014 Elsevier)

Ca(OH)2 Slurry

b

c

d

(a) Stirrer
(b) Peristaltic Pump
(c) Magnetic Stirrer
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(e) CO2 Sparger

a

CaCO3

- e

Fig. 4 Schematic diagram of continuous production of nano-calcite (Reprinted with permission
from [24]. Copyright 2014 Elsevier)
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in the above paragraph. The XRD patterns of synthesized nano-calcite prepared by
carbonization technique are shown in Fig. 7 for different processes with and without
sonication. The major peaks were observed at 30�, 24�, 39�, 36�, 43�, 56�, and 58�

having plane structure along (0 1 0) for all except 14 and 20 mm diameter probe with
holes. The plane structure for both cases falls along (1 1 9).

From Fig. 8, it can be observed that the power change plays a vital role in the size
of the particle via sonication technique. As the probe size increases, the power
dissipation increases in liquids; therefore, the particle size is reduced. Due to its

Table 1 Tabulation of
particle size with respect to
change in different
parameters (Reprinted with
permission from
[24]. Copyright 2014
Elsevier)

Parameter

Particle size (nm)

Stirring Ultrasound

Slurry connection (wt %)

1.96 1314 1018

2.92 1157 744

3.85 601 371

4.76 967 366

5.66 1151 858

CO2 flow rate (L/h)

35 575 132

45 601 371

55 521 373

Slurry flow rate (mL/min)

12 971 685

16 691 423

20 601 371

24 577 244
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Fig. 6 XRD pattern of CaCO3 particles with sonication and without sonication (stirring)
(Reprinted with permission from [24]. Copyright 2014 Elsevier)
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increased surface area, the probe with holes gives more power dissipation when
compared to a normal flat probe. The effect of different parameters was tabulated in
Table 2 for the reaction carried out on sonication with holes, without holes, and
without sonication. When CO2 gas was passed through the probe hole, the particle
size has reduced gradually. The crystal size was also changed with the injection of
CO2 gas in the probe. The particle size and other parameters differ with sonication
and without sonication.

Sonawane et al. [30] studied the effect of different surfactants such as polyacrylic
acid, steric acid, sodium tripolyphosphate, and myristic acid on the synthesis of
nano-CaCO3. The use of ultrasound during synthesis of nanoparticles leads to an
arrow distribution of particles. The minimum particle size was obtained for sodium
tripolyphosphate as compared to other surfactants. The major peak was observed at
29� and it was the largest for the myristic acid because of its hydrophobic nature. The
preferred orientation of nano-CaCO3 was found at (1 0 1 0) plane for all the
surfactants. The addition of sodium tripolyphosphate leads to increase in the rate
of precipitation of calcite. The rate of the reaction is generally monitored with the use
of pH and conductivity measurement. The rate of precipitation of carbonates using
sodium tripolyphosphate, myristic acid, steric acid, and polyacrylic acid was 0.226,
0.222, 0.158, and 0.115, respectively. The pH effect with time was recorded for
different surfactants, but at the initial stage, it was constant for all the surfactants,
whereas it is independent of ion transfer rate. Surfactants reduce the agglomeration
during nucleation process by reducing surface tension and nullifying the charges of
the particles. Ultrasound and surfactants reduced the population of nuclei; hence, the
reduction of particles took place. The ultrasound and the surfactants both act as
active agents in reducing the particle size [31, 32].
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Fig. 7 XRD patterns of nano-
calcite crystals by
carbonization method at
different conditions. A.
Without ultrasound B 10 mm
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probe without hole G 20 mm
probe with hole (Reprinted
with permission from
[29]. Copyright 2008
Elsevier)
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Ultrasound-Assisted Synthesis of Zinc Oxide Nanoparticles

Barkade et al. used ultrasound-assisted precipitation for the synthesis of ZnO
nanoparticles [33]. The reaction between zinc sulfate heptahydrate and ammonia
was carried out in the presence of an ultrasonic probe (750 W, 22 kHz, Sonics and
Materials, USA) at 40 % amplitude. The total time for completion of the reaction was
28 min with the formation of milky precipitate. At the end, the solution had been
centrifuged and then calcined at 400 �C in air to obtain the ZnO nanoparticles.
Figure 9 showed the XRD pattern of the zinc oxide nanoparticles. The sharp nature
of diffraction peak indicated the crystalline nature of ZnO nanoparticles. The ZnO
nanoparticle’s size calculated by using Scherrer’s formula was found to be 90 nm.
TEM image of ZnO indicated the average size of about 80–100 nm in Fig. 10.
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Ultrasound-Assisted Synthesis of SnO2 Nanoparticles

Barkade et al. synthesized tin oxide nanoparticles by the combination of tin tetra-
chloride and urea solutions (ratio 1:2) using an ultrasonic horn with an operating
frequency of 22 kHz and rated output power of 750 W [34]. The system was
operated with 50 % amplitude with energy dissipation rate as 375 W. The final
white precipitate was separated by centrifugation, washed with distilled water for

Table 2 Effects of different parameters during synthesis of nano-calcite by carbonization method
through sonication technique (Reprinted with permission from [29]. Copyright 2008 Elsevier)

Probe
diameter Description

Total power
dissipated into the
reactor (W/m3)

Crystallite
size in nm

Particle size
distribution
(nm)

Induction
time
(min)

20 With hole 18.5 � 103 35 11–16 20

20 Without hole 12.5 � 103 51 24–29 30

14 With hole 11.6 � 103 38 26–37 32

14 Without hole 8.9 � 103 53 50–77 35

10 With hole 9.3 � 103 48 41–70 40

10 Without hole 5.0 � 103 60 69–106 60

No
probe
used

Reaction
without
ultrasound

– 104 62–117 110

Fig. 9 X-ray of nanosized ZnO particles (Reprinted with permission from [33]. Copyright
2013American Chemical Society)
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several times, and dried in an oven at 90 �C. Figure 11 shows the XRD pattern of the
SnO2 nanoparticles. XRD diffractogram match well with the standard SnO2 tetrag-
onal rutile structure (JCPDS:41–1445). The morphology of SnO2 nanoparticles was
shown in the TEM image (Fig. 12) with the diameter of 15–20 nm.

Sonochemical Preparation of Hybrid Nanomaterials

Hybrid nanomaterials are the composites consisting of two constituents at the
nanolevel in which one compound may be organic and the other may be inorganic
in nature. They can be classified based on the possible interactions connecting
between the organic and inorganic materials. The term hybrid nanomaterials was
used if the inorganic particles are formed in situ by molecular precursors. Compos-
ites that consist of inorganic hybrid nanomaterials in polymers are recently consid-
ered more due to the increase in its mechanical, thermal, biological, magnetic,
optical, and optoelectronic properties [31]. In the following section, various hybrid
nanocomposites are discussed. The metal oxide-incorporated poly
(butylmethacrylate) latex can be used as a photoanode for the conversion of solar
energy and polyaniline. CaCO3 nanocomposite can be used for anticorrosion pur-
poses for the mild substrate.

Fig. 10 TEM of ZnO prepared via ultrasound-assisted precipitation method (Reprinted with
permission from [33]. Copyright 2013 American Chemical Society)
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Fig. 11 X-ray diffraction of SnO2 nanoparticles (Reprinted with permission from [34]. Copyright
2013 Elsevier)

Fig. 12 TEM image of SnO2

nanoparticles (Reprinted with
permission from
[34]. Copyright 2013
Elsevier)
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Preparation of Metal Oxide-Incorporated Poly(Butylmethacrylate)
Latex by Miniemulsion Polymerization

Metal and metal oxide-loaded conducting polymers are used as photoanodes for the
conversion of solar energy. There are two ways for the production of photoanode
thin films. Metal oxides are deposited on a conducting glass at very high tempera-
tures using chemical vapor deposition/electrochemical deposition method or semi-
conductor incorporating in conducting materials. The sonochemically synthesized
semiconductor particle-loaded polymer matrix-produced photocurrent increases
with an increase in loading percentage [35].

Sonawane et al. [35] used semiconductors in incorporating conducting polymers,
such as polyaniline/polypyrrole/porphyrin, which were coated onto the
nonconducting transparent matrix such as poly(methylmethacrylate) and polyethyl-
ene terephthalate. Different oxide semiconductors, such as TiO2, ZnO, and Bi2O3/
ZrTiO4, were incorporated into poly(butylmethacrylate) latex particles via
sonochemical polymerization method. Initially, butyl methacrylate and surface-
modified oxide were mixed thoroughly and added into the ultrasonic reactor. The
water-containing sodium dodecyl sulfate added to the reaction mixture and the entire
solution was thoroughly deoxygenated by bubbling with argon for 45 min at room
temperature. Inert argon gas was passed over the reaction mixture to avoid oxygen
diffusion into the solution during the polymerization reaction. The liquid
mixture was then subjected to sonication for carrying out the polymerization reac-
tion. The reaction was said to be completed within less than 40 min. During the
synthesis of latex, a small quantity of polyaniline was added for the transport of
charge carriers.

TEM analysis revealed the particle sizes (Fig. 13a–c) of TiO2, ZnO, and Bi2O3/
ZrTiO4 embedded into PBMA latex were found to be 21, 15, and 7 nm, respectively
[35]. Fringes were also observed on the particles in the case of Bi2O3/ZrTiO4

(Fig. 13d), which indicates that the semiconductor nanocomposite oxides synthe-
sized using ultrasound-assisted methods are crystalline in nature. The reported cryo-
TEM images in Fig. 14a and b showed that the nanosized TiO2 and ZnO particles are
incorporated into the polymer latex, respectively [35].

Synthesis of Polyaniline/CaCO3 Nanocomposite via Semi-Batch
Emulsion Polymerization Using Ultrasound Technique

Bhanvase and Sonawane [36] have carried out the synthesis of polyaniline/CaCO3

nanocomposites by semi-batch in situ emulsion polymerization via indirect ultra-
sound technique (ultrasonication in bath). Distilled aniline acts as a monomer,
ammonium persulfate as an initiator, and sodium lauryl sulfate as a surfactant. The
course of reaction was in semi-batch mode (continuous addition of aniline during the
course of reaction) for 90 min at 4 �C. Myristic acid-coated nano-CaCO3 percentage
was varied from 2 % to 8 % of monomer quantity.
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Initially, functionalization of CaCO3 was carried out by passing CO2 gas through
calcium hydroxide slurry, and myristic acid was introduced along with methanol
(methanol:MA = 4:1wt basis) [30]. Then, the surfactant solution was prepared by
adding sodium laurel sulfate in water, and further, nano-CaCO3 (2–8 % of monomer)
was added to the surfactant solution. The initiator was prepared by adding ammo-
nium per sulfatein deionized water and then it was transferred to a semi-batch
reactor. Initially, a small quantity of aniline was added to the reactor and then the
remaining quantity was added in a dropwise manner. This addition process was
completed within the time span of 70 min. The temperature of the reaction poly-
merization was maintained at 4 �C throughout the process. An ultrasonic bath
sonicator (Sonics and Materials, 20 kHz, 600 W) was used to enhance their action
rate and micro-mixing in the solution. As reaction progressed (after 20–30 min), the

Fig. 13 (a) TEM image of TiO2 nanoparticles embedded in the PBMA matrix. (b) TEM image of
ZnO nanoparticles embedded in the PBMAmatrix. (c) TEM image of Bi2O3/ZrTiO4 nanoparticles
in the PBMA matrix. (d) TEM image of Bi2O3/ZrTiO4 (Reprinted with permission from
[35]. Copyright 2010 American Chemical Society)
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formation of a thick orange solution was initially observed and later transformed into
dark green suspension. Polyaniline was prepared by following the same process
without the addition of nano-CaCO3. Conversion of aniline monomer to polymer
was measured gravimetrically and found to be more than 98 %.

In XRD analysis, the semi-crystalline nature of PANI/CaCO3 nanocomposites
was shown. It was reported that most of the CaCO3 particles are finely dispersed in
the PANI matrix. It may be due to the hydrophobic nature and micro-mixing created
by ultrasound. Therefore, ultrasound produces fine CaCO3-embedded emulsion
droplets, which leads to the formation of finely dispersed PANI/CaCO3

nanocomposites [37]. DSC reveals the interaction between CaCO3 nanoparticle
surface and polyaniline functionalities, resulting in the initiation of cross-linking
reaction at lower temperature (Fig. 15). Reduction in ΔH (heat of reaction) indicates
the decrease in exothermic polymer matrix due to the addition of CaCO3

nanoparticles in PANI. The CaCO3 particles are absorbing the heat of reaction in
polymer; hence, the overall crystalline of nanocomposite increases. The heat of
reaction for PANI is higher as compared to PANI/CaCO3 nanocomposite. Fine
dispersion of myristic acid-treated CaCO3 in PANI/CaCO3 nanocomposites had
also been confirmed by TEM and EDAX analysis (Fig. 16).

Ultrasound-Assisted In Situ Emulsion Polymerization of Polyaniline-
Encapsulated Nano CaZn2(PO4)and Layer-by-Layer(LbL) Assembly
of Nanocontainers

Nanocontainers were assembled using core and shell morphology by making the
polyelectrolyte assembly, one of the important research areas for consistent and
responsive release of the active agents. The active agents could be corrosion

Fig. 14 Cryo-TEM image of (a) TiO2-PBMA latex particles and (b) ZnO-PBMA latex particles
(Reprinted with permission from [35]. Copyright 2010 American Chemical Society)
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inhibitors, drug molecules, oil, etc. The making of nanocontainer assembly was very
important for the sustainable release of energy. In case of corrosion inhibitor release,
the core itself can act as the inhibitor. The liquid inhibitors such as benzotriazole or
other inhibitors can be added onto the assembly using polyelectrolyte solution.
Using ultrasound cavitation, the inorganic pigment can be synthesized using precip-
itation technique. The polyelectrolyte assembly consists of water-soluble polymers;
polyacrylic acid or polyvinyl acetate can be added over the core.

Bhanvase et al. encapsulated the polyaniline (PANI) on nano-CaZn2(PO4)2, and
layer-by-layer (LbL) assembly of nanocontainers has been achieved using ultrasonic
irradiation. Also, calcium zinc phosphate nanoparticles were prepared via
ultrasound-assisted coprecipitation technique. The complete encapsulation of poly-
electrolyte on the nanopigment CaZn2(PO4)2 was observed during preparation
mainly due to the presence of ultrasonic irradiations [38].

Initially, CaZn2(PO4)2 nanoparticles were functionalized using the myristic acid.
Myristic acid functionalization generates negative charges on the surface of
CaZn2(PO4)2. The complete encapsulation of myristic acid on CaZn2(PO4)2 (core) by
positively charged PANI layer was accomplished in the presence of ultrasound [38]. Ini-
tially, surfactant solution was prepared by adding SDS, myristic acid, and modified
CaZn2(PO4)2 in water, which was subsequently transferred to an ultrasound reactor.
Initiator solution was prepared separately by the adding of ammonium persulfate into
deionized water, and then the solution was transferred to the reactor. Monomer aniline
was added in a dropwise manner for 30 min, and the entire reaction mixture was
sonicated in a reactor at 4 �C for 90 min. Finally, polyaniline-coated CaZn2(PO4)2
nanocontainer particles were separated by centrifugation and washed with water. Then,
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Fig. 15 DSC thermograms (a) Pure PANI, (b) PANI + 4 % CaCO3 (Reprinted with permission
from [36]. Copyright 2010 Elsevier)
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the drying was carried out at 60 �C in oven for 4 h. Further, the loading of positively
charged benzotriazole layer on the surface of polyaniline-encapsulated CaZn2(PO4)2
nanoparticles was done using benzotriazole in acidic media at pH 3 for 20 min using
ultrasound-assisted method. At the end, polyacrylic acid polyelectrolyte layer was
added on benzotriazole-loaded PANI-CaZn2(PO4)2 nanoparticles using PAA solution
in NaCl in the presence of ultrasound irradiation for 20 min.
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Fig. 16 EDAX analysis and transmission electron microscopic images of PANI/CaCO3

nanocomposite (Reprinted with permission from [36]. Copyright 2010 Elsevier)
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Electrophoretic measurement indicates a drastic decrease in the surface charge of
CaZn2(PO4)2 nanoparticles after deposition of the polyaniline layer (from 32.8 to
�61.9 mV) [38]. Zeta potential value was increased to�52.4 mVafter deposition of
positively charged benzotriazole layer on the surface of PANI-encapsulated
CaZn2(PO4)2. Therefore, it shows the adsorption of positively charged benzotriazole
on the surface of polyaniline-encapsulated CaZn2(PO4)2. Further increment in the
zeta potential value to �38.3 mV is observed after the adsorption of positively
charged polyacrylic acid (PAA) layer. Also, the coating of polyaniline layer on
CaZn2(PO4)2 nanoparticles showed the increment in the average particle size from
53.7 (core) to 134.5 nm. This clearly indicates the adsorption of polyaniline on the
surface of CaZn2(PO4)2 nanoparticles. The thickness of the coated PANI layer is
estimated to be 40.4 nm. Finally, layer-by-layer assembly of nanocontainer was
formed, and the average particle size of the hybrid was up to 493 nm (Fig. 17).

TEM analysis of CaZn2(PO4)2 nanocontainers indicates (500 nm) the conformity of
the size with the results obtained from particle size distribution analysis [38]. The dark-
colored core CaZn2(PO4)2 nanoparticles have been surrounded by the polyaniline,
benzotriazole, and PAA layers in the formation of the nanocontainer process (Fig. 18).

Ultrasound-Assisted Preparation of Iron Oxide-Blended Sodium Zinc
Molybdate Nanocontainer

Kapole et al. used a novel approach by combining two different cores in the
formation of nanocontainer. In the presence of ultrasonic irradiations, the mixture
of iron oxide and sodium zinc molybdate was prepared by adding iron oxide
nanoparticle slurry in the aqueous mixture of sodium zinc molybdate [39]. Myristic
acid was used for the functionalization of the iron oxide nanoparticles, and then it
was blended with sodium zinc molybdate which represents the core of the
nanocontainer. Ultrasound-assisted emulsion polymerization was used for the for-
mation of polyaniline coating on the core. Then, the formation of the polyaniline-
coated core of sodium zinc molybdate and iron oxide nanoparticles was done using
imidazole in acidic media at pH 3. Then, the adsorption of negatively charged
polyacrylic acid was carried out on imidazole-loaded polyaniline blend of sodium

Fig. 17 Schematic illustration of the procedure for synthesis of CaZn2(PO4)2 nanocontainer
(Reprinted with permission from [38]. Copyright 2013 Elsevier)
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zinc molybdate and iron oxide nanoparticles. Particle size analysis data of the
prepared nanocontainer shows the average particle size that gradually increases
with an increase in the layer addition (Fig. 19).

XRD patterns of a core containing iron oxide-blended sodium zinc molybdate
nanoparticles indicate the presence of sodium zinc molybdate and iron oxide in the
region of 25–40 and 45–70 (2θ value). In XRD pattern of nanocontainer, the
prominent peaks of the core are not observed which ultimately indicates the particles
are completely covered with polymer (Fig. 20).

Fig. 18 TEM Image of
CaZn2(PO4)2 nanocontainer
(Reprinted with permission
from [38]. Copyright 2013
Elsevier)
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Fig. 19 Growth in particle size of nanocontainer during LbL assembly. Layer number 0: iron
oxide-blended sodium zinc molybdate, 1 MA-treated iron oxide-blended sodium zinc molybdate,
2 iron oxide-blended sodium zinc molybdate/PANI, 3 iron oxide-blended sodium zinc molybdate/
PANI/imidazole, 4 iron oxide-blended sodium zinc molybdate/PANI/imidazole/PAA (Reprinted
with permission from [39]. Copyright 2014, Taylor & Francis)
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Synthesis of Poly(Methylmethacrylate)/CaCO3 Hybrid via
Combination of the Conventional and Ultrasound-Assisted
Polymerization

K. Prasad et al. prepared a polymethyl methacrylate (PMMA)/CaCO3 hybrid using a
combined method involving conventional and ultrasonic polymerization and also by
individual techniques [40]. It has been observed that the excellent dispersion ability
of ultrasound helped to obtain narrow size distribution and smaller average sizes in
the PMMA/CaCO3 systems. Initially, sodium dodecyl sulfate solution was taken in
water and then methyl methacrylate (MMA) and KPS were added to the solution.
Further, myristic acid-coated CaCO3 was added to the solution of SDS in water and a
uniform suspension of CaCO3 was formed. Sonication equipment (Branson
450, 20 kHz) with a standard horn of 19 mm in diameter with a stainless steel tip
was used. The ultrasound delivered at a pulsed input (0.7 s on, 0.3 s off) with 50 %
amplitude with effective power delivery of 23 W. A combination of ultrasound and
initiator potassium persulfate (KPS) was used to initiate polymerization. The poly-
merization mixture was sonicated for 20 s in continuous mode.

In combined polymerization, three types of radicals are generated, viz., the SO4

radicals generated thermally, the H and OH radicals by the sonolysis of water, and
the radicals created by the sonochemical degradation of the surfactant and monomer
molecules [41, 42]. Therefore, theoretically, generation of more radicals had to give
a high rate of conversion, but actually it was less due to interference of other
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reactions. Moderately higher rate of reaction with narrow particle size distribution
and lower average particle size was obtained in the combination processes (Fig. 21).

TEM analysis of the hybrid clearly showed two distinct phases corresponding to
the PMMA and the CaCO3 (Fig. 22a). The spots on the image designate the
formation of core–shell-like structures (magnified in Fig. 22b). Also, the darker
CaCO3 particles surrounded by the lighter PMMA particles indicated the core–shell
morphology of the hybrid.

Ultrasound-Assisted Nanopigment Synthesis

Preparation of inorganic oxide nanopigments was a new area of research where
many researchers paid attention due to their exceptional anticorrosive properties in
the coating industry. The use of anticorrosive nanopigments instead of micron-sized
pigments gives extreme change in the properties of the materials, which finds several
applications in coating industries. Further, the change in the properties like particle
surface area, size, shapes, and hydrophobicity makes these nanopigments more
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Fig. 21 Mechanism of USK (Ultrasound KPS - a Combination of ultrasound and KPS was used to
initiate polymerization) polymerization and particle formation (Reprinted with permission from
[40]. Copyright 2013 Elsevier)
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suitable for coating applications. Out of these inorganic nanopigments, many of
them are prepared from toxic compounds such as cadmium, lead, chromium, or
cobalt, which are harmful to living being. Therefore, it is required to search a
substitute to these pigments with other environment-friendly or less toxic pigments.
The sonochemical synthesis method for the preparation of nanopigments improves
the product distribution and anticorrosion properties because of the smaller size,
uniform, and fine dispersion of the nanopigments in the coatings with lesser dosage
of nanopigments which would reduce the cost. Also, the shock waves produced due
to ultrasonic irradiations prevents the agglomeration of the nanopigments and
improves the dispersion ability in the coatings. The sonochemical precipitation
method has been used as a useful method for the preparation of nanosized pigments.
The extreme environments created due to cavity collapse, i.e., high temperature,
pressure, and intense micromixing, lead to the formation of nanometer-sized parti-
cles with improved solute transfer and nucleation rate in aqueous suspension.

Karekar et al. [43] had studied the synthesis of zinc molybdate (ZM) and zinc
phosphomolybdate (ZMP) nanoparticles using conventional and innovative
sonochemical coprecipitation methods without any emulsifier. These new pigments
are eco-friendly and they can be used as a substitute to lead, cadmium, and
chromium pigment that contain carcinogenic species. In this, the preparation of
ZMP was carried out using precursors such as sodium molybdate dihydrate, zinc
sulfate heptahydrate, HNO3 (oxidizing agent), and potassium dihydrogen phosphate
in the presence of ultrasonic irradiation using an ultrasonic horn (Hielscher Ultra-
sonics GmbH, UP200S model, 24 kHz frequency, 200 W) at 50 % amplitude.
Further, the preparation of ZM nanopigment was reported to be carried out using

Fig. 22 TEM image of poly(methylmethacrylate)/CaCO3 at (a) 500 nm (b) 50 nm (Reprinted with
permission from [40]. Copyright 2013 Elsevier)

480 S. Shaik et al.



sodium molybdate dihydrate and zinc chloride in the presence of ultrasonic
irradiations.

Karekar et al. [43] reported that the growth of the primary particles was generally
affected by the residence time of the particle in the reactor. As per this report, in the
case of the conventional method of preparation of ZM and ZMP nanoparticles, the
reported reaction time was 1.5 h, whereas the time for the preparation of these
products using an ultrasound-assisted method was 1 h [43]. This reduction in the
time might be due to the extreme pressure (>500 atm) and temperature (>10,000 K)
with a cooling rate of >1010 K/s conditions created by ultrasonic irradiation, which
leads to extreme micromixing that enhances the solute transfer and nucleation rate in
aqueous suspension and results in enhancement of the reaction rate.

The XRD patterns of the ZM shows that the ZM nanoparticles are crystalline in
nature, and the observed phase of ZM nanoparticles are in scheelite phase. The
intense and sharper diffraction peaks show a better crystalline nature of the formed
products with smaller particle size. The reported crystallite size of ZM and ZMP
nanoparticle is equal to 11.85 and 12.51 nm, respectively, which was calculated
using Debye Scherrer’s formula. Further, it has been reported that the XRD pattern
of ZM and ZMP nanopigment prepared by ultrasound-assisted method shows less
intensity peaks which was an indication of amorphous nature of the prepared product
when compared to that of conventional method. The TEM analysis of zinc molyb-
date nanopigment confirms the rod-like structure in both cases of synthesis methods
(sonochemically and conventionally). Further, the agglomeration was reported in the
case of conventionally prepared ZM nanopigment which leads to the increase in
particle size. Further, the considerable decrease in the particle size of sonochemically
prepared ZM nanopigment without any agglomeration has been reported. The reason
put forth was the use of ultrasonic irradiation. Further, the decrease in the particle
size was due to lesser induction period, i.e., faster nucleation and improved control
growth rate of the crystal due to the presence of ultrasonic irradiations in chemical
precipitation method. Further, as per their report, the basically biphasic structure of
sonochemically as well as conventionally prepared ZM nanoparticles has been
reported. The rod-like structure was due to ZM phase inversion. The TEM image
of conventionally synthesized ZMP nanoparticles shows agglomeration, and there
was a significant reduction in the agglomeration as well as in the particle size of the
sonochemically synthesized ZMP nanopigment. This happened due to the decrease
in the agglomeration, efficient micro-mixing, and fast reaction kinetics created due to
cavitational effects generated by ultrasonic irradiations. Further, the reported particle
size of ZM and ZMP nanoparticles was higher in case of conventional method when
compared to sonochemical method. This was again due to more induction period for
the nucleation of these nanoparticles, which leads to uncontrolled growth in case of
conventionally prepared ZM and ZMP nanoparticles. Further, agglomeration plays a
key role in the increment of particle size of ZM and ZMP nanoparticles in the
conventional as compared to ultrasound-assisted method. The reported range of the
particle size of ZM nanopigment was 20–30 nm in case of sonochemical method of
synthesis, whereas it was reported to be 75–120 nm in case of conventional method.
Further, the particle size distribution reported is much broader for conventional
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method due to drastic improvement in micro-mixing created by the physical effects
of the ultrasonic irradiation which leads to faster reaction to form ZM nanopigment.
The reported possible explanation for this was perhaps the fast kinetics of the
ultrasound-assisted reaction, which does not give sufficient time for growth of
particle and lead to the overall reduction in the particle size.

Ultrasound-Assisted Preparation of Nanofluid and Nanopigment
Dispersion

Nanofluids have a number of applications in heat exchange fluid. Nanofluids are the
fluids in which nanosize particles are dispersed into the base fluids such as water or
ethylene glycol. The nanoparticles preferably loaded less than 10 % loading which
gives the improvements in the thermal conductivity of base fluid. Copper, aluminum
oxide, copper oxide, iron oxide, etc. and inorganic nanoparticles have been used in
the base fluid. The preparation of the nanofluids is generally carried out by dispers-
ing nanoparticles into base fluids; however, there was an issue of the dispersion
instability or the particle settling which leads to decrease in the performance of the
nanofluid. The instability was due to the presence of the surface charges on the
nanoparticles. Therefore, the sonication and surfactants are used to break the
agglomeration of the particles and bring the colloidal stability. Gurav et al. [44]
reported the ultrasound-assisted synthesis of aniline miniemulsion polymerization
using the ultrasound-assisted technique. The prepared polyaniline was used as the
nanofluid. Polymerization was carried out in the sonochemical reactor, in which the
cavitation enhances the polymerization. One of the important effects of cavitation
was that the initial droplet size of emulsion was in nanometer range and hence the
final polymer latex was also in the nanometer range. The polyaniline is a conducting
polymer having enhanced thermal conductivity and can be used as nanofluid. They
reported that the PANI nanofibers are in the range of 50–60 nm. The nanofibers are in
the form of bundles. The structure of the nanofibers is impacting the thermal
conductivity of nanofluids. They reported that the addition of 0.2 % of polyaniline
into the base fluids shows the improvement in the heat transfer coefficient around
27 %, while 1.2 % addition of the PANI nanoparticles leads to improve the heat
transfer coefficient around 64 %.

Nanopigment dispersion/pigment concentrates are important in the paints and
coating industries for decorative, industrial paint application. The tinting strength is
one of important criteria for the best pigment concentrate. It depends on the size of
the pigment and the removal of agglomerates during the dispersion preparation
process. Planetary ball milling was one of the preferred ways to prepare the organic
dispersion. Pigment concentrates were prepared by adding the organic pigments into
the solvents and then grinding using planetary milling process. Though industrially it
was preferred to prepare the nanopigment dispersion using cavitation technique,
ultrasound cavitation technique was one of the important techniques through which
it is possible to prepare the pigment dispersion in nanosize without sacrifice of the
energy. Smaller distribution of nanosize pigment shows better color strength and
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stability of the polymer coatings. Badgujar et al. [45] had reported the pigment
dispersion preparation using an ultrasound-assisted technique. They have taken
phthalocyanine blue and phthalocyanine green organic pigment. They studied the
nanopigment dispersion in aqueous as well as in organic solvents in the presence of
the different surfactant such as Tween 80 and SDS, Oleic acid, etc. The ultrasound
probe tip of 6, 10, and 20 mm diameter was used for the preparation of the tinter. In
this chapter, it was reported that probe diameter of 10 and 20 mm showed better color
strength. Finer dispersion was achieved using 20 mm probe tip diameter. 6 mm probe
shows the particle size distribution in the range of 78–825 nm. Twenty millimeter
probe shows narrow particle size distribution over the range 68–531 nm. The
preparation of the fine concentrate of organic pigment in the presence of ultrasound
probe was due to the physical effects of cavitation which involves the formation,
growth, and implosive collapse of bubbles in the liquid medium resulting in the
formation of fine dispersion of pigments.

Ultrasound-Assisted Atomization Process for Nanostructure
Synthesis

Atomization is the process that breaks the liquids into fine droplet size. Atomization
can be classified based on the energy used, for example, spinning disk atomization,
nozzle atomization, and pressure atomization. The droplet formation and distribution
of the droplets was important to the formation of the uniform film and the coatings
on the surface of the substrate [46, 47]. Ultrasound atomization had large importance
in the recent years due to formation of the narrow distribution of the droplets and
formation of the uniform film thickness on the surface. Ultrasound atomization
works on the principle of acoustic energy, converts the liquid films, and breaks
into smaller droplets compared to other atomization process. There are two phenom-
ena which are responsible for the droplet distribution: capillary hypothesis and
cavitations hypothesis. In case of the solar panels, or electronics applications, the
droplets discharged from the ultrasound atomizer convert into thin film when the
surface temperature was above 150 �C. In ultrasound atomization process, viscosity
of liquid, surface tension of the liquids, frequency of ultrasound and amplitude, and
power of atomization are important parameters to atomize the liquids. Ramisetty
et al. [48] reported the effect of different parameters of atomization and its effect on
the droplet formation. They reported the new correlation for the formation of the
droplet through ultrasound atomization process as follows:

dP ¼ 0:0154
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dp = Droplet diameter (m)
ρ = Density of the Liquid (Kg/m3)
f = Ultrasonic Frequency (1/s)
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σ = Surface Tension (N/m)
We = Modified Weber number = ( fQρ/σ)
Oh = Modified Ohnesorge number = (μ/fAm

2ρ)
Am = Tip Amplitude (m)
IN = Intensity Number = ( f2Am

4/CQ)
C = Velocity of Sound in Liquid medium (m/s)
Q = Volumetric Flow Rate (m3/s)

Among the physical methods, spray pyrolysis is generally used for the synthesis
of nanosized metal oxides, but spray pyrolysis approach requires high-pressure air to
atomize precursor solution. In the ultrasound atomization process, the precursor
solution is to be placed at a certain height so that the solution flows freely at any
flow rates and therefore the overall operation can be energy efficient. Liu et al. [49]
reported about the large production of the nanostructure materials using mist forma-
tion. They reported the production of ferric oxide as an example using ultrasound-
assisted nebulization process. They had used the two different ultrasound atomiza-
tion chambers for the precursor solution and the reaction was carried out in the form
of mist, finally forming the nanoparticles of ferric oxide. Bang et al. [50] reported the
formation of nanostructured oxide materials using the ultrasound-assisted spray
pyrolysis process. This discussed about different ultrasound-assisted nebulization
processes and effects onto the droplet distribution. They reported that ultrasound-
assisted spray pyrolysis can be used for the formation of the metal oxides, semicon-
ductor materials, inks, and nanostructure powder preparation.

Ultrasound-Assisted Preparation of Nanoclays
and Nanocomposites

Natural clays such as bentonite clay and montmorillonite clay contain 1000 platelets,
having the thickness of 1 nm size. If this is exfoliated or separated from each other,
then it could be useful for the applications in barrier coatings and nanocomposite
formation for structural applications. Bentonite is a natural clay and falls in the group
of smectite clay. There are two forms of the nanoclay: (i) intercalated nanoclay and
(ii) exfoliated nanoclay. In order to exfoliate the clay, it is necessary to apply the
shear to clay tactoids. Hence, the ultrasound-assisted ion exchange technique was
useful for the production of the exfoliated nanoclay. Sonawane et al. [51] reported
about the formation of exfoliated nanoclay using natural bentonite as clay using an
ultrasound-assisted technique. The cation exchange reaction using three different
chemicals and intercalating agents such as tetrabutyl ammonium chloride,
hexadecyltrimethyl ammonium chloride, and trimethyl ammonium bromide was
carried out under an ultrasound-assisted cavitation technique. It was found that the
nanoclay shows the platelets in the range of 30–50 nm. The presence of ultrasound
waves and the intercalation of the long chain surfactant are facilitated, and exfolia-
tion gives the nanoplatelet structure. It was observed that cetyltrimethylammonium
bromide and cavitation technique gives better crystalline nanoplatelet structure. TBAC
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shows the amorphous nanostructure from the XRD pictogram. FTIR reports the
reaction of cation exchange occurred and the NH2 and CH2 groups are present on the
clay platelets. It was found that due to sonication technique, the cation exchange
capacity of the clay has also been drastically improved [51]. Sonawane et al. [52]
reported the ultrasound-assisted synthesis of polyacrylic acid nanoclay nanocomposite
synthesis. In this chapter, the synthesized nanoclay was exfoliated into the 40 %
polyacrylic acid solution using the cavitation technique. Further, polymer chains are
being intercalated into the gallery spacing, finally forming the uniform nanocomposite.
Prepared nanocomposite was used for the adsorption of the dye solution.

Scale-Up Issues with Acoustic Cavitation: Case Study
of Production Nanoparticles Using Hydrodynamic Cavitation

Cavitation comes in as an aid to solve the problem. The minute cavities are generated
either by an acoustic medium such as ultrasound horn or by constriction of the
flowing fluid by orifice. The cavitation can be classified into two major categories,
hydrodynamic cavitations and acoustic cavitations. Since our process deals with the
production of large-scale nanocalcium carbonate, this simple physical phenomenon
was produced by creating a sudden pressure drop in the system by constricting the
flow of the flowing fluid. This constriction was achieved by an orifice. Due to this
sudden constriction, the pressure of the flowing fluid equals to its vapor pressure and
cavities created. These cavities collapse and generate a tremendous pressure and
temperature variation in the liquid and develop local hot spots which leads to the
release of energy which can be further used for carrying various processes. With this
basic idea in mind, the technique of hydrodynamic cavitation has been used for the
multiphase reaction [26, 29, 30, 53, 54].

Inorganic nanoparticles such as calcium carbonate can be made possible to scale
up in the large quantity using the hydrodynamic cavitation technique. There are a
number of applications of calcium carbonate in many industries such as paper, paint,
and coating industries. There is a requirement of large production of the calcite phase
which have a number of applications. The reaction of calcite production is a three-
phase reaction which involves the water (liquid) phase, calcium hydroxide as solid
phase, CO2 gas as gas phase. This is one of the important heterogeneous reactions. It
is possible to produce the calcium carbonate nanoparticles using the cavitation
technique. The dissolution of the CO2 gas is one of the prime stages. The crystal-
lization takes place during the reaction and forms the different phases such as calcite,
vaterite, and aragonite due to the controlled dissolution of the CO2 gas. The
precipitation of Ca(OH)2 slurry by bubbling of CO2 is the most preferred method
on large-scale production. The following is the reaction that takes place during the
precipitation [26, 29, 30, 53, 54]:

Ca OHð Þ2 sð Þ þ CO2 aqð Þ ! CaCO3 sð Þ þ H2O
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The stable phase of calcite can be obtained in the hydrodynamic cavitation process if
the reaction was carried out while considering the proper dilution of calcium
hydroxide by adding CO2 gas into it by inserting the CO2 gas at the cavitation
zone after the orifice or venture. The following are the limitations of acoustic
cavitation for scale:

1. Power consumption per kg of the production of calcite is very high.
2. The effective utilization of CO2 gas is the problem, most of CO2 gas remains

undissolved.
3. Compared to the conventional batch, reaction through time required in ultrasound

cavitation technique is less; however, still time of reaction can be reduced using
hydrodynamic cavitation technique.

4. Particle size distribution and optimization of the parameters is an issue in acoustic
cavitation.

The above said disadvantages can be overcome by using hydrodynamic cavita-
tions. The time required for the nucleation was quite small in hydrodynamic
cavitations. While in acoustic cavitations, the time of nucleation was in minutes;
hence, an acoustic cavitations-based carbonation process will produce large parti-
cle size due to Ostwald ripening process. As shown in Table 3, the acoustic
cavitation requires more power while reaction time has large difference. The size
of the batch process using hydrodynamic cavitations can go up to 500 l.
Theproblem of conversion of single phase after the reaction along with the uniform
particle size was handled by monitoring the process to the desired conditions in
order to achieve a single certain phase, but this does not necessarily mean that the
particle produced will be of larger surface area. Therefore, having a system which
can give a single phase and a material with large surface area is the need of the day
[29, 53, 54].

Table 3 Comparison of the hydrodynamic cavitation and acoustic cavitation for production of the
calcium carbonate

Acoustic cavitation Hydrodynamic cavitation

Cavitation Ultrasound (20–100 kHz) Centrifugal pump
Based on the cavitation number Cv defined less
than 1

Device Probe tip diameter
10–20 mm

Using Venturi or orifice

CO2

insertion
Through probe After the cavitation zone

Reaction
Time

1 h 15 min

Batch size 500 mL 15 l

Phase Calcite Calcite

Particle size 45 nm 30 nm
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Iron Oxide Nanoparticles Using Hydrodynamic Cavitations

Iron(III) oxide is the inorganic pigment with the formula Fe2O3. It is one of the
three main oxides of iron. There is large demand of the iron oxide pigment in
paint, chemical, and coating industries. There are three different forms of iron
oxide: yellow, red, and black. There is large demand for the yellow iron oxide
pigment. The scale up of yellow iron oxide is also possible using the cavitation
technique.

This is neutralization reaction, and iron precursor initially dissolved in the water
later. It was neutralized using the NaOH solution. The solution of iron precursor is
passed through the hydrodynamic cavitations, and NaOH addition was carried out in
dropwise manner. The compressed air is also added after the cavitating zone. The
existing commercial process requires time around 72 h. While using hydrodynamic
cavitations, it is possible to produce the yellow iron oxide pigment within 4–5 h. The
size of yellow iron oxide is in the range of 30–50 nm size. The shape of pigment is
spherical in nature.

Conclusions and Future Directions

The use of ultrasound for the synthesis of nanomaterials rapidly increased due to
special properties of nanoparticles obtained through sonochemical technique. With
the example of the TiO2 and doped TiO2, it can be possible to conclude that
sonication process can be used for sol-gel method. The structure of the TiO2 particles
and phases changes with the use of ultrasound. Doping is being affected by the
ultrasound. The size of doped and undoped TiO2 particles lies in the range of
10–40 nm. Sonochemical carbonation can be used for synthesis of specific shape
(calcite) of calcium carbonate. Due to insertion, CO2 gas through ultrasound probe
leads to smaller bubble size and affects the final formation of the nano-calcite phase,
which is one of the important conclusions for ultrasound-assisted precipitation
reactions. It is also concluded that the formation of nano-calcite has an impact on
the addition of the type and quantity of surfactant. Ultrasound has impact on the
synthesis of inorganic oxide such as ZnO and SnO2, specifically on the particle size
distribution, shape, and structures. Using ultrasound-assisted miniemulsion poly-
merization, it is possible to make narrow distribution of the latex particle synthesis.
The latex particle size has an impact on the surface tension of the monomer. The
core-shell morphological hybrid materials was synthesized using ultrasound assisted
miniemulsion polymerization.

The ultrasound-assisted technique has large opportunities in nanomaterial syn-
thesis area. The structure and properties are impacting on the applications such as
solar cells, gas sensors, electronics devices, etc. Ultrasound-assisted miniemulsion
polymerization for hybrid nanoparticle area has ample opportunities to make hybrid
nanoparticles, Janus nanoparticles which may be the future possible area in
sonochemistry. Hydrodynamic cavitation can be used for the scale-up of the
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nanoparticles, specifically for the precipitation and neutralization reactions. Hydro-
dynamic cavitation and acoustic cavitation both will play important roles in the
synthesis of the inorganic nanopigments such as CaCO3, iron oxide, and making
organic pigments into smaller size in the future.
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Abstract
The tremendous attention given to micelles in recent technological advancements
and industries is due to its amazingly stable and flexible physicochemical prop-
erties exhibited upon exposure to different stimuli. A concise review of micelle
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structures and the effects of various stimuli on the structural properties of micelles
with a particular focus on the effect of ultrasound are provided. While the use of
conventional stimuli such as temperature, shear, etc., for controlling micelle
structures is widely reported, the use of ultrasound as a stimulus has not been
studied extensively. For this reason, a detailed discussion on the possibility of
designing a variety of micelle nanostructures using ultrasound is provided. Using
ultrasound as a stimulus is an advantage as it eliminates the need for adding
external chemicals to the micellar system and the experimental parameters could
be easily controlled. A case study of using cetyltrimethylammonium salicylate
(CTASal) prepared from ion exchange process of equimolar mixture of cetyltri-
methylammonium bromide (CTABr) and sodium salicylate (NaSal) is used in
order to evaluate the efficiency of ultrasonics on controlling the micelles’ aggre-
gational structures. Further experiments and discussion imply that the transfor-
mation is mainly driven by the physical effect generated from sonication.
Evidence from cryo-TEM indicates that the structural transformation took place
according to the reptation and reaction Model proposed before.

Keywords
Micelle structure • Micellar aggregational reversibility • Viscoelasticity • Ultra-
sound-induced micelle

Introduction

Surfactant with unique characteristics of amphiphilicity can self-assemble to form
micelles. When a low concentration of micelle-forming surfactant is dissolved in a
solvent, surfactant molecules exist as monomers. Once the concentration reaches its
critical micelle concentration or cmc, monomers aggregate together forming a
“micelle.” Micelle has the unique ability to flexibly break and reform within a
wide range of sizes, from nm to mm, as well as to different aggregational structures
with pronounced properties. Hence, they are also termed based on their structures
such as vesicle, liposome, gel, microemulsions, etc. The amphiphilic behavior and
the flexible aggregational properties make them very useful in many areas. People
are more familiar with their areas of application such as soap, detergent, wetting
agent, bactericide, corrosion inhibitor, foaming agent, dispersant, emulsifier, anti-
static agent, and many more.

Micelle is a remarkable system because of its ability to undergo self-
aggregational transformation even with the slightest change, such as settling in a
different environment (solvent), increasing/decreasing its monomer’s concentration,
or even by slightly changing the solution temperature. Their assembly and transfor-
mational processes are a net effect from the balance of their electrostatic, hydropho-
bic, van der Waals, and steric interactions.
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Micelle Aggregation

One of the earliest evidence for micelle aggregation was reported in 1913 byMcBain
who observed abnormal viscosity in sodium palmitate solution [1]. Despite its
significant viscosity, the system still exhibited normal electrical mobility, therefore
initially termed as “colloidal ion” [1]. The aggregation relied solely on the
amphiphilicity of molecules (monomers) in the solution. In aqueous solutions, the
water loving identity is exposed, and the water hating identity is well hidden in the
core, a region where it is believed to be completely free of water molecules. In
nonpolar solvents such as oil, the aggregation is reversed, hence termed as a reverse
micelle.

The concept behind the aggregation of micelles is simple. In any system, each
molecule stably exists in its lowest potential energy required. Conflict arises when
both parts –water loving and hating are exposed to the solvent, i.e., water molecules.
Hence, this molecule has no option other than orienting its water hating part at the
air-water interface with the tail projected away from the water. However, as a
collective system, specifically above its critical micelle concentration (cmc) and
Kraft temperature, they have a better option by aggregating together, known as the
self-assembling process. Kraft temperature is the minimum temperature required for
the surfactants to start aggregating to form micelle. At temperature below Kraft
temperature, micelle will not form even at its high concentration. The hydrophilic
heads form a shield to avoid any interaction or any close contact of their hydrophobic
tails to water molecules, by an equilibrium process known as aggregation or
micellization. This is shown by Eq. 1 where S represents the monomer and Sn
represents the micelle. By forming micelle, they possess lower potential energy;
therefore the aggregation is very stable.

nS ⇄ Sn (1)

Despite the use of the term “stable”, it is important to understand that
micellization itself is a dynamic process of formation and deformation of micelle-
forming surfactant monomers, as illustrated in Fig. 1. This is described by the
micelles’ equilibrium (KM) in Eq. 2 where kf

M is the rate constant of micelle
formation and kd

M is the rate constant of micelle deformation.

KM ¼ kf
M=kd

M (2)

A micelle can flexibly and reversibly grow to different structures in order to stay
in its lowest energy state. For deeper understanding, two crucial governing factors
are discussed below [2, 3]:

(i) Any course of increasing the tail-tail attraction will lower the cmc as well as
promoting growth, vice versa.
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• Hydrophobic group – micelle-forming surfactant with a more hydrophobic
nature will result in stronger attraction, therefore has a low cmc and promotes
growth.

• The number of carbon atoms building a straight chain –more carbon atoms in
a straight chain will increase the hydrophobicity of the molecule.

• Branched carbon chain – with the same number of carbon atoms, increasing
branch(es) will increase the cmc. This is because the potential energy of
branched micelle-forming surfactant aggregation is higher than the
corresponding linear molecule.

(ii) Any course of decreasing the head-head repulsion will lower the cmc and
promote growth, vice versa.
• Charge(s) of the head – increase in the head’s charge(s) will result in a greater

repulsion between them, resulting in a higher cmc.
• Number of hydrophilic group – increase in the hydrophilicity will also result

in an increase in repulsion between the heads, resulting in a higher cmc.
• Electrolyte and nonelectrolyte additives – any additive that can reduce the

head-head repulsion will reduce the cmc.

In concluding terms, micelles’ structural aggregation relies heavily on hydropho-
bic attraction but limited by the repulsion between hydrophilic heads. The balance
between these two results in a curvature growth in order to gain more space between
the charged heads, hence the formation of spherical micelles above the cmc. Despite
the repulsion of the heads, surfactant molecules are closely packed together to ensure
that its hydrophobic core is free of water. Therefore, in examining such aggregation,
the terms of “spontaneous curvature” or “critical packing” (CP) behaviors are
usually used for discussion [4]. Optimum head group spacing and water-free hydro-
phobic core will promote growth and determine the flexible structure of micelle. The
average length of micelle is also known as its contour length, denoted by Ḹ.

Fig. 1 Micellization process
from monomers above cmc
and Kraft temperature
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Micelle Aggregational Structures

Micelles can assemble by noncovalent interaction to different structures that are
“energetically stable.” The size of the aggregation can be described by their radii –
the core radius (R), shell radius (RS), and the hard-sphere interaction radius (Rhs) as
shown in Fig. 3 [5]. However, when micelles grow (elongate), the critical packing
(CP) process is usually described by the aspect ratio of the two diameters of the

Fig. 2 The critical packing (CP) value is given by the ratio of the two diameters of the structure, d1
and d2

Fig. 3 The core radius (R), the shell radius (Rs), and the hard-sphere interaction radius (Rhs) of
micellar aggregations in aqueous system
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structure, d1 and d2 in Fig. 2 [6]. This highly relies upon the required energy to form
the curvatures that determine the two diameters of a micelle aggregation, which is
also known as the scission energy [7]. The two diameters are the horizontal and
vertical diameters of a micelle structure.

In simple cases where there is no external disturbance on the system, the scission
energy depends solely on the strength of surfactant-counterion interaction [7]. When
there are more than one counterions present, the strength is also characterized
by the ion exchange constant, KX

Y (X and Y are the two competing counterions)
value [8, 9]. This and the surfactant-counterion ratio have significant effect on the
system’s viscoelasticity [10]. The length of the micelle’s structure is usually deter-
mined by direct visualization of cryo-TEM imaging [11], or determination by light
and neutron scattering [12, 13]. As micelles can form many aggregational structures,
some of the common ones are mentioned in this section.

Spherical Micelles

The most common structure of micelle aggregation usually formed right above its
cmc and Kraft temperature is the spherical micelle. As its name infers, they form
more or less a sphere structure as illustrated in Fig. 4.

Since they form immediately above their cmc, the size is remarkably homogenous
throughout the system, with its radius being approximately equal to the hydrocarbon
chain length of its monomer. The CP for this structure is � 1/3 [4]. The curvature
growth of the micelle is due to its adaptation to two factors: providing more space for
the strong repulsion effect between the charged heads and aiding the strong attraction
between the hydrophobic chains of its core. Spherical micelle solution does not show
any significant viscosity increase but usually exhibits shear-thinning rheological
property.

Fig. 4 Illustration of
spherical micelles
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Rodlike and Wormlike Micelles

Within 1/3 � CP � 1/2, a micelle can grow to rodlike or wormlike micelle as
shown in Fig. 5 [4]. Such growth occurs by the natural act of the micelle aggregation
process in order to reduce its total energetics by decreasing the proportion of its end
caps over the linear portion [4]. This can only happen when energy for the sponta-
neous curvature of the end caps is higher than the energy of the curvature along its
cylindrical structure. Compared to a spherical micelle, the core and shell radii of
wormlike micelle is smaller [5]. The spherical micelle form rodlike micelle by its
one-directional growth and continue to elongate depending on the condition [5].

The wormlike micelles tend to entangle together into a transient network. This
entanglement results in its viscoelastic property [14]. Each of the wormlike micelle
continues to break and reform either by itself or by interaction with its neighboring
micelles within milliseconds timescale [15–17]. There have been many studies on
such structures, due to their applications in many areas [17]. Researchers are mainly
interested in the architecture of this structure because of its unique and beneficial
reversible and flexible viscoelasticity.

Vesicles and Multilamellar

Lamellar structure is formed by fine alternating layers of different materials, or in the
case of micelle aggregation are the alternating hydrophilic and hydrophobic layers as
shown in Fig. 6b. When they form unilamellar structure with a hollow core, it is
known as vesicle as in Fig. 6a. This kind of aggregation occurs when its CP � 1/2 [4].

Fig. 5 Illustration of (a) rodlike and (b) wormlike micelles. Rodlike micelle is elongated micelle
but does not entangle in a network. Wormlike micelle is much longer than rodlike micelle and
entangled together
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If the molecular assembly process is solely governed by the hydrophobic attrac-
tion, the monomers would prefer to aggregate to form a bilayer structure as shown in
Fig. 7. However, due to the strength of hydrophilic repulsion of the hydrophilic head
groups, the bilayer folds to form a vesicle with expected number of monomers to be
less in the inner layer compared to the outer layer. This type of assembly can only
form when the hydrophobic interaction is relatively much stronger than the head
groups’ repulsion. However, the inner heads are still assumed to be very closely
packed. Transformation of micelle structure from wormlike micelle to vesicle can be
easily detected by the significant and sudden viscosity reduction.

There has been many reports on micelle structural changes according to the order
of the structures discussed above – monomer to spherical to rodlike/cylindrical to
wormlike and to vesicle. In a simple system, e.g., the addition of strong binding
counterions to a micelle solution can induce the aforementioned structural transfor-
mation. An example is the mixture of cetyltrimethylammonium bromide and

Fig. 6 Illustration of a vesicle

Fig. 7 A bilayer system formed by micelle forming surfactant
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5-methylsalicylate [18]. Typically, this is detected by the viscosity measurement
upon increasing counterion concentration as shown in Fig. 8.

There have been many studies that reported the formation of branched micelles
(Fig. 9) instead of vesicles [2, 3, 19–25]. The branched micelle was found to exhibit
a reduction in its viscosity value compared to the system of linear entangled
wormlike micelle (Fig. 9).

The appearance of the branches in a micelle system is the way for a micelle to
compensate the increase of its end cap energy, therefore having a mean curvature at
the opposite direction of the original end caps [3, 5]. This is as a result of reptation
reaction mechanism which will be explained in detail later. These intermicellar
junctions have the ability to slide/diffuse effectively along the micelles’ curvature
length to release the stress also known as the relaxation process. This existence of
this structure can only be confirmed by cryo-TEM imaging [2, 10].

Fig. 8 The zero shear viscosity (η0) of a micelle system upon increasing concentration of its
counterion

Fig. 9 Illustration of a branched micelle system
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Microstructural Transformation of Micelle

Micelle aggregational responses toward different stimuli have been studied exten-
sively since the discovery of its viscoelasticity in the 1970s. The viscoelasticity of
micelle system is a result from the aggregation forming wormlike micelles. Initially,
such aggregational structure was formed at very high concentrations of surfactant. In
1976, it was first discovered that wormlike micelle structure can also be induced at
surfactant’s low concentration by adding certain additive such as salicylate and
chlorobenzoates [26]. This discovery is not only beneficial due to the need of
much lower concentration in achieving viscoelasticity, but it also contributes to
unfolding the mystery of micelles’ aggregational behavior. Eversince, the effect of
other stimuli such as temperature, shear, UV-light, and solution pH were discovered
to be able to induce micellar structural transformation. Since sonication will also
result in the increase of temperature as well as generation of strong shear, these two
stimuli will be briefly reviewed as below.

Temperature

In 1996, the ability of temperature change to induce micelle structural transition was
first reported [27]. The system used was a mixture between CTAB and sodium
hydroxynaphthalene carboxylate (SHNC) forming cetyltrimethylammonium
hydroxynaphthalene carboxylate (CTAHNC). Upon temperature change from
room temperature to 70 �C, vesicle (diameter = 1–10 μm [28]) to wormlike micelle
transition was observed. This may be explained as below. At lower temperatures, the
hydroxynaphthalene carboxylate (HNC�) counter ion shows weak solubility in
water. Therefore, it binds strongly to the CTA+ (from CTAB) micelles’ palisade
layer resulting in the formation of vesicles. At higher temperatures, the solubility of
the HNC� increases, which then results in the two forms present: bound (HNC�

mic)
and unbound (HNC�

aq). With less counterion binding in the micelle phase, the
vesicles transform to wormlike micelle system. Similar observation was reported
with the existence of salicylate ions [27]. Another example is the temperature effect
on the cmc of a nonionic micelle system – the Tween surfactant series [29]. Its cmc
was found to decrease with the increasing temperature up to 57 �C and slightly
increase with further increase in temperature.

Shear

A year after the first discovery of the effects of temperature on micelle system, the
effect of shear on the same micelle system was reported by Mendes et al. [30] Similar
to the previous case, almost all of the vesicles transformed to wormlike micelle
structure upon subjected to shear. This is usually evident by the increasing viscosity
of the system. The appearance of shear induced structure (SIS) is also an indication
of its response toward shear [7]. SIS can be clearly observed from shear thickening
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rheological behavior in a flow curve plot. There are three stages involved in shear
thickening of micelles: (i) induction; (ii) aggregation; and (iii) orientation [31]. How-
ever, such SIS phase is usually unstable and will relax to its original structure after a
short period of time [32]. Unlike the system reported by Mendes et al., which was
stable [30]. With shear applied, the micelle is stretched or extended. Therefore, the
probability of their intermicellar interactions increases compared to its original state
[33]. With sufficient shear, the scission energy can be overcome and the end caps
will be broken, resulting in micelles with residual charges [7]. The micelles with
residual charges then combine to form longer structure of micelle system [33].

Another example of vesicle to entangled wormlike micelle transition by the effect
of shear was reported by Zheng et al. on cetyltrimethylammonium chloride (CTAC)
and 3-methyl salicylate ion (CH3Sal

�) [34]. The aim of the study was to imitate the
blotting flow deformation process in the preparation cryo-TEM sample. Initially, the
CH3Sal

� counterions intercalated at the vesicle/water interface. As a strongly bind-
ing counterion, CH3Sal

� is an effective species in reducing the electrostatic repul-
sion effect between the CTA+ head groups and promotes the formation of vesicle. In
flow field, the straining deformation of the experiment disrupted vesicle structure
and altered the distribution of CH3Sal

� counterions around the fragments of vesi-
cles. This fragmentation is known as the vesicle division. The formation and
dissociation in micelle equilibrium is now shifted, therefore altering the local
preferred curvature of the aggregation. This initiates aggregational instability of
the vesicles’ fragments which then induces their reconstruction into the entangled
wormlike micelle structure.

Ultrasonics and Micelles

The effect of ultrasound on micelle structure is an area that has not been investigated
in detail. Though the propagation of ultrasound in a solution results in acoustic
cavitation that generates extreme temperature and strong shear, the effect is more
complex than simply applying heat and shear. Therefore, it is essential to study the
effect of ultrasound on micelle system. One of the related publications reported in the
literature is a study by Wang et al. [35] in 2009 on an amphiphilic diblock copolymer
micelle system of poly(ethylene oxide)-block-poly(2-tetrahydropyranyl methacry-
late) (PEO-b-PTHPMA). The ultrasound used in this study was a high-intensity
focused ultrasound (HIFU) system operated at 1.1 kHz frequency and 200 W. The
ultrasound system used was similar to the one used in therapeutic medicine. The
choice of using PEO-b-PTHMA micelle is based on its sensitivity toward low pH
condition and to thermal effect by hydrolysis process. The PEO-b-PTHPMA was
found to undergo lysis and converted to poly(methacrylic acid) (PMAA) upon
sonication due to the hydrolysis-induced cleavage of tetrahydropyran-2-ol
[35]. This was initially detected by the pH reduction of the solution and confirmed
by infrared analysis, dynamic light scattering, atomic force microscopy, and fluo-
rescent measurements. The extent of micelle disruption was found to be governed on
the power of sonication, solution volume and the size, as well as the location of the
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targeted focal area on the system. Upon detailed study, they also reported that such
observation did not take place in control experiments where no ultrasound was
introduced, instead the solution was just heated at 90 �C, or just vigorously stirred
for 4 hours. Therefore, they suggested that the phenomenon observed in their study
was not purely the effect of heat generated, but also initiated by the mechanical effect
of sonication. The effect of ultrasound in the study discussed above is mainly due to
its ability in breaking the monomer forming the micelle system, instead of
rearranging the monomers. This can be useful for designing drug delivery system
[36, 37] given that none of sonicated product is dangerous to the human body.

This is followed by another publication on micelle structural change upon
sonication on a catanionic (cationic/anionic) system of CTAB and 1-butyl-3-
methylimidazolium octyl sulfate (Cmim) by Ghosh et al. [38] Pure Cmim in aqueous
solution forms tiny micellar aggregation at around 3 nm in size [39]. However, once
CTAB was introduced at different fraction, χCTAB (χCTAB = (VCTAB)/(VCTAB +
VCmim)), different types of micelle aggregational structures appeared, evident by
the changes in the turbidity and appearance of the solutions. A similar observation
has been reported before. A mixture of cationic and anionic micelle usually results in
a neutral micelle assembly at equimolar mixing [40]. For mixtures other than their
equal ratio, there will be excess charge that may spontaneously induce the formation
of different sizes of vesicles [41, 42], independent of their formation path [43].

In this study, at χCTAB below 0.25, the solution was clear and possessed low
viscosity, due to the existence of small micelles of pure Cmim and those mixed
micelles formed by mixture with CTAB. However, at χCTAB = 0.25–0.6, the system
appeared to be bluish in color and showed turbidity behavior. This indicates the
aggregation of vesicles in the system. At χCTAB = 0.6, they reported the formation
of large multilamellar vesicles with their size around 200–400 nm as evident by
TEM images. The aggregation was described as an onion-like arrangement
consisting of several concentric bilayers. From χCTAB = 0.7–0.8, the system forms
elongated micelle with viscoelastic property and above 0.8 they seemed to revert
back to a clear micellar phase. Samples at χCTAB = 0.6 was then further treated for
spectroscopic study. The system was put under a few cycles of freezing and thawing
and later sonicated using an ultrasonic probe for 20 min. The sonication was able to
break the multilayer arrangement, resulting in the formation of a single layer vesicle
in the size range of 90–125 nm [38].

Despite the interesting structural changes reported in this study, it only focuses on
the ability of ultrasound to break micellar structure as reported byWang et al. [35]. In
addition, none of these publications discussed the mechanism of micelle structural
changes (disruption) by ultrasound.

Ultrasound-Induced Structural Transformation of CTASal Micelle

The ability of ultrasound as a stimulus to induce micelles’ microstructural transfor-
mation was recently investigated. In the study, the micelle system used was cetyltri-
methylammonium salicylate (CTASal), prepared by an ion exchange process
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between cetyltrimethylammonium bromide (CTAB) and sodium salicylate (NaSal).
A mixture of CTAB and NaSal was chosen over the commercially available CTASal
due to the following reason. The existence of two counterions, i.e., bromide and
salicylate ions would provide a better stability to the micelle system formed thereby
inducing the formation of wormlike micelle even at lower concentrations. The effect
of sonication on CTASal was investigated in the sonication frequency range of
20–1080 kHz and at applied power levels in the range of 10–70 W. Wormlike
micelle structure was chosen by fixing the concentration ratio of 0.015 M CTAB
and NaSal. The formation of wormlike micelle structure is evident from cryo-TEM
imaging as shown in Fig. 10.

In addition, the effect of different sonication reactors on the CTASal micelle
system has also been investigated. The reactors used were horn-, plate- and high-
intensity focused ultrasound (HIFU)- type transducers. All three systems delivers
different powers and from different directions. Horn and plate type transducers are
standard commercially available units. However, the HIFU transducer used was
custom built. The schematics of the three transducers are shown in Fig. 11.

The horn-type sonication reactor used was a Branson cell disruptor Model 450D.
The frequency of this unit was 20 kHz with a maximum power output of 400 W. As
shown in Fig. 11 (left), the ultrasound wave propagates through the medium from the
horn transducer from the top direction. Since the depth of the transducer can be
adjusted, the position was fixed throughout the experiment. The diameter of the horn
used was 1 cm. The plate-type transducer used was an Allied Signal plate transducer
combined with the ELAC RF generator. This is shown in Fig. 12. Four sets of
transducers were used in order to vary the ultrasonic frequencies at 211, 355,
647, and 1080 kHz. The maximum applied power for this type of transducer was
100 W. For the purpose of comparing the frequencies, the applied power was fixed at

Fig. 10 Cryo-TEM image of
CTASal micelle structures
before sonication
(Reproduced from Ref. [44]
with permission from the
Royal Society of Chemistry)
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40 W. However, for the purpose of comparing the applied sonication power, few sets
of experiments were carried out at 10, 40, and 70 W at 355 kHz.

For both transducers – the horn- and plate-type, 200 mL of micelle solution was
used. The absorbed acoustic powers were measured by a calorimetric technique for
all systems. The temperature of the experiments were maintained at 30 �C using a
thermostated water jacket. Cryo-TEM images were taken for the sonicated micelle
systems using a TF30 Transmission Electron Microscope from Tecnai, Heindoven,
the Netherlands. The cryogenic treatment was essential due to the reversible nature
of a micelle system. This will be discussed later. The rheological experiment was
done using an AR-G2 Controlled Stress Rheometer from Anton Paar.

Fig. 11 The three ultrasonic reactors used in the study – horn-type transducer on the left, plate-type
transducer in the middle, and high-intensity focused ultrasound (HIFU) on the right

Fig. 12 The experimental setup of the sonication with the plate-type transducer. Left: function
generator and amplifier; Right: transducer and glass cell
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Sonication at 211 kHz Frequency and 40 W Power

The first set of experiment was carried out using the plate-type transducer at 211 kHz
frequency and 40 W of power. Upon sonication, the homogeneous micellar solution
was transformed into two separated layers of micelle system with significant differ-
ence in their viscoelasticity. This is shown in the pictures taken at different sonica-
tion times in Fig. 13. The first image was taken for the micelle solution before
sonication experiment. It was left overnight for equilibration. Within the first few
minutes of sonication, the micelle agglomerates were visible and agglomeration
increased with an increase in sonication time. These individual aggregates adhered
together leading to phase separation. The two layers stayed separated when sonica-
tion was stopped. The aforementioned changes in were absent when blank experi-
ments were carried out without ultrasonic irradiation, instead only with shear effect
caused by stirring a magnetic stirrer. Therefore, it can be concluded that such
changes were induced by sonication effect. By initial visual observation, the top
layer of the sonicated micelle system was showing strong viscoelasticity. On the
other hand, the bottom layer showed a water-like viscosity. The opaque top micelle

Fig. 13 The pictures of micelle solution over sonication time. The solution was homogenous
before sonication started. When sonication started, small micelle agglomerates appeared and
adhered together with increasing sonication time. This lead to the separated two layers of micelle
system when sonication was stopped. The after image was taken during the transfer of the top layer
from one cell to another (Reproduced from Ref. [44] with permission from the Royal Society of
Chemistry)
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layer and the bottom, smaller aggregates in the aqueous micelle system were
analyzed to determine their aggregational structure and viscoelasticity property.

The viscosity result and cryo-TEM images of the micelle system for both layers
are presented in Fig. 14. The viscosity of the CTASal micelle system before
sonication was measured to be around 6 Pa.s. However, after sonication, the top
layer of the micelle system was found to exhibit viscosity value for almost four times
greater (22.7 Pa.s) than that of before sonication and the bottom layer was found to
exhibit more than 100 times less viscosity (0.04 Pa.s). The high viscosity shown for
the top layer is due to the structural transformation of initial wormlike micelle to long
and stable threadlike micelles. These micelles entangled together by the force of
ultrasound from the plate transducer. On the other hand, the low viscosity observed
of the sonicated bottom layer is due to the formation of vesicles and tubular micelles.
The significant difference of viscoelasticity can be properly explained by looking at
their cryo-TEM images.

Upon cryo-TEM imaging, it was found that the wormlike micelle initially formed
by CTASal solution underwent significant transformation during sonication. The top
layer of the sonicated micelle formed a very long threadlike micelle structure, thence
exhibiting higher viscoelasticity. The structure has a diameter of ~2 nm and length of
several μm. This was determined by examining the end caps of the micelles seen on
the images. On the contrary, tubular micelles were observed at the bottom layer of
the sonicated micelle system, thence the water-like viscosity shown. The diameter of
the micelle is ~30 nm with a length of a few hundred nanometers.

With detailed inspection of the images, some important characteristics of micelle
displayed can be detected. The long threadlike micelles formed in the top layer were

Fig. 14 The viscosity values and cryo-TEM images of CTASal micelle system before sonication
and for the both top and bottom layers after sonication (Reproduced from Ref. [44] with permission
from the Royal Society of Chemistry)
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greatly aligned. The cause of this is sonication, rather than other factors during
sample preparation. Despite being almost completely aligned, the occurrence of
bond interchange between the individual micelles are obvious from the four-armed
star junction points shown by the black arrows in Fig. 14. On the other hand, close
examination of the tubular micelle in the bottom layer of sonicated micelle revealed
that the tubular structure is due to the coalescence of vesicles in the system. At a
given magnification, the coalesced vesicles building a tubular micelle can be clearly
seen. The interaction results in the structure of tubular micelle with T-shape (white
arrow) and Y-shape (dashed arrow) junctions. Some of the vesicles are still visible in
the cryo-TEM images. Some examples are shown by the black circle in Fig. 14. This
is due to the reversed process of tubular micelle formation caused by the effect of
shear during the blotting process of the sample preparation. The process of vesicle
coalescence takes a longer time than the relaxation of aligned micelles. This also
indicates that the coalesced vesicles in this form are intermediates rather than stable
structures. The detailed information revealed from cryo-TEM images will help in
proposing the structural transformation of the micelle system to be discussed later.

Micellar Structural Transformation

The structural transformation of micelle as observed in the case study above may
offer a great possibility in many technological advancement and improvements in
industries. Despite the many discoveries of micelle structural responses toward
different stimuli, the mechanism was never discussed in detail. In 1980s, early
attempts to propose a theory for micelle transformation was done based on polymer
system. However, due to significant difference of rigidity between polymer and
micelle system, Cates came up with a refined theory in 1987 known as the Reptation
Theory [45]. The model was refined by taking into account the continuous reptation
and breakage of individual micelle [46]. The overview of micelle reptational and
breakage processes are reviewed in this section.

Reptation Model

The resemblance of a system of elongated micelles, especially the entangled worm-
like micelle to polymers has been proposed before, evidenced by the emerging
publications on the analogy between these two [21]. Their appearance similarity
emanate relaxation mechanism theory for micelle systems adapted from the well-
known relaxation theory of polymers [45]. According to the original theory for a
polymer in melt, the stress relaxation process of the polymer relies on the reptational
diffusion of its long linear chains [45, 47]. This is a process when any given chain in
a semidilute system gradually disentangles from its neighboring chains which
creates a tube-like environment by diffusing along its own curvilinear silhouette
[47]. The relaxation of the reptation process is given by Eq. 3. Ḹ is the fixed length of
the particular polymer chain and D0 is its mobility constant.
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τrep ¼
˙
L3=D0 (3)

According to the reptation theory for polymers, the self-diffusion coefficient has a
direct influence to its aggregational property, according to Eq. 4 below. DS is the self-
diffusion coefficient, N is the number of monomers per chain, and c is the concen-
tration of the monomer [46, 48].

DS / N�2c�1:75 (4)

In such discussion, the polydisperse distribution focuses on its mean value, N0, and
is known to increase with the monomer’s concentration according to the Eq. 5 [46].

N0 / c0:5 (5)

However, Eq. 5 is only true in an ideal case, when the interactions between the
chains are completely ignored. Thus, the equation was later simplified as Eq. 6 [49].

N0 / c (6)

Therefore, from Eq. 6, the polydispersity distribution is represented in Eq. 7.

DS / c�3:75 (7)

However, in contrast to a polymer, micelle is a dynamic system with its ability to
continuously break/dissociate and reform at equilibrium, KM [45]. These processes
are represented by Eq. 8. In this equation, kf is the rate of micelle formation and kd is
the rate of micelle deformation.

KM ¼ kf= kd (8)

The micelle formed undergo a reversible exchange of its monomers [50]. Due to
this characteristic, such spontaneously formed system of elongated micelle has also
been described as a type of “living polymer,” examples include CTAB/KBr (cetyltri-
methylammonium bromide/sodium bromide) and CTAC/NaSal (cetyltrimethy-
lammonium chloride/sodium salicylate) [21, 51–53]. Micelle is also very different
than a polymer in its number of monomers per aggregation or aggregational unit.
Unlike a polymer, the length of a micelle chain will continuously change depending
on many internal and external factors such as its concentration, additive(s) existence,
and other stimuli. In realization to this, Cates proposed the modified relaxation
theory of micelle in 1987 by taking into account its dynamic properties. Following
the discussion, he has outlined a few kinetic assumptions of micelles’ breaking and
recombination processes as below [45]:

(i) A micelle chain can break with a fixed probability per unit time per unit length
at any part in the chemical sequence.
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(ii) Reversed reaction or recombination of two chains occur with a rate propor-
tional to the concentration of the product of the two reacting subchains.

(iii) Rate constant involved is independent of the molecular weights of these two
subchains.

(iv) There is no higher probability for a chain end to link up with the chain from
which it was recently detached than with any other chain end in the vicinity.

With the aforementioned rules in mind, the stress relaxation model revolves
around two important time scales which are the τrep and τbreak. This is the main
difference of micelle system as compared to polymers. The τrep represents the
survival time for the classical reptation process of a chain within the micelle’s
contour length to occur before it disappears due to recombination. On the other
hand, the τbreak is the survival time of a chain within Ḹ before it breaks into two
independent chains [45, 46]. These two are highly influential for the related discus-
sion as their balance determines the micelle system’s harmony [45].

In cases that the reptation time is less than its breaking (τrep < τbreak), the
principal of stress relaxation process of a micelle system is merely by reptation
process. When τrep is much less than τbreak, (τrep << τbreak), along with the
continuous reptation, the chain is essentially unbreakable [50]. In this condition,
any possible reaction can be considered as impossible. The particular chain will
diffuse along its curvilinear distance and become completely free from its original
tube [50]. However, in a steady state of a dynamic equilibrium of a micelle system, a
chain can break in any interim along its length, as well as it can recombine with
another chain in a short time interval. Cates has outlined the two principals in
micelles’ relaxation mechanism [45]:

(i) The chain can break within a certain length traveled.
(ii) The curvilinear diffusion may bring the new chain end past before it

recombines.

In this discussion, the interaction between micelles is equally important and
cannot be overlooked. In addition, neighboring chains are also expected to alter
their arrangements under the same time scale. Elongated micelles in a semidilute
system are usually entangled and continuously interacting with each other. In
understanding this, two popular models are usually used for discussion purpose:
(i) tube model and (ii) breathing modes model. According to the tube model, the
neighbors of a particular chain in an entanglement provide a tube-like steric con-
straint that restricts the diffusive motion as the chain moves [46, 47, 49, 50, 54]. This
has been briefly mentioned as part of the discussion before. This chain can break
with roughly equal probability per unit time in any point along its length. The
recombination point relies smoothly on the chain lengths that, by detailed balance,
the lifetime of a broken end before recombination (τrep) is comparable to the lifetime
of the original chain before breaking (τbreak) [45]. On the other hand, when there is a
fluctuation in its tube length, the tube is said to be in a “breathing mode” where it

Ultrasonic Modification of Micelle Nanostructures 509



stretches in the Rouse-like motion that is shorter than the entanglement length. In
this case, reptation to a specific tube segment is not required, instead the process is
faster by the breathing fluctuation process [45]. Both models are considered possible
under specific condition in the micelle system. However, in many cases, tube model
is used to ease the discussion. But, in many cases, the neighboring chains are also
expected to alter their arrangements under the same time scale [45].

In another case that the reptational time is greater than its breaking, τrep > τbreak,
the chain will break at a point close enough to a given segment of tube for reptative
relaxation to occur before the new chain end is lost by recombination. In other
words, the chain breakage and reformation occur often before it has disengaged from
its tube by ordinary reptation. In this case, the time scale for the stress relaxation
mechanism, τR is given by Eq. 9 [45].

τR ¼ τrep • τbreak
� �0:5

(9)

When τrep is much greater than τbreak, τrep >> τbreak, the chain undergoes a
number of breakages before it reptates out of its original tube [50]. This can be
explained as below. As elucidated before, as the micelle is entangled in its semi
dilute regime, each chain is constrained by a tube-like environment of its neighbors.
With any small strain on the system, the particular micelle exists in nonequilibrium
conformation or chaos and therefore induces the stress relaxation process. This takes
place by the reptation diffusion process along its curvilinear length until the chain is
out of its original tube, and enters a new tube, which at that point, is in equilibrium.
At this point of the end of the chain, the particular micelle is said to be relaxed. From
the discussion, even though the two time scales τrep and τbreak are important in
understanding the stress relaxation mechanism of a micelle system; the stress
relaxation time is simply represented by τrep [50]. The adsorbing ends of the chain
segments make arbitrary jumps with appropriate transition probabilities or known as
the recombination process.

Recombination of micelles can take place when two micelles come into contact
with each other at some point with a sufficient energy available, such as the sudden
change in the temperature or temperature jump in a system. There are three possible
routes of recombination which are the reverse scission or end to end reaction, bond-
interchange reaction, and the end-interchange reaction. Many factors were predicted
to command any of the preferred routes between the three such as different chemical
components, salinity, and temperature condition [50]. However, the discussion
remains vague. The cases of all three possible recombination of micelles will be
discussed separately in the section below. For the discussion, the breaking time of a
micelle, τbreak is assumed to be independent of the concentration of surfactant and
inversely vary with micellar length (τbreak ~ L�1) [45].
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Reactions of Micelles

Bond-Interchange Reaction
Bond-interchange reaction is when two chains react and combine at some random
point along their curvature length. This is evident by the appearance of a transient
structure of a four-armed star junction, which can be detected by cryo-TEM imaging.
This interaction results in the breaking of the structure to two new chains, with
random exchange process of one part between the two of them. This is illustrated in
Fig. 15. If this does not occur, both of them will break to form their original
structures [50].

For bond-interchange reaction to occur, the timescale, τbreak is given by Eq. 10
where ɸ is the volume fraction of micelle and kb is the rate constant [50].

τbreak ¼ ϕ
˙
Lkb

� ��1
(10)

The τbreak is the supposedly needed time for one average chain to break. Considering
the equilibrium of micelle aggregation as discussed before, τbreak is also comparable
to the supposedly needed time for recombination reaction, τrep.

Even though the reaction is characterized by its rate constant, its overall rate is
proportional to the square of its curvature length density. In this case, the lateral
motion of the chains usually cannot be constrained by the entanglement of the
system. Therefore, most of the time, through the bond-interchange reaction, micelle
chain will pass through each other, or known as the “tube evaporation” process. In
this unique process that cannot take place in polymer system, the entanglement of
micelle is removed. Turner has summarized the relaxation time scale for different
mechanisms of bond-interchange as Eq. 11 [50].

Fig. 15 Bond-interchange reaction between two elongated micelles
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τrep for ζ � 1, “unbreakable” chains
τ � ζ1=3τrep for α3=2 � ζ � n1, reptative regime

α�2=5ζ3=5τrep for α4 � ζ � α3=2, breathing regime

(11)

And by scaling, the relationship of τ with its micellar volume fraction, ɸ is given by
Eq. 12 [50].

ϕ3:4 for ζ � 1, “unbreakable” chains
τ � ϕ1:7 for α3=2 � ζ � 1, reptative regime

ϕ1:2 for α4 � ζ � α3=2, breathing regime

(12)

The attempt frequency is highest for the bond-interchange process compared to the
other two which will be discussed below. But its activation energy is also found to be
higher compared to others.

End-Interchange Reaction
End-interchange reaction is when the end of the first micelle chain “attack” and
combine with the second chain at its random point along its curvilinear length. In this
case, a transitory three-armed star junction forms and then break to two new chains.
The first chain combines with a section from the second chain, and another section
from the second chain breaks as a new independent chain. This is illustrated in
Fig. 16.

The timescale for this particular reaction is given in Eq. 13 where Ce is the chain’s
density and ke is the rate constant for the end-interchange reaction process.

τbreak ¼ Ce
˙
Lke

� �� 1 ¼ ϕkeð Þ�1
(13)

Even though the reaction is characterized by its rate constant, ke, the overall rate is
proportion to two parameters – the curvature length density and the density of end
chains. The summary of the relaxation time scale for the different mechanisms of
end-interchange reaction is shown in Eq. 14.

τrep for ζ � 1, “unbreakable” chains
τ � ζ1=2τrep for α � ζ � 1, reptative regime

α�1=4ζ3=4τrep for α3 � ζ � α, breathing regime

(14)

And the relationship of τ with its micellar volume fraction, ɸ is given by Eq. 15
below.

ϕ3:4 for ζ � 1, “unbreakable” chains
τ � ϕ1:2 for α � ζ � 1, reptative regime

ϕ0:58 for α3 � ζ � α, breathing regime

(15)

The attempt frequency of this mechanism is less than the frequency for bond-
interchange mechanism, but more than the reverse scission which is explained
below.
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Reverse Scission Reaction
Reverse scission reaction is when two micelles combine together at their ends thus
sometimes termed as the end-to-end reaction. The bimolecular recombination reac-
tion usually results in a longer linear unimolecular micellar chain. The reaction is
illustrated in Fig. 17.

The timescale for this particular reaction is given in the Eq. 16 where ks is its rate
constant.

τbreak ¼
˙
Lks
� ��1

(16)

For this reaction, ks unit is per unit time per unit curvature length. However, it is
speculated to be independent of its chain length.

The relationship of τ with its micellar volume fraction, ɸ is given by Eq. 17.

ϕ3:4 for ζ � 1, “unbreakable” chain
τ � ϕ1:4 for α � ζ � 1, reptative regime

ϕ0:88 for α3 � ζ � α, breathing regime:

(17)

The reverse scission reaction possess the lowest attempt frequency, but it also
possesses much less activation energy as compared to bond-interchange and
end-interchange reactions.

For all three cases, Turner has reported that the kb, ke, and ks are independent
on the chain length or concentration of micelle. Instead, they are highly dependent
on the local motion of the chain’s subsection [50]. It has also been reported that for
the CTAB/KBr system, the temperature jump results only in reversible scission
reaction.[50].

Fig. 16 End-interchange reaction

Fig. 17 Reversed scission or end to end reaction

Ultrasonic Modification of Micelle Nanostructures 513



Mechanism

Based from the reptation and reaction model of micelle and the physical effects
caused by sonication, the mechanism for ultrasound-induced structural transforma-
tion as observed in the case study of CTASal micelle is discussed in this section [44].

The propagation of ultrasound in liquid system causes a phenomenon known as
the acoustic cavitation, which generates shear, heat, and reactive radicals upon
bubble oscillation and implosion [55, 56]. In general, the physical forces generated
during acoustic cavitation work according to the two categories – at “micro-” and
“macro-” scales. The effect on the microscale is due to the cavitating and collapsing
micron-sized bubbles at its antinodes. These processes generates strong shear due to
the liquid system, known as the acoustic/cavitation microstreaming [55–57]. On the
other hand, at the macroscale, the acoustic streaming pushes particles/materials in
the system, causing separation of materials in accord to their sizes [58]. A number of
theories have been proposed in describing the micellar structural transformation
such as the reptation model of a polymeric micelle discussed in the section before
[45, 59]. However, the explanations are considered as only speculations due to the
missing experimental evidence at a molecular level. Therefore, the proposed mech-
anism for the case observed in this study in support of what was theoretically
proposed earlier is crucial. Possible mechanisms of micelle structural changes are
shown in Fig. 18.

The transitional processes are complementarily aided by the forces generated
during sonication. IWM in Fig. 18 is the initial wormlike structure of CTASal that
has been reported in earlier studies and shown in Fig. 10 of this book chapter
[44]. LTM is the long threadlike micelle and TM is the tubular micelle structures
observed for the top and bottom layers after sonication. The process of micellar
aggregation to form long micelle structures is predicted to be similar to a polymer-
ization process, but with the most important difference that the monomers continu-
ously dissociate and reassociate forming a micelle structure [44, 45]. Due to this,
unstable branching of micelles may form upon the changes in shear and temperature,
and the micelles may revert back to the original IWM structure upon the removal of
the stimuli. This is in contrast with the stable, aligned, very long threadlike micelles
observed in the case study. In addition to the observation of these ultrasound-
stimulated stable structures, the results also provide strong support to the reptation
reaction model, which was initially proposed for polymer relaxation and extended by
Cates [45] for wormlike micelles by considering the reversible breakdown and
recombination of the structure [18, 60, 61]. Details of this model as according to
the experimental evidence of the case studied are discussed below.

As shown in the mechanistic routes in Fig. 18, the nanostructural transition
process starts with the entangled IWM prior to sonication at the center of the figure.
As mentioned before, sonication results in the oscillation of microbubbles of differ-
ent sizes from its minimum to maximum sizes, around less than 0.1–10 mm
[62]. Some of these bubbles may be trapped in between the entangled IWM. The
oscillation of these trapped microbubbles generates shear and acoustic
microstreaming, which is favorable for the reptation process [45, 59]. According
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to the reptation model of a micelle, the micelle forming surfactants may undergo
reversible exchange reaction [59]. As reviewed earlier, the exchange reaction may
take place by three means: (i) bond-interchange, (ii) end-interchange, and (iii)
forward (scission) reactions. Bond interchange occurs when two wormlike micelles
come into contact, break, and recombine as a four-armed star junction
[50]. End-interchange reactions occur when the end of a wormlike micelle comes
into contact with another wormlike micelle alongside, break and fuse to form a three-
armed star junction [50]. This has not been observed in the case study. The forward
reaction occurs when two wormlike micelles break at a random point along their
length, reptate through and recombine at the end to end points of one another. Cates
[45] has also mentioned that the highest probability of micelle interaction is the bond
interchange reaction, however, the forward (scission) reaction possesses a much
lower energy barrier compared to the other two reactions. The arguments put forward
in this theory are fully supported by our experimental observations. The attempts for
a bond interchange process are evident by the four-armed star junction. However,
due to this structure being energetically unstable to recombine, the wormlike
micelles continue to reptate through to be freed from the entanglement. This is
majorly aided by the shear generated from microbubble oscillation. Mathematically,
the process is due to the much larger relaxation time for the reptation process

Fig. 18 The schematic illustration of the structural transitions of CTASal micelles from the initial
wormlike structure to the long threadlike and tubular micelles (Reproduced from Ref. [44] with
permission from the Royal Society of Chemistry)
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compared to the relaxation process of the micelle breakage for recombination [50],
thus reptation continues. In addition, the bubbles trapped in between the IWM
achieve longer stability due to the IWM around them and continue to push the
micelle free through reptation. As soon as the reptated micelle is released, the
trapped bubbles are suddenly being freed from the entanglement and implode,
inducing a temperature jump in the vicinity of the micelles, which causes the scission
(end to end) reactions [26]. The breakage/recombination of micelles occur only
when the reptation process finishes at the end of the micelles [50]. In other words,
at the point when the ends of two micelles meet, breakage of the micelles occurs,
which is followed by the recombination of the two of them. The whole process
continues and results in the formation of LTM stabilized by the aligned patterned
structure.

On the other hand, there is an equal probability of another case that the reptation
process is agitated by a backward force from another oscillating bubble in the
opposite direction, the micelles form a disk-like structure, which is known to be an
intermediate to a vesicle [44]. The reorganization of disk micelles in a certain angle
allows the bubbles to grow to their maximum size and collapse, resulting in a
temperature jump in the vicinity of the micelles and recombination of the disk
micelles forming vesicles (V). The vesicles then combine together forming tubular
micelles™. The existence of TM agrees with the low viscosity but is higher than the
viscosity of the vesicles, which is usually similar to water. TM is also known to be an
intermediate in the structural transition process from vesicle to wormlike micelles as
reported in the literature [35, 50]. From the above discussion, we may conclude that
the processes shown at the right side of Fig. 18 build up the very viscoelastic top
layer and the processes shown at the left side of Fig. 18 build up the less viscoelastic
bottom layer as a function of sonication.

Sonication of CTASal Under Various Ultrasonic Conditions

A more comprehensive investigation on the effect of ultrasound frequency and
power and the type of reactor on the structural changes was carried out [63]. Different
structural responses were detected using rheological measurement and cryo-TEM
images. These are shown in Table 1.

From Table 1, only sonication with plate-type transducers and at power more than
40 W resulted in the formation of two phases of micelle solutions with opposing
degree of viscoelasticity. These two systems form separable layers and stay unmixed
even after the sonication is stopped. The viscosity values and cryo-TEM images for
these systems are shown in Figs. 19 and 20. For ease of discussion, Fig. 19 shows the
experiments at different frequencies but at fixed power of 40 W, and Fig. 20 shows
the experiments at different powers but at fixed frequency of 355 kHz.

Referring to the viscosity values in Fig. 20, it is clear that there is a decreasing
viscosity trend with increasing frequency for the top layer system. On the contrary,
an increasing viscosity was observed with increasing frequency for the bottom layer.
To understand this, we need to examine the micelle structures formed in both layers,
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and understand the physical and chemical effects of sonication with increasing
ultrasonic frequency along with the reference to the mechanism proposed.

Very long threadlike micelle structures were observed in the top layer for all three
frequencies. They are ~2 nm in diameter and several μm in length. The cryo-TEM
images for the threadlike micelles in all three systems seem to reveal some structural
alignment. The threadlike micelle is the most aligned at 211 kHz and gets less
coordinated with increasing frequency. The existence of tubular micelles can be
seen from the cryo-TEM images of the bottom layers. The micelles are ~30–50 nm
diameter and few hundred nm in length with the diameter increasing with the
increasing frequency. At 211 kHz, despite the formation of the tubular micelle
structure, the spherical shape of vesicle is still somehow visible, although not very
clear. In other words, the micelle system forms a more stable tubular structure when
sonicated at higher frequency. From sonication point of view, the wavelength is
dependent on the ultrasonic frequency – longer at low frequency and shorter at high
frequency. This results in the formation of larger microbubbles at low frequency
when compared to those at higher frequencies. The oscillation of larger
microbubbles results in the generation of relatively higher shear. As the frequency
increases, microbubbles in the antinodes get smaller and generate relatively lower
shear. Therefore, the shear decreases with increasing sonication frequency.
According to the mechanism, the reptation of wormlike micelle is promoted by
shear from the oscillating microbubbles. It seems logical that the threadlike micelle
is the longest and most aligned at 211 kHz with highest viscoelasticity. To support
the argument that the shear forces play a major role in causing changes to the
structures and viscosity, let us look at the effect of sonication power. The shear is

Table 1 The effect of sonication parameters on the extent of micellar structural transformation

Transducer Frequency Power (W) Phases(s) η0(Pa.s) Micelles’ structures

– – – – 6.2 Wormlike micelle (control)

Horn
(1 cm tip)

20 80 1 3.3 Rodlike micelle

Plate 211 40 2 24.7 Threadlike micelle

0.1 Tubular micelle

355 10 1 6.5 No change

40 2 17.3 Threadlike micelle

0.9 Tubular micelle

70 2 21.0 Threadlike micelle

1.0 Tubular micelle

647 40 2 12.0 Threadlike micelle

2.0 Tubular micelle

1080 40 1 1.7 Vesicle

HIFU 643 10 1 4.9 Rodlike micelle

40 1 4.3 Rodlike micelle

70 1 4.3 Rodlike micelle
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known to increase with increasing power as the bubble size increases with an
increase in power. Therefore, it can be expected that an increase in the micelle
transformation from wormlike micelle to threadlike micelle occurs with increasing
power, as shown in Fig. 20.

From Fig. 20, it can be seen that the shear forces generated at 10 W did not
generate any structural changes in micelles. Sonication at 40 and 70 W results in the
transformation of wormlike micelle and tubular micelle as observed before. The
viscosity values increase with the increasing power. This supports the significant
effect of shear in the formation of threadlike micelle from wormlike micelle upon
sonication. The viscosity of the bottom layers did not show a significant change with
increasing power from 40 to 70 W.

As also shown in the top left of Fig. 20, the sonication at 20 kHz of horn-type
transducer results in only one phase of micelle, unlike the samples observed from

20 and 1080 kHz
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Fig. 19 (a) The top images are the sonicated CTASal micelle system at 20, 211, 355, 647, and
1080 kHz frequencies. 20 kHz uses horn-type transducer, and the rest are plate-type transducers. (b)
At the bottom is the viscosity values of the systems (Reprinted from Ultrasonics Sonochemistry,
24, Nor Saadah Mohd Yusof, Muthupandian Ashokkumar, Ultrasonic transformation of micelle
structures: Effect of frequency and power, 8–12 (2015), with permission from Elsevier)
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211 to 647 kHz. The viscosity was found to be at 3.3 Pa.s, about half of the original
viscosity of CTASal before sonication. This is expected due to the very strong shear
of such sonication system which may result in breaking of the micelles. The
sonication using plate-type transducer at 1080 kHz also resulted in the formation
of only one layer of micelle, with a much lower viscoelasticity observed. The
viscosity value is just slightly above water (1.7 Pa.s) indicating the formation of
vesicles and tubular micelles. As discussed earlier, the formation of long threadlike
micelles take place through the reptation process of the wormlike micelles by the act
of shear produced by the trapped oscillating microbubbles. On the other hand, when
there are too many trapped microbubbles oscillating in opposite directions, the
reptation process is disturbed, and micelle fragmentation occurs, resulting in the
formation of disk-like micelles. They will then react together to form vesicles. A
similar phenomenon is speculated at 1080 kHz. At this frequency, it is known that
more microbubbles are formed by sonication, which may induce the formation of
vesicles. This is supported by the viscosity value just above water shown.
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Fig. 20 The top is the viscosity values of CTASal micelle system at 355 kHz frequency and 10, 40,
and 70 W of power. At the bottom are the images of the sonicated systems (Reprinted from
Ultrasonics Sonochemistry, 24, Nor Saadah Mohd Yusof, Muthupandian Ashokkumar, Ultrasonic
transformation of micelle structures: Effect of frequency and power, 8–12 (2015), with permission
from Elsevier)
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Another type of sonicator used was the high-intensity focused ultrasound trans-
ducer, operated at 463 kHz frequency and at applied power of 10, 40, and 70 W. The
pictures of the sonicated micelle system as well as their viscosity values are shown in
Fig. 21.

As can be seen from Fig. 21, sonication of the micelle at all power levels results in
only one phase of micelle. By visual observation, the viscoelasticity of these three
systems cannot be distinguished. However, the viscosity values from rheological
study showed a slight decrease in their viscosity in all three cases. We speculate that
the breaking of CTASal micelles by HIFU took place, similar to the case proposed by
Wang et al. [35] At 10 W, the viscosity was only slightly lower than the viscosity of
CTASal before sonication. This is due to the weak shear forces generated below
25 W of power [64].

Conclusions and Future Directions

The basics of micelles and the effects of various stimuli on the structural and
functional properties of micelles have been discussed in this chapter. The main
focus of this chapter was to provide a comprehensive summary of the recently
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Fig. 21 (a) The images of sonicated CTASal micelle system using HIFU at 463 kHz frequency and
applied power at 10, 40, and 70 W. (b) The viscosity values corresponding to (a)
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completed study on the effect of ultrasound as a stimulus on the structural and
functional properties of micelle systems. The data discussed in this chapter suggests
that ultrasound can be used as an efficient stimulus in inducing micelle structural
transformation in technological advancements. The following statements could be
made from the data discussed in this chapter:

1. Ultrasonic irradiation of CTASal in the frequency range 211–647 kHz with power
ranging from 10 to 70 W resulted in the transformation of wormlike micelle to
long threadlike micelle and vesicle/tubular micelle, simultaneously.

2. According to the mechanism proposed, the direction of ultrasound-induced
micellar changes and its extent of transformation are highly driven by the acoustic
cavitation bubble oscillations.

3. The microbubble oscillation generates shear forces which drive the reptation
process of the micelle. The temperature jump generated by microbubble implo-
sion initiate recombination of micelles.

4. The transformation of CTASal micelle structure can be controlled by appropriate
sonication experimental conditions as shown in Table 1. The structures are
confirmed by the cryo-TEM images and rheological measurements.

The knowledge gained from this study can be applied in many technologies and
applications. One of the examples is the Enhanced Oil Recovery (EOR) technology
in oil drilling industry. In EOR technology, micelle with both behaviors of visco-
elasticity and drag-reducing property are needed for different purposes. Therefore,
both of the micelle characteristics are induced by different means of introducing
different chemicals that does not only increase the cost of this industry, but could
also be harmful to the environment. However, it is possible that by using ultrasound-
induced micelle system, the required properties of micelle can be induced without
the needs of introducing such harmful chemicals. If successful, this greener approach
may eliminate the threats to the environment, as well as reduce the cost of EOR
process.
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Abstract
Hydrogen is a clean fuel that can be produced by means of hydrogen evolution
reaction (HER) during water splitting process. HER requires the catalysts which
could provide reversible binding of hydrogen that is energetically comparable
with the process catalyzed by platinum (Pt). According to the most recent
industrial reports, only 5 % of worldwide produced hydrogen is coming from
electrolytic water splitting. One of the main obstacles is a very high onset
overpotential which results in high energy consumption during hydrogen pro-
duction process. Another problem is use of rather expensive precious metals and
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complicated multistep technological processes for synthesis of nanostructured
materials. In this chapter, the main structural, compositional, and morphological
aspects defining the efficiency of inorganic materials toward HER are summa-
rized. Furthermore, materials containing earth-abundant transition and rare earth
metals are highlighted as possible alternatives to Pt. It is demonstrated that alloys,
nanoalloys, and near-surface alloys offer a number of potentially effective can-
didates toward HER. Use of high-intensity ultrasound for bottom-up synthesis of
catalysts and especially for top-down structuring as well as activation of metal
surfaces is discussed as a promising technological solution for the design of
low-cost, robust, and efficient electrocatalysts.

Keywords
Electrocatalysis • Water splitting • Hydrogen evolution reaction • Metal alloy •
High-intensity ultrasound

Introduction

Hydrogen is an environmentally friendly energy carrier. Hydrogen evolution reac-
tion (HER) is a process of hydrogen production from various sources including
water. Technologically, production of molecular hydrogen via water splitting is a
“green” process that does not produce harmful side products and uses renewable
energy (grid, wind, solar, nuclear). Nowadays, one of the major needs for efficient
electrolysis is the development of low-cost, active, and stable catalyst [1].

In the last few decades, there have been carried extensive studies on the subject of
finding efficient, robust, and low-cost catalyst for electrocatalytic water splitting
which could potentially replace widely used Pt electrocatalyst. Having found such
catalyst would make overall process of highly pure hydrogen production by elec-
trolysis preferable from the economical point of view in comparison to fossil fuel
processing. Even though Pt is considered to be the most efficient material toward
HER, it has two major disadvantages – low abundance in nature and high cost. Thus,
the attention of scientists was drawn into investigation of potentially as efficient, less
expensive, and significantly more abundant (Table 1) materials [2].

It was shown that nanoalloys consisting of transition metals potentially can have
excellent catalytic properties for hydrogen production [3]. However, up to now,
efficiency of electrocatalysts that were prepared using nanoalloys was found to be
significantly lower as compared to Pt. Low efficiency of nanoalloys is probably
related to low accessibility of active centers for hydrogen. Crystal structure and
orientation of the potential electrocatalysts are discussed in section “Factors Defin-
ing the Efficiency of the Electrocatalytic Hydrogen Formation.” Thus, it was pro-
posed that nanostructures with particular orientation of the beneficial
crystallographic planes that provides their maximum accessibility for hydrogen are
desirable features of an efficient electrocatalyst. For example, exposure of the (100)
edge planes of MoS2 for hydrogen adsorption leads to a significant enhancement of
its electrocatalytic properties [4].
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Recently, in order to enhance the efficiency of alloys for electrocatalysis, near-
surface and surface alloys were proposed [5]. Near-surface alloys are characterized
by different compositions of surface layer and support. Electrocatalytic properties of
such alloys were demonstrated for a few systems that were prepared by deposition
annealing procedure using transition metals and Pt (111) surface [6]. However, in
many cases, near-surface alloys that are discussed in section “Potential
Electrocatalytic Systems” require sophisticated and multistage preparation proce-
dures. Furthermore, efficient structures are often sensitive to acidic or basic envi-
ronment and change their surface composition upon hydrogen adsorption.

Nevertheless, recent achievements in structuring of inorganic materials demon-
strated that alloys and especially near-surface alloys may become more attractive for
industry if novel economically effective methods of manipulation of metal surface at
atomic level can be proposed. In this chapter, the advantages of high-intensity
ultrasound (HIUS) for the design of electrocatalysts are discussed in comparison
to conventional methods of the formation of nanostructured materials.

HIUS is a unique technological approach for the synthesis of metallic nanomater-
ials and solid-state processing of metals [7–9]. HIUS provides extreme conditions
for both bottom-up and top-down approaches to the design of nanomaterials.

Ultrasound-assisted bottom-up approach is based on decomposition of volatile
precursors in the interior of a collapsing bubble. Collapsing cavitation bubbles
creates μm-sized areas of high temperature and pressure. Suslick et al. [10] demon-
strated that the mechanism of such synthesis has the following steps. First of all,
organometallic compounds that are used as precursors for the synthesis of inorganic
particles are decomposed inside a collapsing bubble. This process is followed by
clustering of atomized metals and formation of nanostructures. A great success in
sonochemical synthesis of catalytically active metal particles was an ultrasound-
induced synthesis of amorphous Fe, Co, Ni particles; Fe–Co, Co–Ni, and Fe–Ni
alloys [11]; as well as porous Mo2C and W2C [12]. However, amorphous phase is
not suitable for electrocatalytic application. In order to transfer amorphous phase
into crystalline one, the sonochemically formed metals were additionally heated.

Ultrasound-assisted top-down approach to solid-state structuring or restructuring
of particles and surfaces at atomic scale is possible if HIUS is applied to heteroge-
neous systems [13]. In this case, ultrasonically induced shock waves stimulate
intensive interparticle collisions [14]. Additionally, near liquid–solid interfaces, the
cavity collapse is asymmetric and generates high-speed jets of liquid [15]. Impact of
high-speed jets is pronounced if sonicated particles are larger than the size of
cavitation bubbles (at 20 kHz, it is >100 μm) [10]. In this case, mechanical energy
of ultrasound is directly transferred to surfaces through impact of high-speed jets.

Table 1 Abundance of
selected transition metals in
the Earth’s crust

Element Abundance in the Earth’s crust (ppm)

Platinum 0.005

Molybdenum 1.2

Tungsten 1.25

Cobalt 25

Nickel 84
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Experiments of Suslick et al. on HIUS treatment suspensions of ~10 μm particles
showed that cavitation creates large heating and local melting of metal surface of the
collided particles [16]. The temperature reached at the point of impact during ultra-
sonically driven interparticle collisions was estimated at approx. 3000 �C. Andreeva
et al. [17] showed that HIUS-induced local heating of metal surface of ~140 μmmetal
alloy particles can generate temperature gradient that enhances atomic diffusion in
metals and grains’ growth. In metallurgical industry, temperature-forced grain growth
is leading to undesirable metal material softening [18]. In electrocatalysts, it is
opposite; growth of crystallites is beneficial if it is accompanied by increasing of
surface area and enhancing of accessibility of catalytically active sites [19].

Energy release/transfer from collapsing cavitation bubble depends on sonication
medium [17]. It has been reported that temperature inside the cavitation bubble and
its collapse intensity significantly depend on physical and chemical properties of
sonication media. Sonication media with low vapor pressure and high viscosity
result in an increased cavitation collapse intensity (ethylene glycol) [20]. A higher
vapor pressure (water, ethanol) leads to higher vapor content inside the cavitation
bubble and lower interior temperature of the collapsing bubble [21]. Therefore, by
appropriate sonication medium choice during HIUS treatment, it might be possible
to regulate the amount of cavitation energy that can be supplied to metal surface and
achieve desirable microstructural and morphological properties of metals for
electrocatalytic applications.

Additionally, HIUS treatment of sonication medium leads to its sonolysis –
generation of free radicals [22]. In aqueous media, ultrasonically formed OH radicals
can trigger surface redox reactions and thus be undesirable for electrocatalysis surface
oxidation and passivation of electrode’s surface. In contrast, HIUS treatment of metals
in reductive media (ethanol, ethylene glycol) changes the crystal morphology of
metals flowing up by reduction of metal oxide on the surface and, thus, increases
accessibility of active centers and enhances electrocatalytic properties of material [23].

In this chapter, ultrasonically formed nanoalloys and near-surface alloys are
highlighted as highly efficient alternatives to precious metal catalysts. Use of
HIUS for the design of electrocatalysts is proposed as a promising technological
solution for enhancement of catalytic efficiency and also for reduction of costs and
negative environmental impact of energy production. Main aspects of ultrasound-
assisted top-down and bottom-up approaches to synthesis and activation of potential
electrocatalysts are compared to the other technologies. Additionally, the fundamen-
tal aspects of HER are presented, and factors defining the efficiency of the
electrocatalytic hydrogen formation are summarized.

Overview of the Electrocatalytic Hydrogen Formation Mechanism

According to classical theory [24], overall HER on the metal electrocatalyst
(M) surface in the acidic media may proceed via several elementary steps (Fig. 1).
First, hydrogen-free surface of the electrocatalyst undergoes a primary discharge step
defined as:
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H3O
þ þ e� ! M-Hads þ H2O Volmer reactionð Þ

Generally, a primary discharge step leading to a formation of adsorbed hydrogen
(M-Hads) is believed to be fast and followed by either desorption step:

M-Hads þ H3O
þ þ e� ! H2 þ M þ H2O Heyrovsky reactionð Þ

or a recombination step:

M-Hads þ M-Hads ! H2 þ M Tafel reactionð Þ
Either reaction, Heyrovsky or Tafel, is considered to be a rate-limiting step. Thus, the
HER mechanism may be represented as Volmer–Heyrovsky or Volmer–Tafel. The-
oretically, inherent property of the electrocatalyst such as Tafel slope (b) which is
arising Tafel equation:

η ¼ b log j þ a;

where η is overpotential and j is current density, should be useful for revealing the
actual rate-limiting step. Thus, evaluation of the linear part of the Tafel plot that fits
to Tafel equation should make it possible to determine the overall HER mechanism.

Tafel slope (b) for primary discharge, desorption, and recombination steps are
defined as the following:

b ¼ 2:3RT

αF
� 120 mV Volmerð Þ

b ¼ 2:3RT

1þ αð ÞF � 40 mV Heyrovskyð Þ

Fig. 1 Schematic
presentation of elementary
steps involved in
electrocatalytic hydrogen
formation process (Reprinted
with permission from Ref.
[19]. Copyright 2015 Royal
Society of Chemistry)
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b ¼ 2:3RT

2F
� 30 mV Tafelð Þ

where R is the ideal gas constant, T is the absolute temperature, α is the symmetry
coefficient, and F is the Faraday constant. In principle, if analysis of the linear part of
Tafel plot results in the lower Tafel slope, this indicates that electrocatalyst requires a
lower overpotential to generate reasonable current. Nevertheless, the Tafel plots
should be interpreted cautiously, since the Tafel slope has a complex dependence
on various parameters such as type of the catalyst, catalyst pre-activation, adsorp-
tion/desorption conditions to/from active sites, electrode modification, reaction
pathway, etc. [25]. Another important parameter which can be estimated from the
Tafel plot is the exchange current density ( j0) which is obtained from extrapolating
linear part of the Tafel plot to zero overpotential. ( j0) is an extremely valuable
parameter that represents the intrinsic rate of electron transfer between analyte and
electrocatalyst [26].

Factors Defining the Efficiency of the Electrocatalytic Hydrogen
Formation

Crystal Structure (Type and Orientation)

While developing the potential electrocatalytic system for water splitting, special
attention should be given to its crystal structure and orientation on the surface
(exposed edges). Based on the review of the existing electrocatalysts, majority of
the most promising materials which could replace platinum utilize trigonal/hexago-
nal crystal structure. It is well known that in trigonal/hexagonal lattice system, there
is one unique axis (called principal axis) which allows distinguishing between edge
(parallel to the principal axis) and basal (perpendicular to the principal axis) planes.
It is believed that electrochemical reactions preferentially occur on the edge planes
[4, 27–30]. Based on the comprehensive review of Banks et al. [27], much of the
electrocatalytic activity is attributed to surface edge plane sites.

Later, Yuan et al. demonstrated electrochemical behavior of the single-layer
graphene-based electrodes depending on the type of the exposed plane. It was
found experimentally that in contrast to graphene basal planes, edge planes exert
significantly higher capacitance and faster rate of the electron transfer, resulting in at
least two orders of magnitude higher current density values [28].

Another useful approach for identification of electrocatalytically active sites is
density functional theory (DFT) calculations. Considering molybdenum (IV) sulfide
MoS2 nanoparticles as an analogue to hydrogen-producing enzyme, it was calculated
that hydrogen is being adsorbed with a low barrier/low overpotential (~ 0.1 V.) to the
edge planes, while basal planes of MoS2 remain catalytically inactive [29]. These
calculations support the experimental results for electrochemical hydrogen evolution
on MoS2 nanocatalyst, where the efficiency of HER activity directly correlates with
the number of exposed edge sites [4]. Additionally, on the example of Mo–S catalyst,
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it was shown that significant enhancement of HER activity is mainly attributed to
thiomolybdate [Mo3S13]

2� nanoclusters which expose a large number of electroca-
talytically active edge sites [30].

Thus, it is highly recommended to consider the type of the catalyst crystal structure as
well as surface orientation of the active sites for creating the electrocatalytically efficient
material toward HER which could withstand the competition against platinum.

Keeping in mind that growth of crystals is a temperature-driven process, ultra-
sound can provide special conditions for manipulation of crystal morphology.
Collapsing of cavitation bubbles near/on solid–liquid interfaces generates tempera-
ture gradients that propagate from metal surface into the metal interior and, therefore,
stimulate atomic diffusion and crystal growth. The crystallite size analysis of
catalytically active Al3Ni2 [19] phase using Scherrer abd Williamson–Hall methods
reveals that the sonochemical impact of ultrasound on suspensions of metal particles
is beneficial for HER activity increase.

Furthermore, it was shown that during HIUS treatment the average minimum
temperature (the minimum temperature up to which a metal particle is heated during
sonication) can be controlled by physical properties of the sonication medium such
as vapor pressure and viscosity and is increasing in the row ethylene glycol <
ethanol < water < decane [17]. Based on the obtained data, energy transfer from
collapsing cavitation bubble to sonicated particle was estimated ~17 % more effi-
cient in decane than in ethylene glycol. Additionally, it is demonstrated in Fig. 2 that
for the suspensions with particle concentration <10 wt%, atomic diffusion and
crystal growth were observed, while HIUS treatment of more concentrated suspen-
sions (>10 wt%) led to melting processes and recrystallization indicating that
average minimum temperature is exceeding the particle melting point.

Thus, HIUS can be used for the controllable manipulation of crystal morphology.
Sonication medium, concentration of the used suspensions, and the initial size of
particles affect the kinetics of crystal growth.

Surface Composition and Morphology

Undoubtedly, surface composition of the electrocatalyst plays a major role in
defining its efficiency and potential use toward HER. Formation/presence of any
compounds which could possibly passivate the water splitting process is highly
undesirable. For instance, earth-abundant aluminum cannot be used for
electrocatalysis simply due to the formation of protecting/passivating layer of
aluminum oxide/hydroxide [23]. Another issue that can restrict electrocatalyst
from its use for HER is the presence of amorphous phase on its surface. Amorphous
phase as being irregular in structure inhibits the process of hydrogen formation
significantly. Besides that, surface of the prospective catalyst should preferably
consist of stable/chemically inert compounds which do not undergo oxidative
dissolution or corrosion. As a result, some promising electrocatalysts in the first
place do not last, and their efficiency drops drastically as in the case of WC or Mo2C
which is prone to oxidation [31] or Ni2P which is subject to slow corrosion [32].
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In addition to surface composition, morphology of electrocatalyst is also one of
the parameters that define the efficiency of hydrogen evolution. To date, there have
been made numerous attempts to achieve the enhancement of electrocatalytic water
splitting process through the adjustment of catalyst’s morphology. Thus, the poten-
tial catalysts were synthesized in the form of nanoparticles, nanowires, or as a
porous-like structure simply to increase the surface area of the active phase.

Even though it is believed that high surface area should enhance the catalytic
activity of the material, in the area of electrocatalysis, such assumption may not be
accurate. For example, the effective current output of nickel nanowire-based HER
catalyst is lower than that of planar nickel plate despite of its high surface area
[33]. This can be explained in terms of limited HER active area. Clustered nickel
nanowire structures only allow vertical bubble escape which interferes with electro-
lyte inflow to the bottom of the nanowires. Therefore, hindered electrolyte transport
significantly reduces the efficiency of the prospective electrocatalyst.

Additionally, porous structures may also inhibit overall process of hydrogen
production. In this case, newly formed hydrogen bubbles are trapped within the
pores and considerably contributing in the electrolyte ohmic resistance, which
results in noticeable catalytic HER activity loss [34]. With this in mind, it is
important to consider full accessibility of the surface by electrolyte rather than
high surface area when creating efficient electrocatalyst. This could be achieved,

Fig. 2 Effect of HIUS on crystal size of metals. Plot of crystal size of the HIUS-treated Al3Ni2
intermetallic phase versus the concentration of AlNi particles in decane. Lower particle concentra-
tion (<10 wt%) leads to the process of atomic diffusion, while HIUS treatment of more concen-
trated suspensions (>10 wt%) results in remelting processes indicating that HIUS-generated
average minimum temperature is exceeding the particle melting point (Reprinted with permission
from Ref. [17]. Copyright 2015 Elsevier B.V.)
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for instance, by impregnation of a prospective catalyst in a well-spread support that
would prevent electrolyte inflow interruption or hydrogen bubble trapping.

Regarding tuning of surface morphology and composition of catalysts,
sonochemical approach is a versatile method of modification of metal surfaces.
Use of different sonication media allows controlling of surface morphology and
porosity of metal-based catalysts and, therefore, their electrochemical performance.
In water, the interfacial redox reactions have a pronounced contribution to the
particle modification process, and the formation of a rough metal oxide layer with
high surface area (up to 125 m2g�1 for AlNi alloy particles) was observed [13]. Effect
of reducing and oxidative media on the ultrasonically driven activation of the
electrocatalyst’s surface was investigated using AlNi in the presence of water,
water–ethanol mixtures, and ethanol [23]. Surface analysis by X-ray photoelectron
spectroscopy (XPS) revealed that the AlOx content decreased as the sonication
medium was changed from pure water to pure ethanol. Additionally, XPS detected
reduction of AlOx to Al, as well as reduction of NiOx to Ni upon sonication of AlNi
alloy particles in ethanol.

The HER data (Fig. 3a) and the corresponding Tafel plots (Fig. 3b) showed that the
use of oxidative aqueous media for the sonochemical preparation of electrocatalysts
inhibited HER [23]. In contrast, electrochemical activity of AlNi particles was
observed for the samples prepared in reductive medium of ethanol. For the HIUS
treated in ethanol samples, noticeable current increase when the potential reached
about �0.7 V with formation of the first hydrogen bubble at as low as �0.6 V was
measured. Furthermore, HIUS treatment of AlNi alloy particles in ethanol resulted in
nearly 146-fold increase in (i0) and was 2.26 mA/cm2. On the other hand, HIUS
treatment in water decreased the (i0) to almost half (0.0078 mA/cm2).

Summarizing, HIUS affects both surface morphology and surface composition of
metals. The choice of a suitable sonication medium for HIUS treatment of metals is
crucial for their application in electrocatalytic water splitting. Use of oxidative
sonication medium allows creating efficient hydrogenation catalyst with high sur-
face area [13]. Reductive sonication medium provides important conditions for the
formation of effective electrocatalysts with reduced oxide layer [23].

Electrocatalyst Pre-activation for Hydrogen Evolution

Often, as synthesized/fabricated catalytic materials do not perform well enough until
they are properly activated, therefore, the process of activation is being an important
step in catalyst preparation, significantly increasing its catalytic ability. Many of the
electrocatalysts require activation for efficient hydrogen production.

According to hydrogen evolution mechanism, the first step in HER is an
adsorption of hydrogen to the surface of the electrocatalyst (Volmer discharge
step). It is known that first hydrogen bonds to the active site strongly and cannot
be easily removed as required by HER mechanism. The phenomenon is taking
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place until specific for the particular catalyst hydrogen coverage is reached (nor-
mally 0.25) [4]. Upon reaching the necessary coverage value, the free energy of
adsorption is lowering allowing the rest of the hydrogen atoms to be able to absorb
with a significantly lower barrier or, with respect to HER, with a lower
overpotential.

Fig. 3 HER current–potential profiles (a) and Tafel plots (b) for the initial and HIUS treated AlNi
alloy particles (50 wt.% Ni) in different sonication media. Legend is valid for both (a) and (b) parts
of the figure (Reprinted with permission from Ref. [23]. Copyright 2014 Elsevier B.V.)
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Thus, it would be desirable for catalyst to possess required hydrogen coverage
before its use. This is normally achieved by purging hydrogen gas over the catalyst
surface for an extended time of several hours or sometimes even days [35]. Once
activated and all requirements are met (crystal structure, surface composition, and
morphology), the prospective catalyst should ideally perform at the lower
overpotential and initiate the considerable current.

HIUS-induced generation of free radicals followed by redox reaction on the metal
surface significantly contributes to the process of catalyst pre-activation. It was
demonstrated for the sonochemically activated AlNi hydrogenation catalyst
[13]. The interfacial redox reactions on AlNi particles triggered by free radicals
formed during water sonolysis led to metal surface oxidation and simultaneous
generation of hydrogen. H2 generated concomitantly with the catalyst production
provides a self-activation of the catalyst.

Thus, application of sonochemical approach to the catalysts’ formation can help
to avoid additional activation step before use.

New Approach to Electrocatalyst Fabrication

At the present time, there are a variety of methods that are used for the creation of
potentially efficient catalytic materials toward hydrogen evolution. Most of them
employ wet chemistry approach, which can be quite sophisticated and lengthy.
Among those are the catalysts which synthesize by means of carburization,
solvothermal processing, microwave-assisted hydrothermal approach, ammonolysis,
selenization, etc. Many of the synthesis pathways involve complex steps of
nanoengineering to produce nanoparticles, nanosheets, or nanowires. Some also
include the catalyst incorporation on various supports, such as impregnation into
carbon nanotubes, mesoporous graphene foams, reduced graphene oxide sheets, etc.
In addition to synthesis, majority of the catalysts must be activated prior their use,
which overall extends the preparation time significantly and requires unnecessary
power input. As a result, at the present time, it is unlikely to distinguish the simple
method that could be used for creation of electrocatalyst as efficient as Pt from earth-
abundant metals without utilizing rare elements or expensive precursors. Nevertheless,
an unexpected solution of this issue may come from the area of acoustic chemistry.

Sonochemistry is the area that has been developing over the last few decades.
Since 2014, its principals have been applied to materials’ surface modification with
respect to electrocatalytic water splitting [19, 23]. Sonochemistry is mainly associ-
ated with effect of cavitation, that is known to occur naturally and notorious for its
destructive properties being a significant cause of wear in many engineering con-
texts. Surprisingly, artificially caused acoustic cavitation can serve as a simple and
powerful tool for fabrication of HER active electrocatalyst.

Based on the recent achievements in the area of sonochemical processing of
earth-abundant metal alloys (AlNi) for electrocatalytic applications [19, 23], ultra-
sound can be considered as an easy “one-pot” method of efficient electrocatalyst
fabrication.
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The recently developed by Andreeva et al. [19, 23] sonochemical approach to the
electrocatalyst preparation is sketched in Fig. 4. First of all, 10 wt% suspensions of
alloy particles (~140 μm) were sonicated in ethanol at a frequency of 20 kHz and
intensity of 140 W/cm2 for 1 h. This processing results in the activation of the
catalyst surface (change in crystal structure, phase composition, and morphology).
After that, the modified particles were centrifuged and dried in Ar atmosphere. The
dried particles were deposited on a substrate and their electrocatalytic activity was
evaluated.

Summarizing, single-step ultrasound modification of inexpensive earth-abundant
AlNi alloy satisfies required catalytically active phase structuring (growth and
exposure of HER active sites on the surface), controllably avoids creation of high
surface area (prevention of hydrogen bubble trapping), as well as involves a very
important step of catalyst activation by achieving the necessary hydrogen coverage
that is incorporated to the surface of the catalyst from sonication media. Given these
points, sonochemical processing may become a unique and elegant approach for
fabrication of inexpensive, robust, and highly efficient electrocatalyst which could
competitively replace platinum.

Fig. 4 Schematic illustration of the HIUS-assisted electrocatalyst preparation procedure
(Reprinted with permission from Ref. [19]. Copyright 2015 Royal Society of Chemistry)
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Potential Electrocatalytic Systems

Based on the results presented in the literature, the most promising electrocatalysts
are those that contain one or more transition metals such as molybdenum, tungsten,
cobalt, and nickel. Summary of the existing active catalysts (compounds/compos-
ites/hybrids) toward hydrogen evolution reaction is provided in the Table 2.

Molybdenum (Mo)-Based Electrocatalysts

The most common molybdenum-containing compounds for electrocatalytic water
splitting are molybdenum sulfides, selenides, phosphides, as well as nitrides and
carbides. Themselves, in the pure/bulk form, they do not possess outstanding
electrocatalytic properties. Though being incorporated into various supports such
as reduced graphene oxide (RGO) sheets and mesoporous graphene foams (MGF) or

Table 2 Most common transition metal-based catalysts for HER. The characteristics of Pt are
given as a reference

Catalyst
Crystal structure/
coordination

Exchange current density
(i0) mA/cm2 References

Pt Cubic 2.2 [51]

MoS2 nanoparticles on MGF Hexagonal 3.01 � 10�3 [26]

Mo2C nanoparticles on CNT Orthorhombic 0.014 [37]

MoP nanoparticles Hexagonal 0.086 [38]

Cu2MoS4 Tetragonal 0.040 [39]

WC Hexagonal 6.8 � 10�4 [46]

WO3 nanorods Hexagonal 2.75 � 10�3 [47]

WO3 bulk Hexagonal 8.57 � 10�4 [47]

WO3 nanowires Hexagonal 6.61 [48]

WO3 commercial Hexagonal 0.265 [48]

W2MoC Hexagonal 0.011 [31]

W4MoC Hexagonal 0.029 [31]

CoSe2 nanoparticles on
carbon fiber paper

Cubic 4.9 � 10�3 [51]

CoSe2 film Cubic 5.9 � 10�5 [51]

Co0.6Mo1.4N2 Trigonal/octahedral 0.23 [52]

Co57Ni43 alloy – 0.048 [53]

Co57.5Ni36Y6.5 alloy – 0.067 [53]

Co57Ni35Ce8 alloy – 0.079 [53]

Ni nanowires Cubic – [33]

Ni2P nanoparticles Hexagonal 0.49 [32]

NiS Hexagonal – [54]

Ni3S2 Rhombohedral – [54]

Al3Ni2/Al3Ni Hexagonal/
orthorhombic

17 [19]
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simply converted into nanoparticle/nanowire form, the resulting hybrid systems
significantly improve HER performance.

For example, obtained by solvothermal method, molybdenum (IV) sulfide
(MoS2) nanoparticles from ammonium tetrathiomolybdate ((NH4)2MoS4) exert
enhanced HER properties (low overpotential, increased current output) when incor-
porated into MGF [25]. Such incorporation allows better accessibility of hydrogen to
active edge sites [4, 27–30]. Besides the improved HER performance, the resulting
catalyst is reasonably stable for at least 1000 voltammetric cycles.

Efficiency of molybdenum-based electrocatalyst can be increased by substituting
sulfur with selenium. Thus, molybdenum (IV) selenide (MoSe2) – the product of
hydrothermal reaction between sodium molybdate (Na2MoO4) and hydrazine
hydrate–Se – deposited on graphene reduced the overpotential of water splitting
process by 20–30 mV [36] compared to MoS2 on MGF.

Better electrocatalytic performance can be achieved when molybdenum
(II) carbide (Mo2C) nanoparticles are obtained by carburization of ammonium
heptamolybdate tetrahydrate ((NH4)6Mo7O24

�4H2O) and impregnated into carbon
nanotubes (CNT) [37]. Mo2C nanoparticles on CNT demonstrate higher exchange
current density as well as better stability – no activity loss after 3000 voltammetric
cycles.

Another promising catalyst which could enhance water splitting reaction is
molybdenum phosphide (MoP). It can be obtained through the formation of precur-
sor from ammonium molybdate and ammonium hydrophosphate ((NH4)2HPO4) and
its following temperature-programmed reduction (TPR) under H2/Ar atmosphere
[38]. Resulted in such a way, closely incorporated network of MoP nanoparticles
shows significantly improved stability (at least 24 h without change in HER activity)
as well as increased value of exchange current density. Finally, molybdenum-based
electrocatalyst with reasonable HER properties can also be obtained by simple
precipitation of ammonium tetrathiomolybdate with Cu(I). Thus, precipitated copper
(I) tetrathiomolybdate (Cu2MoS4) is among the promising alternatives to platinum
catalyst [39].

Ultrasound was applied for both bottom-up and top-down preparation roots of
Mo-based electrocatalysts. First of all, MoS2 and Mo2C were sonochemically
synthesized by decomposition of metal carbonyl precursors. Suslick et al. prepared
Mo2S by ultrasonication (20 kHz) of suspensions of molybdenum hexacarbonyl and
sulfur in 1,2,3,5-tetramethylbenzene (isodurene). The sonochemically prepared
MoS2 were porous agglomerates with an average diameter of 15 nm and average
crystallite size of 1.6 nm after thermal treatment [40].

Furthermore, Suslick et al. proposed an ultrasound-assisted synthesis of
Mo2C. According to this synthesis, sonochemical decomposition of molybdenum
hexacarbonyl in hexadecane leads to the formation of a black amorphous compound
that became crystalline Mo2C powder after heat treatment at 450 �C. The proposed
mechanism of the formation of Mo2C was based on the disproportionation of carbon
monoxide on the active metal surface to form carbon and carbon dioxide [11]. The
decomposition kinetics of Mo(CO)6 induced by sonolysis in hexadecane solvent and
the formation of Mo2C was studied by Pandya et al. [41].
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Top-down ultrasound-assisted approach to the formation of potentially active
electrocatalysts is based on exfoliation/fragmentation of the layered structures of
MoS2. The process is similar to those for graphene and bulk graphite. The formation
of nanosheets and nanoparticles of MoS2 is desirable since it leads to different
optical and electrical properties of nanostructures [42]. An ultrasound-assisted liquid
exfoliation technique was proposed by Coleman et al. The technique was demon-
strated for MoS2, but the authors suggested that this approach can be applied for the
exfoliation of other layered materials such as WS2, MoSe2, MoTe2, NiTe2, etc.
[43]. Later on, this approach was optimized in order to avoid aggregation and
restacking of exfoliated MoS2. It was shown that surface energy, boiling point of
solvent, as well as low solubility of the used compounds are the crucial parameters
for the formation of well-dispersed Mo2S particles with particular size. The MoS2
nanosheets were fabricated by a simple ultrasound exfoliation method in dimethyl-
formamide (22 h) [42], in N-methylpyrrolidone with posttreatment by chloroform
[44], and in isopropyl alcohol [45].

The mechanism of exfoliation (see the schematic illustration in Fig. 5) has two
main contributions: the separation of solids into single-layer or few-layer platelets
and the fragmentation of the platelets due to breaking of the MoSMo bridges [45].

Gopalakrishnan et al. showed that exfoliated MoS2 material loaded on gold
electrode exhibited good electrocatalytic activity with a low onset potential of
~190 mV [44].

Tungsten (W)-Based Electrocatalysts

To date, there are varieties of tungsten containing electrocatalysts that exhibit decent
efficiency toward hydrogen evolution reaction. Among those, the most studied are
the electrocatalytic systems based on tungsten carbides, oxides, nitrides, as well as
their combinations. Harnisch et al. synthesized tungsten carbide (WC) powder
electrocatalyst [46] via carburization of tungsten (VI) oxide (WO3) with improved
efficiency for HER as compared to commercial WO3. Moreover, they investigated
27 mixed catalysts containing different fractions of pure tungsten (W), tungsten
(IV) oxide (WO2), tungsten carbide (WC), and tungsten semicarbide (W2C) and
suggested that electrocatalytic performance of such systems to a high extent depends
on the amount of WC, while presence of the other compounds play only a
minor role.

It is important to note that they also reported on the stability of synthesized
electrocatalyst, showing that WC undergoes slow oxidative dissolution in neutral
media due to formation of soluble tungstate ion (WO4

2�) and the process cannot be
suppressed completely. Nevertheless, WO3, used as a precursor for synthesis of WC,
itself can serve as a potential electrocatalyst. Thus, Rajeswari et al. produced WO3

nanorods [47] (130–480 nm in length and 18–56 nm in width) through thermal
decomposition of tetrabutylammonium decatungstate [((C4H9)4N)4W10O22].

Besides higher efficiency toward HER, WO3 nanorods demonstrated reasonable
stability in 1 M H2SO4. After performing 50 consecutive voltammetric cycles, the
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catalyst showed almost no change in activity. Additionally, WO3 with enhanced
electrocatalytic properties can be obtained by microwave-assisted hydrothermal
processing of sodium tungstate dihydrate (Na2WO3

�2H2O) [48]. This method
leads to the formation of hexagonal WO3 nanowires with diameter of 5–10 nm
which possess higher crystallinity and increased surface area. Such catalyst shows
significantly improved HER efficiency in terms of exchange current density value
compared to commercial WO3 or even Pt.

Interestingly, combination of thermal processing and carburization can be used
for creation of more sophisticated tungsten-based composite electrocatalyst. Xiao
et al. showed formation of molybdenum tungsten complex oxide nanowires [31]
through hydrothermal processing of ammonium heptamolybdate tetrahydrate
((NH4)6Mo7O24

�4H2O) with Na2WO3
�2H2O and their following carburization

into molybdenum carbide–tungsten carbide composite nanowires (W2MoC,
W4MoC). Both composites retain hexagonal crystal lattice of WC and Mo2C and,
after activation by cyclic voltammetry, demonstrated reasonable HER efficiency. In
this particular case, electrochemical activation allows inducing hydrophilic car-
boxyl/epoxy interface to ensure improved electrocatalytic performance.

Sonochemical decomposition of tungsten hexacarbonyl in n-hexadecane leads to
the formation of promising catalytic W2C particles [12]. Comparing to conventional
synthesis of carbides, the sonochemical approach is a simple and efficient procedure
that allows significant reduction of reaction temperatures. The mechanism of
sonochemical formation of tungsten carbide was proposed by Nikitenko et al. The
authors studied the kinetics of W(CO)6 sonolysis in diphenylmethane at 32 Wcm�2

intensity of ultrasonic treatment. The special role of solvent in the formation of
carbide was highlighted. Kinetic study shows that sonolysis of W(CO)6 leads to the
formation of W nanoparticles and follows by their reaction with the products of
sonochemical degradation of the used solvent [49].

Fig. 5 Effects of HIUS on MoS2 flakes dispersed in isopropyl alcohol: breaking between basal
planes (a) and fragmentation of lamellae (b) (Reprinted with permission from Ref. [45]. Copyright
2015 American Chemical Society)
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The porous WO3 nanoparticles were synthesized using a HIUS irradiation
(100W/cm2 for 3 h at 5 �C) of WO3 nanoparticles (80 nm) in ethanol. It is interesting
that 2–5 nm uniform pores were formed in WO3 nanoparticles without significantly
changing the initial WO3 nanoparticle sizes [50].

Cobalt (Co)-Based Electrocatalysts

Cobalt is not as commonly used for creation of electrocatalyst; nevertheless, there
are systems where this non-noble transition metal enhances electrocatalytic process
of water splitting. One of the examples is cobalt (IV) selenide (CoSe2) nanoparticles
[51] which are grown on carbon fiber paper. In the first place, pre-synthesized cobalt
oxide nanoparticles are drop casted on carbon microfiber (pore size ~ 8 μm). After
that, the system is selenized under Se atmosphere to produce highly stable
electrocatalyst which shows no change in HER activity for at least 60 h. Important
to note that use of carbon microfiber paper as a support allows for creation of a
catalytic material with highly accessible pores for hydrogen adsorption.

Another example of using cobalt was shown in the work of Cao et al. where
cobalt (II) molybdate (CoMoO4) undergoes two-step ammonolysis: formation of
intermediate Co3Mo3N and its following conversion into mixed close-packed cobalt
molybdenum nitride (Co0.6Mo1.4N2). As-prepared nanostructured catalyst shows
improved HER activity that is comparable to one of platinum and reasonable
stability – electrocatalytic activity is slightly decreasing over first 50 voltammetric
cycles, while for the next 3000 cycles, it remains the same [52].

Additionally, cobalt-based electrocatalysts can be prepared using simple alloying
method. Cobalt can form alloys with nickel and some rare earth metals such as yttrium,
cerium, praseodymium, and erbium. It was found that the most promising toward
HER are alloys of the following compositions: Co57.5Ni36Y6.5 and Co57Ni35Ce8 [53].
Thus, substituting a small amount of nickel with rare earth metals in parent Co57Ni43
alloy enhances electrocatalytic activity in the water splitting process.

Even though Co-based materials clearly show the potential to be used as a
prospective electrocatalyst toward HER, there are almost no reports on using
ultrasound processing as a method for fabrication/activation of such materials.
Therefore, ultrasound treatment of Co-based materials might open the new prospec-
tive while searching for an inexpensive alternative to Pt.

Nickel (Ni)-Based Electrocatalysts

Nickel is among the most abundant transition elements in the Earth’s crust. This
makes its use for creation of electrocatalyst toward HER extremely attractive.
Unfortunately, at the present time, nickel is not as studied as the other most common
transition metals due to its low HER activity. Nevertheless, there have been several
attempts to enhance electrocatalytic properties of this metal through the change of
morphology or by synthesis of nickel sulfides and phosphides.
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The change of morphology does not bring the desirable results. For example,
nickel in the form of nanowires [33] still has a large overpotential value of ~1.2 V,
which makes its use as an alternative to platinum economically unreasonable.
Opposite situation is observed in the case of nickel phosphide (Ni2P). Synthesized
from nickel (II) acetylacetonate (Ni(acac)2), Ni2P nanoparticles exert significantly
better electrocatalytic properties toward HER [32]. Specifically, the exchange cur-
rent density value of Ni2P is only one order of magnitude lower than the one of
platinum. The only disadvantage of this catalyst is its stability – corrosion does take
place during electrolysis which reduces overall HER activity.

Other examples of potential nickel-based candidates for HER are nickel sulfides.
Prepared from Ni(acac)2, NiS and Ni3S2 nanoparticles [54] also possess decent HER
properties, although, as in the case of Ni2P, nickel sulfide catalysts lack stability. As
reported, hydrogen evolution activity was reduced after 3000 voltammetric cycles
and continued reducing up to 5000 cycles. Even though the attempts of creating
nickel-based electrocatalysts were not as successful, continued nanoengineering
efforts and search of appropriate methods might evolve into creation of robust,
efficient, and inexpensive electrocatalytic material for hydrogen evolution.

Ultrasound irradiation was applied in order to synthesize NiS nanoparticles.
Spherical NiS nanoparticles with narrow size distribution and high purity were
prepared by sonicating an aqueous solution containing metal acetates and
thioacetamide in the presence of triethanolamine as a complexing agent. Use of
ultrasound provides a fast and efficient once-step synthesis at mild condition [55].

The novel Ni-based electrode material consisting of NiS nanosheet array grown
on the surface of nickel foam (named as NiS–NF) with excellent long-term electro-
chemical stability even under high current density was synthesized via immersion of
Ni(OH)2–NF into NaHS solution followed by treatment under ultrasonic conditions.
The high stability of composite material was explained by the porous structure and
strong contact force between nanosheets and the base that was probably achieved
due to ultrasonic-assisted conditions. Ni(OH)2–NF was converted to NiS–NF in the
presence of ultrasound [56].

Metal Alloys and Nanoalloys

Metal alloys and nanoalloys including transition metals, non-transition metals, and
rare earth metals are promising materials for electrocatalytic reactions compared to
expensive platinum. Alloys are composite materials formed by a mixture of elements
(metals and nonmetals) or intermetallic compounds. Alloying leads to the enhanced
properties of materials including catalytic activity due to synergetic effects [57]. For
example, in the case of Pt-containing alloys, the observed improved electrocatalytic
performance is explained by geometric and electronic synergetic effects due to the
lattice contraction and downshift of the d-band center of Pt in the bimetallic
structures [58]. The term “nanoalloys” or “alloyed metal nanoparticles” describes
metallic compositions with controllable properties and structures on the nanometer
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scale. Similar to alloys, nanoalloys can be solid solutions that are formed by mixing
of atoms and core–shell, multi-shell, or multilayered and Janus-like structures that
consist of segregated metal atoms [59].

Metallic nanoalloys can be prepared by controllable clustering of metal atoms.
Bottom-up approaches to formation of metallic nanoalloys include micelle synthesis
[60]; block copolymer self-assembly [61], in the presence of surfactants including
polymers and biopolymers [62]; and using inorganic templates, for example, porous
carbons [63].

Controlled synthesis of catalytically active nanoalloys consisting of Pt, Pd, and Ni
was preformed via convective heating by microwave [64–66], laser irradiation [67],
and using sonochemical approach [68, 69].

Main advantage of use of microwave irradiation is rapid transfer of energy
directly to the reactants with minimum temperature gradient effect. The interaction
of the dipole moment of the molecules with the high-frequency electromagnetic
radiation (2.45 GHz) leads to heating effect [65].

The mechanism of nanoalloy formation via laser irradiation is based on several
aspects including (i) atomic transformations that are caused by localized heating of
particles due to laser-induced resonant electron excitation [67, 70], (ii) reduction of
metal ions by reducing agents in the close vicinity of the laser-heated nanoparticles,
and (iii) melting of the reduced metal by heat transfer from the nanoparticles and
therefore diffusion of the atoms and formation of alloy nanoparticles [64].

Pathways of chemical reactions in laser-treated solutions depend on pulse dura-
tion and solvent. Femtosecond laser irradiation of aqueous solutions leads to water
decomposition and formation of solvated electrons and hydrogen and hydroxyl
radicals along with reactive oxygen species (ROS) [70] that oxidize metals. If
nanosecond laser is applied, shock waves trigger rapid dissociation of the peroxides
and inhibit oxidation. In the presence of hexane, generation of reducing species –
high energetic electrons – was observed [71].

Avery interesting approach to the formation of metal nanocomposites is reaction-
driven restructuring of nanoalloys. Tao et al. [72] revealed reversible changes of
Rh–Pd nanoparticles in composition and chemical state in response to oxidizing or
reducing conditions. Segregation of Rh and Pd atoms under oxidizing and reducing
conditions was explained by the different surface energy of metals and different
stability of metal oxides. The lower surface energy of Pd relative to Rh tends to drive
Pd metal atoms to the surface. More stable Rh oxide provides preferential oxidation
of Rh at the surface. This work illustrates the high sensitivity of the structure of
bimetallic nanoparticle to external conditions.

Sonochemical approach was also used for the synthesis of bimetallic particles and
nanoalloys. Ashokkumar et al. [68] and Griezer et al. [69] reported on the
sonochemical synthesis of core–shell Pt–Ru nanoparticles by the sonochemical
co-reduction of corresponding metal ions using 20 kHz ultrasound in aqueous
solution of surfactants and polymers. Formation of core–shell morphology was
explained by the different sonochemical reduction rates of metal ions. Polymeric
radicals, produced by the reaction of ultrasonically generated primer radicals with a
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polymer, reduce the metal ions to generate metal particles. Thus, application of
ultrasound for the synthesis of nanoparticles allows using of mild reducing
conditions.

Furthermore, use of ultrasound helps to simplify multistage fabrication proce-
dures that are very common for the synthesis of composite materials. Simultaneous
ultrasonically driven reduction of Pt and Sn salts and graphene oxide leads to the
formation of electrocatalytically active Pt–Sn bimetallic particles deposited on
reduced graphene oxide [68]. It was demonstrated that the one-step ultrasound-
assisted synthesis of Pt–Sn/reduced graphene oxide composites led to the formation
of the composites with well-distributed nanoparticles on graphene sheets.

Suslick et al. demonstrated in the early 1990s that high-intensity ultrasound can
be used for the formation of alloys from metal carbonyls. Fe–Co nanostructured
alloys were prepared from Fe–(CO)5 and Co(CO)3(NO) precursors. The Fe–Co
alloys had different compositions depending on the ratio of solution concentrations
of the precursors. The as-prepared Fe–Co alloys were amorphous that is undesirable
for electrocatalytic application. The crystalline form of the alloys was achieved by
thermal posttreatment [11].

A number of nanoalloys were synthesized by Kwon et al. using ultrasonically
optimized polyol method. More specifically, nanoalloys such as Pd–Co [73], Fe–Pt
with different Pt shell thickness [74], Ni–Pt [75], and Pt–Pd [76] were synthesized
using this approach. It was shown that polyol method of preparation of nanoalloys
can be significantly improved by application of ultrasound. Among the possible
reasons are the presence of reductive media (polyol) which under ultrasonic condi-
tions promotes the reduction of metals from their corresponding salts and caused by
acoustic cavitation temperature impact that is responsible for nanoalloy formation.
Prepared under ultrasonic irradiation, core–shell structures were covered by Pt shell
and, thus, demonstrate enhanced catalytic properties. In contrast, the conventional
polyol method leads to the formation of particles with less active Co-, Fe-, Ni-, or
Pd-enriched shell. Kwon et al. explained their results by different volatility of the
used precursor compounds under ultrasonic irradiation. Additionally to the already
listed advantages of the sonochemical approach, use of ultrasound allows high
control over size and shape of nanoalloys, formation of particles with different
thickness of Pt shell, as well as high content of non-noble component in an alloy.

Furthermore, acoustic cavitation was applied in order to enhance the process of
electrodeposition of catalytic particles on electrodes. Enhanced mass transport in a
cavitated liquid leads to a decrease in diffusion layer thickness and an increase in the
rate of electrodeposition. Thus, better distribution of nanoparticles on an electrode’s
surface can be achieved [77].

Near-Surface and Surface Alloys

Near-surface alloys as one of the types of composite metallic gradient materials are
very perspective catalysts and electrocatalysts [5]. It was predicted using density
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functional theory that some near-surface alloys allow weak H binding and low H2

dissociation barrier that is important for effective hydrogen production [78].
Formation of multicomponent gradient nanomaterials helps to achieve tuning of

properties without changing particle size [79]. It was demonstrated that the Pt3Ni
(111) surface was even more active than the “gold standard” Pt/C catalysts for the
polymer electrolyte membrane fuel cell [80]. The possible explanation for the
enhanced catalytic activity of near-surface alloys besides the different electronic
and geometric structure of metals in alloys comparing to pure metals was a number
of surface effects. In such systems, formation of a rough catalyst surface with a larger
number of active sites (increase of the active surface area) can be easily achieved
[81]. However, up to now, such alloys were prepared by time- and energy-
consuming deposition annealing procedure using transition metals and Pt(111)
surface.

Recently, a novel ultrasound-assisted technological approach for near-surface
structuring of AlNi alloys was proposed by Andreeva et al. [19, 23]. AlNi alloys
are the mixture of various intermetallic phases which possess different and often
opposite physical and chemical properties. For example, AlNi with 50 wt% of Ni
contains Al, Al3Ni, and Al3Ni2 phases. Using density functional theory, it was
predicted that only Al3Ni2 phase has promise for HER characteristics [19]. However,
the formation of the Al3Ni2 phase on the surface of AlNi alloys is kinetically
restricted [82]. Therefore, surface of AlNi alloy is passivated by inactive Al3Ni
and Al phases.

Processing of AlNi surface by ultrasonically generated cavitation bubbles was
found to be very effective for the activation of metal surface toward HER. HIUS
triggers large local temperature gradients’ propagation in the metal particles
[19]. Such processing stimulates the desired phase transformations at the surface
(see the sketches in Fig. 6) rather than in the particle interior according to the
following reaction [82]:

Al3Ni !1127KAl3Ni2 þ L15, 3 at: % Ni

where L denotes the liquid of a corresponding composition upon equilibrium
melting.

Thus, collapsing cavitation bubbles heat the surface above 1124 K and trigger the
near-surface transformation of the catalytically inactive Al3Ni phase into beneficial
Al3Ni2. The surface of the catalyst before and after ultrasonic modification is shown
in Fig. 6. Additional evidences of the microstructure refinement in the alloys after the
ultrasonic treatment are provided by selected area electron diffractions (SAED) (see
inserts in Fig. 6).

The ultrasonically generated high temperature in nm-thick surface layer of metal
particles quenches extremely fast in the particles’ interior. Analysis of the sizes of the
crystallites of intermetallic phases using Scherrer and Williamson–Hall methods
reveals that in the particle interior HIUS triggers crystal growth due to solid-state
diffusion [83]. The estimated mean temperature in the particles’ interior reaches
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824 K, which is well below the phase transformation temperature [83]. Thus, HIUS
is a unique tool for the modification of metal surface at atomic level and the
formation of materials with composition gradient.

Furthermore, the near-surface structured cheap and robust AlNi catalyst exhibited
the onset overpotential of �0.25 V versus standard hydrogen electrode (SHE)
(Fig. 7a) and exchange current density, i0 � 17 mA/cm2, that exceeds i0 of catalysts
prepared by using other approaches (see Table 2).

Summarizing, HIUS creates a special condition for near-surface structuring of
metals and metal alloys and, thus, their activation for water splitting. The ultrason-
ically generated near-surface AlNi catalyst was found very robust and exhibited
excellent stability in electrochemical use as it can be seen in Fig. 7b.

Conclusions and Future Directions

Sonochemical processing of metals/metal alloys is among the most promising
methods for creation of active catalysts toward hydrogen evolution. Surprisingly,
caused by acoustic wave cavitation phenomenon that is highly undesirable for
industrial engineering, it has a great number of positive impacts in the area of
catalytic material formation. In other words, method of ultrasound treatment is a
perfect example of turning initially disadvantageous cavitation effects into highly
beneficial ones.

Al3Ni2

Al3Ni2
Al3Ni2 Al3Ni2
Al3Ni

Al3Ni

Al3Ni
A
l 3
N
i

Fig. 6 Scanning electron microscopy images taken from the surface of AlNi (50 wt% Ni) before
(a) and after (b) ultrasonication. The sketches illustrate the random phase distribution in the initial
AlNi particles and the preferential clustering of the Al3Ni2 phase upon the HIUS treatment
(Reprinted with permission from Ref. [19]. Copyright 2015 Royal Society of Chemistry)
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Intensive studies on the subject of ultrasound processing of metal/metal alloy
allowed revealing of numerous fundamental aspects such as temperature impact of
cavitation bubble implosion, solid-state atomic diffusion, and morphological and
compositional changes. The obtained fundamental knowledge was successfully
implied for development of the material with significantly enhanced electrocatalytic
properties. Thus, with respect to formation of electrocatalytically active interface,
ultrasound treatment allows to satisfy several requirements that are important for the
catalyst to be efficient.

First, HIUS treatment leads to overall structuring of HER active phases, namely,
their growth and exposure on the catalyst surface due to accelerated solid-state

Fig. 7 HER current–potential profiles for the initial and ultrasonically modified AlNi (50 wt% Ni)
alloys, bulk commercial Al3Ni and Al3Ni2 phases, as well as AlNi alloy annealed at 800 �C (a).
Galvanostatic HER profile for ultrasonically modified AlNi (50 wt% Ni) alloy (b) (Reprinted with
permission from Ref. [19]. Copyright 2015 Royal Society of Chemistry)
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atomic diffusion caused by created temperature gradient. Second, through the
appropriate choice of sonication medium, it is possible to controllably avoid the
formation of porous surface for prevention of hydrogen bubble trapping and asso-
ciated with it increased electrolyte ohmic resistance. Additionally, while sonicated,
the catalyst surface is being activated which is required for the achievement of the
necessary hydrogen coverage. This step may drastically reduce the applied
overpotential of HER process. In summary, US treatment can be simply considered
as a unique “one-pot” surface modification method which opens the new prospective
for inexpensive earth-abundant metals such as aluminum and nickel to be used for
fabrication of robust and highly efficient electrocatalyst alternative to platinum
toward hydrogen evolution.

Nevertheless, despite the unraveled fundamental knowledge about cavitation and
its impact on the formation of electrocatalytically active interface toward hydrogen
evolution, there are several important points which should be addressed in the near
future. The exact mechanism of hydrogen formation for a given ultrasonically
modified system and its kinetic is still unclear and debatable, even though the
elementary steps involved in the HER process are well known. Thus, the question
about rate-limiting step still needs to be clarified.

In addition to that, more information should be revealed with respect to synergetic
effects of HER non-active/active phases, especially in case of several possibilities for
hydrogen adsorption, what phase adsorbs it first, and whether there is a migration
from one phase to another during ultrasound treatment.

Besides that, other potential earth-abundant (tungsten, cobalt, molybdenum)
metal systems should be investigated in terms of ultrasound-assisted enhancement
of electrocatalytic properties. The knowledge that may come from these studies not
only will help designate the promising HER active materials but, more importantly,
will finally assist with the creation of “real” more efficient catalyst than platinum.
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Abstract
The textile, cosmetic, and food industries use different organic compounds that
are more toxic and non-biodegradable. These compounds are the most important
source of water contamination, and hence the treatment of these wastewaters is
important to protect the ecosystem. Sonophotocatalytic degradation is an effec-
tive method used for the removal of organic pollutant from wastewater.
Sonophotocatalysis has received increased attention in advanced oxidation pro-
cesses for the degradation of organic pollutants, which involves the combination
of ultrasound waves and semiconductor photocatalyst to enhance the degradation
rate. Different types of semiconductor photocatalysts are used in sonophoto-
catalysis; among these, the most widely used photocatalysts are TiO2 and ZnO.

The degradation efficiency is low when sonolysis or photocatalysis is used
alone. In order to increase the degradation efficiency, researchers focused on
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developing new materials by doping of metal ions or use of composite semicon-
ductor materials. This chapter deals with a detailed analysis of research reports
published so far on the nano-sized materials such as TiO2, ZnO, metal sulfides,
and composite materials used in sonophotocatalysis. The reaction mechanism of
the sonophotocatalysis for the degradation of organic pollutants is also discussed
in detail.

Keywords
Degradation • Organic pollutants • Semiconductor nanomaterials • Sonophoto-
catalysis • Synergy index

Introduction

Due to increasing revolution in science and technology, numerous groups of organic
pollutants are discharged into the environment from various industrial processes
posing a serious threat to the environment. Organic pollutants such as dyes, pesti-
cides, chloro-organics, etc., released from textile, leather, cosmetic, food processing,
pharmaceutical, woven pulp and paper, agricultural research, and electroplating
industries are toxic in nature [1]. Their presence in the wastewater can change the
oxygen levels drastically leading to severe problems in the ecosystem [2]. Hence, the
remediation of organic pollutants in wastewater has received significant attention
from the researchers. Though various physical and biological methods are success-
fully employed for the degradation and mineralizations of such organic pollutants,
these methods have their own drawbacks. Most of the physical methods such as
flocculation, reverse osmosis, and adsorption on activated charcoal are nondestruc-
tive, but can only transfer the organic pollutant into other secondary products which
can lead to other serious environmental issues [3]. Biological aerobic treatment
processes face major drawbacks such as (i) formation of large amounts of sludge
and (ii) does not degrade the organic pollutant content to a satisfactory level
[1]. Therefore, the researchers have proposed advanced oxidation processes
(AOPs) to overcome the drawbacks of some conventional treatment methods. The
most widely investigated AOPs for the degradation and mineralization of organics are
semiconductor photocatalysis, Fenton and photo-Fenton oxidation, ozonation,
UV/H2O2, sonolysis, etc., [4, 5]. AOPs work through the use of free radicals,
particularly hydroxyl (•OH), and the superoxide (•O2 or •OOH) radicals. These
radicals are able to oxidize organic pollutants and form less or nontoxic products
such as carbon dioxide (CO2), water (H2O), and inorganic mineral acids [6]. Among
the AOPs, the semiconductor photocatalysis has received considerable attention in
the area of environmental remediation due to its nontoxic nature, its ability to achieve
complete mineralization, no waste disposal problem, low operational cost, and easy
process conditions. Generally, photocatalysts are selected based on its stability, cost-
effectiveness, and capability to harvest light in the visible region. Over the past few
decades, various semiconductor materials such as metal oxides, metal sulfides, and
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oxynitrides are employed for the degradation of organic pollutants [7–17]. The major
reactions that occur in photocatalysis are shown below (Rxn. 1–5).

Photocatalyst!hv e�CB þ hþ (1)

Photocatalyst e�CBð Þ þ O2 ! O2
•� (2)

O2
� þ 2e�CB þ 2Hþ ! •OHþ OH� (3)

Photocatalyst hþð Þ þ H2O ! Hþ þ •OH (4)

Organic pollutantþ •OHþ O2
•� ! Degraded pollutant

#
CO2 þ H2OþMineral acidsð Þ (5)

Over the last few years, sonolysis, a kind of chemical reaction taking place by the
application of ultrasound (US) radiation (20 kHz–10 MHz), has also received much
interest toward degradation of organic pollutants because of its advantages, viz.,
safety, cleanliness, and no requirement of additional chemicals [18, 19].

Ultrasound is an oscillating sound wave with a frequency greater than the upper
limit of the human hearing range [20, 21]. Ultrasound is used in several fields such as
the animal navigation and communication, detection of cracks, fetal scanning, and
various other medical applications [22]. When the ultrasound wave is passed through
an aqueous solution, the acoustic cavitation phenomena take place. The effects of
cavitation induced by the ultrasound waves are shown in Fig. 1a.

The cavitation is responsible for many physical and chemical reactions such as
the formation, growth, and subsequent collapse of micro-sized bubbles in a fraction
of seconds, releasing large magnitudes of energy within the region of the micro-sized
bubbles [24]. The micro-bubbles grow in successive cycles and reach to an unstable
diameter that collapses violently, producing shock waves at around the temperature
of 5000 �C and pressure of 2000 atm in few microseconds [22]. Figure 1b presents
the development and collapse of the cavitation bubbles.

The high-energy chemical reaction of the sonochemical processes takes place in
three different regions and is shown in Fig. 2 [25–27].

1. The region inside the cavity bubbles (gaseous region). Due to high temperature
inside the bubble, volatile and hydrophobic molecules are degraded. (The cavi-
tation bubble water molecules are pyrolyzed forming •OH and •H radicals in the
gas phase. The substrate either reacts with the hydroxyl radical or undergoes
pyrolysis.)

2. The region at the gas–liquid interface. Formation of hydroxyl radicals takes place
in an aqueous phase. The primary radicals generated within the bubbles can react
with solutes adsorbed at the bubble–solution interface, thereby initiating the
degradation process.
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3. The bulk liquid region. The free radicals migrate from the gas–liquid interface
into the bulk liquid region to create secondary sonochemical reactions. (In bulk
phase, the reactions are basically between the substrate and the •OH radical or
H2O2.) The primary radicals can diffuse into the bulk solution and react with
solutes. Thus, the sonochemical degradation pathway of a particular substrate will
depend on its chemical nature, that is, its volatility, solubility, and surface activity.

The sonochemical process is one of the most efficient water treatment technolo-
gies for the degradation of organic pollutants. However, using sonolysis alone is
limited in large-scale application due to its poor degradation rate which may be due
to the high polarity of organic compounds. In order to improve the degradation, it is
necessary to combine sonolysis with other AOP [4]. Among the various combined
processes, the sonophotocatalysis (combination of sonolysis and photocatalysis) has
gained significant attention in the last few years. Sonophotocatalysis is a process of
combination of semiconductor photocatalyst which is active in UV or visible or
UV-visible light. The sonophotocatalytic degradation of organic pollutants occurs
mainly due to the synergistic effect of the sonolysis (US) and photocatalysis (UV).

Shock waves
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irradiation

Bubble
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Radical formation
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cycle
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SonoluminescenceFig. 1 (a) Schematic diagram
of the cavitation effect
induced by the ultrasonic
sound waves and (b)
development and collapse of
the cavitation bubbles [22, 23]
(Reprinted with permission
from Ref. [22]. Copyright
2011, Elsevier and from Ref.
[23]. Copyright 2012, Royal
Society of Chemistry)
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The intermediates formed during ultrasound-assisted degradation are more stable
than the parent compounds. As a result, the sonochemical degradation takes a long
time for complete mineralization. If it combines with photocatalysis, the degradation
of intermediates is very fast. The major advantages of combining these two pro-
cesses are (i) additional generation of free radicals through both the band gap
excitation of photocatalyst and sonolytic splitting of water molecules;
(ii) application of ultrasound which continuously cleans the photocatalyst surface,
so that the activity of the photocatalyst can be maintained over longer irradiation
times; and (iii) its ability to achieve degradation of both hydrophilic and hydropho-
bic organic compounds. A quantitative way to evaluate the synergistic effect during
multiple AOPs application is done by calculating the synergy index and can be
calculated as follows [5].

Synergy index ¼ R USþUVþTiO2ð Þ
R USþTiO2ð Þ þ R UVþTiO2ð Þ

(6)

Synergy index values>1 indicate the combined process exceeds the sum of the
separate processes. The synergy index was calculated from the degradation rates
of sonocatalysis R(US+TiO2), photocatalysis R(UV+TiO2), and sonophotocatalysis
R(US+UV+TiO2). The combined process is shown to achieve greater degradation

Fig. 2 The three different regions of sonochemical reactions [25] (Reprinted with permission from
Ref. [25]. Copyright 2009, Elsevier)
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efficiency, reduced cost of treatment, and application of scaling-up than the individual
processes of sonolysis and photocatalysis. Mahamuni et al. investigated the technical
and economical feasibility of ultrasound for the wastewater treatment on industrial
scale [20]. They also reported that the cost of ultrasound for the degradation of
organic pollutant was reduced when combined with photocatalysis (Fig. 3).

The following section of this chapter addresses the use of various nanomaterials
such as metal oxides, metal sulfides, and composite photocatalysts in sonophoto-
catalytic degradation of organic pollutants in aqueous environment. The reaction
mechanism of ultrasonic degradation of different organic pollutants in the presence
of various photocatalysts is also discussed in detail.

Nanomaterials for Sonophotocatalysis

Out of the many photocatalysts, nano-sized TiO2 and ZnO are widely used in
sonophotocatalysis. Hence, the following section separately covers the applications
of these materials in detail.

Nano-titanium Dioxide-Mediated Sonophotocatalysis

The titanium dioxide (TiO2) has been widely studied for the degradation and
mineralization of organic pollutants in aqueous media. TiO2 has several advantages
such as strong oxidizing ability, chemical stability, nontoxicity, and availability at
low cost [28–39]. TiO2 can be found in three crystal structures, such as anatase,
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brookite, and rutile. Among these, the anatase form of TiO2 has been mostly used in
photocatalysis activity than the other two forms.

Madhavan et al. investigated the degradation of acid red 88 using sonolysis,
photocatalysis, and sonophotocatalysis in the presence of TiO2 (Degussa P25)
[40]. The degradation of AR88 using US + TiO2, UV + TiO2, and US + UV +
TiO2 was performed with initial dye concentration of 0.09 mM and a fixed catalyst
amount of 1 g/L. The obtained degradation rates of all the processes are shown in
Fig. 4. The results showed the higher degradation rate observed for the sonophoto-
catalysis. This may be due to the synergistic effect by the combination of ultrasonic
irradiation, ultraviolet radiation, and a semiconductor photocatalyst.

Mishra et al. studied the sonophotocatalytic degradation of p-nitrophenol in the
presence of TiO2 as catalyst using low-frequency ultrasound waves (25 kHz)
[41]. The effect of catalyst concentration on sonophotocatalytic degradation was
investigated by varying the amount of TiO2 from 0.5 to 4.0 g/L at pH 2.5 for
p-nitrophenol (10 ppm) solution. A maximum of 76.4 % degradation was observed
at TiO2 concentration of 2.0 g/L. On further increase above 2.0 g/L of TiO2, the
degradation rate was decreased which may be attributed to the dominant screening
effect of excess TiO2 particles.

The pH of the solution is an important factor in determining the physical and
chemical properties of a solution, which will affect the bubble dynamics. Hence, the
process of sonophotocatalysis was investigated at different pH values of 2.5, 5.0, 7.0,
9.0, and 11.0. The maximum degradation of 76.4 % was obtained at a concentration
of 10 ppm p-nitrophenol at pH 2.5, and the extent of degradation was decreased as
the pH was increased. This may be attributed to the fact that under acidic conditions,
both UV- and US-induced degradation favored to show enhanced degradation in the
combined process. At lower pH values (higher acid concentration), there is
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domination of the molecular form of p-nitrophenol. This molecular form of
p-nitrophenol makes it possible to diffuse into the reactive zone (gas–liquid film
region). Also, a small fraction of this molecular form may even evaporate into the
cavity (gaseous) region from the gas–liquid interface. Thus, the overall decomposi-
tion of p-nitrophenol at low pH (higher acidic solution) took place in gaseous,
interfacial film regions by pyrolysis and free radical attack. Therefore, the catalyst
concentration and pH of the solution also affect the degradation rate of
sonophotocatalysis.

Selli et al. studied the sonophotocatalytic degradation of acid orange 8 (AO8)
using TiO2 [42]. The first-order kinetic plots of AO8 degradation using sonolysis,
photocatalysis, and sonophotocatalysis in presence of TiO2 nanoparticles are shown
in Fig. 5. It was observed that the degradation efficiency for the sonophotocatalysis
was higher than the individual processes, and this may be due to the synergistic
effect of sonolysis and photocatalysis.

Mishra et al. investigated the sonocatalytic and sonophotocatalytic degradation of
rhodamine B (RhB) with different TiO2 catalyst loadings ranging from 0.5 to 4.0 g/L
[43]. The higher degradation was observed at a TiO2 concentration of 3 g/L. Beyond
which, the sonophotocatalytic degradation was lowered. Further, the degradation
efficiency of sonocatalysis was found to be almost similar to that of sonophoto-
catalysis. The observed degradation efficiency for sonocatalysis was 92 %, while
that for sonophotocatalysis was only 93 %. Berberidou et al. investigated the
degradation of malachite green (MG) in aqueous solution using sonolytic,
photocatalytic, and sonophotocatalytic process in the presence of TiO2 [44]. The
sonophotocatalysis was observed to be more efficient for the degradation of MG than
compared to the individual processes due to the enhanced formation of reactive
radicals as well as the possible ultrasound-induced increase of the available active
surface area of the catalyst. Further, it was noted that the ecotoxicity of MG to marine
bacteria was partially/fully eliminated depending on the conditions employed such
as the concentration of the catalyst, pH, and power of the ultrasound. Kritikos

Fig. 5 First-order kinetic
plots of AO8 degradation in
the presence of TiO2

nanoparticles using (a)
sonolysis, (b) photocatalysis,
and (c) sonophotocatalysis
[42] (Reprinted with
permission from Ref.
[42]. Copyright 2002, Royal
Society of Chemistry)
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et al. carried out the sonophotocatalytic degradation of reactive black 5 (RB5) in the
presence of TiO2 nanoparticles [45] and achieved almost complete decolorization
after 20 min of photocatalytic degradation under ultrasound irradiation (80 kHz,
135 W) at catalyst loading of 1.0 g/L. These results indicated that the coupling of
photocatalysis with ultrasound irradiation significantly increased the degradation
efficiency when compared to the individual processes operating at standard
conditions.

Cheng et al. designed an ultrasound-intensified photocatalytic reactor and dem-
onstrated the degradation of azo dye methyl orange (MO) using TiO2 [46]. The
obtained results showed higher efficiency for sonophotocatalysis due to the syner-
gistic effect of sonolysis and photocatalysis. They also investigated the effect of
operational parameters such as US power, TiO2 dosage, and airflow rate on the
degradation efficiency. The effect of US power on synergy was more significant
which revealed the effects of physical and chemical parameters of US on
photocatalysis. Selli et al. have evaluated the rate of 1,4-dichlorobenzene
(1,4-DCB) degradation and mineralization in the aqueous phase under
photocatalysis and sonophotocatalysis in the presence of Degussa P25 TiO2

[47]. The higher degradation and mineralization rates were observed for the com-
bined process of photocatalysis and sonolysis. The rate constant observed for the
photocatalysis was 2.4 � 0.2 � 10�4 s�1 and sonophotocatalysis was
3.8 � 0.2 � 10�4 s�1. Davydov et al. studied the effect of ultrasound on the
photodegradation of salicylic acid with four different commercial TiO2 powders
such as Hombikat, Ishihara, Degussa, and Aldrich [48]. The smaller particle-sized
Degussa P25 exhibited the higher activity for the sonophotocatalytic degradation of
salicylic acid than other catalysts. The higher degradation rate was observed for the
sonophotocatalysis, which may be due to the aggregate breakage of TiO2

nanoparticles by the ultrasound. Ahmedchekkat et al. investigated the decolorization
of RhB in aqueous solution using photocatalysis and sonophotocatalysis in the
presence of Degussa TiO2 [49]. About 98 % decolorization was obtained for
sonophotocatalysis, whereas 90 % of degradation was observed in case of
photocatalysis. A synergy index value of 1.4 was obtained from the degradation
rates of sonolysis, photocatalysis, and sonophotocatalysis, which revealed the syn-
ergistic degradation of RhB. Madhavan et al. studied the degradation of paracetamol
by the sonophotocatalysis in the presence of TiO2 and reported on sonophoto-
catalysis that achieved the higher degradation efficiency than the individual pro-
cesses [50]. The degradation rates obtained for the sonolysis, photocatalysis, and
sonophotocatalysis were about 8.3, 30.2, and 40.2 � 10�7 M min�1, respectively.
The corresponding plot of degradation rates is shown in Fig. 6.

Yuan et al. synthesized TiO2 nanotube array by anodic oxidation and investigated
the degradation of methylene blue by sonophotocatalytic process [51]. It was
observed that the ultrasound frequency had a significant effect on the synergy
between sonolytic and photocatalytic degradation of MB. TiO2 nanotube array
catalyst showed a good recyclability and the synergy was as high as 22.1 % at
27 kHz irradiation. Saien et al. studied the degradation of styrene–acrylic acid
copolymer (ASSC) in aqueous media using sono-assisted photocatalytic process

Sonophotocatalytic Degradation of Organic Pollutants Using Nanomaterials 561



with Degussa P25 TiO2 as a photocatalyst and evaluated the effect of TiO2 dosage in
the sonophotocatalytic degradation [52]. The results showed that the degradation
efficiency increased with the increase in catalyst concentration from 0.01 to 0.07 g/L,
and this may be due to more active species generated by absorbed fraction of the
irradiated lights. The optimized catalyst amount of 0.03 g/L provided a distinct trend
of variation of a nearly perfect degradation over a usual time of 60 min. Also, they
reported the degradation and mineralization of 96 % and 91 %, respectively.
Khokhawala et al. investigated the degradation of phenol using a sonophotocatalysis
in the presence of TiO2 [53]. The effect of concentration of TiO2 on the degradation
rate of phenol has been investigated over a concentration range of 0.5–2.5 g/L, and
the obtained results are shown in Fig. 7. It showed that the extent of degradation of
phenol increased almost linearly with an increase in the loading of the photocatalyst
over the entire range of concentration. This was due to the fact that as the quantity of
TiO2 was increased, the number of active sites available for light-induced reaction
also increased resulting in the enhanced reaction between the pollutant molecules
and hydroxyl radicals. However, in sonophotocatalysis the maximum degradation
was observed for 2.0 g/L of TiO2. This investigation clearly showed that the amount
of TiO2 affects the degradation rate.

Jelic et al. studied the photocatalytic and sonophotocatalytic degradation of
carbamazepine (CBZ) in the presence of TiO2 nanoparticles [54]. The combined
oxidation UV/US/TiO2 resulted in a significant enhancement of CBZ degradation
rate. Wu et al. investigated the decolorization of reactive red 2 (RR2) using
sonocatalysis, photocatalysis, and sonophotocatalysis with TiO2 nanoparticles [55]
and observed the decolorization rates in the following order: UV/US/TiO2 > UV/
TiO2 > US/TiO2 at pH 7.0. This clearly showed that the UV/US/TiO2 system
effectively decolorized and mineralized RR2. They also investigated the effect of
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TiO2 dosage, pH, and temperature on RR2 decolorization by the sonophotocatalysis,
which supported the importance of combined treatment method for enhancing the
degradation rate of organic pollutant in water. Taicheng An et al. investigated the
sonophotocatalytic process for the decolorization of reactive brilliant orange K-R
(RBOKR) and COD removal from the synthetic wastewater [56]. The results
showed that the combination of sonolysis and photocatalysis could efficiently
remove the color and reduce the COD from the synthetic dye-containing wastewater.
Taghizadeh et al. studied the sonolytic, sonocatalytic, and sonophotocatalytic deg-
radation of chitosan in the presence of TiO2 nanoparticles using ultrasound irradia-
tion (24 kHz), where an ultraviolet light source of 16 W was used for UV irradiation
[57]. The observed results showed that the sonophotocatalytic degradation was faster
than the individual processes due to the enhanced formation of reactive radicals as
well as the possible ultrasound-induced increase of the active surface area of the
photocatalyst. He et al. investigated the sonophotocatalytic degradation of
p-chlorobenzoic acid (PCBA) in the presence of TiO2 nanoparticles [58]. The
degradation of 100 μM PCBA was carried out at two different solution pH values,
viz., 2.0 and 10.0, for studying the effect of pH on the degradation rate. The rate
constant and synergistic index of solution pH 2.0 was found to be higher when
compared to pH 10.0. From the study, it was evident that the sonochemical degra-
dation of PCBA was much in favor of acidic pH 2.0 than alkaline pH 10.0. Some
studies on sonophotocatalytic degradation of organic pollutants using nano-sized
TiO2 are summarized in Table 1.

Though there are several reports on TiO2 in sonophotocatalysis, the major
disadvantages of TiO2 that restrict its large-scale application are as follows: (i) it
can only work in UV light irradiation with wavelength less than 380 nm (anatase
form of TiO2 owing its band gap 3.2 eV) and (ii) it has a faster rate of recombination
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of photogenerated electron–hole pairs. Therefore, numerous studies have been made
to expand the visible light response of TiO2 by doping of other metal or coupling
with other semiconductor photocatalyst materials. The later part of this chapter deals
about the composite materials for the sonophotocatalytic applications.

Nano-Sized ZnO-Mediated Sonophotocatalysis

ZnO nanoparticles have attracted much attention as a potential catalyst in the field of
environmental remediation because of its exceptional physical, chemical, and optical
properties such as high UVabsorption potential with wide band gap (3.37 eV), high
bond energy (60 meV), and high thermal and mechanical stability [59–69].

Elena Selli investigated the synergistic effects on combination of ultrasound with
ZnO photocatalysis [42]. The degradation of the azo dye acid orange 8 in aqueous
solution was evaluated under sonolysis (US), photocatalysis (UV + ZnO), and
sonophotocatalysis (US + UV + ZnO). The degradation rate of the azo dye was
higher for the combined process when compared to the individual sonolysis and
photocatalysis. The active surface area of ZnO was increased under ultrasonic
irradiation which leads to an increase in the catalytic performance of ZnO. Which
was more active than TiO2 toward the degradation of azo dye due to the formation of
active radicals and high synergistic effect? Ertugay et al. studied the sonocatalytic
activity of nano-sized ZnO for the degradation of direct blue 71 [70]. The
sonocatalytic activity of ultrasound/ZnO was higher than the sonolysis alone. Ultra-
sound played an important role in decomposing azo dye in the presence of ZnO. The
degradation rate was also increased with amount of ZnO used. The degradation
efficiency followed the order US/ZnO/H2O2 > US/H2O2 > US which corresponds
to 98 %, 55 %, and 23 %, respectively. The higher degradation efficiency observed
for US/ZnO/H2O2 was attributed to the promotion of ultrasound on ZnO-catalyzed
decomposition of H2O2 to form active •OH radicals. When the production of •OH
radicals increases, the degradation efficiency also increases. Anju et al. studied the

Table 1 Sonophotocatalytic degradation of pollutants using nano-sized TiO2

S.No Pollutant
Ultrasonic
frequency

Ultrasonic
power Synergy index Refs.

1 Acid red 88 213 kHz 55 mW mL�1 1.3 [40]

2 Acid orange 8 20 kHz 20 W 0.49 [42]

3 2-Chlorophenol 20 kHz 20 W 0.07 [42]

4 Malachite green 80 kHz 150 W 0.14 [44]

5 Reactive black 5 80 kHz 135 W Synergetic [45]

6 Methyl orange 20 kHz 600 W 1.75 [46]

7 1,4-Dichlorobenzene 20 kHz 40 W Synergetic [47]

8 Rhodamine B 20 kHz 40 W 1.4 [49]

9 Paracetamol 213 kHz 13.8 W 1.0 [50]
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ZnO-mediated sonophotocatalysis for the degradation of phenol in aqueous solution
[71] and reported that the nano-sized ZnO was found to be more active than nano-
sized TiO2-mediated sonophotocatalysis than the individual processes. The compar-
ative percentage of phenol degradation by various processes is shown in Fig. 8.

Talebian et al. synthesized ZnO nanoparticles by solvo-thermal method and
investigated the morphology of ZnO with respect to the concentration of hydrazine
hydrate [72]. SEM morphology (Fig. 9) showed granular, hexagonal granular, and
rodlike nanoparticles for 5 wt%, 40 wt%, and 80 wt% of hydrazine hydrate.
Depending on the shape and morphology, the degradation rate of chrome intra
orange G was changed. The ZnO with nanorod structure materials showed the
highest efficiency for the degradation of the azo dye. The ZnO-mediated sonophoto-
catalysis showed better performance than the ZnO photocatalysis, and this may be
due to the presence of ultrasound, which promoted the deaggregation by increasing
the active surface area of ZnO. From the study, it was evident that the shape, surface
morphology, and size of the nanomaterials played an important role in influencing
the efficiency of sonophotocatalysis for the degradation of organic pollutants.

Madhavan et al. investigated the degradation of diclofenac, a nonsteroidal anti-
inflammatory drug in an aqueous environment using ZnO photocatalyst [73]. Total
organic carbon (TOC) studies were compared for the degradation of diclofenac by
sonolysis, ZnO photocatalysis, and sonophotocatalysis. 23 % of degradation of
diclofenac was observed in sonolysis, 68 % of degradation was achieved using
photocatalysis, whereas the sonophotocatalysis showed the highest degradation
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efficiency of 73 % in 1 h. The corresponding normalized TOC vs. time plot for the
degradation of diclofenac is shown in Fig. 10.

Wang et al. studied the sonocatalytic degradation of acid red B (ARB) in aqueous
solution in the presence of nano-sized ZnO powder [74]. They also investigated the
effect of degradation rate by the addition of other inorganic oxidants such as KClO4,
KClO3, and Ca(ClO)2. It was found that the inorganic oxidants can efficiently assist
the sonophotocatalytic degradation of ARB in the presence of nano-sized ZnO
powder. The order of degradation efficiency with oxidants was KClO4 > KClO3 >
Ca(ClO)2. The active site on the surface of ZnO nanoparticles can promote the
decomposition of various oxidants under ultrasonic irradiation and generation of

Fig. 9 A typical SEM images of ZnO nanoparticles obtained using the hydrazine hydrate aqueous
solutions with different concentrations: (a) 5 wt%, (b) 40 wt%, and (c) 80 wt% [72] (Reprinted with
permission from Ref. [72]. Copyright 2013, Elsevier)
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added •OH radicals. The reaction pathways to generate the •OH radicals by the
inorganic oxidant-assisted ZnO sonocatalysis are as follows:

ClO4
� þ US=ZnO ! •ClO3 þ •O� (7)

•O� þ Hþ ! •OH (8)

ClO3
� þ US=ZnO ! •ClO2 þ •O� (9)

ClO� þ US=ZnO ! • Clþ •O� (10)

2 • Cl ! Cl2 (11)

Cl2 þ H2O ! ClO� þ Cl� þ 2Hþ (12)

Chekma et al. synthesized ZnO- and Fe3+-doped ZnO nanoparticles using
ultrasound-assisted impregnation method [75]. The synthesized photocatalysts
were subsequently employed for the sonophotocatalytic degradation of textile dyes
such as ARB and MB. The results showed higher degradation activity for
sonophotocatalysis than the individual processes. The doping of small amount of
Fe3+ ions can function as a photogenerated hole trap, which inhibits the recombina-
tion of electron–hole pairs. The degradation of organic pollutant was increased when
the Fe3+ ions reacted with oxygen and hydroxyl ions adsorbed on the catalyst surface
to produce hydroxyl and superoxide radicals. In the presence of ultrasound, the
sonochemically produced hydrogen peroxide might react with the Fe3+ thereby
forming a Fenton reaction for the degradation of organic pollutant.

Fig. 10 Normalized TOC vs. time plot for the degradation of diclofenac with different techniques
[73] (Reprinted with permission from Ref. [73]. Copyright 2010, Elsevier)
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Saharan et al. synthesized Ni-doped ZnO nanoparticles by simple coprecipitation
method. They investigated the synergistic effect of Ni-doped ZnO particles and
ultrasonication for the degradation of fast green (FG) and victoria blue (VB) dyes
[76]. The synergistic effect of Ni–ZnO nanoparticles and ultrasound proved to be
more effective in degrading the dyes than the pure ZnO photocatalysis and ultra-
sound alone. The substitutional doping of Ni in ZnO lattice had a positive influence
on the electronic structure of ZnO which improved the sonocatalytic activity toward
the degradation of organic pollutants. The X-ray diffraction and energy-dispersive
X-ray spectrum of synthesized ZnO and Ni-doped ZnO nanoparticles are shown in
Fig. 11. The phase formation and substitutional doping of Ni in ZnO were confirmed
by these analyses.

Khataee et al. synthesized ZnO and Gd-doped ZnO nanoparticles using simple
sonochemical method and demonstrated the degradation of AO7 in aqueous medium
[77]. The application of pure ZnO sonocatalyst contains some drawbacks such as the
fast recombination of the generated electron–hole pairs. In order to reduce the
recombination and enhance the catalytic activity of ZnO nanoparticles, the Gd
metal ions were incorporated into the ZnO structure. The 5 % Gd-doped ZnO
nanoparticles with band gap of 2.8 eV exhibited the higher sonocatalytic activity
with a degradation efficiency of 90 % at a reaction time of 90 min. The particle size
distribution of Gd-doped ZnO nanostructure is shown in Fig. 12. It was seen that
most of the nanoparticles ranged between 20 and 30 nm with frequency of 52.17 %.
The frequency of the particle size range of <10, 10–20, and 30–40 nm is 2.17 %,
41.30 %, and 4.31 %, respectively. In another report by Khataee et al., ZnO and
Pr-doped ZnO nanoparticles were synthesized using simple sonochemical process,
and their sonophotocatalytic activity were investigated for the degradation of acid
red 17 (AR17) under ultrasonic irradiation [78]. The degradation efficiency of
sonocatalysis was found to be higher than the sonolysis alone.
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Fig. 11 (a) X-ray diffraction and (b) energy-dispersive X-ray spectrum of synthesized ZnO and
Ni-doped ZnO nanoparticles [76] (Reprinted with permission from Ref. [76]. Copyright 2015,
Elsevier)
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Metal Sulfide-Mediated Sonophotocatalysis

Very few reports are available in the literature, regarding metal sulfide-mediated
sonocatalysis. Cadmium sulfide (CdS) nanoparticles, when combined with TiO2

nanoparticles, can act as sonophotocatalyst. The CdS with ideal band gap energy
(2.4 eV) is very unstable against photocorrosion in aqueous solution. Hence, it has
been studied in combination with other materials such as TiO2 or ZnO. CdS is widely
considered as the most promising material for coupling with TiO2 because of a
slightly higher conduction band level compared to TiO2. The coupling could prevent
the recombination rate of electron–hole pairs and will improve the sonocatalytic
activity.

Li et al. synthesized nano-sized CdS/TiO2 with different morphologies and
particle sizes by sonochemical method with different ultrasonic frequencies and
investigated the sonophotocatalytic degradation of MO [79]. At lower frequencies,
the CdS/TiO2 was smaller, well crystallized, and even denser which corresponds to
the lower sonophotocatalytic activity for the degradation of MO. However, at higher
frequencies, the CdS/TiO2 nanoparticles were larger, poorly crystallized, and looser
which correspond to higher sonophotocatalytic activity for the degradation of
MO. The TEM micrographs of sonochemically (35 kHz) synthesized CdS/TiO2

nanocomposite and commercial TiO2 are shown in Fig. 13. Compared to the
commercial TiO2, the nanocomposite formed has an average size of about 28.7 nm
and the observable lattice fringes with spacing of about 0.31 and 0.35 nm, respec-
tively, which correspond to the (101) plane of hexagonal CdS and anatase TiO2,
respectively.

Ghows et al. synthesized core–shell CdS/TiO2 nanocrystal by the combination of
ultrasound and microemulsion [80]. The synthesized CdS/TiO2 core–shell was
employed for the sonocatalytic degradation of reactive black 5 (RB5). In

0-10
0

10

20

30

40

50

60

10-20 20-30 30-40

Size distirbution of Gd-ZnO nanostructures (nm)

F
re

q
u

en
cy

 (
%

)

Fig. 12 The particle size distribution of Gd-doped ZnO nanostructure [77] (Reprinted with
permission from Ref. [77]. Copyright 2015, Elsevier)
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sonophotocatalytic degradation reaction, the first step is the conversion of the
colored dye into an intermediate which is subsequently converted into colorless
products. The core–shell CdS/TiO2 particles showed a higher degradation efficiency
than that obtained by sonolysis and photocatalysis. Zhu et al. investigated the
MWCNT and CdS-modified TiO2 for the degradation of RhB [81]. The catalyst
was synthesized by the sol–gel method followed by solvo-thermal treatment at low
temperature. The nano-sized CdS/CNT–TiO2 photocatalyst showed an enhanced
activity for the sonocatalytic degradation of RhB than the non-CdS-treated
CNT–TiO2. The sonocatalytic degradation mechanism of RhB over CdS/CNT–TiO2

catalyst is shown in Fig. 14.
When CdS/TiO2 was irradiated under ultrasonic radiation, the photogenerated

electrons are excited from the valance band of CdS to the conduction band of TiO2

through MWCNTs, simultaneously leaving the photogenerated holes in the valence
band of CdS. The electrons react with O2 to generate O2

•�, and the holes react with
OH� or H2O to generate •OH radicals.

CdS=TiO2 þ US ! CdS hþ, e�ð Þ=TiO2 (13)

Fig. 13 TEM images of CdS/TiO2 nanoparticles, (a) commercial TiO2, (b and c)
CdS/TiO2–35 kHz, and (d) SAED pattern of CdS/TiO2–35 kHz [79] (Reprinted with permission
from Ref. [79]. Copyright 2012, Elsevier)
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CdS hþ, e�ð Þ=TiO2 ! CdS hþð Þ=TiO2 e�ð Þ (14)

e� þ O2 ! •O2
� (15)

hþ þ OH� ! •OH (16)

hþ þ H2O ! •OHþ hþ (17)

Based on available literature, the photocorrosion and instability nature of CdS in
aqueous solution restricts its practical applications. Hence, coupling with other
semiconductor materials such as TiO2, ZnO, etc., is found to improve its stability
as well as the degradation efficiency of organic pollutants. Some studies on
sonophotocatalytic degradation of organic pollutants using ZnO and CdS
nanomaterials are summarized in Table 2.

Other Catalytic Material-Mediated Sonophotocatalysis

Many potential sonophotocatalytic active semiconductor nanomaterials have been
studied so far. In particular TiO2 and ZnO are widely investigated materials for
sonophotocatalysis as discussed above. Apart from these materials, there are many
metal oxides and silver compounds which act as potential semiconductor catalysts in
sonophotocatalysis.

The hydroxyl radicals are important in the catalytic degradation of organic
pollutants. Wu et al. synthesized AgBr sonophotocatalyst by simple precipitation
route, and it was investigated for the sonophotocatalytic degradation of organic

Fig. 14 Sonocatalytic degradation mechanism of RhB by CdS/CNT–TiO2 composite [81]
(Reprinted with permission from Ref. [81]. Copyright 2013, Elsevier)
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pollutants such as MB, RhB, and MO [82]. AgBr generates •OH radicals by the
ultrasound in aqueous media, thus leading to the degradation of organic pollutants.

H2Oþ USþ AgBr ! •OHþ •H (18)

O2 bubblesð Þ þ USþ AgBr ! 2O • ! •O þ H2Oþ 2 •OH (19)

O2 bubblesð Þ þ H • ! •O2H ! H2O2 þ O2 ! H2O2 þ USþ AgBrþ 2 •OH (20)

•OHþ Organic pollutants ! Degradationproducts (21)

Song et al. synthesized silver tripolyphosphate (Ag5P3O10) hydrothermally and
used it as a sonophotocatalyst for the degradation of dyes such as RhB and MB
[83]. The results showed that Ag5P3O10 exhibited an excellent sonophotocatalytic
activity due to the enhanced production of •OH radicals by combined UV and US
radiations. A similar study on hydrothermally synthesized AgPO3 microsphere for
the degradation of RhB was reported by He et al. [84]. The microspheres of the
AgPO3 are shown in Fig. 15 (a–c and e–f), and the mean particle size distribution of
AgPO3 microsphere is shown in Fig. 15d. It was observed that the particle size of
AgPO3 was found in 3.67–4.93 μm and the mean particle size diameter was 4.23 μm.

Wang et al. synthesized magnetic Fe3O4 nanoparticles by simple coprecipitation
method [85] and used it for the sonophotocatalytic degradation of RhB. The
photocatalytic degradation efficiency of 95 % was achieved using Fe3O4-assisted
sonophotocatalysis. The α-Fe2O3 is known to be a poor catalyst in usual
photocatalytic reaction but it showed better performance when combined with
sonolysis. According to Elshafei et al., 60 % sonocatalytic degradation of nitroben-
zene was achieved using α-Fe2O3/CuO [86]. The collapse of micro-sized bubbles in
cavitation produced more hydroxyl radicals.

Zhou et al. synthesized LuFeO3 nanoparticles by a polyacrylamide gel route
[87]. The phase formation, purity, and morphology of the LuFeO3 nanomaterials
are shown in Fig. 16. The XRD pattern showed that the LuFeO3 formed in a
orthorhombic perovskite structure, a sphere-like particle with an average size of

Table 2 Sonophotocatalytic degradation of pollutants using ZnO and CdS nanomaterials

S.
No Pollutant Catalyst

Ultrasonic
frequency

Ultrasonic
power

Synergy
index Refs.

1 Acid orange 8 ZnO 20 kHz 20 W 0.59 [42]

2 2-Chlorophenol ZnO 20 kHz 20 W 0.12 [42]

3 Phenol ZnO 40 kHz 100 W 1.25 [71]

4 Acid red B,
methylene blue

ZnO 40 kHz 200 W Synergetic [75]

5 Methyl orange CdS/TiO2 40 kHz 220 W Synergetic [79]

6 Reactive black CdS/TiO2 20 kHz, 41 W Synergetic [80]

7 Rhodamine B CdS/
CNT–TiO2

20 kHz 750 W Synergetic [81]
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~200 nm. The sonocatalytic activity of LuFeO3 nanoparticles showed better perfor-
mance in degrading of RhB.

Nanocomposite Material-Mediated Sonophotocatalysis

The composites are the materials formed by coupling of two or more semiconductor
photocatalysts. This is done to reduce the recombination rate of photogenerated
electron–hole pairs and also to increase the visible light response of the catalytic
materials. Thus, a higher photocatalytic activity is expected from these composite
materials.

Ahmd et al. synthesized a series of ZnO nanoparticles decorated on multiwalled
carbon nanotube (ZnO/MWCNT) composite by a facile sol method [88] to study the
sonophotocatalytic degradation of RhB in the presence of ZnO and ZnO/MWCNT.
They also compared the degradation by sonolysis and photocatalysis and observed
that the sonophotocatalysis showed higher degradation efficiency than the individual
processes. This may be due to the formation of higher •OH radicals and increased
active surface area of ZnO/CNT composite. The reaction rate constant for the
degradation of RhB over photocatalysis, sonolysis, and sonophotocatalysis method
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Fig. 15 (a–b and e–f) Typical SEM images of AgPO3 (d) mean particle size distribution of AgPO3

microspheres [84] (Reprinted with permission from Ref. [84]. Copyright 2014, Elsevier)
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for the pure ZnO, MWCNTs, and different amounts of ZnO-loaded CNTs is shown
in Fig. 17.

Zhang et al. prepared a high surface area of TiO2–CNT composite catalyst by the
deposition of TiO2 particles on the surface of carbon nanotubes (CNTs) employing a
modified sol–gel technique [89]. The as-prepared catalyst was used for the degra-
dation of MB in aqueous solution using visible light and ultrasonic irradiation using
a probe-type sonicator. The reaction for the formation of anatase TiO2–CNT com-
posite catalyst is shown in Fig. 18. The CNTs are functionalized with strong
oxidizing group m-chloroperbenzoic acid. During the hydrothermal process, the
carboxylic acid groups on CNT surface can react with alkoxide precursor of Ti
under certain temperature to form the composite catalyst.

Wang et al. prepared various nano-sized metal oxide-dispersed TiO2 (CeO2/TiO2,
SnO2/TiO2, and ZrO2/TiO2) composite catalyst and compared the sonocatalytic
activity toward the degradation of acid red B [90]. The order of the degradation
activity was as follows: CeO2/TiO2 > SnO2/TiO2 > TiO2 > ZrO2/TiO2 > SnO2

> CeO2 > ZrO2. The highest degradation efficiency of 91.32 % was obtained for
the CeO2/TiO2, which may be due to the reduction of recombination rate of
electron–hole pairs in the composite catalysts. Neppolian et al. synthesized Bi2O3/
TiZrO4 nanoparticles by an ultrasonic-assisted hydrothermal method and investi-
gated the oxidative degradation of 4-chlrophenol using sonolysis, photocatalysis,
and sonophotocatalysis process [91]. It was found that the combined sonophoto-
catalytic degradation was simple to apply and proved as a potential process for the
degradation of organic pollutants. Ghosh et al. synthesized CdSe–graphene com-
posite by a simple hydrothermal method and studied the sonocatalytic degradation of
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Fig. 16 XRD pattern of LuFeO3 particles. Inset shows a SEM image of LuFeO3 particles [88]
(Reprinted with permission from Ref. [88]. Copyright 2015, Elsevier)
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azo dyes, MO, and RhB [92]. The stability of the sonocatalyst was also investigated
from the reusability tests. The TEM images of the CdSe–graphene composite are
shown in Fig. 19.

Wang et al. investigated the silver-loaded TiO2 nanoparticles for the sonophoto-
catalytic degradation of MO [93]. The degradation of MO was enhanced in case of
sonophotocatalysis, when compared to individual processes which may be due to the
synergistic effect of sonolysis and photocatalysis. It was also observed that the
degradation of MO increased with an increase in ultrasonic power. Zhang
et al. prepared Fe/TiO2–MWCNT by the deposition of MWCNTs with Fe and
TiO2 nanoparticles using modified sol–gel method [94]. The sonophotocatalytic
degradation efficiency of TiO2, Fe/TiO2, and Fe/TiO2–MWCNT catalysts were
investigated for the degradation of MB. The enhanced formation of reactive radicals
and ultrasound-induced active surface area increase of the catalyst was observed
when Fe/TiO2–MWCNT was used as a catalyst. Zhai et al. developed an Er3+:
YAlO3/TiO2–SnO2, a novel sonocatalyst by the deposition of Er3+:YAlO3 on the
surface of TiO2–SnO2 composite [95]. The obtained sonocatalyst was used for the
degradation of acid red B. The heat-treatment temperature of the catalyst during the
synthesis was observed as a main factor which influenced the sonocatalytic degra-
dation activity. In another report by Gao et al., the Er3+:YAlO3/TiO2–ZnO
nanocomposite was used for the sonocatalytic degradation of acid red B [96]. The
results showed that the temperature employed for the synthesis of composite catalyst
played a significant role in the degradation of organic pollutants and also the Ti/Zn
molar ratio that influenced the sonocatalytic activity of the catalyst. Zhao
et al. synthesized CeO2 and MnO2 nanoparticles by simple precipitation method
and prepared the MnO2/CeO2 nanocomposites by impregnation method [97], to

Fig. 19 TEM images of CdSe–graphene composite [93] (Reprinted with permission from Ref.
[93]. Copyright 2013, Elsevier)
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investigate the degradation of MO by sonocatalysis. The degradation efficiency of
the composite catalyst was found to be enhanced due to the formation of excessive
reactive radicals. The catalytic materials may act as a cavitation nucleus and enhance
the ultrasonic cavitation effect. The resonance sizes of cavitation bubbles are com-
pensable with the size of the catalyst.

Boutoumi et al. synthesized the titanium dioxide–montmorillonite/polythiophe-
ne–sodium dodecyl sulfate (TiO2–Mt/PTP–SDS) nanocomposite via in situ
intercalative oxidative polymerization of thiophene (TP) in TiO2–Mt clay in the
presence of anionic surfactant SDS [98]. The sonophotocatalytic degradation of Rh
6G was investigated using the TiO2–Mt/PTP–SDS nanocomposite and found the
sonophotocatalytic degradation was higher than the individual processes, which may
be due to the synergistic effect between the sonolysis and photocatalysis.
Sathishkumar et al. synthesized the rare earth nanocluster (Gd3+, Nd3+, and Y3+)-
loaded TiO2 and used for the sonophotocatalytic degradation of acid blue 113 under
ultrasonic irradiation [99]. The higher degradation efficiency was observed for the
Y3+-loaded TiO2 nanoparticles. Further, the degradation of acid blue 113 in the
presence and absence of Y3+-loaded TiO2 ensured the following order: sonophoto-
catalysis > sonocatalysis > photocatalysis > sonolysis. The presence of ultra-
sound enhances the possibility of the effective interaction of AB113 with the
electronic charges generated during the catalytic processes. Therefore, the maximum
charge carrier initiation was achieved during the sonophotocatalytic degradation of
AB113 in the presence Y3+–TiO2 nanophotocatalysts. Meng et al. prepared Fe-
treated fullerene/TiO2 nanocomposite by sol–gel method and investigated the cata-
lytic activity by sonocatalytic degradation of MB [100]. The complete mineraliza-
tion of MB was observed under ultrasonic irradiation in the presence of Fe-fullerene/
TiO2 nanocomposite, and the content of Fe also enhanced the degradation rate. For
Fe–TiO2 composites, the Fe particles lead to enhanced catalytic activity by trapping
the e� and hvb

+ pairs. Iron doping increases the OH� production by its capacity to act
as hvb

+ traps, which reduces the recombination; thus the chance for e� and hvb
+ to

form oxidative radicals is improved. In sonolysis, the generated light or heat can be
transferred to yield the e� and hvb

+ pairs on the surface of TiO2, and some electrons
are captured by Fe3+, so the sonocatalytic of Fe–TiO2 composite is obviously
improved by doping Fe3+ ion. The TEM images of Fe-fullerene/TiO2

nanocomposites are shown in Fig. 20.
Sathishkumar et al. synthesized nano-size gold-loaded visible light-driven TiO2

(Au–TiO2) sonophotocatalysis using bath-type sonicator (42 kHz) [101] for the
sonophotocatalytic degradation of simazine. 1.65- and 1.38-fold enhancement in
the mineralization was achieved for the sonophotocatalytic degradation of simazine
when compared with the photocatalysis and sonolysis processes. Khataee
et al. synthesized TiO2/montmorillonite K10 (TiO2/MMT) nanocomposite by hydro-
thermal method and employed toward sonocatalytic degradation of basic blue
3 (BB3) [102]. The obtained sonocatalytic activity of TiO2/MMT nanocomposite
was higher than that of pure TiO2 and MMT nanoparticles. Ghodke et al. synthesized
TiO2/nanoclay nanocomposite by sonochemical method [103] and used it as a
photocatalyst for the degradation of phenol under acoustic cavitation. The higher
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degradation efficiency (59 %) was obtained for the TiO2/nanoclay nanocomposite,
whereas the nanoclay alone achieved only 47 % degradation. Some studies on
sonophotocatalytic degradation of organic pollutants using nanocomposite materials
are summarized in Table 3.

Numerous efforts are needed for the development of new materials with high
photocatalytic activity. Based on reports discussed so far, composite materials can be
the promising materials to use in the sonophotocatalytic process for the degradation
of organic pollutants present in the aqueous environment.

Reaction Mechanism of Sonophotocatalysis for the Degradation
of Organic Pollutants

Photocatalytic degradation of organic compounds occurred through the OH• formed
on the photocatalyst during the photochemical reactions. Thus, the combination of
photocatalytic and ultrasonic irradiation (sonophotocatalysis) seems to enhance the
degradation rate of the organic pollutants by the increased generation of OH•.
The presence of a heterogeneous catalyst contributes to the increase in the rate of
formation of cavitation bubbles by providing additional nuclei, which in turn

Fig. 20 A typical TEM images of Fe-fullerene/TiO2 nanocomposites [101] (Reprinted with
permission from Ref. [101]. Copyright 2011, Elsevier)
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increases the pyrolysis of H2O molecules and OH• formation. These observations
may propose the possibility of ultrasonic irradiation over the semiconductor catalyst
that enhances the generation of OH•. Hence, this effect is found to be mediated by
mechanisms similar to that of photocatalysis [88].

The reaction mechanism of sonophotocatalysis (UV + US) for the degradation of
organic pollutants was mainly due to the synergistic effect between sonolysis (US) and
photocatalysis (UV). The remarkable improvement in the degradation of organic
pollutants by sonophotocatalysis may be due to the following reasons [73, 85].

1. The production of oxidizing species increases in the liquid phase due to the
sonolytic cleavage of water.

2. Due to the shock wave propagation, the mass transport of the organic pollutant to
the catalyst surface is increased.

3. The aggregation of catalyst particles in aqueous solution is prevented by the
physical effects of acoustic cavitation which leads to an increase in the active
surface area.

4. The surface of the catalyst is continuously cleaned by ultrasonic waves, which is
used to maintain the catalytic performance of the photocatalyst.

The reaction mechanism of synergistic effect between the sonolysis and
photocatalysis is shown in Fig. 21. The adsorbed dye molecule on the surface of
photocatalyst reacts with the active radicals generated through photocatalysis. Sub-
sequently desorption of dye molecules from the surface of the photocatalyst by the

Table 3 Sonophotocatalytic degradation of organic pollutants using nanocomposite materials

S.
No Pollutant Catalyst

Ultrasonic
frequency

Ultrasonic
power

Synergy
index Refs.

1 Rhodamine B ZnO/CNTs 35 kHz 200 W Synergetic [88]

2 Methylene
blue

TiO2–CNT 28 kHz 50 W Synergetic [89]

3 4-
Chlorophenol

Bi2O3/TiZrO4 20 kHz 51 W Synergetic [91]

4 Rhodamine B CdSe–graphene 20 kHz 750 W Synergetic [92]

5 Methylene
blue

Fe/
TiO2–MWCNT

28 kHz 50 W Synergetic [94]

6 Acid red B Er3+:YAlO3/
TiO2–SnO2

40 kHz 50 W Synergetic [95]

7 Methyl orange MnO2/CeO2 24 kHz 65 W Synergetic [97]

8 Acid blue 113 Y3+, Gd3+, Nd3
+–TiO2

42 kHz – Synergetic [99]

9 Methylene
blue

Fe-fullerene/
TiO2

20 kHz 750 W Synergetic [100]

10 Simazine Au–TiO2 42 kHz – Synergetic [101]

11 Basic blue 3 TiO2/
montmorillonite

40 kHz – Synergetic [102]
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shock waves generated by the cavitation bubbles will take place, which reduces the
interaction probability of dye molecule with the active radicals. On the other hand,
the radicals generated by transient implosion of cavitation bubbles in the vicinity of
the photocatalyst particles can cause degradation of the dye molecules. Generally,
the smaller size and larger surface area of the nanoparticles increase the active sites,
which are more advantageous for sonophotocatalysis.

Conclusions and Future Directions

Sonophotocatalytic degradation of organic pollutants is an emerging treatment
process, which involves the combination of ultrasound with different semiconductor
nanomaterials. The ultrasonic treatment for pollutant removal has become a popular
technique due to its non-selective, not creating any secondary pollution, nontoxic,
and irreversible degradation process. However, use of ultrasonic irradiation as
individual process is limited for large-scale applications because of the inability to
achieve high degradation efficiency to certain organic pollutants, particularly, hydro-
philic compounds which are very hard to decompose by the cavitation phenomenon
induced from the ultrasonic irradiation. In such cases, sonophotocatalytic processes
are used to solve the problems related to the opacity and porosity of the catalyst
support when compared to individual sonolysis and photocatalysis.

TiO2 and ZnO are the most commonly used catalysts for sonophotocatalytic
process because of its advantages, such as cost-effectiveness, nontoxic, thermal,
and mechanical stability. The catalyst was activated by the ultrasonic irradiation,
thus resulting in the generation of electron–hole pairs. It was found that the reduction
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Fig. 21 The reaction mechanism of synergy between sonolysis, photocatalysis, and sonophoto-
catalysis [75] (Reprinted with permission from Ref. [75]. Copyright 2015, Elsevier)
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in the recombination rate can increase the degradation efficiency in sonophoto-
catalysis. Loading or doping of metal particles into conventional photocatalyst or
their composites can reduce the recombination between electrons and holes pro-
duced during ultrasonic irradiation of catalyst to enhance the sonophotocatalytic
degradation efficiency.

Most of the investigated photocatalysts are UV active. Intense investigations are
required for efficient and large-scale applications of sonophotocatalysis. The
replacement of UV light irradiation with visible light (sunlight) should be a global
objective for efficient sonophotocatalysis. Hence, numerous catalysts should be
investigated for the development of sonophotocatalysis under visible light irradia-
tion. Apart from this, it is also necessary to optimize the influence of reaction
parameters to obtain the maximum degradation efficiency and to reduce the overall
cost of the sonophotocatalytic treatments. Thus sonophotocatalytic process can serve
as a promising technique for the treatment of organic pollutants in degrading harmful
pollutants into less or nontoxic products.
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Abstract
Photocatalysis is an efficient and sustainable way to the removal of pollutants
from wastewater. Ultrasound technology provides the opportunities for the quick
and facile synthesis of photocatalytic nanomaterials. This paper is devoted to a
comprehensive perspective of ultrasonic synthesis of nanomaterials for
photocatalytic removal of pollutants from wastewater. Ultrasonic synthesis of
the three categories of photocatalytic nanomaterials including semiconductors,
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doped semiconductors, and compound semiconductors is involved. Especially,
the very recent developments in the ultrasonic synthesis of semiconductor mate-
rials such as heterostructures, hybrid semiconductors, noble metal-deposited
semiconductors, sensitized semiconductors, and supported semiconductors are
summarized. On this basis, the outlook on ultrasonic synthesis of photocatalytic
nanomaterials is provided.

Keywords
Ultrasonic synthesis • Nanomaterials • Photocatalysts • Removal of wastewater

Introduction

Along with the rapid development of human society, environmental pollution is
getting worse today than any other time. A large amount of wastewater worldwide is
produced during industrial production and human life. Wastewater containing toxic
pollutants such as dyes, pesticides, antibiotics, heavy metals, and so on seriously
threatens human health and the environmental safety. The environmental remedia-
tion including the removal of wastewater has become very imperative. Biodegrada-
tion, chemical precipitation, adsorption, membrane filtration, ion exchange,
flocculation, and electrodialysis are some conventional methods for the removal of
wastewater. However, these methods have limitations with varying degrees in
practical application owing to complex processes, expensive cost, high energy
consumption, and low efficiency. In recent years, with the development of semicon-
ductor nanomaterials, photocatalytic removal of wastewater has attracted wide
attention [1]. In the process of photocatalysis, the semiconductor photocatalysts
are excited by light to produce the separation of photogenerated electrons and
holes. Then, various pollutants in wastewater are decomposed through the redox
of highly active photogenerated electrons and holes. Namely, the semiconductor
photocatalysts can efficiently realize the removal of wastewater using sunlight as
a clean and sustainable energy. Therefore, semiconductor photocatalysis is a
promising technology because of environmental friendliness and sustainable use of
energy.

Size, morphology, and composition of the semiconductor nanomaterials strongly
influence their photocatalytic properties. Currently, a lot of research work focused on
the design and synthesis of semiconductor photocatalysts with highly photocatalytic
activity. Among various synthesis approaches of nanomaterials, ultrasound-assisted
synthesis is remarkable due to efficient, facile, and rapid characteristics [2]. The
localized pressure (about 105 kPa), high temperature (about 104 K), and cooling rates
(in excess of 109 K s�1) generated from the collapse of cavitation bubbles under
ultrasonic irradiation, which can promote the crystallization and reduce the particle
size for nanomaterials. Not only that, more importantly, the semiconductor
photocatalysts prepared by ultrasonic-assisted method tend to exhibit higher
photocatalytic activity for the removal of wastewater. This will greatly facilitate
the practical application of photocatalytic removal of wastewater.
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In the paper, the recent situation of ultrasonic-assisted synthesis of nanomaterials
for photocatalytic removal of wastewater was presented panoramically, mainly
focusing on semiconductors, doped semiconductors, and compound
semiconductors.

Ultrasonic Synthesis of Semiconductors

TiO2

As an oxide of the abundant crustal elements, TiO2 materials are widely used in
photocatalytic removal of wastewater due to its high activity, inexpensive, stability,
and environmental friendliness. So far, the research on TiO2 is most thorough and
comprehensive for photocatalytic removal of wastewater. Ultrasonic synthesis of
TiO2 photocatalysts is a popular object in early stages of photocatalysis research. As
early as 2001, Yu et al. prepared TiO2 nanoparticles with highly photocatalytic active
under ultrasonic irradiation [3]. In the synthesis process, titanium tetraisopropoxide
was added dropwise to pure water or EtOH-H2O mixed solution and followed by
ultrasonic irradiation in an ultrasonic bath. Finally, the TiO2 nanoparticles consist of
anatase and brookites were obtained after aging, drying, and calcination. Obviously,
ultrasonic irradiation promoted the hydrolysis of titanium alkoxide, the nucleation of
TiO2, and the reduction of TiO2 particle size. Moreover, photocatalytic activity of the
TiO2 nanoparticles can be enhanced because of better crystallinity, small particle
size, and two-phase structure of the TiO2 nanoparticles. However, unlike the above
example, Colmenares et al. synthesized pure anatase TiO2 nanoparticles by an
ultrasound-assisted sol-gel method using titanium tetraisopropoxide as a Ti source
and 2-propanol/water mixture as a solvent under alkaline (pH 9 with NH4OH)
conditions [4]. It can clearly be seen that crystallization of TiO2 is closely related
with the factors such as precursors, pH, and solvents under ultrasonic irradiation.
Furthermore, ultrasonic sources and frequency have an important impact on particle
size, pore structure, and photocatalytic activity of TiO2 nanoparticles. Neppolian
et al. prepared TiO2 nanoparticles by an ultrasonic-assisted sol-gel method using
bath- and tip-type ultrasonic sources, respectively [5]. The results indicated that TiO2

nanoparticles prepared under tip-type ultrasonic condition possessed smaller particle
size, higher specific surface area, and higher pore volume than the TiO2

nanoparticles prepared under bath-type ultrasonic condition. However, the
photocatalytic activity evaluation for degradation of 4-chlorophenol displayed that
the photodegradation ability of TiO2 nanoparticles prepared under bath-type ultra-
sonic condition was stronger than TiO2 nanoparticles prepared under tip-type ultra-
sonic condition. This can be attributed to that TiO2 nanoparticles prepared under
bath-type ultrasonic condition have larger pore size. Unlike the case of bath-type
ultrasonic condition, TiO2 nanoparticles inside a reactor were directly subjected to
the implosion of cavitation bubbles under tip-type ultrasonic condition. This differ-
ence in ultrasonic condition may cause different pore size of TiO2 nanoparticles. Latt
et al. prepared anatase TiO2 nanoparticles via a sol-gel process under ultrasonic
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irradiation with different frequency [6]. They found that TiO2 nanoparticles prepared
under low ultrasonic frequency and low calcination temperature exhibited the higher
photocatalytic activity for degradation of rhodamine 640 dye due to smaller particle
size and larger specific surface area. In addition, the adoption of reflection plate
behind the reaction vessel in ultrasonic bath could significantly affect size and
textural properties of TiO2 nanoparticles and improve the photocatalytic activity
(Fig. 1).

As is well known, the presence of mesoporous structure of photocatalysts will
significantly affect their photocatalytic activity. Sonication in the synthesis of TiO2

helps to form mesoporous structure. Yu et al. prepared mesoporous TiO2 nanocrys-
talline photocatalysts in pure water under irradiation with a high-intensity ultrasonic
horn using tetrabutyl titanate as a precursor without any templates [7]. The
ultrasound-prepared TiO2 nanocrystalline photocatalysts possess a greater specific
surface area, larger pore size, and smaller crystalline size than that of samples
prepared by conventional hydrolysis. It is worth mentioning that TiO2 gel has
been transformed into nanocrystals under high-intensity ultrasound treatment before
calcination. The phenomenon suggested that a great ultrasonic power has an impor-
tant influence on the crystallization of TiO2 in a sol-gel process.

The creation of oxygen vacancies on the surface of TiO2 is one important way to
induce its visible light-responsive photocatalytic activity. Usually, the synthesis of
TiO2 photocatalysts with oxygen vacancies requires expensive equipment, compli-
cated procedures, and harsh conditions. However, the above synthesis can be easily
achieved by ultrasound irradiation due to high-speed collisions between the pre-
cursors. Osorio-Vargas et al. reported the preparation of oxygen vacancies contained

Fig. 1 Schematic illustration
of US-associated sol-gel TiO2

process with reflection plate.
US ultrasound, RP reflection
plate Reprinted from [6],
Copyright (2008), with
permission from Elsevier
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TiO2 nanoparticles with visible light absorption under low-frequency ultrasound
irradiation using P25 TiO2 nanoparticles as parent materials [8]. The facile route has
promise for the large-scale preparation of visible light-responsive TiO2

photocatalysts.
In summary, synthesis condition, crystallinity, size, textural properties, and

photocatalytic activity of abovementioned TiO2 photocatalytic materials are listed
in Table 1.

Others

In recent years, other semiconductor materials with photocatalytic activity have been
extensively studied. Similar to the case of TiO2 photocatalysts, ultrasound treatment
can effectively improve the crystallinity and control the morphology for the synthe-
sis of other photocatalysts. Lai et al. reported the ultrasound-assisted hydrothermal
synthesis of flowerlike ZnO nanostructures [9]. Sonication enhanced the dispersion
of Zn2+ and the complexation between Zn2+ and citric acids (structure-directing
agent) before hydrothermal reaction. The influence of ultrasound treatment on the
morphology of flowerlike ZnO nanostructures is more obvious under conditions of
low-dose citric acids. The flowerlike ZnO nanostructures exhibited good
photocatalytic activity for rhodamine B (RhB) degradation under UV light irradia-
tion. However, the photocatalytic activity of flowerlike ZnO nanostructures with
ultrasonic assistance was less than that of counterpart without ultrasonic assistance
due to the decrease of oxygen vacancy. Similar examples of ultrasound-assisted
preparation also include the cases of NaTaO3 and AgMO2 (M = Fe, Ga).
Perovskite-like NaTaO3 can be synthesized under ultrasonic bath treatment and
subsequent calcination [10]. Compared to NaTaO3 prepared by conventional solid-
state method, NaTaO3 materials prepared via ultrasound-assisted route exhibited an
unusual transient open circuit potential characteristic in neutral solution under UV
light irradiation. The synthesis of AgMO2 can be achieved by two different
ultrasound-assisted routes [11]. Namely, α-AgFeO2 was prepared by ultrasound-
assisted coprecipitation in KOH solution using AgNO3 and Fe(NO3)3 as precursors.
Furthermore, β-NaFeO2 and β-NaGaO2 were translated into β-AgFeO2 and
α-AgGaO2 via ultrasound-assisted ion exchange in AgNO3 solution, respectively.
These reactions occurred rapidly at room temperature owing to the employment of
ultrasonic treatment.

Ultrasonic spray pyrolysis is also widely used in the preparation of non-TiO2

photocatalytic materials. For example, Dunkle et al. prepared BiVO4 photocatalysts
with visible light-responsive photocatalytic by ultrasonic spray pyrolysis [12]. The
BiVO4 photocatalysts possess ball-in-ball or porous structures due to the evaporation
of solvent and the decomposition of precursor during ultrasonic spray pyrolysis.
These structural features are crucial for improving the photocatalytic activity of
BiVO4 photocatalysts. Mann et al. synthesized single-crystalline Bi2WO6

nanoplates through a solid-state metathesis reaction between colloidal BiOCl and
Na2WO4 solution under ultrasonic spray pyrolysis [13]. The formation of single-
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crystalline structure and platelike morphology of Bi2WO6 can be attributed to the
synergistic effect between ultrasonic spray pyrolysis and solid-state metathesis
reaction.

Ultrasonic Synthesis of Doped Semiconductors

Some pristine TiO2, ZnO, SnO2, WO3, and ZnS materials have good UV light
response; even so, they hardly exhibit photocatalytic activity under visible light
irradiation owing to wide bandgap. The drawback seriously hinders practical appli-
cations of wide bandgap semiconductors in sunlight-driven photocatalytic process.
Therefore, the design and synthesis of visible light-responsive photocatalysts have
attracted keen research interest. In doping process, heteroatoms can be incorporated
into the crystal lattice of wide bandgap semiconductors. This may cause the bandgap
narrowing and the expansion of range of light response of wide bandgap semi-
conductors due to the shift in the valence and conduction band. Wherefore, metal or
nonmetal heteroatom doping is an effective way to produce modified wide bandgap
semiconductors with visible light-responsive photocatalytic activity.

In many cases, it is confirmed that sonication can contribute to the realization of
doping. This could be attributed to that sonication affected crystallinity, morphology,
size, and textural properties of photocatalysts as well as improved closely contact
between precursors. For example, Fe-TiO2 nanotube arrays with enhanced
photocatalytic activity for the degradation of methylene blue (MB) under visible
light irradiation were synthesized via an ultrasound-assisted impregnating-calcina-
tion route [14]. First, α-Fe2O3 nanoparticles were deposited into TiO2 nanotubes
under ultrasonic bath conditions. And Fe3+ ions were doped into TiO2 lattice after
calcination. Cr-doped TiO2 supported on silica or zeolite photocatalysts were pre-
pared by ultrasound-assisted impregnation method [15]. Ultrasonic bath promoted
evaporation of the solvent in impregnation process. The Cr-doped TiO2/silica (zeo-
lite) photocatalysts exhibited good photocatalytic activities for the selective oxida-
tion of glucose and total mineralization of phenol under visible light irradiation. The
authors suggested that the ultrasound-assisted synthesis method plays a significant
role on textural properties, morphologies, dispersion, and photocatalytic activities of
photocatalysts. N-doped TiO2 photocatalysts with good photodegradation activity
for direct sky blue 5B under simulated sunlight irradiation were synthesized by a
one-step sonochemical method [16]. In the preparation process of N-doped TiO2

photocatalysts, the titanium horn of a sonicator directly immersed in the precursor
solution. The nitrogen doping and crystallization of TiO2 were completed after the
ultrasound reaction up to 150 min. In addition, ultrasonic spray pyrolysis method can
also be used for the preparation of doped photocatalysts. The ultrasonic spray
pyrolysis preparation of ZnS:Ni2+ photocatalysts was reported by Bang
et al. [17]. The results indicated the photocatalytic activity for H2 production of
ZnS:Ni2+ photocatalysts prepared by ultrasonic spray pyrolysis is distinctly higher
and more stable than the counterpart prepared by traditional coprecipitation.
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Apart from single doping, co-doped semiconductor photocatalysts can also be
prepared by ultrasound-assisted method. Cheng et al. [18] and Khan et al. [19]
reported ultrasound-assisted sol-gel synthesis of Mo, N-co-doped TiO2 and Mo, and
V-co-doped TiO2 nanophotocatalysts, respectively. The aforementioned co-doped
photocatalysts exhibited enhanced photocatalytic activities for decomposition of
organic pollutants under visible light irradiation compared with single-doped or
undoped photocatalysts.

At last, photocatalytic properties of abovementioned doped semiconductor
photocatalytic materials for removal of pollutants from wastewater are summarized
in Table 2.

Ultrasonic Synthesis of Compound Semiconductors

In order to obtain the new photocatalysts with visible light-induced photocatalytic
activity for removal of wastewater, the fabrication of compound semiconductors is
an effective approach. The compound semiconductor photocatalysts obtained
through a series of modification strategies can significantly enhance the visible
light-induced photocatalytic activity due to extension of the photoresponse range
as well as reduction of the recombination of photogenerated electron-hole pairs in
the interfaces between materials. These compound semiconductor photocatalysts
with visible light-induced photocatalytic activity include several types of semicon-
ductor heterostructures, hybrid semiconductors, noble metal-deposited semiconduc-
tors, and sensitized semiconductors. In addition, the construction of supported
compound photocatalysts can improve photocatalytic activity, stability, and separa-
bility due to porous structure, mechanical strength, and magnetic properties of
supports. Therefore, the development of compound semiconductor photocatalysts
has brought new opportunities for photocatalytic removal of wastewater. Here, the
applications of sonication in the synthesis of compound semiconductors were
summarized.

TiO2-Based Heterojunction

As a traditional photocatalytic material, TiO2 is often chosen as the popular candi-
date material for the construction of composite photocatalyst systems with high
photocatalytic activity. The synthesis of TiO2 photocatalysts coupled with narrow
bandgap semiconductor materials is a promising way to obtain composite
photocatalysts with visible light-responsive photocatalytic activity. For example,
Xue et al. prepared AgI/TiO2 nanocomposite photocatalysts with high activity of
photocatalytic degradation of methyl orange (MO) and killing of E. coli by an
ultrasound-assisted precipitation process and subsequent low-temperature calcina-
tion [20]. Compared with counterparts prepared by conventional precipitation pro-
cess, the AgI/TiO2 nanocomposite photocatalysts possessed higher crystallinity,
better dispersion, apparent blueshift phenomenon of the absorption band, and higher
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photocatalytic activity. Ghows et al. reported the synthesis of CdS/TiO2 core-shell
nanocrystals in microemulsion by means of ultrasonic irradiation and studied the
effects of preparation method, sonication time, and sonication mode on the synthesis
[21]. The results indicated that the use of titanium isopropoxide as a precursor led to
form the core-shell structure. The increasing ultrasonic time helped to improve the
degree of crystallinity of TiO2. In addition, the CdS/TiO2 core-shell nanocrystals
formed under continuous sonication mode have larger specific surface area and
smaller particle size in comparison with that formed under “on-off” sonication
mode. Xie et al. synthesized the CdS quantum dot-sensitized TiO2 nanotube arrays
(TNTAs) by a sonication-assisted sequential chemical bath deposition approach
[22]. The data clearly revealed that sonication can effectively promote the close
deposition of CdS quantum dots on the TiO2 nanotube walls and thereby avoid
clogging the nanotube mouths (Fig. 2). The sonication-assisted prepared
CdS/TNTAs exhibited higher photocurrent density and more negative photocurrent

Fig. 2 FESEM and TEM images of (a, c) sonication-CdS/TNTAs and (b, d) CdS/ TNTAs
Reprinted with permission from [22]. Copyright (2010) American Chemical Society
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onset than that of CdS/TNTAs prepared by conventional sequential chemical bath
deposition approach under visible light irradiation. The results suggested that the
dense distribution of CdS quantum dots on the sonication-CdS/TNTAs led to much
enhancement in the photoelectrochemical and photocatalytic activity for the degra-
dation of MO. Obviously, the common strategy of the above examples is that the
heterogeneous component in situ was supported on a ready-prepared substrate
materials. Unlike the above strategy, Li et al. one-step prepared TiO2/In2O3 com-
posite photocatalysts by an ultrasonic aerosol spray-assisted method using TiCl4
together with In(NO3)3 as precursors [23]. The TiO2/In2O3 composite photocatalysts
showed excellent photocatalytic activity for degradation of MO under visible light
irradiation. This work provides a facile and general route for the one-step synthesis
of composite photocatalysts on a large scale.

In summary, synthesis condition, physicochemical properties, and photocatalytic
activity of abovementioned TiO2-based heterojunction photocatalytic materials are
listed in Table 3.

g-C3N4-Based Heterostructures

Graphite-like carbon nitride (g-C3N4) is new metal-free polymer semiconductors
and possesses a two-dimensional layered structure with weak interlayer van der
Waals forces. Pure g-C3N4 is nontoxic, cheap, and stable and considered to be a kind
of promising visible light-responsive photocatalysts for wastewater treatment due to
suitable bandgap energy (~2.7 eV). However, pure g-C3N4 exhibits low
photocatalytic activity under visible light irradiation due to high recombination
rate of photogenerated electron-hole pairs. Therefore, it is necessary to construct
semiconductor/g-C3N4 heterostructures in order to improve the potential application
of g-C3N4.

Sonication plays an important role in the preparation of high activity g-C3N4-
based heterostructure photocatalysts. On the one hand, sonication improves the
dispersion of compositions in favor of close contact between g-C3N4 and other
semiconductor materials. For example, Chen et al. dispersed mesoporous g-C3N4

(mpg-C3N4) into methanol by sonication, then added ZnO powder into the suspen-
sion of mpg-C3N4 under stirring, and finally prepared core-shell structure of
ZnO@mpg-C3N4 [24]. The ZnO@mpg-C3N4 showed high photocatalytic activity
for decomposition of MB under UV and visible light irradiation. The authors
suggested that the hybridized effect between ZnO and mpg-C3N4 enhanced UV
photocatalytic activity of ZnO@mpg-C3N4 photocatalysts. The enhancement of the
visible light photocatalytic activity of ZnO@mpg-C3N4 photocatalysts could be
attributed to the heterostructures induced by the match of lattice and energy level
between g-C3N4 and ZnO.

On the other hand, the weak van der Waals interaction between layers of bulk
g-C3N4 is destroyed to form a thin sheetlike nanostructures under sonication condi-
tions. The thin sheetlike g-C3N4 nanostructures tend to show higher photocatalytic
activity due to a large specific surface area and more exposed active sites. For

Ultrasonic Synthesis of Nanomaterials for Photocatalytic Removal of. . . 599



Ta
b
le

3
P
ho

to
ca
ta
ly
tic

pr
op

er
tie
s
of

T
iO

2
-b
as
ed

he
te
ro
ju
nc
tio

n
ph

ot
oc
at
al
yt
ic
m
at
er
ia
ls
sy
nt
he
si
ze
d
vi
a
so
ni
ca
tio

n
fo
r
re
m
ov

al
of

po
llu

ta
nt
s
fr
om

w
as
te
w
at
er

M
at
er
ia
ls

S
yn

th
es
is

co
nd

iti
on

T
ex
tu
ra
l
pr
op

er
tie
s

O
pt
ic
al

pr
op

er
tie
s

L
ig
ht

so
ur
ce

P
ol
lu
ta
nt

P
ho

to
ca
ta
ly
tic

ac
tiv

ity
R
ef
er
en
ce

A
gI
/T
iO

2

na
no

co
m
po

si
te
s

T
iO

2

na
no

pa
rt
ic
le
s,

A
gN

O
3
,a
nd

K
I

in
w
at
er

U
ltr
as
on

ic
ba
th
,

40
kH

z,
30

0
W
,

2
h

C
al
ci
na
tio

n,
35

0
� C

,2
h

–
A
bs
or
pt
io
n
ba
nd

ce
nt
er
ed

at
42

4
nm

25
0
W

m
er
cu
ry

bl
en
de
d

la
m
p
(4
90

0
lm

of
ph

ot
on

fl
ux

)
w
ith

fi
lte
r

(>
42

0
nm

)

M
O

D
eg
ra
da
tio

n
ra
te
of

95
.7

%
af
te
r
2
h

[2
0]

C
dS

qu
an
tu
m

do
t-
se
ns
iti
ze
d

T
iO

2
na
no

tu
be

ar
ra
ys

T
iO

2
na
no

tu
be

ar
ra
ys
,C

dC
l 2
,

an
d
N
a 2
S
in

w
at
er

S
on

ic
at
io
n-

as
si
st
ed

se
qu

en
tia
l

ch
em

ic
al
ba
th

de
po

si
tio

n

–
A
bs
or
pt
io
n
ed
ge

of
�5

30
nm

V
is
ib
le
lig

ht
M
O

D
eg
ra
da
tio

n
ra
te
of

61
.4

%
af
te
r
18

0
m
in

[2
2]

T
iO

2
/I
n 2
O
3

co
m
po

si
te

P
lu
ro
ni
c
P
12

3,
In

(N
O
3
) 3
,a
nd

T
iC
l 4
in

et
ha
no

l
U
ltr
as
on

ic
ae
ro
so
l
sp
ra
y,

1.
7
M
H
z,
30

W
,

38
0

� C
C
al
ci
na
tio

n,
35

0
� C

,2
h

S B
E
T
=

13
1
m

2
g�

1
,

d p
=

4.
0
nm

,
V
p
=

0.
18

m
L
g�

1

E
xt
en
de
d

ab
so
rp
tio

n
ba
nd

s
to

ap
pr
ox

im
at
el
y

at
80

0
nm

30
0
W

tu
ng

st
en

H
al
og

en
la
m
p
w
ith

40
0
nm

cu
to
ff
fi
lte
r

M
O

D
eg
ra
da
tio

n
ra
te
of

93
%

af
te
r
30

0
m
in

[2
3]

R
hB

D
eg
ra
da
tio

n
ra
te
of

95
%

af
te
r
18

0
m
in

600 B. Xue



example, Santosh Kumar et al. prepared N-doped ZnO/g-C3N4 hybrid core-shell
nanoplates by an ultrasonic dispersion method [25]. At first, bulk g-C3N4 was
exfoliated into pure g-C3N4 nanosheets via liquid-phase ultrasonic exfoliation.
Next, previously prepared N-doped ZnO was added to the dispersion of pure
g-C3N4 nanosheets. After stirring and evaporation, g-C3N4 nanosheets were
wrapped on N-doped ZnO surface. The hybrid core-shell nanostructures exhibited
enhanced visible light photocatalytic activity for the degradation of RhB and high
photostability. The improved photocatalytic performance can be attributed to a large
surface exposure area, energy band structure, and enhanced charge separation
properties at the interface of N-doped ZnO and g-C3N4 nanosheets. Similarly,
Zhang et al. achieved SnS2 nanosheets coupled with g-C3N4 nanosheets through
ultrasonic exfoliation of bulk g-C3N4 and subsequent deposition of previously
prepared SnS2 [26]. The two-dimensional heterojunction photocatalysts possessed
high photocatalytic activity for RhB degradation. In addition, the thickness of g-C3N4

nanosheets can be effectively reduced by extending the ultrasonic time. Lu
et al. prepared atomic layer g-C3N4 nanosheets through ultrasonication for 8 h [27].
Then, CdS nanoparticles in situ loaded on the atomic layer g-C3N4 nanosheets via
solvothermal method. The atomic layer g-C3N4-CdS nanoheterojunctions showed
significantly enhanced visible light-induced photocatalytic activity forMOdegradation.

In summary, synthesis condition, physicochemical properties, and photocatalytic
activity of abovementioned g-C3N4-based heterojunction photocatalytic materials
are listed in Table 4.

Other Heterostructures

The ultrasonic synthesis of other semiconductor heterostructures also received
widespread attention. Neppolian et al. reported the synthesis of visible light-respon-
sive ZrTiO4/Bi2O3 composite photocatalysts for 4-chlorophenol decomposition by
an ultrasonic-assisted hydrothermal method [28]. First, the colloidal mixture solution
formed using bismuth nitrate pentahydrate, titanium (IV) isopropoxide, and zirco-
nium (IV) isopropoxide as precursors under ultrasonic condition. After hydrothermal
reaction and succedent calcination, ZrTiO4/Bi2O3 composite photocatalysts were
obtained. However, the calcination is essential to improve the crystallinity of the
product. Xu et al. fabricated crystalline CdS nanoparticles supported on the
as-prepared ZnO hierarchical microspheres under high-intensity ultrasound irradia-
tion [29]. The ZnO/CdS composite photocatalysts exhibited higher activity for
photodegradation of RhB under nature sunlight. Li et al. prepared Cu2O/BiVO4

composite photocatalysts through the direct mixing of as-prepared Cu2O and BiVO4

under ultrasound irradiation [30]. The Cu2O/BiVO4 composite photocatalysts
exhibited the photocatalytic activities for the decomposition of MB, MO, and phenol
under visible light irradiation. Yu et al. achieved synthesis of Co3O4/BiVO4 and
CuO/BiVO4 composite photocatalysts with high photocatalytic activity for the
decomposition of acid orange II by an intense ultrasound irradiation approach
[31]. The results proved that the metal salt precursors transformed completely into
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crystalline metal oxide by sonochemical hydrolysis and the crystallization process of
BiVO4 also occurred under intense ultrasonic irradiation. The crystallization behav-
ior is closely related to high-intensity ultrasound conditions.

In summary, synthesis condition, physicochemical properties, and photocatalytic
activity of abovementioned other heterostructure photocatalytic materials are listed
in Table 5.

Semiconductor/Graphene (Derivatives)

Graphene is a two-dimensional material consisting of a single layer of sp2-bonded
carbon atoms arranged in a honeycomb structure. Graphene has received extensive
attention because of the high electronic conductivity, large surface-to-volume atomic
ratio, robust mechanical properties, and excellent chemical stability. Thus, graphene
and its derivatives such as graphene oxide (GO) and reduced graphene oxide (RGO)
are good platform for construction of hybrid semiconductor photocatalysts.
Photogenerated electrons can be easily transferred to graphene in graphene-based
composite photocatalysts; photogenerated electrons and holes are effectively sepa-
rated, thereby improving photocatalytic activity.

Ultrasonic treatment is an efficient technology to improve dispersion of materials
and close contact between graphene and semiconductors in mixture solution. For
example, Thomas et al. reported a sonication and stirring method for decorating
few-layer graphene with TiO2 nanoparticles [32]. The few-layer graphene-TiO2

composite photocatalysts showed higher degradation efficiency of RhB than bare
TiO2 nanoparticles under solar irradiation. The GO-P25 TiO2 composite
photocatalysts prepared by sonication exhibited an enhancement of mesoporosity
and mesopore diameter owing to the formation of GO aggregates coated with P25
TiO2 nanoparticles [33]. Compared to P25 TiO2 nanoparticles, the first-order rate
constant of MO photodegradation obviously increased for the GO-P25 TiO2 com-
posite photocatalysts under near-UV/Vis irradiation. Besides, Zhuo et al. reported
the ultrasonic preparation of graphene quantum dots with upconverted emission
[34]. The brief procedures are as follows: graphene was oxidized in concentrated
H2SO4 and HNO3, and then the mixed solution was treated ultrasonically for up to
12 h. Finally, graphene quantum dots were obtained after calcination. The
corresponding rutile TiO2/graphene quantum dots composite photocatalysts showed
high photocatalytic rate for degradation of MB under visible light irradiation.

Furthermore, sonication also facilitates the conversion of precursor into
nanocrystals, which deposits in situ on the surface of graphene. For example, Guo
et al. reported the sonochemical synthesis of graphene-TiO2 composite
photocatalysts by means of the pyrolysis and condensation of TiCl4 into TiO2

nanoparticles [35]. Dong et al. achieved in situ ultrasonic-assisted growth of
ZnMoOx/RGO composite photocatalysts using Zn(CH3COO)2 as Zn sources and
Na2MoO4 as Mo sources [36]. The ZnMoOx/RGO composite photocatalysts
exhibited a superior and recyclable natural-sunlight-driven photocatalytic activity
for degradation of RhB and noticeable killing activity of E. coli.
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In order to further suppress the recombination of photogenerated electron-hole
pairs in GO-based composite photocatalysts, removal of the oxygen-containing
groups from GO to obtain RGO has proved to be necessary. Ultrasonic treatment
can effectively achieve reduction of GO. For example, as shown in Fig. 3, a mixture
of zinc acetate dihydrate, thioacetamide, and GO was converted to ZnS nanosphere-
RGO composite photocatalysts under ultrasonic irradiation [37]. Under ultrasonic
conditions, highly reactive H• and •C(NH2)CH3 radicals can be generated by the
pyrolysis of water and thioacetamide molecules. While ZnS is anchoring in situ on
the surface of GO, graphene oxide is reduced to RGO by reducing species such as H•

and •C(NH2)CH3 radicals (Eq. 1):

GO þ reducing species H • , • C NH2ð ÞCH3ð Þ ! RGO (1)

Obviously, ultrasonic treatment is a more safe and convenient way for the
reduction of GO compared to hydrazine reduction and calcination.

In summary, synthesis condition, physicochemical properties, and photocatalytic
activity of abovementioned graphene-based composite photocatalytic materials are
listed in Table 6.

Semiconductor/Carbon Nanotubes

Carbon nanotubes (CNTs), a one-dimensional hollow carbon material, are consid-
ered as a perfect carrier for composite photocatalysts due to a large specific surface
area and good electronic conductivity. The semiconductor/CNTs hybrid

Fig. 3 Schematic illustration of formation mechanism for ZnSNPs-RGO composite via ultrasonic
irradiation. Reproduced from [37] with permission from The Royal Society of Chemistry
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photocatalysts can efficiently be prepared under ultrasonic condition. For example,
Shi et al. fabricated a series of Ag/AgX-CNTs (X = Cl, Br, I) nanocomposite
photocatalysts via an ultrasonic assistant deposition-precipitation route [38]. Com-
pared to the pure AgX and CNTs, Ag/AgX-CNTs composite photocatalysts
exhibited a remarkably enhanced visible light photocatalytic degradation efficiency
of removal of 2,4,6-tribromophenol. The enhancement of photocatalytic activity is
attributed to the effective transfer of photogenerated electron from AgX and Ag
nanoparticles to CNTs. Zhai et al. prepared the Ag3PO4/CNT Pickering emulsions as
a new kind of photocatalytic system [39]. In the preparation process, sonication
employed for dispersing of the components and demulsifying. The Pickering
emulsion-based composite photocatalysts showed a much higher efficiency for
MB decomposition than traditional solution-dispersed photocatalysts under visible
light irradiation.

In summary, synthesis condition, physicochemical properties, and photocatalytic
activity of abovementioned CNTs-based composite photocatalytic materials are
listed in Table 7.

Noble Metal/Semiconductor

Deposition with noble metal on semiconductors can improve photocatalytic activity
under UV or visible light irradiation. However, the enhancement mechanisms of
photocatalytic activity are different under different lighting conditions. Noble metals
supported on semiconductors act as electron acceptors under UV light irradiation.
The recombination of photogenerated electron-hole pairs is effectively suppressed
due to the photogenerated electrons on semiconductors migrate to noble metal. Thus,
the photocatalytic activity can be improved under UV light irradiation. Under visible
light irradiation, noble metal nanoparticles supported on semiconductors can absorb
resonant photons to enhance photocatalytic activity because of the localized surface
plasmon resonance (LSPR).

Photochemical reduction is one of common methods for the preparation of noble
metal nanoparticles. So, composite photocatalysts containing highly dispersed noble
metal nanoparticles can conveniently be prepared by a combination method of
ultrasound and photoreduction. For example, Sun et al. [40] and Gyawali
et al. [41] synthesized Ag-TiO2 nanotube array and Ag-PbMoO4 composite
photocatalysts under sonication and subsequent UV light irradiation, respectively.
Sonication before photoreduction promotes uniform distribution of the precursors on
the surface of supports and enhances interaction between noble metal ions and
semiconductors. Thus, the size of noble metal nanoparticles on composite
photocatalysts can be effectively reduced through ultrasound-assisted photoreduc-
tion routes. As shown in Fig. 4, the differences in particle size of samples made by
different preparation routes unambiguously reveal the role of ultrasound in the above
example of Ag-TiO2 nanotube array [40].

Of course, one-step ultrasound-assisted synthesis of noble metal/semiconductor
composite photocatalysts is more attractive due to facility and high efficiency. Zen
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et al. reported the fabrication of Pt/ZnO porous nanocages with good MO
photodegradation activity by the two-step weak acid etching process under ultra-
sonic irradiation [42]. As shown in Fig. 5b, at first, Zn core of the Zn/ZnO core-shell
nanoparticle colloids is oxidized by H2PtCl6 under sonication (Eq. 2). Simulta-
neously, the hollowing of Zn core and the in situ deposition of Pt nanoparticles
occurred. Subsequently, as shown in Fig. 5c, ZnO shell is etching by H+ from tartaric
acid to form porous structures under sonication (Eq. 3). Finally, ultrafine Pt

Fig. 4 SEM images of Ag-TiO2 nanotube arrays made by (a) ultrasound-assisted photoreduction
route and (b) photoreduction route Reprinted from [40], Copyright (2009), with permission from
Elsevier

Fig. 5 Illustration of the formation mechanism of Pt/ZnO nanocages: (a) total process description,
(b) H2PtCl6 etching-induced diffusion-redox-deposition process, and (c) tartaric acids (C4H6O6)
etching-induced nanoshell opening Reprinted with permission from [42]. Copyright (2008) Amer-
ican Chemical Society
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nanoparticles were embedded on ultrathin porous ZnO shell layers to get the Pt/ZnO
porous nanocages:

2Zn þ Pt4þ ¼ 2Zn2þ þ Pt0 (2)

ZnO þ 2Hþ ¼ Zn2þ þ H2O (3)

The ultrasonic irradiation provides the strong driving force and dispersing func-
tion for the redox reaction and etching. Also, the size of the Pt nanoparticles can be
controlled by ultrasound power. Chen et al. synthesized Ag/AgCl nanocrystals by a
one-step sonochemical approach using ethylene glycol (EG) as a solvent [43]. In the
synthesis process, AgCl nanoparticles assembled into AgCl nanocubes and Ag+

species in a surface of AgCl nanoparticles were reduced to Ag0 by reducing radicals
generated through sonolysis of EG under ultrasonic irradiation. Moreover, the
Ag/AgCl nanocrystals exhibited excellent photocatalytic activities for degradation
of MO, RhB, and MB under visible light irradiation. It is worth mentioning that the
whole synthesis process of Ag/AgCl nanocrystals does not involve the external heat
treatment nor additional reducing agents. Therefore, this sonochemical synthesis is
convenient and efficient strategy. This work provides a general sonochemical
method for the preparation of Ag-based composite photocatalysts using polyol
process. Anandan et al. prepared Au-TiO2 nanoparticles by three different
sonochemical procedures [44]. In the first procedure, previously sonochemically
prepared Au nanoparticles were deposited onto P25 TiO2 nanoparticles under
stirring. In the second procedure, Au nanoparticles in situ were deposited on P25
TiO2 nanoparticles under sonication. In the third procedure, Au and TiO2

nanoparticles were simultaneously synthesized by ultrasound irradiation using
HAuCl4 and titanium tetraisopropoxide as precursors. Between the above Au-TiO2

nanoparticles, the particle size of Au nanoparticles in the sample prepared by the
third method is the smallest and most uniform.

In summary, synthesis condition, optical properties, and photocatalytic activity of
abovementioned noble metal/semiconductor composite photocatalytic materials are
listed in Table 8.

Sensitized Semiconductors

Phthalocyanine dyes and π-conjugated organic molecules show strong absorption of
visible light. The sensitization of phthalocyanine dyes and π-conjugated organic
molecules on the surface of semiconductors can be to expand the visible light
response range of semiconductors, thereby improving photocatalytic activity.
Wang et al. in situ synthesized copper (II) phthalocyanine tetrasulfonate (CuPcTs)-
sensitized TiO2 photocatalysts by ultrasonic irradiation using TiCl4 as Ti source
[45]. The sonication not only promoted the crystallization of TiO2 and completed the
dispersion of CuPcTs on TiO2 nanoparticles. The CuPcTs-sensitized TiO2

photocatalysts possessed obvious visible light absorption. The measurement of
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photodecomposition of MO indicated that photocatalytic activity of CuPcTs-TiO2 is
much more than that of CuPcTs or pure TiO2 under visible light irradiation. Besides,
sensitized semiconductor photocatalysts can be obtained easily by ultrasonic-assisted
adsorption method of a mixed solution of semiconductor nanoparticles and sensi-
tizers. Jiang et al. reported the synthesis of 7,7,8,8-tetracyanoquinodimethane
(TCNQ)-sensitized TiO2 photocatalysts with core-shell structure using the above
strategy [46]. The TCNQ@TiO2 photocatalysts exhibited visible light-induced
photocatalytic activity of degradation of phenol.

In summary, synthesis condition, optical properties, and photocatalytic activity of
abovementioned sensitized semiconductor photocatalytic materials are listed in
Table 9.

Semiconductor/Support Materials

The support materials such as zeolites, clays, silica, alumina and activated carbon,
etc. are also often used to build composite photocatalysts. The support materials do
not exhibit photocatalytic activity; however, its presence can markedly enhance
photocatalytic activity of composite photocatalysts due to the improvement of
dispersion and stability for photoactive composition. For example, Liu
et al. prepared SiO2/TiO2 composite photocatalysts using tetraethyl orthosilicate
and tetrabutyl orthotitanate as precursors under ultrasonic treatment and subsequent
calcination [47]. Embedding amorphous SiO2 into TiO2 matrix can suppress the
increase of diameter of TiO2 nanoparticles during calcination. The photocatalytic
activity of the SiO2/TiO2 composite photocatalysts prepared with ultrasound obvi-
ously is higher than that of the counterparts prepared without ultrasound for the
oxidation of formaldehyde in air under UV light irradiation (Fig. 6). The enhance-
ment of the photocatalytic activity is attributed to improvement of ultrasonic irradi-
ation for the hydrolysis of titanium and silicon alkoxide and the crystallization of the
gel. Although the above example exhibited only high activity of SiO2/TiO2 com-
posite photocatalysts prepared with ultrasound for photocatalytic decomposition of
gas-phase pollutants, the results also suggested that sonication can play a positive
role for preparation of other composite photocatalysts in photocatalytic removal of
wastewater.

Hierarchical biological materials are ideal matrix supports for the fabrication of
composite photocatalysts. The developed pore structure of hierarchical biological
materials can provide a large number of accessible active sites for photocatalytic
reactions. As a typical example, Mao et al. reported the preparation of mesoporous
TiO2/macroporous diatom frustule composite photocatalysts by sonochemical con-
densation of TiCl4 and then calcination [48]. The TiO2/diatom frustule composite
photocatalysts showed high photocatalytic activity for degradation of MB under UV
light irradiation due to hierarchical macro-/mesoporous structure. The unique pore
structure facilitated efficiently the transports of MB molecules in the composite
photocatalysts.

Ultrasonic Synthesis of Nanomaterials for Photocatalytic Removal of. . . 615
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Magnetic Composite Photocatalysts

To overcome the difficulty in separating the powder photocatalysts from the aqueous
solution, the fabrication of magnetically separating composite photocatalysts is an
effective way in wastewater treatment. For example, Zhang et al. presented a method
for preparing the MnO2/Fe3O4 composite photocatalysts with a ferromagnetic nature
by a mild ultrasonic means [49]. The composite photocatalysts composed of thin-
layer MnO2 nanosheets and Fe3O4 nanoparticles exhibited excellent photocatalytic
activity and magnetically separating characteristic for the degradation of MB under
UV-Vis light irradiation. More importantly, the MnO2/Fe3O4 composite
photocatalysts possessed a good acid resistance and stable recyclability during the
photocatalytic process. Álvarez et al. prepared the TiO2/SiO2/Fe3O4 magnetically
separated composite nanoparticles through an ultrasonic-assisted sol-gel route using
commercial Fe3O4 nanoparticles as a support [50]. The results showed that the TiO2/
SiO2/Fe3O4 composite photocatalysts have good photocatalytic activities for the
degradation of acetaminophen (Ac) as well as the mixture of Ac, bisphenol A
(BPA), metoprolol (Met), antipyrine (Ant), and caffeine (Caff) under UV irradiation.
Moreover, the SiO2 layers wrapped on Fe3O4 core improved the stability of the TiO2/
SiO2/Fe3O4 composite photocatalysts owing to avoid photocorrosion of Fe3O4.

At last, synthesis condition, physicochemical properties, and photocatalytic prop-
erties of abovementioned semiconductor/support and magnetic composite
photocatalytic materials are summarized in Table 10.

Fig. 6 The effect of ultrasonic irradiation on photocatalytic activity of the SiO2/TiO2 composite
photocatalysts. Reprinted from [47], Copyright (2004), with permission from Elsevier

Ultrasonic Synthesis of Nanomaterials for Photocatalytic Removal of. . . 617
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Conclusions and Future Directions

In summary, ultrasound-assisted synthesis is a promising technology for the fabri-
cation of nanomaterials. The local high temperature, pressure, and rapid cooling
rates have contributed to the growth and assembly of nanomaterials under ultrasound
conditions. Nanomaterials prepared by ultrasonication typically have excellent
photocatalytic activity due to high crystallinity and dispersion. The rapid develop-
ments of ultrasonic synthesis have provided a good opportunity to design novel
nanomaterials with high activity for photocatalytic removal of wastewater. In the
paper, the recent research on ultrasonic synthesis of photocatalytic nanomaterials
including single semiconductor, doped semiconductor, compound semiconductor
(heterostructures and composites) roundly was summarized.

Although the evident progress has been achieved, ultrasound synthesis of
photocatalytic nanomaterials still faces many challenges. Further work may be
focused on the following points:

Firstly, the morphology, dimensions, and assembly of nanomaterials significantly
affect their photocatalytic activity. Design and preparation of photocatalytic
nanomaterials with a specific structure are a hot research area. However, the most
reports of ultrasound synthesis of photocatalytic nanomaterials relate to the synthesis of
nanoparticles and nanospheres; ultrasound synthesis of other nanostructures relatively
is lacking. The researches on the synthesis of one-dimensional, two-dimensional, and
high-energy crystal facets exposed photocatalytic nanomaterials are required under
ultrasound conductions.

Secondly, current researches mostly focus on the effect of ultrasound on
nucleation and growth of photocatalytic nanomaterials. In fact, the influence of
ultrasound on structures and characteristics of photocatalytic nanomaterials is neces-
sary to further exploration and improvement of photocatalytic activity for removal of
wastewater. The roles of ultrasonic synthesis on the modulation of surface defects and
interfacial properties of photocatalytic nanomaterials may be a notable research
aspect.

Thirdly, as a promising new generation of photocatalysts, composite
photocatalytic nanomaterials have been received extensive attention. However,
compared with photocatalytic nanomaterials with single component, the understand-
ing on the ultrasonic synthesis of composite photocatalytic nanomaterials is still
preliminary. Thus, it is necessary to explore one-step synthesis, in situ load and
multicomponent interaction of composite photocatalytic nanomaterials under ultra-
sound conditions.

In conclusion, ultrasonic technology brings new opportunities for the preparation
of photocatalytic nanomaterials. Novel photocatalytic nanomaterials will play an
important role in the field of energy and the environment. Meanwhile, the ultrasonic
synthesis of photocatalytic nanomaterials is also full of challenges in practical
application. Many interesting phenomena are waiting to be explored.
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Abstract
Hydrodynamic cavitation has emerged as a potential alternative for acoustic
cavitation. Extensive research in past two decades has demonstrated the efficacy
of hydrodynamic cavitation for enhancement of numerous physical/chemical
processes. Proper design and scale-up of the hydrodynamic cavitation reactors
require deep mechanistic insight into the physics/chemistry of radial motion of
cavitation bubble (or cavitation bubble dynamics) that leads to generation of the
sonochemical effects. Development of mathematical models for bubble dynamics
in hydrodynamic cavitation is therefore a crucially important component of
efficient design of hydrodynamic cavitation reactors. In this chapter, a review
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of the developments of mathematical models for the hydrodynamic cavitation by
our research group has been given. This chapter essentially presents a summary of
five major studies published by our group, in which models for radial motion of
cavitation bubbles in hydrodynamic cavitation were developed with successive
incorporation of various physical aspects such as liquid compressibility, turbulent
pressure fluctuations, bubble/bubble and bubble/flow interactions, and heat and
mass transfer across bubble interface. Simulations of hydrodynamic cavitation
carried out with these models have indicated relative influences of different
design and process parameters on the radial motion of the bubbles. These models
have helped in the identification of the conditions under which the radial motion
in hydrodynamic cavitation resembles the one observed in acoustic cavitation.
The major factor governing production of sonochemical effect by cavitation
bubbles is pressure recovery profile, which in turn is influenced by three design
and process parameters, viz., recovery (or discharge) pressure, permanent pres-
sure head loss, and cavitation number. The simulations of hydrodynamic cavita-
tion have also provided suitable guidelines for design, optimization, and scale-up
of the hydrodynamic cavitation reactors for applications in different physical/
chemical processes. This chapter is expected to be a useful source of collective
information and critical analysis of the mathematical models for hydrodynamic
cavitation to the research community in the field of hydrodynamic cavitation.

Keywords
Cavitation • Sonochemistry • Continuum mixture model • Turbulence modeling •
Bubble Dynamics • Navier-Stokes equation • Rayleigh-Plesset equation

Introduction

To achieve physical or chemical change in a process essentially requires introduction
of energy in the system. In addition to the quantity of the energy input to the system,
the method of introduction of energy is also a critical factor that influences the
overall efficiency of the process, i.e., extent of physical/chemical change achieved
per unit energy input. The past two decades have witnessed development of several
new technologies for safer, easier, and efficient means of energy introduction in the
system. Cavitation technology is one such technology in which energy required for
the physical/chemical transformation is introduced through cavitation phenomenon.
The phenomenon of cavitation essentially refers to nucleation, growth, and implo-
sive transient collapse of tiny gas–vapor bubble driven by variation in the bulk
pressure in the medium. Variation of bulk pressure in the liquid medium required for
occurrence of transient cavitation could be achieved by various means such as
passage of an ultrasound wave in the form of compression/rarefaction cycles or
change in the velocity of liquid due to change in the flow geometry. Cavitation
generated by the acoustic or ultrasound wave is called acoustic cavitation, while
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cavitation generated by changing flow geometry is called hydrodynamic cavitation.
The most peculiar feature of cavitation technology that distinguishes it from other
technologies is that transient collapse of cavitation bubbles creates intense energy
concentration on an extremely small time and spatial scale, as explained in greater
detail in subsequent section.

Occurrence of cavitation requires presence of nuclei in the medium. These nuclei
could be small microbubbles already present in the medium or they could also be the
gas pockets trapped in the crevices of the solid boundaries in the medium. These
nuclei essentially grow into cavitation bubbles with fall of bulk pressure in the
medium. Ultrasound passes through the medium in the form of compression/rare-
faction cycles. The cavitation nuclei expand in the rarefaction half cycle and
compress in the compression half cycle. If the pressure amplitude of the ultrasound
wave is sufficiently high (typically greater than the static pressure in the medium),
the expansion of the bubble in rarefaction half cycle is large –more than double of its
initial size. In such situation, the bubble undergoes a transient collapse, which
essentially is a fact and adiabatic compression to less than 1/10th of original size.
During this adiabatic collapse, the temperature and pressure in the bubble reaches
extreme, of the order of 5000 K and 500 bar, respectively. Ultrasound irradiation or
sonication has been the conventional means of generating cavitation. Hydrodynamic
cavitation is generated in flowing liquid due to variation in bulk pressure as a result
of velocity variation in the flow induced by changing geometry of the conduit. For
example, in the simplest case, hydrodynamic cavitation can be generated by throttling
discharge of a pump through an orifice or venturi. As the pressure in the liquid flow
falls downstream of the orifice plate or the throat of the venturi, the dissolved gas in the
liquid gets released in the form of bubbles. If the fall of pressure in the downstream
region of the conduit is sufficient, typically close to vapor pressure of the liquid at the
bulk temperature, partial vaporization of liquid may also occur leading to formation of
vapor bubbles. These gas or vapor bubbles subsequently oscillate and collapse with
recovery of pressure in the liquid flow in the downstream region.

The nature of the radial motion of the cavitation bubble is influenced by the nature
or profile of variation in bulk pressure. In acoustic cavitation, the variation in bulk
pressure is of sinusoidal nature around the mean or ambient pressure. In hydrody-
namic cavitation, the pressure variation is mostly of linear nature with fluctuations
due to turbulence in the flow superimposed over the mean pressure. Since both types
of cavitation have their origin in the characteristic radial motion of the bubble, theory
of bubble dynamics can be applied for the analysis by proper choice of the mathe-
matical term describing the time variation of bulk pressure in the liquid medium,
which drives the radial bubble motion.

In last one decade, large amount of literature has been published on intensification
of diverse physical and chemical processes with application of hydrodynamic
cavitation. These processes include degradation of dyes [1–4], hydrolysis of oils
[5–7], degradation of recalcitrant pollutants and wastewater treatment [8–14],
enhancement of anaerobic digestion [15, 16], nanosynthesis [17–21], potable
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water disinfection [22, 23], and microbial cell disruption [24–27]. State-of-the-art
reviews by Gogate [28, 29] and Gogate and Pandit [30, 31] have given critical
analysis of literature on hydrodynamic cavitation. Modeling of cavitation bubble
dynamics in hydrodynamic cavitation has also been an active research area. These
models form basis for optimization of the hydrodynamic cavitation process for large-
scale applications. Several authors have also addressed issues of modeling and
optimization of hydrodynamic cavitation [32–48].

The purpose of this chapter is to present a sequential and coherent depiction of
various mathematical models of hydrodynamic cavitation developed by our group in
past one decade along with the analysis. These models are essentially aimed at
providing explanation to the “sonochemical and sonophysical effect” generated by
hydrodynamic cavitation. The sonochemical effect is production of radical species
through transient collapse of cavitation bubbles. These species are responsible for
inducing chemical reactions in the medium such as degradation/oxidation of recal-
citrant pollutants [49–56] or polymerization [57, 58] or synthesis of nanoparticles
[59–62]. The sonophysical effect is generation of intense turbulence and shock
waves due to transient motion of cavitation bubbles. This effect is manifested in
terms of disruption of microbial cells, mass transfer enhancement or intense mixing,
and generation of nanoemulsions [63–69]. We believe that this chapter will be a
single and distinct source of information on the mathematical models of hydrody-
namic cavitation.

Cavitation Bubble Dynamics and Pressure Recovery Profiles
in Hydrodynamic Cavitation

Cavitation number: The phenomenon of hydrodynamic cavitation is characterized
by a dimensionless parameter called cavitation number, which is defined as [70]:

Ci ¼ P2 � Pv

ρLU
2
o=2

(1)

Various notations are as follows: P2= recovery pressure (in the downstream region),
Pv = vapor pressure of the liquid at temperature of operation, ρL = density of the
liquid, and Uo = average velocity near the constriction in the downstream region
(or the velocity at vena contracta in case of an orifice or the velocity at the throat of
venturi or converging–diverging nozzle). It can be easily perceived from Eq. 1 that
the pressure downstream of the orifice will fall at the vapor pressure of the liquid
for Ci = 1. This will ensure generation of the vaporous cavitation bubbles in the
liquid even if the liquid is devoid of any dissolved gas. This is cavitation inception
number.

The characteristics of cavitation number are as follows [71]: (1) it is independent
of the velocity in the pipe and shows dependence on the constriction sizes in
the same pipe, (2) it increases linearly with the diameter ratio of orifice to pipe,
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and (3) cavitation inception occurs at Ci = 1–2.5 depending on the size of the
constriction and severity of the cavitation increases with a decrease in cavitation
number.

Cavitation bubble dynamics: Cavitation essentially involves generation, oscilla-
tions, and transient collapse of small gas or vapor bubbles due to pressure variation
or, in general, energy dissipation in the system. In the context of hydrodynamic
cavitation, the pressure variation in the bulk flow is generated due to variation in the
velocity of the flow induced due to changing flow geometry. In the simplest case,
hydrodynamic cavitation can be generated by throttling the discharge of a pump
through constriction such as venturi or orifice. As the bulk pressure in the flow falls
in the downstream region of the constriction with concurrent rise in velocity,
dissolved gas in the liquid can desorb, leading to formation of small bubbles. If
the pressure in the flow falls to the vapor pressure of the liquid, as indicated by Ci =
1, vaporous cavitation occurs.

Radial motion of cavitation bubbles: The cavitation bubbles generated at vena
contracta or throat of the venturi or converging–diverging nozzle flow along with the
liquid in the downstream region and undergo oscillation as the bulk pressure recovers
with reduction in velocity. The nature of the oscillations of the cavitation bubbles in
hydrodynamic cavitation depends on the level of turbulence generated in the down-
stream region of the constriction through which the flow passes. The turbulence is
generated due to the separation of the flow from the wall of the conduit, which results
in pressure loss. The higher the pressure loss, the larger the magnitude of turbulence
due to which the bulk pressure undergoes fluctuation. As explained in greater detail in
the next sections, the pressure profile in hydrodynamic cavitation comprises of the
mean pressure with turbulent pressure fluctuations superimposed over it. For flow
geometries such as orifice plate, which involve large permanent loss in pressure head
of the liquid, the level of turbulence is high. This makes the cavitation bubbles
grow to large size (at least five to ten times original size) and the ensuing collapse
is of transient nature, which generates high temperature and pressure peaks inside
the bubble, �3,000 K and 100 bar, as in case of transient cavitation driven by
ultrasound.

In case of flow geometries involving low pressure head loss, such as in venturi or
converging–diverging nozzle, the level of turbulence is low. In this case, the bubble
motion is essentially governed by the mean pressure in the flow, which undergoes a
monotonous rise. Due to continuously increasing bulk pressure, the cavitation
bubble does not undergo expansion. Instead, the bubble shows an oscillatory motion
with sequence of several compressions and rebounces. The bubble motion is less
energetic compared to that in orifice flow. However, the numerous oscillations of the
bubbles give rise to pressure pulses of moderate magnitude (in the range of
2–20 bar), which are sufficient in accelerating reactions.

Before proceeding to discussion of different approaches to determine the pressure
profile in hydrodynamic cavitation, we give below a brief discussion on various
models of cavitation bubble dynamics. These models have been mostly developed
for acoustic or hydrodynamic cavitation, but can well be applied for modeling of
radial motion of cavitation bubbles in hydrodynamic cavitation.
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The history of mathematical modeling of cavitation bubble dynamics dates back
to 1917 when Lord Rayleigh [72] presented the first-ever analysis of an empty cavity
collapsing under constant static pressure. This basic model was improved by several
researchers in the later decades. Main developments in the model were incorporation
of the physical properties of the liquid such as surface tension, vapor pressure, and
viscosity of liquid. The effect of presence of non-condensable gas and solvent vapor
inside the bubble was also accounted for. These developments resulted in a more
rigorous model for cavitation bubble dynamics, which is named after its inventors as
Rayleigh–Plesset–Noltingk–Neppiras–Poritsky (RPNNP) equation [73–75], written
as follows:

R
d2R

dt2
þ 3

2

dR

dt

� �2

¼ 1

ρ
Poþ 2σ

Ro
�Pv

� �
Ro

R

� �3γ

þPv� 2σ

R
� 4μ

R

dR

dt
� PoþP tð Þð Þ

" #

(2)

This model, however, did not account for the compressibility effect of liquid, which
has major influence on radial motion of cavitation bubble during the final moments,
when the bubble wall velocity reaches extreme and can even exceed the sonic
velocity in the medium. The first model for cavitation bubble dynamics accounting
for liquid compressibility effect (using Tait equation of state) was proposed by
Gilmore [76], which was based on Kirkwood–Bethe hypothesis [77]. This hypoth-
esis stated that for spherical waves with finite amplitude, the quantity rϕ (r, radial
coordinate; ϕ, velocity potential) propagates with a velocity equal to the sum of the
velocity of the liquid and sonic velocity. Later years witnessed further developments
in cavitation bubble dynamics, with most notable contributions from Keller and
Kolodoner [78], Keller andMiksis [79], and Prosperetti and Lezzi [80]. Among several
new equations for cavitation bubble dynamics, two primary equations, which have
been extensively used in the literature of bubble dynamics and sonoluminescence, are:

1. Keller and Miksis equation [79, 81]:

1�
_R

c

� �
R€Rþ 1� 3 _R

c

� �
3

2
_R2 ¼ 1

ρ
1þ

_R

c

� �
pg �Po �P tð Þ
h i

þ
_R

ρc

dpg
dt

� 4ν
_R

R
� 2σ

ρR

(3)

2. Equation of Lofstedt et al. [82] and Barber et al. [83]:

R€Rþ 3

2
_R2 ¼ 1

ρ
pg � Po � P tð Þ
h i

þ
_R

ρc

dpg
dt

� 4ν
_R

R
� 2σ

ρR
(4)

Estimation of the sonochemical effect: The sonochemical effect essentially refers
to induction/acceleration of a chemical reaction through energy concentration
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created by transient cavitation. As noted earlier, the transient collapse of the cavita-
tion bubble generates intense temperature and pressure peak in the bubble. At these
conditions, the gas and vapor molecules present inside the bubble undergo thermal
dissociation to produce numerous chemical species, some of which are radical
species. These species can either diffuse out of the bubble or get released into the
bulk liquid medium with collapse of the bubble and induce/accelerate chemical
reactions. Transient radial motion of cavitation bubble also generates intense
micro-convection in the medium, which are especially beneficial for the heteroge-
neous reaction systems (either liquid–liquid or liquid–solid). For the liquid–liquid
systems, micro-convection leads to generation of fine emulsification in the reaction
system, which enhances the interfacial area. For liquid–solid (or catalytic reaction
systems), micro-convection can help desorption of the product species from catalyst
surface (or cleaning of the catalyst surface), which helps in maintaining the activity
of the catalyst during course of reaction. Micro-convection also causes dilution of
the species that block the active catalyst sites and helps prevent catalyst poisoning.

Physical picture of sonochemical effect: The sonochemical effect or generation of
radical species inside the bubble is mostly related to transport of solvent vapor across
bubble interface during radial motion. Numerous authors have dealt with modeling
of the vapor transport across bubble during radial motion with different approaches
[84–93]. The general model for vapor transport and entrapment in the cavitation
bubble, which relaxed all of the assumptions and limitations of the earlier models,
was presented by Storey and Szeri [94]. Storey and Szeri [94] analysis revealed that
water vapor transport in the bubble is a two-step process, i.e., diffusion to the bubble
wall and condensation at the wall. During expansion of the bubble, evaporation of
liquid occurs at the bubble interface, with diffusion of vapor molecules toward the
core of the bubble. In the ensuing compression of the bubble, counter or reverse
diffusion of the vapor molecules toward bubble interface occurs with condensation
at the bubble wall. At the final moments of the bubble compression, the velocity of
the bubble interface becomes extremely fast, and the vapor molecules present at or
near the bubble core do not have sufficient time to diffuse toward bubble interface for
condensation. Thus, in the final moments of bubble collapse, despite reduction in
bubble volume, the composition of the bubble remains practically constant. Sec-
ondly, the “accommodation coefficient” (or the fraction of vapor molecules that stick
to the bubble interface) at the bubble interface also becomes very low during final
moment of bubble collapse. Hence, not all vapor molecules that have diffused
toward the bubble interface stick to it for phase change (or condense). This gives
rise to nonequilibrium phase change at the bubble interface, which also contributes
toward “entrapment” of solvent vapor in the bubble.

The vapor transport across bubble interface is governed by the relative magni-
tudes of two time scales, viz., time scale of diffusion (tdif) and time scale of
condensation (tcond) [95], with respect to the time scale of bubble dynamics, tosc.
In the initial phase of bubble collapse, the condition tosc �tdiff, tcond prevails, and the
vapor molecules can diffuse toward the bubble interface to undergo equilibrium
phase change at the bubble interface. At this stage, there is no concentration gradient
of vapor inside the bubble, i.e., concentration of vapor molecules at the bubble
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interface is essentially the same as that at bubble core. With acceleration of the
bubble wall (or interface) during collapse, condition tosc� tdif prevails and the rate of
reduction of vapor molecules in the central region of the bubble is less than that at the
bubble wall. In the final moments of bubble collapse, tosc� tdiff condition is reached,
and the vapor molecules have insufficient time to diffuse to the bubble wall. This
essentially results in fixed and uneven distribution of vapor molecules in the bubble.
The vapor present inside the bubble at this stage gets essentially “trapped” in the
bubble.

Storey and Szeri [94] have hypothesized that “trapping” vapor molecules inside
the bubble is also contributed by the mechanism of nonequilibrium phase change at
the bubble wall. In the final moments of bubble collapse, the bubble interface moves
with very high velocity, and the condition tosc� tcond (time scale of condensation) is
reached. The condensation or phase change at the bubble wall becomes
nonequilibrium in that not all vapor molecules that approach bubble wall undergo
phase change (or condensation) and get trapped in the bubble. While determining the
relative contribution of diffusion limitation or nonequilibrium phase change to the
total vapor entrapment, Storey and Szeri [94] showed that during the radial bubble
motion, condition tosc� tdiff is reached well before the condition of tosc� tcond. This
essentially means that relative contribution to vapor entrapment from diffusion
mechanism is more than the condensation mechanism, and vapor transport in the
bubble is a diffusion-limited process. The temperature and pressure in the bubble
reaches extreme at adiabatic collapse and the vapor and gas molecules present in the
bubble undergo thermal dissociation generating several chemical species – some of
which are radical species, which induce the sonochemical effect.

Formulation of diffusion-limited model: On the basis of principal outcome of
Storey and Szeri’s work [94, 96] that vapor transport and entrapment in the bubble
was a diffusion-limited process, Toegel et al. [97] developed a new model for vapor
transport comprising ordinary differential equations. This model, known as diffusion
limited, uses boundary layer approximation and has been validated against the
partial differential equation (PDE) model as well as reduced model of Storey and
Szeri [94, 96]. The essential equations and thermodynamic data of the diffusion-
limited ordinary differential equation (ODE) model are given in Table 1A, B
[98]. The main components of this model are (1) Keller–Miksis equation for radical
motion of cavitation bubbles, (2) equation for the diffusive flux of solvent vapor
through the bubble wall, (3) equation for heat conduction across bubble wall, and
(4) overall energy balance treating the cavitation bubble as an open system. The
transport parameters for the heat and mass transfer are determined using
Chapmen–Enskog theory with Lennard–Jones 12–6 potential at the bulk tempera-
ture of the liquid [99–101]. The thermal and diffusive penetration depths are
estimated using dimensional analysis from the radial motion of cavitation bubbles
assuming that the condensation of vapor molecules at bubble interface is fast enough
to maintain equilibrium. A brief description of the dimensional analysis for estima-
tion of the diffusive penetration depth is given below. Similar analysis also holds
estimation of the thermal diffusion length.
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Table 1 Diffusion Limited Bubble Dynamics Model

(A) Model equations

Variable Equation
Initial
value

1a. Radius of the
bubble (R) 1�dR=dt

c
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dt2
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= 0

2. Number of
solvent (water)
molecules in the
bubble (NW)

dNW

dt ¼ 4πR2DW
@CW

@r

��
r¼R

� 4πR2DW
CWR�CW

ldiff

� �
t = 0

Instantaneous diffusive penetration depth:

ldiff ¼ min
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RDS= dR=dtj jp

,R=π
� � NW = 0

3. Heat transfer
through bubble
(Q)

dQ
dt ¼ 4πR2λ@T@r

��
r¼R

� 4πR2λ T0�T
lth

� �
t = 0

Thermal diffusion length: lth ¼ min
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rκ= dR=dtj jp

,R=π
� �

Q = 0

4. Temperature of
the bubble (T )

CV,mixdT=dt ¼ dQ=dt� PidV=dtþ hW � UWð ÞdNW=dt t = 0

Mixture heat capacity: CV,mix ¼
X

CV, iNi T = To

Molecular properties of water:

Enthalpy: hW = 1þ f i=2ð ÞkTo

Internal energy: UW ¼ NWkT 3þ
X3
i¼1

θi=T

exp θi=Tð Þ � 1

 !

Heat capacity of other species (i = O2/N2/H2O):

CV, i ¼Nik f i=2þ
X

θi=Tð Þ2exp θi=Tð Þ= exp θi=Tð Þ�1ð Þ2
� �� �

(B) Thermodynamic properties of gas and liquid species

Species
Degrees of freedom
(translational + rotational) ( fi)

Lennard – Jones force
constants Characteristic vibrational

temperatures θ (K)σ (10–10 m) e/k (K)
N2 5 3.68 92 3350

O2 5 3.43 113 2273

H2O 3 2.65 380 2295, 5255, 5400

Source: Refs. [99–101]
Notations: R radius of the bubble, dR/dt bubble wall velocity, c velocity of sound in bulk liquid
medium, ρL density of the liquid, ν kinematic viscosity of liquid, σ surface tension of liquid, λ
thermal conductivity of bubble contents, κ thermal diffusivity of bubble contents, θ characteristic
vibrational temperature(s) of the species, NW number of solvent molecules in the bubble, t time, DW

diffusion coefficient of solvent vapor, CW concentration of solvent molecules in the bubble, CwR

concentration of solvent molecules at the bubble wall or gas–liquid interface, Q heat conducted
across bubble wall, T temperature of the bubble contents, To ambient (or bulk liquid medium)
temperature, k Boltzmann constant, N, number of molecules of any other species (oxygen/ nitrogen/
water) in the bubble, fi translational and rotational degrees of freedom, CV,i heat capacity at constant
volume, Ntot total number of molecules (gas + vapor) in the bubble, h van der Waal’s hard core
radius, Po ambient (bulk) pressure in liquid
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During radial motion, the surface temperature of the bubble exceeds bulk water
temperature only for a period of �10 ns during final moments of collapse. With this
observation, the total bubble volume can be divided into two parts: (i) a “cold”
boundary layer in thermal equilibrium with liquid and (ii) a hot homogeneous core.
An underlying assumption for this distinction is that equilibrium phase change at
bubble interface (i.e., the condensation of water molecules at the bubble wall) is
much faster than the time scale of bubble oscillations. The instantaneous diffusive
penetration depth is given using dimensional analysis by ldiff ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
Dijtosc

p
, where Dij

is the binary diffusion coefficient and tosc is the time scale of bubble oscillations
given as |dR/dt|/R. The assumption of division of the bubble interior in two parts can
be validated by analysis of the diffusive penetration depth during radial motion of the
bubble. During growth phase and major part of compression, the ldiff � R holds,
which implies that the total bubble volume is in equilibrium with the liquid. During
the final phase of compression, the bubble wall velocity becomes very high during
which the condition ldiff = 0.01 R prevails. Thus, thickness of the boundary layer is
negligible compared to the radius of the bubble, and hence the bubble can again be
treated as a homogeneous core. Considering the major conclusion of Storey and
Szeri [94, 96] that vapor transport in the bubble is always diffusion limited, and the
other approximations stated above, the rate of change of water molecules in the
bubble is given as:

dNW

dt
¼ 4πR2Dij

@CW

@r

����
r¼R

� 4πR2Dij
CWR � CW

ldiff

� �
(5)

Notation: CWR = equilibrium concentration of water molecules at the bubble wall,
calculated using vapor pressure at the bulk temperature (To); CW = actual concen-
tration of water molecules in the bubble core.

Upper limit on diffusion length: The above analysis holds good for bubble in
motion, where the bubble wall velocity, dR/dt, has a nonzero value. However, at the
instances of maximum and minimum radius, the bubble wall velocity is zero, and we
need an alternate expression for the diffusion length. For this purpose, we identify
that for dR/dt = 0, the equation for vapor transport inside the bubble becomes a pure
diffusion equation:

@CW

@t
¼ Dij

@2CW

@r2
þ 2

r

@CW

@r

� �
(6)

The boundary conditions for the above equation are (i) r = 0, @CW=@t= 0 for t � 0;
(ii) r= R, CW = CWR for t� 0; and (iii) CW = CW0 = 0 for t= 0 and 0 	 r	 R. The
analytical solution to the above problem is given by Crank [102]:

CW � CW0

CWR � CW0

¼ 1þ 2R

πr

X1
n¼1

�1ð Þn
n

sin
nr

R=π

� �
exp � n2Dijt

R=πð Þ2
 !

(7)
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From the inspection of the above solution, the characteristic length for the diffusion
is R/π, which is chosen as upper limit for diffusion length. Thus:

ldiff ¼ min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RDij

dR=dtj j

s
,
R

π

 !
(8)

For greater details on calculation of the diffusion coefficient and the effective
thermal conductivity of the gas–vapor mixture inside the bubble, we refer the readers
to our earlier papers [34, 35, 103]. Diffusion-limited model ignores the transport of
non-condensable gas (or rectified diffusion) across the bubble during radial motion,
as the time scale of gas diffusion is of order of milliseconds, while the time scale of
bubble motion is of the order of microseconds. As a consequence of large difference
in the two time scales, practically no diffusion of gas occurs across bubble interface
during transient motion of cavitation bubbles [104].

For estimation of the sonochemical effect using diffusion-limited model of Toegel
et al. [97], it is assumed that chemical equilibrium prevails in the cavitation bubble
all throughout radial motion. This assumption is justified as follows: in transient
motion, the collapse of the bubble occurs within few tens of nanoseconds (�10–8), as
determined by Storey and Szeri [94, 96]. For a typical operational system in
hydrodynamic cavitation (comprising argon bubbles and in water as the bulk liquid),
as many as eight reactions are possible through thermal dissociation of water vapor
entrapped in the bubble. The kinetic data (Arrhenius constants) for these reactions is
given in Table 2A [105], while numerical values of specific rate constants calculated
from Arrhenius equation at temperatures 1,000, 2,000, and 3,000 K (typical of those
attained during the bubble collapse) are listed in Table 2B [105]. In addition, the
concentrations of various species in the bubble at the moment of collapse are very
high. An order of magnitude calculation done with representative numbers [�1010

molecules or 10�13 mol in a bubble with initial size 100 μm (or �10�4 m)
compressed to 1/10th of its original size, i.e., �10�5 m] puts concentrations as
�100 mol/cm3. As a conservative estimate, the time scale for the reaction (treact) can
be taken as �1/specific reaction rate. Comparison of the time scale of bubble
collapse (10�8 s) with the time scale of reactions listed in Table 2B reveals that
the latter is at least two orders of magnitude smaller. Due to large difference in the
time scales of the bubble motion and reaction kinetics, thermodynamic equilibrium
should prevail till the point of minimum radius during collapse. The cavitation
bubble attains extremely energetic and highly unstable state at the instance of
maximum compression (or minimum radius) during radial motion and may
undergo collapse. The word “collapse” essentially means fragmentation of the
bubble [106, 107]. For all practical situations, fragmentation of cavitation bubble
can occur at first compression during radial motion. The chemical composition of the
cavitation bubble at collapse, i.e., equilibrium mole fractions of all species formed in
the bubble through thermal dissociation of the gas and vapor molecules, can be
determined using thermodynamic equilibrium approximation (Gibbs energy
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minimization) at the peak temperature and pressure at collapse determined using
diffusion-limited bubble dynamics model.

Modeling of the bulk pressure profile in hydrodynamic cavitation flow: As noted
earlier, hydrodynamic cavitation can be generated by throttling of high pressure flow
(e.g., discharge of a pump) through constrained geometries with varying flow areas
such as venturi or orifice plate. The bulk pressure in the high Re number cavitating
flow has two components: the mean flow velocity (U ) and the turbulent fluctuating
velocity (ū0). Thus, the instantaneous velocity in the flow downstream of the orifice
is written as:

u ¼ U þ u0 (9)

The velocity of the mean flow at vena contracta (Uo) can be determined using the
cavitation number defined earlier. After calculating Uo for an assumed value of Ci,
the velocity in the pipe (up) is calculated from the orifice to pipe diameter ratio (β) as:

up ¼ β2Uo (10)

The region of pressure recovery downstream of the orifice (L0) extends to about eight
to ten pipe diameters. Using the values of L0, up, and Uo, the time of pressure
recovery downstream of the orifice (trec) is calculated using Newton’s equations.

Turbulence in the cavitating flow is essentially a manifestation of the energy
dissipation in the flow (in the form of permanent pressure drop). Thus, the turbulent
fluctuating velocity is of significance for flows with large pressure drop, such as the
orifice flow. In case of venturi flows, the flow geometry shows gradual variation and
the bulk flow separation does not occur – leading to relatively low pressure drop. On
the other hand, the orifice flow involves sudden contraction and expansion – leading
to separation of flow and large permanent pressure drop. In order to determine the
second component of the instantaneous velocity, i.e., ū0, we use an algorithm based
on the assumption that the rate at which large eddies supply energy to the smaller
eddies is proportional to the reciprocal of the time scale of larger eddies [36,
108]. The amount of kinetic energy per unit mass is proportional to ū02 and the
rate of energy transfer is assumed to be ū0/l, where l is the size of the largest eddies in
the flow. The rate of energy supply is equal to the rate of energy dissipation and is

given as � u02 
 u0=l ¼ u03=l. The main steps of the algorithm for determination of
turbulent fluctuation velocity are:

1. The rate of turbulence energy dissipation per unit mass in the region of pressure
recovery downstream of the orifice is estimated using the permanent pressure
head loss in the flow and the volumetric flow rate. Moreover, we consider only
axial velocity fluctuations in our calculations (neglecting radial and azimuthal
fluctuations). This approximation is based on the measurements of the turbulent
velocity field downstream an orifice by Morrison et al. [109], which shows that
the axial variance (or mean square of axial velocity fluctuations) was much higher
than the radial and azimuthal variance.
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2. The length scale of the eddy is estimated using the Prandtl eddy model (l = 0.08
dc), in which the conduit diameter dc is taken as an average of orifice and pipe
diameters.

3. The steady-state frequency of the turbulent fluctuating velocity, fT, is obtained by
multiplying the rate of energy transfer (ū0/l ) by the time of pressure recovery, trec.

The exact calculation steps for mean turbulent fluctuating velocity u0 in an orifice
flow are as follows: The velocity of the mean flow at vena contracta (Uo) is
determined from cavitation number. Liquid velocity in the pipe (up) is related to
Uo by Eq. 10. The pressure in the flow downstream of the orifice recovers in a length
of about eight to ten pipe diameters (L0 � 8dp). The rate of turbulence energy
dissipation per unit mass in the region of pressure recovery downstream of the
orifice is:

Pm ¼
Pups � P2

� 	 π

4
d2pup

� �
π

4
d2p � L0 � ρL

� � (11)

Pups is the pressure of the flow upstream of the orifice (for negligible frictional
pressure drop). dp is the diameter of the pipe. Pups can also be considered as the
discharge pressure of the pump driving the liquid circulation. An approximate
relation between recovered pressure P2 and Pups is given as [110] Pups ¼ P2=β

2 .
Pups � P2

� 	
is the permanent pressure head loss in the flow and (πdp

2up/4) is the

volumetric flow rate. The denominator, πd2p � L0 � ρL=4
� �

, is mass of the liquid in

zone of pressure recovery. ū0 is then calculated as:

u0 ¼ Pm 
 lð Þ1=3 ¼ Pm 
 0:08
do þ dp

2

� �1=3

(12)

It could be perceived that the length scale of the eddy l is taken as 0.08 (do + dp)/2,
based on Prandtl eddy model, l= 0.08 dc. The diameter of the conduit, dc, is taken as
an average of orifice (do) and pipe diameters (dp). The instantaneous frequency of the
turbulent fluctuating velocity, fT, is then obtained as:

f T ¼ u0=l ¼ u0= 0:08 � do þ dp
� 	

=2
� 	

(13)

Calculation of time profile of instantaneous bulk pressure (Pt): Using values of
various quantities Uo, trec, ū0, and fT, the instantaneous bulk pressure in the flow is
calculated as follows:

1. In consideration of the experimental results of Yan et al. [71], the instantaneous
mean bulk pressure Pt at any time t is first calculated assuming a linear pressure
recovery between the pressure at vena contracta (Pvc) and an assumed recovery
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pressure (P2) downstream of the orifice (refer to Fig. 1a depicting the schematic of
the pressure recovery profile):

Pt ¼ Pvc þ P2 � Pvcð Þ
trec

t (14)

distance downstream of orifice

vena contracta

Cross-Sectional Area, A (x)

Flow

x
L

Bubble Radius, R(x, t)

Gas Generation
at Venturi Throat

pr
es

su
re

flo
w

Pv

P2

Po

a

b Cross-Sectional Area, A (x)x

Flow

x
L

Gas Generation
at Venturi Throat

b

Fig. 1 (a) Schematic of pressure recovery profile in the downstream region of an orifice flow. (b)
Schematic of the cavitating flow through a converging–diverging nozzle
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2. The instantaneous mean velocity (U ) corresponding to the above value of Pt is
calculated using the Bernoulli equation between vena contracta and the point of
full pressure recovery (eight pipe diameters downstream of the orifice):

U ¼ Pori þ ρLU
2
o=2� Pt

ρL=2

� �1=2

(15)

3. Variations in the turbulent fluctuation velocities are rather random. In the simplest
case, we assume a sinusoidal variation for the turbulent velocity. The turbulent
fluctuation velocity is essentially superimposed over mean velocity U to calculate
the new value of the instantaneous velocity as:

u ¼ U þ u0 sin 2πf Ttð Þ (16)

4. The bulk pressure in the flow is recalculated using Bernoulli equation:

Pt ¼ 1

2
ρLU

2
o þ Pvc � 1

2
ρLu

2 (17)

The above value of Pt is then substituted in the bubble dynamics equation (Eqs. 2,
3, or 4).

Early Models for Hydrodynamic Cavitation

Preliminary Model with Rayleigh–Plesset Model and Linear Pressure
Recovery

In a preliminary study published by Moholkar et al. [111] in 1999, an attempt was
made to study the radial motion of a cavitation bubble in hydrodynamic cavitation
flow. This study was based on numerical solution of Rayleigh–Plesset equation to
assess the radial motion of a bubble in hydrodynamic cavitation flow using a linear
pressure recovery profile downstream of an orifice as given by Eq. 14. Simulations
of cavitation bubble dynamics in hydrodynamic cavitation were compared against
the simulations in acoustic cavitation. The effects of following parameters on radial
motion of cavitation bubble in hydrodynamic cavitation flow were determined:
(1) final recovery pressure downstream of the orifice, (2) time of pressure recovery,
and (3) initial bubble radius. The cavitation number was assumed to be 1, at which
both gaseous and vaporous cavitation occurs. A brief summary of the results of
Moholkar et al. [111] is given below:

Final recovery pressure: The radial motion of cavitation bubble in hydrodynamic
cavitation was found to be stable and oscillatory with small amplitude radial motion
– against large amplitude transient motion seen in acoustic cavitation. The bubble
undergoes several oscillations with reducing amplitude with recovery of pressure
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downstream of the orifice. Such motion resulted in generation of large number of
pressure pulses or peaks (of relatively smaller magnitude) inside the bubble. The
amplitude of radial motion of the bubble and the magnitude of resultant pressure
peaks or pulses were found to increase with recovery pressure.

Time of pressure recovery: With decreasing recovery times (i.e., faster pressure
recoveries), the bubble life was found to increase, and also the magnitude of the
pressure pulses obtained from the oscillations increased.

Initial bubble radius: Vaporization of liquid and desorption or liberation of
dissolved gas in the liquid with fall of pressure in the downstream region gives
rise to large number of bubbles of a wide size range. The typical range of the size of
the bubbles could be 10–200 μm. The bubbles generated at vena contracta are in
mechanical equilibrium with the surrounding, and hence, the pressure inside the
bubble is Pv þ 2σ=Roð Þ. Simulations for bubbles of various sizes revealed that not all
bubbles enjoy longevity in the flow with recovering pressure in the downstream
region. The bubbles which are in mechanical equilibrium at the time of generation
undergo oscillation till full pressure recovery, while nonequilibrium bubbles collapse
prematurely.

In addition to the revealing interesting features of the radial motion of a cavitation
bubble in hydrodynamic cavitation, the work of Moholkar et al. [111] also brought
out interesting analogy between acoustic and hydrodynamic cavitation, as described
below:

From simulation studies, an analogy between sonic and hydrodynamic cavitation
can be developed. As depicted earlier, the sonic cavitation is a result of passage of
ultrasound wave through the medium, while hydrodynamic cavitation is a result of
the velocity variation in the flow due to changing geometry of the path of flow.
Inspite of difference in the causes leading to generation acoustic and hydrodynamic
cavitation, radial motion of the cavitation bubble showed similar trends with the
variation of certain parameters in both types of cavitation. This similarity in radial
motion formed the basis for analogy between acoustic and hydrodynamic cavitation.
Two main features or aspects of radial motion in either acoustic or hydrodynamic
cavitation are:

• The amplitude of oscillations of bubble radius, which has direct manifestation in
the magnitude of the resultant pressure pulses.

• Duration for which the bubble undergoes oscillation before a transient collapse,
which is manifested in terms of the distance traveled by the bubble before
transient collapse. This feature essentially decides the size of the cavitationally
active zone in which the physical/chemical effects of cavitation could be realized.

The parameters in acoustic cavitation and hydrodynamic cavitation that influence
the above-mentioned features of radial motion of cavitation bubbles are:

Acoustic cavitation: Intensity of ultrasound and frequency of ultrasound
Hydrodynamic cavitation: Recovery pressure downstream of orifice and time of

pressure recovery
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The response shown by radial motion of cavitation bubble to variation in intensity of
ultrasound in case of acoustic cavitation and the recovery pressure in case of hydrody-
namic cavitation is essentially same. Increment in the amplitude of the radial motion of
cavitation bubble is observed with increasing ultrasound intensities/recovery pressures.
In a similar way, frequency of the ultrasound wave in acoustic cavitation and time of
pressure recovery in hydrodynamic cavitation have analogous effects on radial motion
of cavitation bubble. Increase in ultrasound frequency and reduction in time of pressure
recovery results in an increment in duration for which the bubble undergoes oscillations
before transient collapse. The preliminary analysis by Moholkar et al. [111] revealed
that ultrasound intensity and recovery pressure and ultrasound frequency and time of
pressure recovery are analogous parameters in acoustic and hydrodynamic cavitation.

Model Incorporating Turbulence Effect

In another contemporary paper, Moholkar and Pandit [108] assessed the influence of
turbulent pressure fluctuations in the cavitating flow on the radial motion of the
bubble. In this case, the Rayleigh–Plesset equation was solved using pressure pro-
files given by Eqs. 14 (linear pressure recovery) and 17 (pressure recovery with
turbulent fluctuations). The comparison of the numerical solutions of
Rayleigh–Plesset equation with the two pressure profiles provided an insight into
the effect of turbulence on the transformation of the radial motion of the bubble.
Influence of following design/process/physical parameters on the radial motion of
the bubble in hydrodynamically cavitating flow has been evaluated: (1) recovery
pressure downstream of the orifice (or discharge pressure of the pump), (2) effect of
pipe size downstream of the orifice, (3) effect of orifice to pipe diameter ratio, and
(4) effect of initial bubble radius. The major conclusion of this study was that
turbulent pressure fluctuations cause drastic change in the nature of radial motion
of the cavitation bubble in the flow downstream of the orifice. With turbulence, the
oscillatory stable cavitation behavior transforms into a transient cavitation, similar to
the acoustic cavitation. A brief description of the effect of each of the parameters
listed above on radial motion of cavitation bubble is as follows:

1. It indicates that with an increase in the recovery pressure the maximum cavity size
before collapse increases. The life of the bubble/cavity also increases.

2. With an increase in the pipe size, the maximum radius attained by the cavitation
bubble before collapse increases, resulting in high pressure peak attained in the
bubble. This result is attributed to increased scale of turbulence (which is a
function of pipe and orifice diameters) which reduces the frequency of turbulence.
Due to reduced frequency of turbulent pressure fluctuations, the cavitation bub-
bles grow to larger radius before the collapse.

3. With an increase in orifice to pipe diameter ratio, the life of the cavitation bubble
(i.e., period for which it lasts before a transient collapse) increases. However, the
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maximum radius attained by the cavitation bubble during radial motion does not
alter significantly. This result can be explained as follows: orifice to pipe diameter
governs the permanent pressure head loss in the cavitating flow, which is essen-
tially manifested in generation of turbulence. For an orifice to pipe diameter ratio
of 0.5, the permanent pressure head loss is 73 % of the orifice pressure differen-
tial. For an orifice to pipe diameter ratio of 0.75, the permanent pressure head loss
is around 60 % of the orifice pressure differential. This essentially means that
intensity of turbulence is inversely proportional to orifice to pipe diameter ratio.
Therefore, increase in orifice to pipe diameter ratio decreases turbulent intensity,
leading to increase in bubble life. However, the maximum bubble size attained
before transient collapse does not show much alteration with orifice to pipe
diameter ratio.

4. Simulations conducted using bubbles of two initial sizes, viz., 10 and 100 μm,
revealed that expansion of the bubble over its initial radius (characterized by ratio
Rmax/Ro, where Rmax=maximum size of the bubble attained during radial motion
and Ro = initial size of the bubble) before collapse is higher for smaller bubbles.
This implies that smaller bubbles make greater contribution to the cavitation
intensity generated in the medium.

The study by Moholkar and Pandit [108] thus gave an important result that nature
of radial motion of the cavitation bubble changes drastically under the turbulent flow
conditions. Unlike the stable and oscillatory behavior under non-turbulent condi-
tions, radial motion of the bubble in turbulent flow is of transient nature and
resembles that under acoustic cavitation. This was an interesting result, which
opened up new opportunities for design of hydrodynamic cavitation reactors for
the so-called sonochemical effects. The simulations of Moholkar and Pandit [108]
showed that intense energy concentration as achieved by transient motion of cavi-
tation bubble in sonic reactors can be easily generated in a simple flow device like
hydrodynamic cavitation reactor. Moreover, manipulation of the turbulence level in
the flow offered a simple and effective method to control the intensity of transient
collapse of the cavitation bubble.

The simulation studies of Moholkar and Pandit [108] also provided basic guide-
lines for effective control of the radial motion of cavitation bubble for generating
maximum cavitation effect as follows: (1) increasing the discharge pressure, and
hence, final recovery pressure would result in larger cavitationally active volume
downstream of the orifice with higher cavitation intensity; (2) for a given discharge
pressure, orifice to pipe diameter ratio provides another possible means of control-
ling cavitationally active volume without changing the cavitation intensity; and
(3) in situ generated bubbles in the cavitating flow have a wide range of initial
bubble size, which cannot be controlled. However, since small bubbles make greater
contribution to the cavitation effect, such small bubble can be introduced externally
in the flow through suitable gas distribution devices attached to the main geometry
such as orifice or venturi.
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Continuum Mixture Model Coupled with Rayleigh–Plesset Equation

The two models developed by Moholkar et al. [111] and Moholkar and Pandit [108]
considered a single isolated bubble in cavitating flow. With this basic assumption,
the earlier models could give a qualitative insight into the sonochemical effect
induced by hydrodynamic cavitation. However, these models did not take into
account the interactions between numerous bubbles that form simultaneously at
vena contracta. The intermittent pressure waves emitted by oscillation/collapse of
one bubble can affect dynamics of the other bubbles in its close vicinity. Secondly,
the interactions between the flow and the bubble were also not considered. Under
certain circumstances (explained in greater details subsequently), the bubble/flow
interaction can lead to flashing of the flow. In order to account for these effects,
Moholkar and Pandit [36, 112] proposed a new model based on coupling of
continuum mixture model of van Wijngaarden [113, 114] and the Rayleigh–Plesset
model used in our earlier papers. A summary of this study is given below – starting
with description of the continuum mixture model:

In nonlinear continuum mixture model proposed by van Wijngaarden [113, 114],
the Navier–Stokes equations for two-phase flow are coupled with Rayleigh–Plesset
equation for cavitation bubble dynamics. This model is based on several assump-
tions as follows:

1. Incompressible liquid and no slip between the two phases.
2. No coalescence and further break up of bubbles in cavitating flow.
3. ρL �ρG, ρV. Hence, ρG and ρV are neglected.
4. Identical initial sizes (radii Ro) and spherical geometry of all bubbles.
5. No heat and mass transfer effects across the bubble (or bubble acts as closed

system).
6. Uniform temperature and density in the bubble interior.
7. Bubbles in mechanical equilibrium with the surrounding after inception.

The mass density of gas–liquid flow, with gas bubbles of radii = R(x,t), and
bubble population per unit volume= n is ρ= ρL (1 – n V), where V= 4/3 πR3(x,t) is
the volume of a single bubble. The continuity and momentum equations of the
two-phase flow are written as [115, 116]

@ ρAð Þ
@t

þ @ ρuAð Þ
@x

¼ 0 (18)

@u

@t
þ u

@u

@x
¼ � 1

ρ

@p

@x
(19)

The bubble void fraction in the flow defined as α x, tð Þ ¼ 4nπR3 x, tð Þ=3
1þ4nπR3 x, tð Þ=3½ �. The initial

bubble volume fraction is denoted by αo. The bubble dynamics is modeled using
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Rayleigh–Plesset equation with Lagrangian derivative D=Dt ¼ @=@tþ u@=@xð Þ ,
which also accounts for the bubble/flow interaction [117]:

ρL R
D2R

Dt2
þ 3

2

DR

Dt

� �2
" #

¼ Po þ 2σ

Ro
� Pv

� �
Ro

R

� �3k

� Po þ Ptð Þ � 2σ

R

� 4μ

R

DR

Dt

� �
þ Pv (20)

The polytropic constant of the bubble contents, k, is assumed to be 1 on the basis of
the analysis of Hilgenfeldt et al. [104]. The Navier–Stokes equations can be coupled
to cavitation bubble dynamics by eliminating p in the momentum equation with Pt in
cavitation bubble dynamics equation. A simple yet physically realistic method for
solving the above system of equations is to assume steady-state cavitating flow for a
constant mass flow rate [115].

Flow model for venturi or converging–diverging nozzle: A simple expression for
the flow area in a converging–diverging nozzle of length L is [115]

A xð Þ ¼ 1� 1

2
δ 1� cos

2πx

L

� �
 �� �1=2

f or 0 < x < L (21)

Figure 1b shows the sketch of the converging–diverging nozzle with area given by
above expression. The bubbles are generated at the throat of the nozzle with
reduction in bulk pressure.

Flow model for orifice flow: As noted earlier, in case of high Reynolds number
flow past an orifice plate, the velocity of the flow field has two components: the mean
flow velocity and the turbulent fluctuating velocity superimposed over it. With
calculation of mean turbulent fluctuation velocity, u0 , and its frequency, fT, as per
the algorithm described in section “Cavitation Bubble Dynamics and Pressure
Recovery Profiles in Hydrodynamic Cavitation,” the instantaneous fluid velocity
u in Eqs. 18 and 19 is given by Eq. 16. With assumption of linear expansion of mean
flow downstream of the orifice plate, the flow area A(x) is written as:

A xð Þ ¼ Ao þ Ap � Ao

� 	
x=L0 (22)

Steady-state solutions: Under assumption of steady state, Eqs. 18, 19, and 20 are
transformed as

ρL 1� 4πnR3=3
� 	

uA ¼ constant (23)

u
du

dx
¼ � 1

ρL 1� 4πnR3=3
� 	 dp

dx
(24)
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Pt ¼ Pv � Po þ Po þ 2σ

Ro
� Pv

� �
Ro

R

� �3k

� 2σ

R
� 4uμ

R

dR

dx

� �

� ρL R u2
d2R

dx2
þ u

du

dx

dR

dx

� �
þ 3u2

2

dR

dx

� �2
" #

(25)

Replacing p in Eq. 24 by Pt in Eq. 25 gives a system of three simultaneous ODEs,
which can be numerically solved as initial value problem. The simulations are
terminated when Lagrangian bubble wall velocity (u dR/dx) becomes higher than
velocity of sound in water (1500 m s�1).

Pressure Gradients in Nozzle Flow and Orifice Flow: Comparative
Evaluation
Nozzle flow: In a converging–diverging nozzle, the pressure in flow recovers from
venturi throat at the expense of velocity of the flow. This change in velocity head of
the flow takes place over the length of the nozzle (L ). Velocity of the nozzle flow
changes from Uo (at the throat) to up (in the pipe). For relatively low volume fraction
of bubbles in the flow, up � η2Uo where η is the ratio of diameters of nozzle throat
and downstream pipe. Thus, approximate pressure gradient from throat of the nozzle

to pipe, which drives the radial bubble motion, is ρL 1� η2ð Þ2U2
o=2L . The bulk

pressure in the nozzle flow increases monotonously, and hence, bubbles incepted at
the throat never tend to grow as they move with the flow. However, a larger pressure
gradient will cause higher compression of the bubble during radial motion resulting
in larger peak pressure attained in the bubble.

Orifice flow: For relatively low bubble volume fraction in the flow,
up � Uoβ

2. However, the mean velocity is superimposed by the turbulent fluctuating
velocity ( u0 ). The relative pressure magnitude and frequency of the turbulent
fluctuations are denoted as I and fT, respectively. Thus, the radial bubble motion in
orifice flow is influenced by two pressure gradients: (1) the mean pressure gradient

(similar to nozzle flow), 1
2L0 ρL 1� β2

� 	2
U2

o, and (2) the turbulent pressure fluctuation

with peak amplitude, I � ρLu02=2 . As discussed in greater detail in section
“Cavitation Bubble Dynamics and Pressure Recovery Profiles in Hydrodynamic
Cavitation,” the magnitude of the turbulent pressure gradient, which is oscillatory
in nature, is a function of permanent pressure head loss in the flow. At sufficiently
high pressure head loss, the magnitude of I is significant, due to which the mean
pressure reduces during its negative oscillations of I. This results in growth of the
bubble above its original size, as seen in the rarefaction half cycle of ultrasound in
acoustic cavitation.

Simulations results and discussion: Simulations were carried out to assess
effects of design parameters on radial bubble motion in the cavitating flow in
converging–diverging nozzle and orifice plate. While choosing the simulation
parameters listed in Table 3, the flow stability criterion given by Wang and Brennen
[115] was checked a priori.
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Results of Simulations of Nozzle Flow
Effect of recovery or upstream pressure: The results of simulations have been given
in Fig. 2a with conditions for the simulations stated in the caption. Radial motion of
the bubble in nozzle flow has oscillatory nature with dampening amplitude. The
amplitude of bubble oscillations and hence the magnitude of the resultant pressure
pulses increases with recovery pressure. This result is a consequence of higher
pressure gradient in the nozzle with increasing recovery pressure.

Effect of length of nozzle: The results of simulations have been given in Fig. 2b
with conditions for the simulations stated in the caption. Figure 2b depicts increase
in the amplitude of bubble oscillations with reduction in length of the nozzle, with
recovery pressure remaining the same. This effect is also a consequence of rise in the
pressure gradient in nozzle with reduction in its length.

Effect of nozzle throat to pipe diameter ratio: The results of simulations have been
given in Fig. 2c with conditions for the simulations stated in the caption. Reduction
in nozzle throat to pipe diameter ratio results in rise in amplitude of bubble
oscillations in the cavitating flow. The lesser the value of nozzle throat to pipe
diameter ratio (for fixed recovery pressure and length of the nozzle), the larger is the
pressure gradient across nozzle length. Therefore, the influence of nozzle throat to

Table 3 Parameters for simulations of cavitation bubble dynamics using continuum mixture
model

Figure number
Feature of cavitation bubble
dynamics Parameters for simulations

Fig. 2A Nozzle flow: effect of
recovery pressure

(A) P2= 1 bar; (B) P2= 1.5 bar; (C) P2= 2 bar

Other parameters: η = 0.84, αo = 2 
 10�6,
Ci = 1, Ro = 100 μm, L = 0.1 m.

Fig. 2B Nozzle flow: effect of
length of nozzle

(A) L = 0.05 m; (B) L = 0.1 m; (C) L = 0.2 m

Other parameters: η = 0.84, αo = 2.5 
 10�6,
Ci = 1, Ro = 100 μm, P2 = 1 bar

Fig. 2C Nozzle flow: effect of
nozzle throat to pipe
diameter ratio

(A) η = 0.84; (B) η = 0.78; (C) η = 0.69

Other parameters: P2 = 1 bar, αo = 2 
 10�6,
Ci = 0.9, Ro = 100 μm, L = 0.1 m

Fig. 3A Orifice flow: effect of
recovery pressure

(A) P2 = 1 bar (I = 0.02 bar); (B) P2 = 2 bar
(I = 0.04 bar); (C) P2 = 3 bar (I = 0.06 bar)

Other parameters: fT = 30.3, β = 0.5, αo = 2 

10�6, Ci = 1, Ro = 100 μm, dp = 0.05 m

Fig. 3B Orifice flow: Effect of
orifice to pipe diameter
ratio

(A) β = 0.5 (I = 0.02 bar, fT = 30.3);
(B) β = 0.6 (I = 0.018 bar, fT = 25.3);
(C) β = 0.7 (I = 0.015 bar, fT = 20.5)

Other parameters: P2 = 1 bar, αo = 2 
 10�6,
Ci = 1, Ro = 100 μm, dp = 0.05 m

Fig. 3C Orifice flow: effect of pipe
size downstream of orifice

(A) dp = 0.05 m (I = 0.018 bar, fT = 25.3);
(B) dp = 0.075 m (I = 0.018 bar, fT = 25.3);
(C) dp = 0.1 m (I = 0.015 bar, fT = 20.5)

Other parameters: P2 = 1 bar, αo = 2 
 10�6,
Ci = 1, Ro = 100 μm, β = 0.6

Mathematical Models for Sonochemical Effects Induced by Hydrodynamic. . . 647



(A
)

(B
)

(C
)

0.
0

0.
4

0.
8

1.
2

a
b

c

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Ratio (R/Ro)

036 0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (atm.)

0.
0

0.
4

0.
8

1.
2 0.

5
0.

6
0.

7
0.

8
0.

9
1.

0
x/

L

Ratio (R/Ro)

0612

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (atm.) 0.
0

0.
4

0.
8

1.
2 0.

5
0.

6
0.

7
0.

8
0.

9
1.

0
x/

L

Ratio (R/Ro) 01530

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (atm.)

(A
)

(B
)

(C
)

0.
0

0.
4

0.
8

1.
2 0.

5
0.

6
0.

7
0.

8
0.

9
1.

0
x/

L

Ratio (R/Ro)

02040

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (atm.)

0.
0

0.
4

0.
8

1.
2 0.

5
0.

6
0.

7
0.

8
0.

9
1.

0
x/

L

Ratio (R/Ro)

0612

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (P/Po) 0.
0

0.
4

0.
8

1.
2 0.

5
0.

6
0.

7
0.

8
0.

9
1.

0
x/

L

Ratio (R/Ro)

024 0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (atm.)

(A
)

(B
)

(C
)

0.
0

0.
4

0.
8

1.
2 0.

5
0.

6
0.

7
0.

8
0.

9
1.

0
x/

L

Ratio (R/Ro)

012345 0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (atm.)

0.
0

0.
4

0.
8

1.
2 0.

5
0.

6
0.

7
0.

8
0.

9
1.

0
x/

L

Ratio (R/Ro)

01020304050

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (atm.)

0.
0

0.
4

0.
8

1.
2 0.

5
0.

6
0.

7
0.

8
0.

9
1.

0
x/

L

Ratio (R/Ro)

01020304050

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

x/
L

Pressure (atm.)

Fi
g
.2

(a
)
S
im

ul
at
io
ns

of
ca
vi
ta
tio

n
bu

bb
le
dy

na
m
ic
s
in

no
zz
le
fl
ow

w
ith

co
nt
in
uu

m
m
ix
tu
re

m
od

el
:E

ff
ec
to

f
re
co
ve
ry

pr
es
su
re
.(
b
)
S
im

ul
at
io
ns

of
ca
vi
ta
tio

n
bu

bb
le
dy

na
m
ic
s
in

no
zz
le
fl
ow

w
ith

co
nt
in
uu

m
m
ix
tu
re

m
od

el
:
E
ff
ec
to

f
le
ng

th
of

no
zz
le
.(
c)

S
im

ul
at
io
ns

of
ca
vi
ta
tio

n
bu

bb
le
dy

na
m
ic
s
in

no
zz
le
fl
ow

w
ith

co
nt
in
uu

m
m
ix
tu
re

m
od

el
:
E
ff
ec
t
of

no
zz
le
th
ro
at
to

pi
pe

di
am

et
er

ra
tio

648 V.S. Moholkar



pipe diameter ratio on radial motion of cavitation bubble is also attributed to rise in
the pressure gradient.

Results of Simulations of Orifice Flow
Effect of the recovery pressure: The results of simulations have been given in Fig. 3a
with conditions for the simulations stated in the caption. Figure 3a shows an
interesting nature of the oscillations of cavitation bubble, which is a combination
of oscillatory and transient type. The bubble undergoes small amplitude oscillatory
motion initially, followed by large growth and an ultimate transient collapse. This
motion is a manifestation of the two pressure gradients, viz., mean and turbulent, in
the orifice flow, as mentioned earlier. During the initial stages of cavitating flow
downstream of orifice, the mean pressure gradient dominates the bubble motion. The
amplitude of the initial oscillatory motion of the bubble grows with rising recovery
pressure. However, the explosive growth of the bubble thereafter remains essentially
same, which is attributed to constant frequency of turbulent pressure fluctuations.
Nonetheless, the intensity of the ultimate transient collapse of the bubble increases
with rising recovery pressure, as indicated by the pressure pulse generated during
collapse.

Effect of orifice to pipe diameter ratio: The results of simulations have been given
in Fig. 3b with conditions for the simulations stated in the caption. As evident from
Fig. 3b, the expansion of cavitation bubble during radial motion as well as the
intensity of the subsequent collapse varies directly with the orifice to pipe diameter
ratio. Increase in orifice to pipe diameter ratio causes reduction in both turbulent
pressure gradient (due to lower u0 ) and also frequency of the turbulent pressure
fluctuations. However, the effect of latter parameter is higher in that the bubble
grows to a larger size under influence of turbulent pressure fluctuations with reduced
frequency. Larger expansion of the bubble during radial motion also results in
collapse with higher intensity.

Effect of the pipe size downstream of orifice: The results of simulations have been
given in Fig. 3c with conditions for the simulations stated in the caption. Increase in
pipe size downstream of orifice has two principal effects on radial motion of the
bubble: (1) number of small amplitude oscillations of the bubble and the resultant
pressure pulses reduce, while the number of bubble oscillations before transient
growth increase, and (2) the maximum size attained by the bubble during transient
growth and hence the intensity of ensuing collapse increases. A plausible explana-
tion for these trends can be given as follows: an increase in pipe diameter increases
the length of pressure recovery zone downstream of orifice. This causes significant
reduction in mean pressure gradient. The radial motion of cavitation bubble is
essentially governed by turbulent pressure fluctuations. As a result, bubble grows
to a larger size before more intense transient collapse.

Conclusions: Simulations of cavitating flow with continuum mixture model
provided a deeper insight into the phenomenon of hydrodynamic cavitation reveal-
ing interesting features and trends of radial motion of the cavitation bubbles with
design and process parameters. The radial motion of the bubble in the cavitating flow
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in venturi is of stable oscillatory type. The bubble motion in the orifice flow is found
to be a combination of stable oscillatory motion and a transient motion (resembling
the bubble motion in acoustic cavitation) as a result of two pressure gradients of
different types, viz., the linear mean pressure gradient and the oscillatory turbulent
pressure gradient. As such the cavitation intensity produced in an orifice flow is of
much higher magnitude than that in a venturi flow. The results of these simulations
also form guidelines for the optimization of hydrodynamic cavitation reactor for a
given physical/chemical operation:

1. Hydrodynamic cavitation reactor with orifice flow configuration is suitable for
only intense chemical reactions. For milder processes, requiring pressures in the
range of 10–25 bar, nozzle flow configuration is sufficient.

2. For nozzle flow, the easiest technique for increasing cavitation intensity would be
to reduce the length of the nozzle. It should be noted that this parameter could be
limited by flow instability. Reduction in throat to pipe diameter is another option
for increasing cavitation intensity.

3. For orifice flow configuration, the most convenient way of controlling the
cavitation intensity will be to control the orifice to pipe diameter ratio (basically
throttling the discharge of a pump through a valve).

4. Pipe diameter downstream of the orifice is another means for intensification of
cavitation effects; however, the net throughput (or liquid volume handled per unit
time) through the reactor also increases for operation at same cavitation number.

Recent Models for Hydrodynamic Cavitation

Diffusion-Limited Model Accounting for Heat and Mass (Vapor)
Transfer

In a study published in 2006, Krishnan et al. [34] reported simulations of hydrody-
namic cavitation reactors with orifice flow configuration using diffusion-limited
model developed by Toegel et al. [97, 98]. Simulations of the radial dynamics of
the bubble along with associated heat and mass transfer for various parameters sets,
as given in Table 4A, were carried out. The pressure recovery profile downstream of
the orifice was determined using the procedure outlined in earlier sections. The set of
ordinary differential equations in the diffusion-limited model along with the ther-
modynamic data is given in Table 1A, B. The set of ordinary differential equations
was solved using the initial conditions stated in Table 1A and the pressure profile
given Eq. 17. The model system considered in these simulations was argon bubbles
in the water flow. This study was distinct from earlier models because it directly
provided a quantitative estimate of the sonochemical effect induced by hydrody-
namic cavitation. The diffusion-limited model could provide the exact composition
of the bubble contents (gas and vapor molecules) at transient collapse, along with the
peak temperature and pressure reached in the bubble. Using this information, the
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equilibrium composition of various species generated from dissociation of gas and
vapor molecules in the bubbles could be determined using Gibbs energy minimiza-
tion technique. This study, therefore, provided a useful means of estimating number
of radicals formed per cavitation bubble. The simulations of Krishnan et al. [34] also
helped in understanding of the effect of the various operational parameters on the
sonochemical effect, i.e., radical generation in the bubble.

The simulations results are presented in Fig. 4a–e and the summary of the
simulation results is given in Table 4B that lists the collapse conditions (i.e., number
of water molecules entrapped in the bubble and the peak temperature and pressure
inside the bubble during first collapse) and the equilibrium composition of the
various species at the conditions.

Table 4 Results of cavitation bubble dynamics simulations with diffusion-limited model

(A) Parameters for simulation

Set number

Parameters

P2 (atm) Ro (μm) β Ci trec (s) ū0 (m/s) fT (kHz)

Set 1 1 200 0.5 1 0.0462 1.316 0.432

Set 2 1.2 200 0.5 1 0.0421 1.398 0.459

Set 3 1 100 0.6 1 0.0425 1.129 0.347

Set 4 1 200 0.6 1 0.0425 1.129 0.347

Set 5 1 200 0.5 1.1 0.0485 1.316 0.432

(B) Equilibrium composition (mole fraction) of various species at pressure and temperature peak
attained in the bubble at first compression

Species

Parameter set for simulation

Set 1 Set 2 Set 3 Set 4 Set 5

Conditions at first compression of the bubble

Tmax =
2994 K

Tmax =
3103 K

Tmax =
2368 K

Tmax =
1527 K

Tmax =
1774 K

Pmax =
603.8 atm

Pmax =
683.8 atm

Pmax =
70.7 atm

Pmax =
14.2 atm

Pmax =
26.8 atm

Nw = 6.8 

1014

Nw = 3.9 

1014

Nw = 9.8 

1012

Nw = 9.6 

1013

Nw = 1.2 

1014

H2O 9.59 
 10�1 9.49 
 10�1 9.87 
 10�1 9.99 
 10�1 9.99 
 10�1

H2 1.98 
 10�2 2.41 
 10�2 6.87 
 10�3 1.03 
 10�4 5.30 
 10�4

OH• 1.38 
 10�2 1.75 
 10�2 3.43 
 10�3 2.01 
 10�5 1.51 
 10�4

O2 6.42 
 10�3 7.62 
 10�3 2.58 
 10�3 4.66 
 10�5 2.27 
 10�4

H• 8.76 
 10�4 1.25 
 10�3 1.34 
 10�4 6.51 
 10�8 1.27 
 10�6

O• 3.57 
 10�4 5.24 
 10�4 4.38 
 10�5 1.05 
 10�8 2.75 
 10�7

HOO• 7.55 
 10�5 1.06 
 10�4 5.81 
 10�6 6.05 
 10�9 8.99 
 10�8

H2O2 3.20 
 10�5 4.28 
 10�5 2.21 
 10�6 6.29 
 10�9 6.34 
 10�8

O3 1.20 
 10�8 2.03 
 10�8 2.24 
 10�10 4.14 
 10�15 3.01 
 10�13

Note: A pipe size of 2 in. is taken for all simulations. Liquid temperature is assumed to be 20 �C
Notation: Tmax peak temperature attained in the bubble at transient collapse; Pmax peak pressure
attained in the bubble at transient collapse; Nw number of water vapor molecules entrapped in the
bubble at transient collapse
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The time profiles of bubble radius and vapor molecules in the bubble depicted in
Fig. 4a–e reveal that a large amount of water vapor enters the bubble during the
expansion phase. Not all the water vapor that has entered the bubble during expan-
sion can condense and escape the bubble during collapse. Significant amount of
water molecules get entrapped in the bubble (as indicated by the number of water
molecules in the bubble listed in Table 4B) and are subjected to extremes of
temperatures and pressure at transient collapse. Equilibrium mole fraction of bubble
contents calculated using Gibbs energy minimization technique (software FactSage,
trial version) shows that OH• is the dominant radical species of all species resulting
from dissociation of water vapor. At the point of maximum compression
(or minimum radius), the bubble, these radical species can diffuse out of the bubble.
Alternatively, the bubble can undergo fragmentation at the point of maximum
compression during radial motion, and the radical as well as other species get
released in the bulk medium, where they induce/chemical reactions. Comparison
of the simulations results in various parameter sets which give an insight into the
effect of different design and process parameters on the extent of radical production
and sonochemical effect induced by hydrodynamic cavitation.

Results of Simulations and Discussion

Effect of recovery pressure: Evaluation of results shown in Fig. 4a, b reveal that with
rising recovery pressure, the maximum radius attained during the expansion phase
remains unaltered. However, during the subsequent compression, more water vapor
gets squeezed out of the bubble at higher recovery pressure, leading to rise in peak
temperatures and pressures attained in the bubble. Due to higher temperature and
pressure peak in the bubble, the equilibrium mole fraction of OH• increases with
recovery pressure and the net production of radicals reduces due to lesser entrapment
of the water vapor at collapse.

Effect of orifice to pipe diameter ratio: Comparison of simulations depicted in
Fig. 4a, d reveals the effect of the orifice to pipe diameter ratio on the bubble
dynamics and associated sonochemical effect. Smaller orifice to pipe diameters
favor sonochemical effect. Moreover, the extent of radical production is also very
sensitive to this parameter. A relatively small rise in the orifice to pipe diameter ratio
(from 0.5 to 0.6) results in significant quenching of the sonochemical effects. This
result is attributed to the reduction in the magnitude turbulent pressure gradient,
which is responsible for the growth of the bubble, as discussed in the previous
section.

Effect of initial bubble radius: Simulations depicted in Fig. 4c, d reveal that
smaller bubble (100 μm) undergoes more intense collapse, resulting in higher
temperature and pressure peaks attained in the bubble. However, the amount of
water vapor entrapped in the bubble is lesser. Nonetheless, lower water vapor
entrapment in the bubble is compensated by larger equilibrium mole fraction of
OH• radicals due to higher temperature and pressure at collapse – which is approx-
imately two orders of magnitude higher than the 200 μm bubble. The net radical
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production per cavitation bubble is higher for smaller bubbles. Thus, smaller bubbles
make greater contribution to the sonochemical effects.

Effect of cavitation number: Assessment of the simulation results depicted in
Fig. 4a, e reveals effect of cavitation number on radial motion of the cavitation
bubble and the sonochemical effect induced by it. Simulation results show that a
small increment in the cavitation number 1.1 (Fig. 4e) from 1 (Fig. 4a) causes
significant quenching of the sonochemical effect with 4
 reduction in water vapor
entrapment and two orders of magnitude reduction in the equilibrium mole fraction
of OH• radicals. The main cause leading to these effects is the reduction in pressure
gradient in the flow downstream of the orifice. Due to lesser pressure gradient, the
expansion of the bubble and the ensuing collapse is less intense, resulting in reduced
temperature and pressure peak attained in the bubble due to which the extent of
radical production decreases.

Conclusions: The study of Krishnan et al. [34] gave a clear numerical evidence
that, as in acoustic cavitation, the phenomena of water vapor entrapment and radical
formation during bubble collapse also occurs in case of hydrodynamic cavitation.
The entrapped water molecules are subjected to extreme temperature and pressure
conditions attained in the bubble at transient collapse, resulting in thermal dissoci-
ation leading to radical production. OH• radical is found to be the dominant radical
species at conditions of bubble collapse. The peak temperatures reached in the
bubble during transient collapse in all the five sets, however, are lesser than those
reported for in case of acoustic cavitation (�5,000–7,000 K) [118].

These results could be a joint consequence of (1) higher entrapment of water
vapor in the bubble due to which the net heat capacity of the bubble increases and
(2) greater heat transfers from bubble to the surroundings during the bubble motion
due to larger time scale of the radial bubble motion (of the order of millisecond
against microseconds for acoustic cavitation). Changes in design and process
parameters such as recovery pressure, orifice to pipe diameter ratio, and the cavita-
tion number essentially influence the mean and turbulent pressure gradients in the
cavitating flow, which is manifested in terms of the observed variations or differ-
ences in the characteristics of the radial motion of cavitation bubble and the
associated effects. The findings of Krishnan et al. can be summarized as follows:
(1) rise in the recovery pressure downstream of the orifice plate does not augment the
sonochemical effect; (2) smaller bubbles make higher contribution to the
sonochemical effect; and (3) sonochemical effect is critically sensitive to two
parameters, viz., cavitation number and orifice to pipe diameter ratio. Small incre-
ment in these parameters causes significant quenching of the sonochemical effect.

Coupling Diffusion-Limited Model with Continuum Mixture Model

In a recent study, Kumar et al. [119] have coupled the continuum mixture model with
diffusion-limited model. With this model, Kumar et al. [119] have developed the
flow regime maps for hydrodynamic cavitation, which depict the prevalent mode of
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operation of hydrodynamic cavitation reactor for different combinations of design
and process parameters. Specific flow regimes have been identified depending on the
energetics of the collapse of cavitation bubble as sonophysical, sonochemical, and
stable oscillatory (no physical or chemical effect).

For development of the hybrid model combining diffusion-limited model and
continuum mixture model, Kumar et al. [119] have simplified the basic equation for
radial motion of cavitation bubble. The previous studies [36, 112] have indicated that
during radial motion, the bubble wall velocity reaches or exceeds the sonic velocity
for a very short duration (�10–6 s). Keller–Miksis equation in diffusion-limited
model contains terms such as (dR/dt)/c and R(dPi/dt)/ρLc, which become significant
only at the instance, where the bubble wall velocity is close to sonic velocity. Thus,
the global dynamics of the bubble does not change if these terms are neglected. With
this approximation, the simplified bubble dynamics equation becomes

ρL R
d2R

dt2
þ 3

2

dR

dt

� �2
" #

¼ Pi � Pt � 2σ

R
� 4μ

R

dR

dt

� �
(26)

Using Lagrangian derivative D=Dt ¼ @=@tþ u@=@x in continuum mixture model,
the equations of diffusion-limited model listed in Table 1A get transformed as

ρL R
D2R

Dt2
þ 3

2

DR

Dt

� �2
" #

¼ Pi � Pt � 2σ

R
� 4μ

R

DR

Dt

� �
(27)

DNW

Dt
¼ 4πR2DW

dCW

dr

����
r¼R

� 4πR2DW
CWR � CW

ldiff

� �
(28)

DQ

Dt
¼ 4πR2λ

To � T

lth

� �
(29)

Cv,mix

DT

Dt
¼ DQ

Dt
� Pi

DV

Dt
þ hW � UWð ÞDNW

Dt
(30)

The simulation parameters trec, u0 , and fT for different combinations of design
parameters P2, Ci, and β were determined using the procedure described earlier.
The mean liquid flow downstream of the orifice was assumed to expand linearly
(as given by Eq. 22), and the instantaneous liquid velocity (u) was given by Eq. 16.

Steady-state solutions: While solving the model of one-dimensional two-phase
flow with the nonlinear bubble dynamics, we make an assumption of steady-state
cavitating flow with constant mass flow rate [115, 116]. With this assumption, the
complete model for cavitating flow is described by following equations:

ρL 1� 4πnR3=3
� 	

uA ¼ constant (31)
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u
du

dx
¼ � 1

ρL 1� 4πnR3=3
� 	 dp

dx
(32)

Pt ¼ Pi � 2σ

R
� 4μu

R

dR

dx

� �
� ρL R u2

d2R

dx2
þ u

du

dx

dR

dx

� �
þ 3u2

2

dR

dx

� �2
" #

(33)

u
dNW

dx
¼ 4πR2Dij

@CW

@r

����
r¼R

� 4πR2Dij
CWR � CW

ldiff

� �
(34)

u
dQ

dx
¼ 4πR2λ

@T

@r

����
r¼R

� 4πR2λ
To � T

lth

� �
(35)

Cv, mix

dT

dx
¼ dQ

dx
� Pi

dV

dx
þ hW � UWð Þ dNW

dx
(36)

The numerical values of the physical parameters in the model used during simula-
tions were density (ρL) = 1,000 kg m�3, surface tension (σ) = 0.072 N m�1, and
effective viscosity (μ) = 10�2 Pa–s. Damping of bubble oscillations during radial
motion through various mechanisms were accounted for by larger value of the
viscosity [115]. A representative initial bubble size of 100 μm was chosen for
simulations. The mode of operation of hydrodynamic cavitation reactor, as
represented by the radial motion, was scanned in extensive parameter space by
choosing three typical values P2, 4 values for β, three values of Ci, and four values
of αo, which are listed in Table 5A.

Criteria for mapping of flow regime and characterization of bubble motion: Flow
regimes for cavitating flow were defined on the basis of characteristics of radial
motion of the bubbles in the flow as follows: (1) stable oscillatory (OSC) regime
inducing neither sonophysical nor sonochemical effect, (2) sonophysical
(SP) regime, (3) sonophysical/ sonochemical (SPC) regime, and (4) Flash regime.
In OSC regime, the expansion of the bubble during radial motion was less than 50 %
of its original size (�1.5Ro) and the temperature in the bubble remained low
(typically 	 400 K). For distinguishing between SP and SPC regimes, minimum
temperature (in the pressure range between 500 kPa and 100MPa) was determined at
which the dissociation of water vapor will lead to formation of •OH radical, which is
the predominant and most reactive radical species among all species formed after
dissociation of water. Using Gibbs energy minimization technique (thermal equilib-
rium) [120, 121], the minimum temperature for formation of •OH radicals through
dissociation of water molecules was determined as �900 K. Thus, SPC regime is
characterized by transient bubble motion during which the peak temperature (Tmax)
attained inside the bubble is �900 K. The SP regime is characterized by moderately
transient bubble motion for which 400 K 	 Tmax 	900 K. Characterization of the
flashing regime is explained in the next section.

Flow stability (or flashing) criterion: Applying Bernoulli equation between vena
contracta (point 0) and arbitrary location downstream of orifice (point x) gives forCi= 1:
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Px þ 1

2
ρu2x ¼ Pv þ 1

2
ρU2

o (37)

Rearrangement gives the local cavitation number as: Cx ¼ Px � Pvð Þ= ρU2
o=2

� 	 ¼ 1

� ux=Uoð Þ2 . Using continuity equation, the velocities can be related to bubble
fractions (α) in the flow as: Uo ¼ constant=Ao 1� αoð Þ and
ux ¼ constant=Ax 1� αxð Þ. With substitution of velocities in terms of bubble volume

fraction, local cavitation number becomes: Cx ¼ 1� 1� αoð ÞAo= 1� αxð ÞAx½ �2 .
Moreover, defining area ratio as: Ao=Ax ¼ β2x gives:

Cx ¼ 1� 1� αoð Þβ2x= 1� αxð Þ� �2
. It could be easily perceived that flashing of

flow in the downstream region of orifice will occur if bulk pressure falls below
vapor pressure leading to rapid expansion of the bubbles. Thus, the criterion for the
flash regime is Cx 	 0.

Results of Simulations and Formulation of Flow Regimes

Representative simulations of cavitation bubble dynamics for each of four catego-
ries, viz., OSC, SP, SPC, and Flash, are depicted in Fig. 5a–c. The parameters for
simulations shown in Fig. 5a–c are listed in Table 5B. The complete flow regime
maps for OSC, SP, and SPC regimes for the four values of α are shown in Figs. 6, 7,
and 8, respectively. The flow regime maps are essentially contour plots of cavitation
number (i.e., process parameter) against orifice to pipe diameter ratio and recovery
pressure downstream of orifice (i.e., design parameters). Flow regime maps depict
relative impact of recovery pressure (P2), orifice to pipe diameter ratio (β), and

Table 5 Simulation parameters for continuum mixture model coupled with diffusion-limited
model

(A) Range of simulation parameters

Parameter Representative values

1. Recovery pressure (P2, kPa) 101.3 (1 atm), 202.6 (2 atm), 303.9 (3 atm)

2. Orifice to pipe diameter ratio (β) 0.3, 0.4, 0.5, 0.6

3. Cavitation number (Ci) 1.0, 1.1, 1.2

4. Initial bubble volume fraction (αo) 1 
 10�8, 2 
 10�8, 1 
 10�7, 2 
 10�8

(B) Actual simulation parameters for different regimesa

Operating regime

Set of parameters

P2 (kPa) Ci β αo
1. Flashing regime 202.6 1 0.6 2 
 10�7

2. Sonophysical regime (moderately transient behavior) 101.3 1 0.6 1 
 10�7

3. Sonochemical regime (strongly transient behavior) 303.9 1 0.3 1 
 10�7

4. Oscillatory behavior 101.3 1.1 0.6 2 
 10�8

A pipe size of (0.0504 m or 2 in. ID) and an initial size of 100 μm have been considered for all
simulations. Liquid temperature is assumed to be 293 K or 20 �C
aGraphical results of simulations are depicted in Fig. 5
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cavitation number (Ci), on the nature of the cavitating flow. Some salient features of
bubble behavior as evident from flow regime maps depicted in Figs. 6, 7 and 8 are:

1. The OSC regime extends for all values of αo in the entire range of recovery
pressure, orifice to pipe diameter ratios > 0.35, and cavitation number > 1.1.

2. The SP regime is seen for Ci� 1 for entire range of recovery pressures and orifice
to pipe diameter range of 0.4–0.6. However, for same cavitation number, for

�

Fig. 5 Results of simulations of cavitation bubble dynamics in different flow regimes using
continuum mixture model coupled with diffusion-limited model. (a) Profile of (dimensionless)
radius of cavitation bubbles; (b) profile of number of solvent (water) molecules in the cavitation
bubble; (c) profile of temperature inside the cavitation bubble. Simulations parameters for different
flow regimes are listed in Table 5B

Fig. 6 Flow regime maps for OSC regime. The lines inside the figure indicate contours for
cavitation number (Ci). (a) Map for αo = 1 
 10�8; (b) Map for αo = 2 
 10�8; (c) Map for αo
= 1 
 10�7; (d) Map for αo = 2 
 10�7
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higher values of recovery pressure (202.6 or 303.9 kPa), the space for SP regime
is restricted for low values of orifice to pipe diameter ratio (<0.4).

3. The parameter space for SPC regime is more restricted, especially for higher
initial bubble volume fractions of 1
 10�7 and 2
 10�7. This regime is bounded
by Ci range 1–1.1 and orifice to pipe diameter ratios of 0.4–0.6, for all recovery
pressures considered in the simulations.

The influence of the design and process parameters on cavitation bubble behavior
as seen from the simulation results is summarized below:

Influence of orifice to pipe diameter ratio (β): For all values of β used in
simulations, moderately transient behavior of cavitation bubbles is seen for Ci =

Fig. 7 Flow regime maps for SP regime (moderately transient bubble behavior giving
sonophysical effects). The lines inside the figure indicate contours for cavitation number (Ci). (a)
Map for αo = 1 
 10�8; (b) Map for αo = 2 
 10�8; (c) Map for αo = 1 
 10�7; (d) Map for αo =
2 
 10�7
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1 and P2 = 101.3 kPa. With increase in recovery pressure, cavitation number
remaining the same, the intensity of cavitation bubble collapse increases. Flashing
behavior of flow is seen at P2 = 202.6 kPa and β = 0.6, for αo = 1 
 10�7 and 2 

10�7. For β = 0.3, 0.4, and 0.5, the bubble undergoes a strong transient collapse
giving sonochemical effect for all values of αo. For recovery pressure of 303.9 kPa,
the bubble motion becomes strongly transient for all values of αo and β at Ci = 1.

Influence of cavitation number (Ci): For moderate recovery pressure of 101.3 kPa
and β = 0.3, SP regime of cavitation bubble dynamics is seen for Ci = 1 and 1.1.
With slight increase in cavitation number to 1.2, OSC regime is seen. This trend
remains same for all values of αo. At higher recovery pressures of 202.6 and
303.9 kPa, SPC regime is seen for Ci = 1 and 1.1, and SP/OSC regime is seen for
Ci = 1.2. These trends essentially depict the sensitivity of the cavitation behavior

Fig. 8 Flow regime maps for the SPC regime (strongly transient bubble behavior giving
sonochemical effects). The lines inside the figure indicate contours for cavitation number (Ci). (a)
Map for αo = 1 
 10�8; (b) Map for αo = 2 
 10�8; (c) Map for αo = 1 
 10�7; (d) Map for αo =
2 
 10�7
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toward cavitation number at high recovery pressures. The highest sensitivity of the
flow behavior toward Ci (for all αo) is seen at high recovery pressures of 202.6 or
303.9 kPa and β = 0.6. A sharp transition in radial motion of bubble is seen with
small change in Ci, e.g., from SPC regime at Ci= 1 to OSC regime at Ci= 1.1 or 1.2
or from Flash regime (at αo= 1
 10�7 and 2
 10�7) for Ci= 1 to OSC regime at Ci

= 1.1 or 1.2.
Influence of recovery pressure (P2): Similar to the conclusions of earlier studies,

the intensity of the transient collapse of cavitation bubble increases with P2 at Ci =
1 for all values of αo and β. However, some exceptions to this general trend are as
follows: Flash regime is seen for αo = 1 
 10�7 and 2 
 10�7 for P2 = 202.6 kPa
and β = 0.6, while SPC regime is seen for P2 = 101.3 and 303.9 kPa. For Ci = 1.1,
the flow becomes stable (with no flashing) for all values of P2 and β. At higher
recovery pressures of 202.6 and 303.9 kPa, SPC regime is seen for β = 0.3, 0.4 and
0.5 at Ci = 1.1. However, for β = 0.6 at Ci = 1.1, and for all values of β at Ci = 1.2,
OSC regime is seen. This indicates that flow regime becomes insensitive of recovery
pressure for larger values of β and Ci.

Discussion: The ranges of parameter spaces in which certain flow regimes are
observed can be justified on the basis of the dominant pressure gradient in cavitating
flow. In an orifice flow, the mean pressure gradient at any location x can be
determined as:

Px � Po

x
� ρU2

o

2x
1� u2x

U2
o

� �
¼ ρU2

o

2x
1� 1� αo

1� αx

� �
β4x


 �

� ρU2
o

2x
1� 1þ 4nπR3

x=3

1þ 4nπR3
o=3

� �
β4x


 �
(38)

The above expression indicates that larger expansion of the bubbles would tend to
reduce the mean pressure gradient. As noted earlier, the mean pressure gradient is
linearly increasing, and thus, it would not tend to grow a bubble above its original
size at inception near vena contracta. The turbulent pressure gradient is of oscillatory
nature. During the negative oscillations, it would tend to reduce the mean pressure
gradient causing growth of the bubble. Growth of the bubbles in the flow would
reduce the flow area for liquid causing rise in the velocity. This will further reduce
the mean pressure gradient, which in turn would cause further growth of the bubble.
In the limiting situation, the mean pressure in the flow could fall below the vapor
pressure causing flashing of the flow.

The type of radial motion of cavitation bubble and the corresponding flow
regime would depend on the relative magnitudes of the mean and turbulent
pressure gradient. The magnitude of the mean pressure gradient depends on Ci,
P2, and αo. For any combination of αo and P2, the largest mean pressure gradient
occurs at Ci = 1. As Ci increases, the mean pressure gradient drops rapidly. The
magnitude of turbulent pressure gradient depends on u0 , which varies inversely
with β and Ci. Occurrence of SPC regime would require that bubble expands to at
least twice of its original size followed by a rapid compression dominated by
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inertial forces [84]. Such bubble motion is possible for moderate turbulent pressure
gradient and high mean pressure gradient. If the turbulent pressure gradient is large
and mean pressure gradient is moderate, the bubble collapse is only moderately
transient as in SP regime due to excessively large expansion of the bubble, which is
also accompanied by significant vaporization of solvent, which later on cushions
the collapse and reduces the intensity of collapse. Examples of these flow regimes
are as follows:

1. SPC regime at Ci = 1 for P2 = 101.3 kPa and Ci = 1 or 1.1 at P2 = 202.6 or
303.9 kPa

2. SP regime for β = 0.3, Ci = 1 and P2 = 101.3 kPa, as the bubble collapse is only
moderately transient, since the large turbulent pressure gradient causes large
expansion of the bubble with significant evaporation of water in it. Strongly
transient collapse of vapor filled gas bubble would require high mean pressure
gradient, which is not available for P2 = 101.3 kPa

3. OSC regime for Ci = 1.2. In this case, both mean as well as turbulent pressure
gradients are small, due to which neither expansion nor compression of the
bubble is appreciable, and the bubble essentially undergoes a small amplitude
oscillatory motion in the flow

4. For higher P2 of 303.9 kPa, and large orifice to pipe diameter ratios (β = 0.5 or
0.6), combination of large mean pressure gradient and small turbulent gradient
gives SP regime of bubble dynamics

Conclusions: The flow regime maps proposed in the study of Kumar et al. [119]
present a cogent and coherent picture of operation of hydrodynamic cavitation
reactors. These maps essentially depict the trends in the intensity of transient
collapse of the bubble with design/process parameters, which is responsible for
inducing sonophysical or sonochemical effect. These design or process parameters
essentially alter the intensities of the two pressure gradients, viz., mean and turbu-
lent, in the orifice flow, which is reflected in the peak temperature and pressure
reached inside the bubble at transient collapse. The flow regime maps reveal that
intensity of transient bubble collapse is most sensitive to the cavitation number,
among all process/design parameters. For Ci 	 1, the radial motion of bubble is
intense enough to induce sonochemical effect. For Ci � 1, the intensity of radial
motion of bubble is rather low which is sufficient to induce physical effects which
could be useful for operations such as extraction or emulsification.

Initial bubble volume fraction (αo) in the flow is also a crucial parameter that
influences the operation of the hydrodynamic cavitation reactors in different
regimes. This parameter is difficult to measure or control. However, the new design
of hydrodynamic cavitation reactor proposed by Kumar and Moholkar [35] intro-
duces the concept of external introduction of gas bubbles in the flow – rather than in
situ – generation, which is a random phenomenon. Introduction of external gas
bubbles through suitable gas distribution devices (e.g., a glass frit) gives an efficient
tool to control both quantity of gas volume fraction in the flow and also a control
over the initial sizes of the bubbles.
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Overall Conclusions

In this chapter, an attempt is made to give concise account of the developments in
mathematical modeling of hydrodynamic cavitation to explain the sonochemical
effects induced by it. The physical/chemical effects induced by cavitation are
essentially manifestations of the radial motion of the cavitation bubble, which causes
energy concentration. This radial motion is driven by the pressure variation profile in
the system. The mathematical models for hydrodynamic cavitation have attempted
to explore the factors that influence the pressure variation profile and hence the radial
motion of cavitation bubbles. The models have also identified conditions under
which bubble dynamics in hydrodynamic cavitation resembles that observed in
acoustic cavitation. After the preliminary model for hydrodynamic cavitation pro-
posed in 1999, the subsequent developments have been in terms incorporation of the
turbulent pressure fluctuations and gradient, different flow geometries like orifice
flow and converging–diverging nozzle, accounting for liquid compressibility,
accounting for the bubble/bubble and bubble/flow interactions, incorporation of
the heat and mass transfer effects and lastly the continuum mixture model coupled
with diffusion-limited model that takes into account all factors. With higher level of
rigor incorporated into successive models, the simulations of hydrodynamic cavita-
tion have given deeper and more meaningful insight into the physics/chemistry of
bubble dynamics phenomena and its influences in terms of intensification of the
process. The principal design factors that govern the transient bubble dynamics in
hydrodynamic cavitation that gives the sonochemical effect of generation of highly
reactive radicals are recovery pressure, extent of permanent pressure head loss in the
flow (which is manifested in terms of generation of turbulent pressure fluctuations in
the flow), and cavitation number. The intensity of transient bubble motion increases
with higher recovery pressure, smaller orifice to pipe diameter ration, and cavitation
number <1. However, these factors are bound by the stability of the flow (avoiding
flashing of the flow). The simulations of hydrodynamic cavitation have also outlined
guidelines for optimization of these design parameters for maximizing the
sonochemical effect. There are several avenues for furthering research on modeling
of hydrodynamic cavitation. Some of these are as follows: (1) incorporation of the
actual reaction kinetics in the bubble (relaxing the assumption of chemical equilib-
rium), (2) model for rectified diffusion of non-condensable dissolved gas in the
liquid across the bubble, and (3) more rigorous modeling of the turbulent fluctua-
tions in cavitating flows involving large pressure drops – as in orifice flow.

The models described in this chapter are very useful tool for design and optimi-
zation of the hydrodynamic cavitation reactors for physical and chemical processes.
One major application of hydrodynamic cavitation reactors is in the area of
wastewater treatments, where bio-recalcitrant pollutants are degraded effectively.
This degradation occurs via production of the OH radicals which are strong
oxidizing species with oxidation potential of 2.6 eV. The mathematical models for
bubble dynamics described in this chapter can quantitatively predict the extent of
formation of these radicals at different operating conditions and design parameters.

666 V.S. Moholkar



The simulations of hydrodynamic cavitation using these models could form useful
guidelines for design and optimization of hydrodynamic cavitation reactors for
effective degradation of larger variety of bio-recalcitrant pollutants.
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Abstract
The wastewater released from the industrial sectors essentially needs the effective
technology to avoid the hazardous effects associated with its discharge. The
development of low cost and faster processing technology makes the minerali-
zation of the environmental pollutants effective for the large-scale utilization.
Various methodologies have been proposed and practiced for its commercializa-
tion; however, the generation of secondary pollutants was resulted. The
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ultrasound-assisted mineralization of environmental contaminants gained the
maximum interest from the public and research communities due to its enhanced
efficiency of advanced oxidation processes (AOPs). The effective utilization of
the ultrasound and its combination with the various AOPs achieved the maximum
degradation for the wide spectrum of environmental pollutants and avoids the
secondary pollutants generation. The current chapter summarizes the
photocatalysis-, sonolysis-, sonocatalysis-, and sonophotocatalysis-assisted deg-
radation of various environmental contaminants via single and coupled AOPs.
The degradation of various colored and colorless environmental pollutants is
discussed here. Among the AOPs reviewed herein, photocatalysis and
sonophotocatalysis techniques were found to be very efficient for the degradation.
The intermediates identified from the photocatalytic and sonophotocatalytic
degradation of environmental contaminants are similar in most of the studies;
however, a few of the intermediates were not observed in other AOP processes
which indicates different pathway are followed during the degradation. The
reasons for achieving synergy and detrimental effects from the coupled AOPs
are analyzed. The development of visible light responsive nanocatalysts reduces
the cost required for the commercialization of sonophotocatalysis. The cost
estimation analysis was discussed here for the commercialization of the AOP
techniques. In addition, recycling of the treated water reduces water consumption
of various industries.

Keywords
Wastewater treatment •AOPs • Sonophotocatalysis • Synergy and cost estimation

Introduction

The indecent discharge of the industrial effluents and agrochemicals leads to increase
the pollutant concentration in the environment. The presence of such high concen-
tration of environmental contaminants tends to provoke the adverse effects on the
ecosystem [1, 2]. The genetic damage, cancer, chromosomal abnormalities, birth
defects, and few other health-related problems were identified due to the augmented
concentration of environmental contaminants. The permissible quantity of the envi-
ronmental contaminants is few parts per million, and in the case of colored organic
contaminants very low level concentration can be visibly identified from its charac-
teristic color [3, 4]. Hence, the mineralization of environmental contaminants was
aimed by many research groups and started working towards the complete mineral-
ization for the past five decades [5, 6]. The biological treatment, chemical precipi-
tation and coagulation, thermal treatment/incineration, adsorption, ion exchange,
sludge handling and disposal, and miscellaneous treatment processes are the tech-
niques initially developed to remove the environmental contaminants; however, the
unauthorized discharge of the materials utilized in the above-mentioned technologies
causes the secondary pollution [7, 8]. To avoid the secondary pollutions and the
perilous effects caused by the environmental contaminants, researchers discovered
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the advanced oxidation processes (AOPs) or technologies (AOTs) for their removal
from the environment.

Various kinds of AOPs are reported in the literature [9–12] for the degradation of
environmental contaminants; however, the readily applicable techniques for the
commercialization includes O3/H2O2, Fe2+/H2O2, UV/O3, UV/H2O2, UV/O3/
H2O2, photocatalysis, catalytic ozonation, sonocatalysis, and sonophotocatalysis.
The homogeneous catalysis of wastewater is not recommended since the concentra-
tion of metal ions on the aquatic environment tends to increase and fetch its adverse
effects [13]. The semiconductor (TiO2)-based photolysis technique for the water
splitting in the presence of ultraviolet irradiation was first reported by Fujishima and
Honda in 1972 [14]. The pioneering research work led to the origination of the
semiconductor-based photocatalysis. The radical formation and the mechanistic
investigation of the photocatalytic processes are well documented in the literature
[15, 16]. As the time progresses, the research based on semiconductor photocatalysis
has grown in various dimensions hence promising reports were achieved and further
improved efficiencies were obtained in pilot plants. For example, Puma and Yue [17]
reported the pilot scale photocatalysis slurry reactor for the mineralization of
salicylic acid in which the mineralization of salicylic acid achieved 13-fold enhanced
rate when compared to other techniques being practiced. The schematic representa-
tion of the reactor is shown in Fig. 1.

On the other hand, heterogeneous ozonation has emerged as the modern technol-
ogy for the complete removal of organic pollutants. However, the drawbacks such as
the loss of effective reaction sites, agglomeration of the nanosize semiconductor
catalysts, and mass transfer rate of pollutants to the catalytic surface were need to be
improved. Thus, in general, the advantages and disadvantages associated with the
use of single-handed AOPs are presented in Table 1 [18]. The efficiency of single-
handed AOPs needs to improve, further to minimize the operating cost as well as the
processing time.

Sonolysis and Sonocatalysis

The schematic representation of sonolysis of water is presented in Fig. 2 [19], which
describes the cavitation phenomenon followed by the formation of various free
radicals. The extreme conditions produced during the sonolysis of water and the
three reaction zones in the cavitation process were explained by Adewuyi [20]. The
high temperature and pressure produced from the acoustic cavitation was proceeded
by the water splitting reaction [21]. Among the various theories proposed to explain
the phenomenon of acoustic cavitation [22–24], “hot spot theory” gave the satisfac-
tory explanation. The presence of dissolved gas, nature of the substances, and other
materials present near to the hotspot influence the generation of highly reactive
radicals [25]. The radicals generated during the acoustic cavitation further initiates
the production of secondary radicals and the degradation of contaminants present in
its aquatic environment.
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The complete removal of various environmental contaminants is not possible by
the sonolysis alone since the sonolysis process suffers to oxidize the various
environmental contaminants. The process needs a solid support for the effective
interaction of the environmental pollutants with the various radicals produced during
the sonolysis. In addition, the sonoluminescence produced from the sonolysis
process can initiate the electronic charge creation from the semiconductor
nanomaterials. Based on the cavitation phenomenon, the degradation of various
contaminants was studied in order to prove that the ultrasound alone is more efficient
for the degradation. Meng et al. [26] investigated the sonocatalytic degradation of
Rhodamine-B in the presence of C60 coupled CdS-TiO2 system. The pictorial
representation for the mechanism of sonocatalytic degradation of Rhodamine-B
was presented in Fig. 3. The direct band gap excitation of TiO2 and CdS was
accomplished during the ultrasound irradiation. However, in the absence of C60the
excited CdS injects the electrons into the conduction band of TiO2 followed by the
transfer of electrons to the dissolved oxygen to produce the superoxide radicals
(O2

•�) in addition to the conduction band electrons produced from the TiO2. The role

Feed tank -
fitted with a cooling coil
and electrical heater

Collector tank -
fitted with a cooling coil
and electrical heater

Overflow
outlet

Mixer

Mixer

Oxygen

Stainless
steel
columnUV lamp

Lamp
sleeve

Liquid
distributor

Nitrogen

Oxygen

Fig. 1 Schematic representation of the pilot plant laminar falling film slurry photocatalytic reactor
(Reprinted with permission from Ref. [17]. Copyrights (1999) American Chemical Society)
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Table 1 Advantages and disadvantages of single-handed AOP systems adopted from Ref [18] and
further references cited there in

S.
No. Process Advantages Disadvantages

A. Biological Cost-competitive option.
Direct, disperse, and basic
dyes have high level of
adsorption on to activated
sludge

Dyes are generally toxic and very
resistant to biodegradation. Acid and
reactive dyes are highly water soluble
and have poor adsorption on to
sludge

B. Coagulation Economically feasible;
satisfactory removal of
disperse, sulfur, and vat dyes

Removal is pH dependent; produces
large quantity of sludge. May not
remove highly soluble dyes;
unsatisfactory result with azo,
reactive, acid, and basic dyes

C. Activated C
adsorption

Good removal of wide
variety of dyes, namely, azo,
reactive, and acid dyes;
especially suitable for basic
dye

Removal is pH dependent;
unsatisfactory result for disperse,
sulfur, and vat dyes. Regeneration is
expensive and involves adsorbent
loss; necessitates costly disposal

D. Ion exchange Adsorbent can be
regenerated without loss,
dye recovery conceptually
possible

Ion exchange resins are dye specific;
regeneration is expensive; large-scale
dye recovery cost prohibitive

E. Chemical
oxidation

Initiates and accelerates
azo-bond cleavage

Thermodynamic and kinetic
limitations along with secondary
pollution are associated with different
oxidants. Not applicable for disperse
dyes. Negligible mineralization
possible, release of aromatic amines,
and additional contamination with
chlorine (in case of NaOCl) is
suspected

F. Advanced
oxidation
processes,
AOPs

Generate a large number of
highly reactive free radicals
and by far surpass the
conventional oxidants in
decolorization

AOPs in general may produce further
undesirable toxic byproducts and
complete mineralization may not be
possible. Presence of radical
scavengers reduces efficiency of the
processes some of which are pH
dependent. Cost prohibitive at their
present stage of development

F-1. UV/O3 Applied in gaseous state, no
alteration of volume. Good
removal of almost all types
of dyes; especially suitable
for reactive dyes. Involves
no sludge formation,
necessitates short reaction
times

Removal is pH dependent (neutral to
slightly alkaline); poor removal of
disperse dyes. Problematic handling,
impose additional loading of water
with ozone. Negligible or no COD
removal. High cost of generation
coupled with very short half-life and
gas–liquid mass transfer limitation;
suffer

(continued)
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of C60 in the CdS-TiO2 system is to store the electronic charges as well to produce
the enhanced surface area for the improved sonocatalytic degradation of Rhodamine-
B. On the other hand, the holes produced from the direct band gap excitation of the
semiconductor can quickly transfer to the bulk solution which can directly bleach the
effluent, and it can split the water molecule to produce the hydroxyl radicals. In
general, the enhanced population of hydroxyl radicals was observed from the
sonocatalysis of C60 coupled CdS-TiO2 system.

Moreover, Wang et al. [27] reported the sonocatalytic degradation of acid red B
under different experimental conditions as shown in Fig. 4. The rutile TiO2-assisted
sonocatalytic degradation of acid red B gives the methoxy phenyl oxime and
phthalic anhydride as the intermediates after sonication for 100 min; however, in
the presence of anatase TiO2 at the same experimental conditions even the so-called
intermediates are degraded further to yield low molecular weight compound. From
this, it is clear that the anatase and rutile phases of TiO2 follow the different reaction
mechanism during the sonocatalysis. Similarly, Khataee et al. [28, 29] utilized the

Table 1 (continued)

S.
No. Process Advantages Disadvantages

F-2. UV/H2O2 Involves no sludge
formation, necessitates short
reaction times, and reduction
of COD to some extent may
be possible

Not applicable for all dye types,
requires separation of suspended
solid and suffers from UV light
penetration limitation. Lower pH
required to nullify effect of radical
scavengers

F-3. Fenton’s
reagent

Effective decolorization of
both soluble and insoluble
dyes; applicable even with
high suspended solid
concentration. Simple
equipment and easy
implementation. Reduction
of COD (except with
reactive dyes) possible

Effective within narrow pH range of
<3.5; and involves sludge
generation. Comparatively longer
reaction time required

F-4. Photocatalysis No sludge production,
considerable reduction of
COD, potential of solar light
utilization

Light penetration limitation, fouling
of catalysts, and problem of fine
catalyst separation from the treated
liquid (slurry reactors)

F-5. Electrochemical Effective decolorization of
soluble/insoluble dyes;
reduction of COD possible.
Not affected by presence of
salt in wastewater

Sludge production and secondary
pollution (from chlorinated organics,
heavy metals) are associated with
electrocoagulation and indirect
oxidation, respectively. Direct anodic
oxidation requires further
development for industrial
acceptance. High cost of electricity is
an impediment. Efficiency depends
on dye nature
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Gd and Pr doped ZnO for the sonocatalytic degradation of various textile dyes. In
addition, Perozo-Rondon et al. [30] reported the ultrasound-assisted process is more
efficient for the selective synthesis of chalcones.

Hybrid Advanced Oxidation Processes

The purpose of integrating or combing the two different advanced oxidation pro-
cesses is to enhance the efficiency of the degradation as well as to reduce the
operating cost and time required for the AOPs. The investigators coupled the
AOPs in two different ways as (i) sequential or integrated and (ii) simultaneous or
combined AOPs [31–33].

Sequential or Integrated AOPs

The sequential or integrated AOP means the treatment of the organic contaminants
by an AOP is followed by another AOP process. The subsistence of the various
advanced oxidation processes frequently extends the greater degradation rate, and

Ultrasonic wave

Compression

Rarefaction

Bubble formation Bubble grows in successive cycles Unstable bubble Violent bubble collapse leading to
high energy and sonolysis

5000 K
2000 atms

SONOLYSIS

Rarefaction Rarefaction
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H • + O2

OH • + OH •

HO2 • + HO2 •
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HO2 •

H2O2

H2O2 + O2

Rarefaction Rarefaction

Compression Compression Compression Compression

Jet of liquidS
U
R
F
A
C
E

Cavitation bubble
collapsing on

surface

Fig. 2 Cavitation bubble formation at various stages and the production of various effective
radicals during sonolysis of water (Reprinted with permission from Ref. [19]. Copyrights (2010)
Elsevier Publications)
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the efficacy of the processes depends on the various factors. The wastewater
treatment by the integrated AOPs was practiced at various scales and the results
achieved during the processes are presented in Table 2 [34], which provides the
detailed information about the various sequential processes studied in the literature.
Moreover, a model schematic representation of the integrated sonophotolysis was
given in Fig. 5 [35]; it describes the effluent treatment of photolysis followed by the
sonolysis. However, the time span provided for the sequential treatment relaxes the
electronic charges, radicals, as well as the mass transfer rate.

Simultaneous or Combined AOPs

In order to improve the efficacy further and to avoid the drawbacks associated with
the utilization of single-handed and integrated AOPs, the combined AOP systems
were developed. Ultrasound combined with photocatalyis, ozonation, Fenton, and
electro-Fenton are the few combined advanced oxidation technologies developed for
the degradation of environmental contaminants [36]. Stock et al. [31] and
Neelavannan et al. [32, 33] attained the enhanced efficiency from the combined
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Fig. 3 Schematic representation of electronic charge separation at the interface of CdS-C60/TiO2

during ultrasound irradiation (Reprinted with permission from Ref. [26]. Copyrights (2012)
Elsevier Publications)
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processes when compared to the integrated processes. Among the various combined
technologies, sonophotocatalysis received much consideration from various research
communities due to its (i) enhanced efficiency for the mineralization of various
environmental contaminants and (ii) the production of high temperature and pressure
which resulted in the enhanced number of hydroxyl radicals for the degradation of
environmental pollutants. Together, the application of ultrasound in the heteroge-
neous systems engenders the asymmetric cavitation. The asymmetric impulsive
collapse of micro bubbles produced from the solvents leads to the microjet formation
which reactivates the catalysts surface [37, 38].

The environmental contaminants are approximately classified into two categories
based on the research articles published in the area of environmental purification.
The colored pollutants’ existence in very low concentration can be visibly identified
from its characteristic color. Various analytical techniques are needed to prove the
existence of the colorless pollutants in the aqueous environment. Therefore, we
classified the degradation studies by the colored and colorless pollutants in the
following section to easily understand the nature of the degradation pathway.

Perspective of Sonophtocatalytic Degradation of Colored Pollutants
The combined sonophotocatalysis provides a mean to develop the effective meth-
odology for the degradation/mineralization of environmental contaminants. The
effective reaction sites as well as the band gap excitation of the semiconductor
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Fig. 4 HPLC chromatograms of acid red B solution under different conditions: (a) ultrasound
(100 min) + rutile TiO2; (b) ultrasound (100 min) + anatase TiO2; and (c) original solution
(Reprinted with permission from Ref. [27]. Copyrights (2007) Elsevier Publications)

Sonophotocatalytic Mineralization of Environmental Contaminants Present in. . . 681



Ta
b
le

2
R
ec
en
t
de
m
on

st
ra
tio

ns
of

se
qu

en
tia
l
tr
ea
tm

en
t
of

re
al

in
du

st
ri
al

ef
fl
ue
nt
s
ad
op

te
d
fr
om

R
ef
.
[3
4]

an
d
th
e
re
fe
re
nc
es

ci
te
d
th
er
e
in

(R
ep
ri
nt
ed

w
ith

pe
rm

is
si
on

fr
om

R
ef
.[
34
].
C
op

yr
ig
ht
s
(2
01

4)
E
ls
ev
ie
r
P
ub

lic
at
io
ns
)

W
as
te
w
at
er

S
tr
en
gt
h,

kg
C
O
D
m

�
3

S
ca
le

C
he
m
ic
al

tr
ea
tm

en
t

B
io
lo
gi
ca
l

tr
ea
tm

en
t

M
ai
n
re
su
lts

P
es
tic
id
e-
w
as
h

0.
5–
1.
4

In
du

st
ri
al

S
ol
ar

ph
ot
o-

F
en
to
n

IB
R
a

B
es
t
to
ta
l
D
O
C
re
m
ov

al
ef
fi
ci
en
cy

of
89

%
(3
7.
5
%

af
te
r
pr
et
re
at
m
en
t)
.
P
re
tr
ea
tm

en
t
ex
te
nd

ed
to

ac
hi
ev
e

40
–5

0
%

m
in
er
al
iz
at
io
n
to

de
al
w
ith

va
ri
ab
ili
ty

in
re
al

in
fl
ue
nt

P
es
tic
id
e-
w
as
h

1.
0–
1.
6

P
ilo

t
S
ol
ar

ph
ot
o-

F
en
to
n

IB
R
a

P
re
tr
ea
tm

en
t
in
cr
ea
se
d
B
O
D
5
/C
O
D
fr
om

0.
3
to

0.
6,

to
ta
l
D
O
C
re
m
ov

al
ef
fi
ci
en
cy

of
82

.5
%

(5
0
%

af
te
r

pr
et
re
at
m
en
t)

F
ilt
er
ed

la
nd

fi
ll

le
ac
ha
te

3.
0–
4.
0

L
ab

A
ir

st
ri
pp

in
g
+
F
en
to
n

S
eq
ue
nt
ia
l
ba
tc
h

re
ac
to
r

A
ir
st
ri
pp

in
g
re
m
ov

ed
96

%
am

m
on

ia
an
d
F
en
to
n

tr
ea
tm

en
t
re
m
ov

ed
60

%
C
O
D
.T

he
se

pr
et
re
at
m
en
ts

in
cr
ea
se
d
B
O
D
5
/C
O
D

fr
om

0.
18

to
0.
38

V
in
as
se

68
.6

L
ab

O
zo
na
tio

n
A
na
er
ob

ic
di
ge
st
io
n

P
re
tr
ea
tm

en
t
in
cr
ea
se
d
B
O
D
5
/C
O
D
fr
om

0.
4
to

0.
65

;
15

-m
in

pr
et
re
at
m
en
t
al
so

in
cr
ea
se
d
su
bs
eq
ue
nt

m
et
ha
ne

yi
el
d
an
d
pr
od

uc
tio

n
ra
te
by

13
%

an
d
41

%
,

re
sp
ec
tiv

el
y

P
yr
id
in
e

m
an
uf
ac
tu
ri
ng

65
L
ab

F
en
to
n

P
ut
id
a
sp
.b

P
re
tr
ea
tm

en
t
in
cr
ea
se
d
B
O
D
5
/C
O
D
fr
om

0.
03

7
to

0.
79

,t
ot
al
C
O
D
re
m
ov

al
of

85
%

(6
6
%

af
te
r

pr
et
re
at
m
en
t)

3-
C
ya
no

py
ri
di
ne

m
an
uf
ac
tu
ri
ng

25
.6

L
ab

F
en
to
n

P
ut
id
a
sp
.b

P
re
tr
ea
tm

en
t
in
cr
ea
se
d
B
O
D
5
/C
O
D
fr
om

0.
12

4
to

0.
94

,t
ot
al
C
O
D
re
m
ov

al
of

94
%

(8
4
%

af
te
r

pr
et
re
at
m
en
t)

P
re
tr
ea
te
d
la
nd

fi
ll

le
ac
ha
te

6.
8–
8.
3

P
ilo

t
S
ol
ar

ph
ot
o-

F
en
to
n

B
O
D
5
,B

O
D
2
8
an
d

re
sp
ir
om

et
ry

P
re
tr
ea
tm

en
t
in
cr
ea
se
d
th
e
ra
te
of

ox
yg

en
up

ta
ke

se
ve
nf
ol
ds

an
d
in
cr
ea
se
d
B
O
D
5
/C
O
D

fr
om

0.
16

to
0.
37

an
d
B
O
D
2
8
(Z
ah
n-
W
el
le
ns
)
fr
om

44
–4

9
%

to
89

%
(3
30

m
M

H
2
O
2
)

682 P. Sathishkumar et al.



L
an
dfi

ll
le
ac
ha
te

1.
2–
1.
8

P
ilo

t
an
d

in
du

st
ri
al

F
en
to
n

B
A
N
F
/B
A
F
c

C
O
D
an
d
T
N
re
m
ov

al
>
95

%
e .
F
en
to
n
tr
ea
tm

en
t

co
nt
ri
bu

te
d
to

m
or
e
th
an

90
%

of
C
O
D
re
m
ov

al
,b

ut
bi
ol
og

ic
al
tr
ea
tm

en
t
w
as

ne
ce
ss
ar
y
to

m
ee
t
C
O
D
an
d

N
di
sc
ha
rg
e
lim

its

R
efi
ne
ry

1.
2

L
ab

F
en
to
n

B
O
D
5

P
re
tr
ea
tm

en
t
in
cr
ea
se
d
B
O
D
5
/C
O
D
fr
om

0.
27

to
0.
44

W
in
er
y

2.
96

�
0.
07

P
ilo

t
S
ol
ar

ph
ot
o-

F
en
to
n

IB
R
a

P
re
tr
ea
tm

en
t
in
cr
ea
se
d
B
O
D
5
/C
O
D
fr
om

0.
5
to

0.
9

(8
0
m
M

H
2
O
2
)
an
d
B
O
D
2
8
(Z
ah
n-
W
el
le
n
as
sa
y)

fr
om

78
%

to
97

%
(9
5
m
M

H
2
O
2
).
P
re
tr
ea
tm

en
t
al
so

re
du

ce
d
th
e
to
ta
l
tr
ea
tm

en
t
tim

e
ne
ce
ss
ar
y
to

m
ee
t

di
sc
ha
rg
e
lim

its
fr
om

10
to

6
d

P
re
tr
ea
te
d
la
nd

fi
ll

le
ac
ha
te

3.
4–
4.
2

P
ilo

t
S
ol
ar

ph
ot
o-

F
en
to
n

A
ct
iv
at
ed

sl
ud

ge
P
re
tr
ea
tm

en
t
in
cr
ea
se
d
B
O
D
2
8
(Z
ah
n-
W
el
le
ns

as
sa
y)

fr
om

4–
20

to
ne
ar
ly

90
%

de
pe
nd

in
g
on

H
2
O
2
do

sa
ge
.

T
ot
al
D
O
C
an
d
di
ss
ol
ve
d
ni
tr
og

en
re
m
ov

al
ef
fi
ci
en
ci
es

of
90

%
an
d
10

0%
e

P
es
tic
id
e

m
an
uf
ac
tu
ri
ng

28
.1

�
0.
7

L
ab

C
W
H
P
O
d

R
ot
at
in
g
bi
ol
og

ic
al

co
nt
ac
to
r

P
re
tr
ea
tm

en
t
in
cr
ea
se
d
B
O
D
5
/C
O
D
fr
om

0.
07

to
0.
13

an
d
B
O
D
1
7
(Z
ah
n-
W
el
le
ns

as
sa
y)

fr
om

0
to

60
%
.

T
O
C
re
m
ov

al
of

78
%

w
he
n
th
e
pr
et
re
at
ed

ef
fl
ue
nt
w
as

m
ix
ed

w
ith

sy
nt
he
tic

se
w
ag
e
(1
0
%

vo
l.)
.T

ot
al

ni
tr
og

en
re
m
ov

al
of

50
%

a I
B
R

=
ae
ro
bi
c
im

m
ob

ili
ze
d
bi
om

as
s
re
ac
to
r

b
P
ut
id
a
sp
.=

su
sp
en
de
d
P
ut
id
a
ps
eu
do

al
ca
lig

en
es

c B
A
N
F
/B
A
F
=

se
qu

en
tia
l
bi
ol
og

ic
al
an
ae
ro
bi
c
fi
lte
r
an
d
bi
ol
og

ic
al
ae
ra
te
d
fi
lte
r

d
C
W
H
P
O

=
ca
ta
ly
tic

w
et
hy

dr
og

en
pe
ro
xi
de

ox
id
at
io
n

e M
et
ha
no

l
w
as

ad
de
d
to

su
pp

or
t
de
ni
tr
ifi
ca
tio

n

Sonophotocatalytic Mineralization of Environmental Contaminants Present in. . . 683



nanocatalysts enhance the efficiency of the processes. The semiconductor
nanocatalyst undergoes the band gap excitation through the external light energy
supplied (photocatalysis) or the light energy produced from the ultrasound
(sonocatalysis). However, during the combined sonophotocatalysis the initiation of
electronic charges via both the processes leads to enhance the overall efficiency of
the microenvironment and avoids the disadvantages associated with the commer-
cialization of single-handed as well as integrated AOPs. The band gap excitation of
the semiconductor nanocatalysts using ultraviolet irradiation and the mechanism of
sonolysis, sonocatalysis, and sonophotocatalysis for the degradation of acid red B
and methylene blue were reported by Chakma and Moholkar [39]. The photocatalyst
acts as the nucleation sites for the formation of microbubbles, and the band gap
excitation leads to the initiation of various radicals as denoted in Fig. 6. The
photocatalytic degradation of the adsorbed dye molecule was preceded along with
the heterogeneous microjet formation results from the acoustic cavitation. Alterna-
tively, the shock waves produced from the sonication decreases the number of dye
molecules adsorbed on the catalysts surface thus enhances the mass transfer rate
during the sonophotocatalysis. The authors used the following equation to calculate
the synergetic effect produced from the combined sonophotocatalysis,

Synergy effect %ð Þ

¼
Decolorization obtained

with hybrid AOP

� �
-

Decolorization with

sonolysis
þ Decolorization with

photocatalysis

� �

Decolorization with sonolysis þ Decolorization with photocatalysis½ � � 100

The sonophotocatalytic degradation of organic dyes was investigated in the
presence of various ultrasound frequencies and power supplied during the processes

Peristaltic
pump

Xe lamp

Automatic
H2O2

dispenser

Sampling
Point

Temp.
display

25

Gas
Supply
Ar Air

O2

Rotameter

Aluminium
walls

Photoreactors

Piezoelectric
ceramic

Thermostatic Bath

Ultrasound Generator

300 KHz

25°C
Oscilloscope

Fig. 5 Experimental equipment and devices (Sun test for UV–vis irradiation, left, and sonolysis
tank for ultrasound energy, right) (Reprinted with permission from Ref. [35]. Copyrights (2009)
Elsevier Publications)
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or the effect of one parameter was investigated by keeping another constant.
Madhavan et al. [40] reported the effect of power supplied during the sonophoto-
catalytic degradation of Acid Red 88 (AR88) by using the fixed ultrasound
(213 kHz). The rate of AR88 degradation was found to increase when the power
supplied for the degradation increases (Table 3). In order to achieve the optimum
ultrasound required for the degradation of environmental contaminants, it can be
investigated by keeping the power as constant since the optimized ultrasound
frequency and power have a propensity to enhance the rate of degradation. The
visible light-assisted sonophotolytic degradation of acid orange 7 was investigated
by Ma et al. [41]. The synergetic effect was achieved for the sonophotolytic
degradation of acid orange 7 when compared to the individual processes as presented
in Fig. 7. The band gap energy of AO7 plays a vital role for achieving the synergetic
enhancement since the band gap energy of the dye matches with energy of incident
photons. Subsequently, the photo-induced reaction occurs which leads to achieve the
synergetic enhancement. The band gap energy of the dyes which is not perfectly

Catalyst

Expanded
Cavitation Bubble

Radical generation
due to photocatalysis

Reduction
O2 + e− → O2hn

l = 365 nm

Oxidation
H2O + h+ 

→ 
•OH

Implosion of
bubble

Radical
generation

Shock waves
•OH

•OH

•OH •OH

•OH

Grooves

Dye molecules
Desorption of dye
molecules

Band gap (Eg)

h +

e -

−

Fig. 6 Schematic depicting the synergy of physical mechanism between sonolysis, sonocatalysis,
and sonophotocatalysis (Reprinted with permission from Ref. [39]. Copyrights (2015) Elsevier
Publications)

Table 3 Effect of ultrasound power on the degradation of AR88 (0.09 mM) (Reprinted with
permission from Ref. [40]. Copyrights (2010) Elsevier Publications)

S. No. Power (mW mL�1) Rate/10�7 M min�1

1. 16 0.77

2. 35 19.5

3. 55 36.9

4. 64 47.7
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matched with the energy of incident photons cannot confer the synergetic effect
during sonophotolytic degradation.

Mrowetz et al. [42] investigated the TiO2-assisted sonophotocatalytic degradation
of acid orange 8 (AO8), acid red 1 (AR1), and 2-chlorophenol (2-CP), and the
pseudo–first-order rate constants observed for the degradation are presented in
Table 4. The effect of initial concentration of substrate and photocatalyst was
investigated in order to determine the origin of synergetic effect attained from the
combination of two different AOPs. The synergy calculated (last entry in Table 4)
from the degradation of the organic pollutants was mainly accounted from the
scission of H2O2 produced from the photocatalysis and sonolysis. Thus increases
the amount of effective radical produced during the degradation. The following
equation is used to calculate the synergetic effect achieved during the degradation.

Synergy ¼ kUSþUVþTiO2
ð Þ � kUSþTiO2

þ kUVþTiO2
ð Þ

kUSþUVþTiO2
ð Þ

Sathishkumar et al. [43, 44] investigated the effect of rare earth dopants (RE3+) on
the sonocatalytic, photocatalytic, and sonophotocatalytic degradation of acid blue
113 (AB113). The influence of the rare earth dopants (Y3+, Gd3+, and Nd3+) on the
AB113 degradation was described in Table 5 [43]. Figure 8 demonstrates the
enhanced rate achieved in the presence Er3+, Sm3+, and Pr3+ loaded TiO2 upon
compared to bare TiO2 [44]. Among the doped nanocatalysts, Gd3+-TiO2 and Pr3+-
TiO2 attained the maximum rate for the sonophotocatalytic degradation. The addi-
tive effect of the sonocatalytic and photocatalytic processes was observed for the
sonophotocatalytic degradation. Nevertheless, the influence of 42 kHz ultrasound on
the synthesis of rare earth doped TiO2 and its catalytic performance was investigated.
The surface modified RE3+-TiO2 nanocatalysts have demonstrated that the visible
light is adequate to stimulate the visible light-assisted photocatalytic response. The

0 2

20

40

K
 (

%
)

60

4
Time (hour)

Ultrasound

Ultrasound+visible light

Acid Orange 7 295 K

Visible light

6 8

Fig. 7 Temporal evolution of
the removal percentage K
under visible light irradiation
(open triangles), ultrasound
irradiation (open circles), and
combination of visible light
and ultrasound irradiations
(closed squares) (Reprinted
with permission from Ref.
[41]. Copyrights (2006)
Elsevier Publications)

686 P. Sathishkumar et al.



Ta
b
le

4
P
se
ud

o–
fi
rs
t-
or
de
r
ra
te
co
ns
ta
nt
sa
of

ac
id

or
an
ge

8
(A

O
8)
,a
ci
d
re
d
1
(A

R
1)
,a
nd

2-
ch
lo
ro
ph

en
ol

(2
-C
L
P
)
de
gr
ad
at
io
n
un

de
r
so
no

ly
si
s
in

th
e
pr
es
en
ce

of
T
iO

2
(U

S
+
T
iO

2
),
ph

ot
oc
at
al
ys
is
(U

V
+
T
iO

2
),
an
d
so
no

ph
ot
oc
at
al
ys
is
(U

V
+
U
S
+
T
iO

2
)
(R
ep
ri
nt
ed

w
ith

pe
rm

is
si
on

fr
om

R
ef
.[
42

].
C
op

yr
ig
ht
s
(2
00

3)
E
ls
ev
ie
r
P
ub

lic
at
io
ns
)

S
ub

st
ra
te

C
0
b
/M

T
iO

2
am

ou
nt
/g

l�
1

10
4
�

k U
S
+
T
iO
2
/s
�1

10
4
�

k U
V
+
T
iO
2
/s
�
1

10
4
�

k U
V
+
U
S
+
T
iO
2
/s
�
1

S
yn

er
gy

A
O
8

2
�

10
�5

0.
10

0.
09

9
�

0.
00

5
3.
93

�
0.
17

6.
4
�

0.
2

0.
37

�
0.
11

A
O
8

4
�

10
�5

0.
10

0.
10

5
�

0.
00

2
1.
24

�
0.
02

2.
61

�
0.
04

0.
49

�
0.
04

A
O
8

6
�

10
�5

0.
10

0.
02

4
�

0.
01

7
0.
44

�
0.
03

1.
46

�
0.
09

0.
68

�
0.
11

A
O
8

4
�

10
�5

0.
20

0.
08

9
�

0.
00

2
1.
93

�
0.
09

3.
57

�
0.
12

0.
43

�
0.
10

A
O
8

4
�

10
�5

0.
28

0.
10

0
�

0.
00

1
1.
81

�
0.
11

3.
32

�
0.
09

0.
42

�
0.
10

A
R
1

2.
5
�

10
�5

0.
10

0.
03

8
�

0.
00

2
1.
22

�
0.
03

2.
89

�
0.
13

0.
56

�
0.
09

2-
C
L
P

4
�

10
�4

0.
10

0.
59

�
0.
02

0.
88

�
0.
04

1.
58

�
0.
06

<
0.
1

Ir
ra
di
at
io
n
in
te
ns
ity

:
4.
5
�

10
�8

E
in
st
ei
n
s�

1
cm

�
2

a E
rr
or
s
w
er
e
es
tim

at
ed

as
st
an
da
rd

er
ro
rs
of

sl
op

e
ca
lc
ul
at
ed

fr
om

lin
ea
r
re
gr
es
si
on

an
al
ys
is

b
C
0
=

in
iti
al
su
bs
tr
at
e
co
nc
en
tr
at
io
n

Sonophotocatalytic Mineralization of Environmental Contaminants Present in. . . 687



decolorization as well as mineralization of AB113 is significantly enhanced in
combination with the ultrasound and the loaded RE3+ acts as the center for the
recombination of electronic charges. The oxygen vacancies, oxidation state of
oxides, and surface adsorbed hydroxyl ions predict the efficiency of RE3+-TiO2.
The use of electron acceptors can further enhance the rate of mineralization.

Besides, the wide range of organic dye degradation/mineralization using various
ultrasound combined processes is reported in the literature [45–48] using different
experimental conditions. Among the various reports, few of them are presented in
Table 6 adopted from Ref [4]. Table 6 provides an idea about the effect of various
experimental parameters on the degradation of assorted dyes and the influence of
ultrasound in the degradation processes. Table 6 shows the various advanced
oxidation technologies investigated for the degradation of colored pollutants in
addition to the sonophotocatalysis.

Perspective of Sonophtocatalytic Degradation of Colorless Pollutants
In continuation, the following equation can also be used to calculate the synergy for
the combination of two advanced oxidation technologies, i.e., combined
photocatalysis and sonophotocatalysis,

Synergy ¼ k sonophotocatalysisð Þ
k sonocatalysisð Þ þ k photocatalysisð Þ

Where, ksonophotocatalysis, kphotocatalysis, and ksonocatalysis refer to the rate achieved
during the sonophotocatalysis, photocatalysis, and sonocatalysis, respectively. The
substitution of the appropriate rate value in the above equation will gives the synergy
index obtained during the combined advanced oxidation processes. The synergy
index reached more than one shows that the synergy is achieved during the com-
bined processes, whereas the synergy index lower than one leads to the additive
effect of the combined processes.

On the other hand, the accumulation of colorless environmental pollutants on the
environment has dramatically increased due to its multiple usage such as pharma-
ceuticals, pesticides, etc., which seriously caused the adverse effects to the environ-
ment. Most of the colorless environmental contaminants are recalcitrant to natural
biodegradation and phototransformation [49]. The continuous discharge and

Table 5 Degradation rate
constant obtained for
different processes using
[nanocatalyst] = 1 g/L and
[AB113] = 1 � 10�5 M
(Reprinted with permission
from Ref. [43]. Copyrights
(2014) Elsevier
Publications)

S. No Process Nanocatalyst Rate, 10�4 s�1

1 Photocatalysis TiO2 0.021

2 Sonocatalysis 0.532

3 Sonophotocatalysis 0.725

4 Photocatalysis Y3+-TiO2 0.4

5 Sonocatalysis 0.88

6 Sonophotocatalysis 1.8

7 Sonophotocatalysis Gd3+-TiO2 1.512

8 Sonophotocatalysis Nd3+-TiO2 1.305
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Fig. 8 (a) Comparison of apparent rate constants observed for the sonophotocatalytic decoloriza-
tion of AB113 in the presence of various nanocatalysts and (b) Comparison of apparent rate
constants observed for the various advanced oxidation processes. PC, SC, and SPC denote the
photocatalytic, sonocatalytic, and sonophotocatalytic decolorization of AB113 (Reprinted with
permission from Ref. [44]. Copyrights (2014) Elsevier Publications)
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improper disposal of these environmental contaminants leads to increase its concen-
tration [50]. Mineralization of these environmental contaminants was investigated
using various AOPs; however, the complete mineralization using ultrasound-assisted
treatment of the colorless environmental contaminants gained much interest from the
environmental purification research groups. He et al. [51] investigated the kinetics
and mechanism for the sonophotocatalytic degradation of p-chlorobenzoic acid
(PCBA; Fig. 9). The sonolytic, photocatalytic, and sonophotocatalytic degradation
of PCBA (X) produces the 4-choloro phenol (Y) as the derivative from the degra-
dation (not shown in Fig. 9). The formation of product W (representative of all the
products; stoichiometric molar ratio to Y is 1:1) and Z (represents all the products
except Y formed during the degradation of X; stoichiometric molar ratio to X is 1:1)
is explicated in Fig. 9. The red line shown in Fig. 9 indicates the progresses of the
degradation. The hydroxylated products are the first intermediates produced from the
degradation of X since the hydroxyl radicals are the major radicals produced from
the sonolysis and photocatalysis; moreover, the hydroxyl radical undergoes the
substitution of the aromatic ring. The HPLC analysis of He et al. [51] demonstrated
the formation of hydroquinone, benzoquinone, and trihydroxybenzene as the major
intermediates produced from the reaction between Y and hydroxyl radicals. The
intensified supply of hydroxyl radicals during the sonophotocatalysis of X further
converts the reactants into smaller products like CO2, H2O, and HCl.

Selli et al. [52] observed the efficiency of photolysis (UV), photocatalysis (UV +
TiO2), sonolysis (US), and sonophotocatalysis (US + UV + TiO2) for the degrada-
tion of 1,4-dichlorobenzene (1,4-DCB). The energy consumption, percentage of

Sonophotocatalysis

Sonophotocatalysis

Product Z

Product W

Cavitation Bubble Product W

Product W

+Product Z
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Fig. 9 Plot of sonophotocatalytic degradation of PCBA and the various intermediates produced
from the degradation (Reprinted with permission from Ref. [51]. Copyrights (2011) American
Chemical Society)
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degradation, and time required for attaining the 60 % degradation of 1,4-DCB are
provided in Table 7. The authors employed two light sources (Jelosil, models HG
200, or HG 500) for the photocatalytic investigations, and 300, 450, and 600 given in
the Table 7 indicates the calcination temperature of TiO2 prepared by sol–gel
synthesis starting from titanium isopropoxide. The UV-assisted TiO2 photocatalysis
achieved the maximum rate of 1,4-DCB degradation; however, the energy consump-
tion during the process is relatively high when compared with the ultrasound. The
authors reported the following order of energy consumption for the degradation of
1,4-DCB during various AOP treatments.

US 40 Wð Þ < USþ UVþ TiO2 < US 20 Wð Þ < UVþ TiO2 lamp IIð Þ
< UV lamp IIð Þ < UVþ TiO2 lamp Ið Þ

Anandan and Ashokkumar investigated the visible light-assisted photocatalytic
and sonophotocatalytic degradation of polydispersenonyl phenolethoxylate, Teric
GN9 surfactant in the presence of Au-TiO2 nanocatalysts [53]. The observed HPLC
chromatogram after the irradiation and sonication time is shown in Fig. 10. The
sonication tends to increase the mass transfer rate of Teric GN9 from the
nanocatalyst surface to the bulk solution vice versa, and the complete degradation
of Teric GN9 was achieved in about 3 h under sonophotocatalysis as evidenced from
Fig. 10. The sonophotocatalytic degradation of Teric GN9 could not attain the
synergetic enhancement due to the interference of the hydrophilic degradation
products and polydisperse nature of Teric GN9. Therefore, it can be understood

Table 7 Percentage of 1,4-DCB degradation attained after 6 h, time and energy required for
attaining 60 % 1,4-DCB degradation under photolysis (UV), photocatalysis (UV + TiO2), sonolysis
(US), or sonolysis + photocatalysis (sonophotocatalysis, US + UV + TiO2) (Reprinted with per-
mission from Ref. [52]. Copyrights (2008) Elsevier Publications)

System
Light
source Photocatalyst

US
power
(W)

%
Degradationa

Timeb

(min)
Energyc

(kWh)

UV I – – 25 >360

UV II – – 77 95 1.01

UV + TiO2 I P25 – 90 150 1.49

UV + TiO2 I TiO2-300 – 72 263 2.61

UV + TiO2 I TiO2-450 – 63 340 3.38

UV + TiO2 I TiO2-600 – 58 >360

UV + TiO2 II P25 – 100 64 0.73

US – – 20 72 206 0.66

US – – 40 79 142 0.49

US + UV + TiO2 II P25 40 100 41 0.58

Initial 1,4-DCB concentration: 2.7 � 10�4 M
aPercentage of 1,4-DCB degradation after 6 h
bTreatment time necessary to attain 60 % degradation
cEnergy consumed to attain 60 % degradation, calculated on the basis of the effective power
consumption of the light and/or ultrasound sources, and of the magnetic stirrer
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that the nature of the substrate and nanocatalysts play a major role in accomplishing
the synergetic effect.

Sathishkumar et al. [54] reported the sonocatalytic, photocatalytic, and
sonophotocatalytic degradation of Simazine in the presence of Au-TiO2

nanocatalysts. The HPLC chromatogram observed for the sonophotocatalytic deg-
radation is presented in Fig. 11. From the HPLC chromatogram, formation of new
products can be identified during the sonophotocatalytic degradation and the
observed decrease indicates the degradation of Simazine. The order of degradation
observed for the Simazine was sonophotocatalysis > sonocatalysis >
photocatalysis. 1.65- and 1.38-fold enhanced mineralization was attained for the
sonophotocatalytic degradation when compared with the individual AOPs. The
proposed mechanism for the sonophotocatalytic degradation of Simazine in the
presence of Au-TiO2 nanocatalysts is shown in Fig. 12. Hydroxylated intermediates
are the major products identified from the 2 h of the processed Simazine, further
sonophotocatalytic treatment of Simazine leads to produce the intermediates III and
IV as shown in Fig. 12. The 7 h sonophotocatalytic irradiation of Simazine tends to
produce the intermediates VI and VII and identified that the mineralization of
triazine-based skeleton is demanding more processing time.

Michael et al. [55] investigated the TiO2-assisted photocatalysis under UV-A and
simulated solar irradiation, and sonophotocatalysis of ibuprofen (IBP) and
diclofenac (DCF). The Ultra-high performance liquid chromatography –
Quadrupole-quadrupole time of flight – Mass Spectrum (UPLC-(�)
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Retention Time (min)

14 15 16 17 18 19

180
150

120
90

60

Son
ic

at
io

n 
tim

e

(m
in

)

30

Initial
After Adsorption (20min)

13110

In
te

n
si

ty
 (

a.
u

)

Fig. 10 3-D plot showing the evolution of the HPLC chromatogram as a function of irradiation and
sonication time for sonophotocatalytic degradation of Teric GN9 surfactant (1.5 � 10�4 M) using
Au-TiO2 nanoparticles. Mobile phase: acetonitrile/water (60/40 v/v) and detection wavelength =
226 nm (Reprinted with permission from Ref. [53]. Copyrights (2009) Elsevier Publications)
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ESI–QqToF–MS) (Tables 8 and 9) analyses confirm the formation of seven trans-
formation products (TP) from the degradation of IBP (TP1 to TP7) and DCF (TP*1
to TP*7). The tables provide the theoretical and experimental mass (m/z) values and
retention time (tR) for the transformation products. The analysis of the intermediates
produced from the photocatalytic and sonophotocatalytic degradation of IBP and
DCF shows that there is no difference in the nature of transformation products which
indicates the involvement of similar reaction mechanisms.

Based on the experimental results, Michael et al. [55] proposed the tentative
transformation pathway of IBP and DCF degradation by photocatalysis under UV-A
and simulated solar irradiation, and sonophotocatalysis as shown in Figs. 13 and 14.
The hydroxylation, demethylation, and decarboxylation are the major steps involved
in the IBP degradation whereas the oxidation of DCF proceed by hydroxylation and
oxidation between the chloroaniline and phenylacetic acid. Moreover, the cleavage
of the aromatic rings leads to produce the transformation products with lower
molecular mass.

Duran et al. [56] investigated the modeling and experimental investigation of
sonophotocatalytic mineralization of carbamazepine. The degradation studies were
carried using the UV–H2O2, US–UV–H2O2, and US–UV–H2O2–Fe processes for
the carbamazepine photo degradation process. The synergy index obtained between
the UV-assisted degradation and sonolysis of carbamazepine was 27.7 %, which
shows that the combined advanced oxidation processes can be effectively utilized for
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Fig. 11 3-D plot showing the evolution of the HPLC chromatogram for the sonophotocatalytic
degradation of Simazine at its fixed initial concentration 5 mg/L and [Au–TiO2] = 1.5 g/L
(Reprinted with permission from Ref. [54]. Copyrights (2014) Elsevier Publications)
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the carbamazepine degradation. In addition, the sonophotocatalytic experiments
investigated in the presence of Fe leads to enhance the production of ●OH radicals.
The maximum total organic carbon removal attained in 35 min from the carbamaz-
epine degradation in the presence of US–UV–H2O2–Fe system was 93 %. The
enhanced degradation of carbamazepine shows that the developed system can be
extended for the degradation of large quantity of the antiepileptic drug. The kinetic
constants observed during the carbamazepine degradation were presented in
Table 10.

In addition, Jelic et al. analyzed the various transformation products and reaction
pathways of carbamazepine (CBZ) during sonolytic, photocatalytic [UV-A, solar
irradiation (SSI)], and sonophotocatalytic degradation processes using (+)ESI-MS/

CI
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N
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m/z = 184

1,1'-[(6-chloro-1,3,5-triazine-2,4-diyl)diimino]diethanol
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Fig. 12 Proposed pathway for the mineralization of Simazine during Au-TiO2- assisted
sonophotocatalysis (Reprinted with permission from Ref. [54]. Copyrights (2014) Elsevier
Publications)

Sonophotocatalytic Mineralization of Environmental Contaminants Present in. . . 697



Table 8 Accurate mass measurements of the TPs of IBP as determined by UPLC-(�)
ESI–QqToF–MS. Data for (pseudo)-molecular ions correspond to acquisitions in full-scan mode,
those of fragment ions to product ion spectra of the protonated molecules (Reprinted with permis-
sion from Ref. [55]. Copyrights (2014) Elsevier Publications)

Compound
tR
(min)

Elemental
formula

Mass (m/z) Error

Theoretical Experimental mDa ppm DBE*

IBP 4.75 C13H17O2 205.1229 205.1212 �1.7 �8.3 5.5

C12H17 161.1332 161.1311 �1.9 �11.8 4.5

TP1 4.53 C13H17O3 221.1178 221.1183 0.5 2.4 5.5

C12H17O 177.1279 177.1274 �0.5 �3.1 4.5

C11H14O 162.1045 162.1033 �1.2 �7.2 5

C10H11O 147.081 147.0817 0.7 4.8 5.5

C9H10O 134.0732 134.0719 �1.3 �9.4 5

C9H8O 132.0575 132.0542 �3.3 �25.1 6

C7H6O2 122.0368 122.0358 �1 �8 5

C8H7O 119.0497 119.0506 0.9 7.6 5.5

C6H5O 93.034 93.034 0 �0.4 4.5

TP2 4.83 C12H15O2 191.1061 191.1072 �1.1 �5.8 5.5

C12H15O 175.1073 175.1123 �5.0 �28.5 5.5

C9H8O2 148.0513 148.0524 �1.1 �7.6 6

C7H5O 105.0333 105.034 �0.7 �6.7 5.5

TP3 4.95 C12H15O3 207.101 207.1021 �1.1 �5.4 5.5

C11H11O3 191.0697 191.0708 �1.1 �5.9 6.5

C9H8O3 164.0500 164.0473 2.7 16.2 6

C8H6O3 150.0306 150.0317 �1.1 �7.3 6

C8H7O2 135.0453 135.0446 0.7 5.1 5.5

C7H5O2 121.0293 121.029 0.3 2.9 5.5

C7H6O 106.0453 106.0419 3.4 32.4 5

C6H5O 93.0329 93.034 �1.1 �12.3 4.5

TP4 3.14 C12H17O 177.1284 177.1279 0.5 2.6 4.5

C11H14O 162.1059 162.1045 1.4 8.9 5

C9H10O 134.0726 134.0732 �0.6 �4.5 5

C9H8O 132.0568 132.0575 �0.7 �5.4 6

C8H7O 119.0492 119.0497 �0.5 �4.1 5.5

TP5 2.45 C12H15O 175.1108 175.1123 �1.5 �8.6 5.5

C12H13O 173.095 173.0966 �1.6 �9.2 6.5

C12H11O 171.0815 171.081 0.5 2.9 7.5

C11H8O 156.0575 156.0575 0 0 8

C10H11O 147.0814 147.081 0.4 2.8 5.5

C8H7 103.0551 103.0548 0.3 3.2 5.5

TP6 3.03 C9H9O 133.0648 133.0653 �0.5 �3.8 5.5

C9H7O 131.0489 131.0497 �0.8 �6.1 6.5

C7H5O 105.0355 105.034 1.5 14.3 5.5

C8H7 103.0549 103.0548 0.1 1 5.5

TP7 3.97 C9H9O2 149.0605 149.0603 0.2 1.3 5.5

C8H6O2 134.0365 134.0368 �0.3 �2.1 6

C8H7O 119.0487 119.0497 �1.0 �8.3 5.5

* DBE = Double bond equivalent.
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MS analysis [57]. CBZ is an antiepileptic drug detected in surface, ground, and
drinking water, which is potentially harmful to the aquatic organisms [58]. The solar
driven TiO2-photocatalysis, sonolysis, and sonocatalysis showed the lower rate of
CBZ removal when compared to UV-A-assisted photocatalysis and sonophoto-
catalysis. Nine transformation products (TPs) are detected from the photocatalytic
and sonophotocatalytic (UV-A) treatment processes, whereas eight transformation
products are detected from the photocatalytic treatment under solar-simulated irra-
diation. Two isomeric forms of hydroxyacridine-9-carboxaldehyde(TP223) were
detected during the photocatalytic and sonophotocatalytic treatment, which is not
observed from the solar light irradiated photocatalysis due to the lower rate of CBZ
degradation. The tentative pathway for the degradation of CBZ is shown in Fig. 15.
The observed hydroxy and keto derivatives of CBZ during the analysis indicate the
generation of large quantity of nonselective hydroxyl radicals. The identification of
the same transformation products from the photocatalytic and sonophtocatalytic
degradation of CBZ indicates that both the processes followed the similar reaction
mechanisms.
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OH

OHOH
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O

O
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b
a

c
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Fig. 13 Tentative transformation pathway of IBP degradation by photocatalysis under UV-A and
simulated solar irradiation, and sonophotocatalysis. (Reprinted with permission from Ref.
[55]. Copyrights (2014) Elsevier Publications)
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Fig. 14 Tentative transformation pathway of DCF degradation by photocatalysis under UV-A and
simulated solar irradiation, and sonophotocatalysis. (Reprinted with permission from Ref.
[55]. Copyrights (2014) Elsevier Publications)
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Cost Estimation for Various AOPs

The cost estimation for the various AOPs is essential since the cost decides the
feasibility of the commercialization of the processes. The effective commercializa-
tion technology needs low investment with the minimum processing time for the
mineralization of the wide spectrum of environmental contaminants. However, the
capital investment calculated for the degradation of a particular pollutant cannot be
applicable for all the pollutants. Therefore, a separate analysis is needed to find out
the cost required for the degradation of various pollutants present in the effluents
released from industries. Patil and Gogate [59] investigated the cost required for the
degradation of dichlorvos (2,2-dichlorovinyl dimethyl phosphate) which is a organ-
ophosphate, widely used as an insecticide to control household pests, by using
various advanced oxidation processes (Table 11). The estimated cost required for
the removal (83.12 %) of the contaminant was Rs. 0.70 per liter. The dichlorvos
removal was reached 100 % at the cost of 0.73 (Rs/L); however, the proficiency of
sonolysis suffers to oxidize the various intermediates produced during the

Table 10 Calculation and values of constants in the model (Reprinted with permission from Ref.
[56]. Copyrights (2016) Elsevier Publications)

Constant Units Information

Value for
CBZ
degradation

Value for
TOC
degradation

kUV min�1 It is the direct photolysis rate constant
([H2O2]0 = 0 mM)

0.028 0.0021

kUS min�1 It is the direct sonolysis rate constant
([H2O2]0 = 0 mM

0.001 0.0034

k1 min�1 Represents the formation of H2O2 via
US. It was found to be zero

�0

k2 min�1 This pseudo–first-order rate constant was
found to increase linearly with the initial
concentration of H2O2

0.0848
(5 mM)

0.0022
(5 mM)

0.1740
(7.5 mM)

0.0037
(7.5 mM)

0.2089
(10 mM)

0.0158
(10 mM)

0.4327
(15 mM)

0.0226
(15 mM)

k3 min�1

mM�1
Calculated [58] 0.0276 0.0013

k4 min�1 It is the overall constant for the
UV/H2O2process

Not needed to be
calculated

kscv min�1

mM�1
Calculated in a self-developed spreadsheet
minimizing the error between experimental
data

0.0014 (0–15 min)

0.0012 (15–20 min)

0.00047 (20–25 min)

0.0004 (>25 min)
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degradation [60]. Therefore, the sonophotocatalysis technique can be considered as
the highly efficient technology for the complete removal of dichlorvos.

Mahamuni and Adewuyi [61] investigated the cost required for the commercial-
ization of various environmental contaminants. The cost estimation analysis was
reproduced in Table 12. The pollutants considered in this study were phenol,
trichloroethylene (TCE), and azodyes. From the analysis, it can be understood that
combined AOPs are economically attractive than the individual AOPs for the waste
water treatment. However, the analysis provide further evidences that the higher cost
may require for the commercialization of US + UV + O3 process and US + UV
technologies when compared to the existing technologies. Moreover, the sonophoto-
catalysis (US + UV + H2O2) technique requires less cost for its commercialization
when compared to the other technologies for the azodye containing waste water.

OH
TP 270

TP 266

TP 223

OH

OH

O

O
CBZ−3-OH*

CBZ−2-OH*

CBZ*

O

O

O

O

O
O

O

O

O

O

O

O

O
NH2

NH2

NH2

NH2

NH2

NH2

NH2

NH2

N N

N

N

HO

HO N

N

N

N

N

OH

OH

NH2

N
TP 268

TP 251

⊕

Fig. 15 Tentative transformation pathway of CBZ degradation by PC, SSI, and SPC (Reprinted
with permission from Ref. [57]. Copyrights (2013) Elsevier Publications)
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Conclusion

In summary, the industrial effluents discharged without proper treatment caused the
environmental and health-related problems. The treatment of the recalcitrant pollut-
ants by various techniques and the improvement needs for the enhanced efficiency of
the processes are discussed here. The utilization of ultrasound as a tool for the
degradation of various environmental contaminants increased the possibilities to
degrade the contaminants into end products. The sonolytic, sonocatalytic,
photocatalytic, and sonophotocatalytic degradation of various environmental con-
taminants using various experimental conditions are discussed herein. The combined
ultrasound and photocatalysis technique provided an effective methodology for the
mineralization; however, in the energy perspective, the utilization of ultraviolet
irradiation increases the energy consumption of the sonophotocatalysis.

The visible light can be used as a source for the photocatalysis by making some
modification in the photocatalysts during its synthesis which reduces the energy
required for the sonophotocatalysis. Besides, the nanoparticles loaded to enhance the
visible light response of the semiconductor nanocatalysts act as the center for the
recombination of electronic charge carriers, a slight change in the do pant concen-
tration significantly modify the efficiency of the nanocatalysts. On the other hand,
the unselective nature of the radicals produced from the sonophotocatalytic micro-
environment considerably increased the concurrent and unselective decomposition
of various environmental pollutants. The identification of various intermediates
during the sonophotocatalytic treatment increases the knowledge about the hazard-
ous effects created by the intermediates, since in some cases, the derivative products
are more toxic than the parent compounds.

Nevertheless, most of the sonophotocatalytic degradation of environmental pol-
lutants documented are in the laboratory and pilot scales. The commercialization of
sonophotocatalysis technique suffers from the cost of the ultrasonic equipments. The
development of cost-effective ultrasonic transducers reduces the operating cost of
the combined processes. The CO2 and mineral acids present in the water are obtained
as the final product after the sonophotocatalytic processes. The water can be recycled
in the effluent industry to reduce the water consumption during the processes.
However, the auxiliary chemicals present in the water needs to be removed for the
effective recycling.
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Abstract
For decades, ultrasound technology using acoustic cavitation has been an issue
and widely studied for many environmental/chemical engineering processes as
one of emerging green technologies. Concentrated energy in tiny-scale cavitation
bubbles releases when the bubbles collapse and various chemical and physical
effects can be induced without the application of chemicals. In this chapter,
previous researches regarding the optimization of sonochemical degradation/
oxidation reactions for water and wastewater treatment processes are carefully
reviewed. The basic principles of advanced oxidation processes and acoustic
cavitation are introduced, and the effects of affecting factors on sonochemical
oxidation/degradation reactions including input power, applied frequency,
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dissolved species, and target compounds’ volatility are discussed in terms of
engineering applications.

Keywords
Cavitation • AOPs • Sonochemistry • Input power • Frequency

Advanced Oxidation Processes

Recently advanced oxidation processes (AOPs) have been widely investigated to
develop effective treatment processes for the removal of emerging aqueous pollut-
ants including natural organic matters (NOMs), disinfection by-products (DBPs),
endocrine disrupting compounds (EDCs), pharmaceuticals and personal care prod-
ucts (PPCPs), and heavy metals [1–15]. Treatment guidelines for these compounds,
detected at very low levels in natural ecosystem and water/wastewater treatment
plants, have been issued to establish sustainable water supply systems and water
reuse systems. AOPs can also effectively degrade other conventional recalcitrant
pollutants such as phenols, dyes, and chlorinated compounds [16–29]. Highly reac-
tive oxidizing species such as hydroxyl radical (�OH), perhydroxyl radical (�OOH),
and hydrogen peroxide (H2O2) generated in AOPs are enable to effectively degrade
and mineralize the above aqueous pollutants due to their high oxidation potentials as
shown in Table 1 [30].

AOPs are divided into three categories. The first category is the chemical-based
processes which include ozonolysis (O3) and Fenton’s oxidation (Fe2+ and H2O2).
These chemical-based processes are considered as early-stage AOPs and involve the
use of oxidizing chemicals and reactive radicals. The second category is the wave-
energy-based processes, namely, photolysis (ultraviolet, UV), photocatalysis
(UV/TiO2), UV/H2O2 processes, sonolysis (ultrasound, US), and microwave
(MW) processes. The third category is the combined processes of AOPs including
sonophotolysis (UV/US), sonophotocatalysis (UV/US/TiO2), UV/ozone processes,
UV/Fenton processes, and US/Fenton processes. These combined AOPs can be
synergistically effective in terms of reaction efficiency, input chemical consumption,
energy consumption, and reaction time. Table 2 shows degradation/radical oxidation
reaction mechanisms in various AOPs [2, 4, 16, 18, 28, 30–37].

For the last two decades, photocatalytic processes using TiO2 have been desig-
nated as one of the most widely studied AOPs due to its high removal efficiencies for
a wide range of aqueous pollutants, great potential to absorb solar energy, and for
being stable/non-toxic/highly reactive [38]. The current research area of
photocatalysis includes the optimization of processes, the modification of titanium-
oxide photocatalysts for higher efficiency, the development of visible-light-sensi-
tized photocatalysts, and the combination of other AOPs. However, it seems that the
application of large-scale and continuous photocatalytic processes for water and
wastewater treatment plants still needs further research due to two demanding issues:
first is the separation and reuse of nano-size photocatalysts in aqueous phase.
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As shown in Fig. 1, the photocatalytically treated water on the right-hand side still
looks much more contaminated than bisphenol-A (BPA) contaminated water on the
left-hand side. It means that post treatment processes are always required to remove
nanoscale particles from treated water when using photocatalytic processes. A
variety of separation and reuse technologies of nano-size particles has been
suggested. Nanoparticles with strong magnetic properties as shown in Fig. 2 were
synthesized using diverse methods [6, 39, 40]. Yao et al. [6] used photocatalysis/
microfiltration system for the removal of natural organic matter (NOM). Second is
the application of extremely high dose of photocatalysts. It has been reported that the
optimal dose of photocatalysts such as TiO2 ranges from 240 to 1,000 mg/L [23, 25,
31, 36, 41–43]. As a result of this, the penetration distance of light (or effective
distance from the light source such as a UV lamp) is very small due to large
attenuation. Son et al. [37] reported that the half-light-intensity distance was only
0.5 cm for the TiO2 concentration of 100 mg/L in a rectangular reactor (L, 600�W,
110 � H, 250 mm3) equipped with a commercial UV lamp module (254 nm, 6 W),
while the half-intensity distance was 7.7 cm in the absence of TiO2. On the other
hand, no significant attenuation of ultrasound was observed for the TiO2 concentra-
tion of 10, 50, and 100 mg/L in their study. In addition, the high dose of nano-size
particles may cause adverse effects on ecosystems and human health. Samaee
et al. [44] evaluated the toxicity of nano-size TiO2 using zebrafish embryos for the
TiO2 concentration of 0, 1, 10, and 100 mg/L.

Recently, many environmental and chemical engineering researchers also have
focused on ultrasound technology which is based on mechanical wave energy for
drinking water treatments, municipal/industrial wastewater treatments, coagulation/
flocculation, disinfection/sterilization, sludge dewatering/reduction, surface
cleaning, contaminated soil washing, bioenergy production, and nanoscale material
synthesis [7, 8, 45–62]. High-intensity ultrasound can induce various sonochemical
and sonophysical effects without the use of chemicals. It is possible due to the
acoustic cavitation phenomena, hence giving these microscale effects a potential to
design varied novel and environmental friendly engineering processes. In Table 3,

Table 1 Oxidation
potential of oxidizing
species

Oxidizing species Oxidation potential (V)

Fluorine (F2) 3.03

Hydroxyl radical (�OH) 2.80

Atomic oxygen (O) 2.42

Ozone (O3) 2.07

Hydrogen peroxide (H2O2) 1.78

Perhydroxyl radical (�OOH) 1.70

Permanganate (MnO4
�) 1.68

Hypobromous acid (HBrO) 1.59

Chlorine dioxide (ClO2) 1.57

Hypochlorous acid (HClO) 1.49

Chlorine (Cl2) 1.36
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the applications of ultrasound technology in environmental and chemical engineer-
ing fields are summarized.

Acoustic Cavitation

When ultrasound at high enough intensity is irradiated in aqueous phase, a sound
energy field is formed and the molecules in the sound field oscillate at their mean
position. The sound pressure at each position changes sinusoidally, and this results in

Table 2 Degradation/radical oxidation reactions in AOPs

Treatment Degradation/radical oxidation reactions References

Ozonolysis (i) Direct oxidation
(ii) Radical oxidation from ozone
decomposition
O3 þ OH� ! O2�� þ HO2�
O3 þ HO2� ! 2O2 þ �OH

Addamo et al. [31]

Fenton’s
oxidation

Fe2þ þ H2O2 ! Fe3þ þ �OH þ OH�

Fe3þ þ H2O2 ! Fe2þ þ �OOH þ Hþ
Esplugas et al. [32] and Parsons
[30]

Photolysis Pþ hv ! Pox (hv is a unit light energy,
photons)
The reaction quantum yields of target

compounds are considered

Chelme-Ayala et al. [33]

UV/H2O2

processes
H2O2 þ hv ! 2 �OH
UVC (254 nm) light is commonly used

Andreozzi et al. [34] and Pera-Titus
et al. [4]

Photocatalysis TiO2 þ hv ! e� þ hþ (e�, electron;
h+, hole)

! hþ þ P ! Pox

eþ þ O2 ! H2O
Photocatalytic oxidation commonly
occurs on the surface of photocatalysts

Parsons [30] and Agustina et al. [2]

Sonolysis H2Oþ cavitation USð Þ ! �H þ �OH
Radicals are generated by pyrolysis

and radical chain reactions induced by
cavitation

Jiang et al. [18] and Lim et al. [19]

Microwave
processes

Commonly used with oxidants such as
H2O2

Enhance radical reactions by
stimulating mechanisms such as rapid
heating

Remya and Lin [35]

Combination
processes

Optimal combination of wave energy
technologies and chemical technologies
Sonophotolysis (UV/US)
Sonophotocatalysis (UV/US/TiO2)
Ozone/H2O2

UV/ozone
UV/Fenton processes
US/Fenton processes

Esplugas et al. [32], Pera-Titus
et al. [4], Berberidou et al. [36],
Bremner et al. [16], and Son
et al. [37]
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the periodic repetition of the compression period (the sound pressure is positive) and
the rarefaction period (the sound pressure is negative). The molecules are drawn
apart in the rarefaction period and cavities are formed at high sound pressure which
is enough to break the interaction of molecules. These cavities acting as bubbles,
hence termed as cavitation bubbles, grow by diffusion and coalescence unless they
are dissolved. At a maximum size, which is mainly determined by applied ultrasound
frequency, the bubbles violently collapse. This microscale process is termed the
acoustic cavitation (the formation, growth, and collapse of bubbles). A huge number

Fig. 1 Bisphenol A
contaminated water (1 mg/L)
on the left-hand side and
photocatalytically treated
water (TiO2 concentration:
500 mg/L) on the right-
hand side

Fig. 2 Synthesized nanoparticles with strong magnetic properties [39]
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of cavitation events occur continuously and various chemical and physical cavitation
effects can be observed in macroscale [37, 63–66].

It is generally known that the dissolved gas molecules such as dissolved oxygen
molecules in water act as the nuclei for cavitation and the microscale particles act as
the weak point for the breakage of the molecules interaction. Due to these impurities,
the cavitation events occur under relatively low-pressure conditions (<20 atm),
which can be induced by normal ultrasonic apparatus [63, 67]. (A negative pressure
of approximately 1,500 atm is required to break the interaction of water molecules.)
It was reported that much less cavitation occurred when ultrasound was irradiated in
boiled distilled water including less dissolved gas molecules [13]. During bubble
formation and growth, extreme conditions of very high temperatures (� several
thousand K) and pressures (� several hundred atmospheres) develop inside cavita-
tion bubble, and various radicals are generated by the pyrolysis of water molecules,
dissolved gas molecules, and other volatile/hydrophobic molecules. They act as
precursors for the generation of radical species and diffuse from the liquid into the
bubble. At the last compression period, the bubble collapses, releasing highly
concentrated energy and highly reactive radicals into the surroundings. During the
cavitation events, both sonophysical effects including microjet, microstreaming, and
shock wave and sonochemical effects including pyrolysis and radical reactions are

Table 3 The applications of ultrasound technology in environmental and chemical engineering
fields

Fields Ultrasonic processes

Drinking water Micropollutants (NOMs, DBPs, EDCs, and PPCPs) removal

Coagulation/flocculation

Disinfection

Wastewater Nonbiodegradable pollutants removal

Heavy metals oxidation

Solid waste Sludge dewatering/reduction

Bioenergy (CH4) production

Spent nuclear fuel repressing

Contaminated soil Soil washing/remediation

Pollutants desorption/degradation

Lake/river Water quality control

Algae removal

Synthesis Organic synthesis

Nano-sized/nanostructured material synthesis

Mixing/mass transfer/separation Violent mixing/agitation/homogenization

Atomization

Degassing

Separation

Others Surface cleaning

Extraction
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simultaneously induced [49, 63, 68]. Figures 3 and 4 represent schematic diagrams
of the cavitational reaction mechanisms and sonochemical effects for the degradation
of aqueous pollutants, respectively. Light emission, called sonoluminescence, is also
observed when the bubble collapses [65].

There are many different factors which affect the cavitation and the sonochemical
degradation of pollutants, and they can be categorized into several groups as shown
in Table 4 [63]. Ultrasonic factors in the first group determine the characteristics and
the fate of cavitation bubbles, including applied frequency in single/multiple mode,
input powers, and continuous/pulse irradiation mode. The factors in the second

Fig. 3 A schematic of the cavitational reaction mechanisms of aqueous phase compounds by
ultrasound irradiation

Fig. 4 Sonochemical effects including pyrolysis and radical reactions for the degradation of
aqueous pollutants
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group including temperature, pressure, pH, dissolved gases, dissolved ions, particles,
and additives affect the degree of cavitation effects such as pyrolysis and radical
reactions as well as the behavior of bubbles. These two groups above have been
generally considered and widely investigated in sonochemistry. The factors in the
third group representing the characteristics of contaminants are important to under-
stand the degree of sonochemical degradation and the order of pollutants removal
when multiple contaminants are present. The geometric factors of the last group have
been recently focused due to the current demands for the scale up and industrial uses
of ultrasound technology in environmental and chemical engineering fields. It was
reported that the geometric factors could significantly change the formation of sound
energy field and quite different cavitational effects were observed under the same
ultrasonic conditions [13, 63, 69–73].

Quantification of Input Power

The input power of ultrasound is one of the most important affecting factors
governing the acoustic cavitation. The quantification of ultrasonic power is required
to quantitatively estimate and compare cavitational effects and resulting reactions. In
sonochemistry many researchers have used the calorimetric method, known as
calorimetry, to estimate the average ultrasonic power in the solution. The

Table 4 The different ultrasonic and environmental factors affecting the fate of cavitation bubbles
and the sonochemical degradation

Groups Affecting factors

Ultrasonic factors Applied frequency

Input power

Single or multifrequency irradiation

Continuous and pulse irradiation

Solution factors Temperature, pressure, pH

Dissolved gases and ions

Particles and additives

Contaminant factors Volatility/hydrophobicity

Molecular structure/weight

Initial concentration

The presence of multiple contaminants

Geometric factors Transducer type (horn type/plate type)

Transducer location/array

Irradiation distance (from sound source to reflecting boundary)

Reactor shape/material

Mixing/aeration/internal structures
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calorimetric energy is quantified by measuring the temperature change of solution
under ultrasound irradiation using the following equation [63, 69]:

Pcal ¼ dT

dt
CPM (1)

where Pcal is the calorimetric power, dT/dt is the rate of increase of the solution
temperature, Cp is the specific heat capacity of the liquid (4.2 J/g�K for water), and
M is the mass of the liquid. The temperature increase in the solution is mainly
contributed by the attenuation/absorption of ultrasound in sonoreactors. It is theoret-
ically known that the sound attenuation is a function of an irradiation distance, applied
frequency, and solution characteristics as shown in following equations [13, 74]:

I ¼ I0 � exp �2αdð Þ (2)

α ¼ 2π2f 2

ρc3
4

3
ηs þ

γ � 1ð Þκ
CP

� �
(3)

where I is the sound intensity, I0 is the initial sound intensity, α is the absorption/
attenuation coefficient, d is the irradiation distance, f is the applied frequency, ρ is the
density of the liquid, c is the sound speed in the liquid, ηs is the ordinary viscosity of
the liquid, γ is the specific heat ratio, κ is the thermal conductivity, and Cp is the heat
capacity at constant pressure. This equation only describes the sound energy loss due
to frictional loss and thermal conduction in unconfined systems. On the other hand,
the attenuation of ultrasound occurs mainly due to the boundaries including reactor
walls, and the interface between air and liquid in relatively small-scale confined
systems [13, 63, 67]. It is unclear whether the attenuation by boundaries can generate
heat to noticeably increase the temperature of the liquid.

To quantify the ultrasonic energy using calorimetry, both the temperature increase
in the transducer and the heat loss to the surroundings also should be carefully
considered because of the following reasons: firstly, the ultrasound is irradiated by
vibrating the transducer plate at a very fast period (20,000 times vibration for
20 kHz). As a result of this, the temperature of the transducer plate gradually
increases and the heat dissipates into the solution. Secondly, the temperature change
(ΔT ) between the solution and the surroundings increases and the heat in the
solution dissipates into the surroundings as the irradiation time elapses. Thus it is
desirable to conduct calorimetry tests within a relatively short irradiation time to
minimize the above two phenomena. Toma et al. [75] classified the total consumed
energy into four categories including dissipated heat energy, atomization energy,
heat energy stored at the transducer, and unquantified energy.

Koda et al. [76] tested calorimetry and three sonochemical oxidation methods
including TPPS (5,10,15,20-Tetrakis (4-sulfotophenyl) porphyrin) dosimetry, KI
(Potassium iodide) dosimetry, and Fricke dosimetry using several different
sonoreactors under different frequency conditions and input power conditions.
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They concluded that calorimetric power, a sort of wasted energy, did not appropri-
ately represent the average ultrasonic powers and the degree of sonochemical
reactions. It might be due to the different formation of sound energy field and the
different behavior of sound attenuation in geometrically different sonoreactors.
Asakura et al. [69] reported that measured calorimetric powers for four different
frequency conditions significantly changed as the liquid height, the distance from the
transducer to the water surface, increased in cylindrical sonoreactors equipped with
the transducer at the bottom. On the other hand, Son et al. [63] reported that
approximately constant calorimetric powers were measured for 36 and 108 kHz
when the liquid height increased. Therefore, it seems that the relationship between
calorimetric energy and average ultrasonic energy has not been proved.

It can be more appropriate to quantitatively compare the efficiencies of acoustic
cavitation processes with those of other AOPs such as photocatalytic processes in
terms of electrical energy consumption. Moreover the estimation of electrical energy
consumption in sonochemical processes is required to design industrial-scale
sonoreactors [3, 7, 77].

The input power in sonoreactors can be differently normalized depending on the
ultrasonic apparatus types: the horn-type sonicator and the plate-type transducer
module. For the horn-type ultrasound generator, ultrasound is intensively and con-
centrically irradiated from the small tip and the tip size can determine the behavior of
ultrasound. Thus the input power can be normalized by the area of the tip and it is
termed power intensity. The power intensity can be expressed as follows [67]:

Power intensity ¼ PE or PUS

ATip
(3)

where PE is the electrical power, PUS is the ultrasonic power measured using
calorimetry, and ATip is the area of the sonicator tip. On the other hand, it is not
easy to estimate the irradiation area of the plate-type transducer module because the
transducer is firmly attached to the metal plate with a larger surface area and the
vibration of the plate induces relatively moderate ultrasound irradiation. In case of
the plate-type transducer, the input power can be normalized using the total liquid
volume as shown in the following equation, and it is termed power density [63, 72]:

Power density ¼ PE or PUS

Vliq
(4)

where Vliq is the liquid volume in the sonoreactor. Recently, the plate-type transducer
modules are mostly used to induce sonochemical reactions because the cavitation-
active zone induced by the horn-type sonicator is very small in spite of very high
input energy consumption and only low-frequency (commercially 20–40 kHz range)
ultrasound, which is suitable for sonophysical reactions, is generated by the horn-
type sonicator [48, 78].
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The Effects of Input Power on Sonochemical Reactions

As shown in Fig. 5, it is generally known that the efficiency of sonochemical
reactions highly depends on the input power and the trends of sonochemical
efficiency can be divided into several distinct phases including the lag phase,
increase phase, stationary phase, and attenuation phase. At the lag phase, no
significant sonochemical reactions are observed because the input power is less
than a cavitation threshold power which is the minimum power to induce cavitation
events. Then, the sonochemical efficiency increases with an increase in the input
power at the increase phase and reaches the stationary phase with the observation of
the maximal/optimal sonochemical efficiency. Finally, the sonochemical efficiency
drastically decreases at the attenuation phase.

Jiang et al. [27] investigated the sonochemical degradation of volatile chlorinated
aromatic compounds using a 500 kHz cylindrical sonoreactor (250 mL) and reported
the linear relationships between the reaction rate constants and ultrasonic powers
(5–50 W) measured by the calorimetry for 1,4-dichlorobenzene and
1-chloronaphthalene. Kirpalani and McQuinn [79] also reported that the concentra-
tion of iodine (I2) increased as the power increased at 1.7 and 2.4 MHz using the KI
dosimetry. The solution volume was 100 mL and the input power variations were
3–21 W and 8–18 W for 1.7 and 2.4 MHz, respectively. On the other hand, some
researchers observed the drops of sonochemical efficiencies as shown in the atten-
uation phase above. Kang et al. [80] tested two frequencies of 205 and 358 kHz for
the removal of MTBE (Methyl tert-butyl ether) using a cylindrical sonoreactor (V=
500 mL) and reported that both the pseudo first-order rate constants of 205 and
358 kHz increased as the power density increased up to 240 W/L. Over the power

Fig. 5 Typical increase curve for the efficiency of sonochemical reactions
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density of 250 W/L, they found that the reaction constant of 358 kHz decreased, and
they concluded that an optimum power density for the highest reactions rates could
be determined from the bubble dynamics equations and their results. Sivakumar and
Pandit [24] investigated the effect of power density on the sonochemical degradation
of Rhodamine B using different ultrasonic apparatus including two horn-type
sonicators (22.5 kHz) and a plate-type ultrasonic bath (22.5 kHz). They observed
the decrease of sonochemical efficiencies for both the horn-type sonicator (over
15 W/cm2) and the ultrasonic bath (over 0.063 W/mL).

Some researchers reported that the drop of sonochemical efficiencies in the
attenuation phase might be due to the formation of cavitation bubble clouds,
which are generated by the coalescence of cavitation bubbles, at relatively high-
power conditions. The bubble clouds inhibit the ultrasound irradiation and the
sonochemical reactions occur in a limited zone adjacent to the ultrasound source.
Son et al. [81] visualized this inhibition in a 36 kHz cylindrical sonoreactors using
luminol solution as shown in Fig. 6. The SCL (sonochemiluminescence) images
were taken at different power conditions including 30, 60, and 90 W. It was found
that the active zone shrunk to cone-shaped zone adjacent to the transducer and no
standing wave field was observed at 90 W. Thus the attenuation of ultrasound by the

Fig. 6 The SCL images under (a) 30, (b) 60, and (c) 90 W in a cylindrical sonoreactor (frequency:
36 kHz, liquid height: 40 cm) [81]
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formation of bubble clouds and the drops of the sonochemical efficiency seem to be
related with the population of cavitation bubbles, and the control of the bubble
population can be one of the key steps to optimize sonochemical processes. (The
suggested sonochemical efficiency curve (Fig. 5) looks like the growth curve for a
bacterial population.)

Lim et al. [72] investigated the geometric effect and the input power effect using
the KI dosimetry at 291 kHz and found that the optimal power could be determined
by considering both the input power and the solution volume as shown in Fig. 7. In
their work the small input power of 23 W was the most effective for a small volume
condition of 0.05 L, while higher input powers of 40 and 82 W were required to
achieve the highest sonochemical efficiencies for larger volume conditions
(0.1–1 L).

The Effects of Applied Frequency on Sonochemical Reactions

For the last two decades, many researchers have investigated the effect of frequency
ranging from 20 kHz to 2.4 MHz on the various sonochemical reactions. As shown
in Fig. 8, Beckett and Hua [82] suggested a scheme of the behavior of cavitation
bubbles as a function of applied frequency in terms of the degree of bubble
implosion (less symmetrical at low frequency), the degree of heat generated upon
collapse (more intense at low frequency), the number of effective cavitation events
per unit time (more at high frequency), the flux of gases and volatile species toward
cavity (more rapid at high frequency), and the flux of active radical species outward
(more rapid at high frequency). With these rules and their experimental results of
205, 358, 618, and 1,071 kHz, they determined the frequency of 358 kHz as the
optimal frequency for both the degradation of 1,4-dioxane and the generation H2O2

due to the optimal combination of relatively less intensity of total energy inside the
bubble and relatively more rapid mass transfer of dissolved gases/volatile species
and active radical species. It is believed that this scheme explains the behavior of
bubbles quite well and provides the intuitive mechanisms to analyze the
sonochemical reactions from an overall viewpoint even though other affecting
factors are not considered.
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Fig. 7 Determination of optimal input power condition for various initial concentration and
volume conditions [72]. (The figure in each cell represents the power density of each condition)
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Hung and Hoffmann [83] tested six frequencies including 20, 205, 358, 500,
618, and 1,078 kHz for the sonochemical degradation of chlorinated hydrocarbons
using three different sonoreactors and found that the highest degradation rate
constant was obtained at 500 kHz. Entezari et al. [84] reported that for the
sonochemical degradation of phenol, the initial rate constant of 500 kHz was
19 times and 4.4 times larger than that of 20 kHz and 35 kHz, respectively. Jiang
et al. [18] reported that the order of initial degradation/generation rate of
4-chlorophenol and H2O2 was 200 kHz > 500 kHz > 800 kHz > 20 kHz. Koda
et al. [76] tested three methods including the Fricke reaction, the KI dosimetry, and
the TPPS dosimetry from 20 kHz to 1.2 MHz and revealed that the high values of the
sonochemical efficiency (SE) were observed at the frequency conditions of
100–500 kHz. Among 35, 74, 170, 300, and 1,000 kHz frequencies, Lim
et al. [85] found 300 kHz to be most effective for the sonochemical degradation of
all three chlorinated compounds, namely, chlorobenzene, chloroform, and carbon
tetrachloride. Therefore, from the literature reported, it would be reasonable to
suggest that the optimal frequency ranges from 200 to 500 kHz for two kinds of
sonochemical reactions including pyrolysis for volatile/hydrophobic compounds
and radical reactions for less-volatile/hydrophilic compounds.

Recently, some researchers have focused on the use of higher frequencies
(>500 kHz). Kirpalani and Mcquinn [79] tested the KI dosimetry at 1.7 and

Low Frequency High Frequency
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Most rapid

Most rapid

More
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Degree of heat generated when bubbles collapse

Number of effective cavitation events per unit time

Flux of gases and volatile species towards cavity

Flux of active radical species outward
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Fig. 8 Cavitation bubbles behavior as a function of applied frequency (Adapted from Beckett and
Hua’s work [82])
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2.4 MHz, and they found that cavitation yields at 1.7 MHz were significantly higher
than those at 2.4 MHz with and without cooling. Leong et al. [86, 87] applied
600 kHz, 1 MHz, and 2 MHz frequency ultrasound to develop an ultrasonic fat
separation process from natural whole milk in relatively large-scale sonoreactors.
Yamamoto et al. [55] reported that high frequencies including 585, 864, and
1,146 kHz were more effective than 20 kHz ultrasound for the disruption of algal
cells. Conventionally, the low-frequency ultrasound ranging from 20 to 40 kHz has
known as the most effective frequency for sonophysical reactions such as surface
cleaning, cell ruptures, and extraction.

Multifrequency systems can be considered to enhance the sonochemical efficien-
cies. It was reported that sonochemical efficiencies in multifrequency conditions were
significantly higher than those in single-frequency conditions [71, 88–92]. However
some previous researches revealed that multifrequency systems did not result in
higher performances for all cases. Lee and Oh [71] observed the significant inhibition
effect of sonochemical reactions in H2O2 generation while using a dual opposite
irradiation system consisting of two 28 kHz transducers. Son et al. (201) [93] reported
that the order of sonochemical efficiency normalized by each electrical input power
followed the trend: 35 kHz > 35/500 kHz > 72 kHz > 1,000 kHz > 35/35 kHz >
35/1,000 kHz when KI dosimetry was tested in opposite irradiation systems. Gogate
et al. [17] reported no significant synergistic effect for the sonochemical degradation
of aqueous phenol in a triple irradiation system. The degradation efficiency for the
triple (20/30/50 kHz) irradiation system was 21.4 % and each degradation efficiency
for 20, 30, and 50 kHz was 11.7, 13.0, and 13.9 %, respectively. The reason for the
low and ineffective sonochemical reaction efficiencies in multifrequency systems
might be due to the lack of optimal design information on geometric effects, the
arrays of transducers, and input power conditions [63, 71, 72].

Multifrequency ultrasound can be irradiated in a single-frequency irradiation
mode. During the cavitation events, the cavitation bubble acts as secondary emitter
and generates ultrasound of harmonics, subharmonics, and ultraharmonics of the
fundamental driving frequency as shown in Fig. 9 [81, 94–97]. It is not clear whether
harmonics and subharmonics can be involved in cavitation events and the resulting
sonochemical reactions.

As discussed above, the high-frequency conditions ranging from 200 to 500 kHz
seem to be optimal choices for sonochemical reactions. However the use of high-
frequency ultrasound for large-scale sonoreactors still seems to require further inves-
tigation because the attenuation of high-frequency ultrasound is very severe, and it
results in very small cavitation zone. Son et al. [74] measured the sound pressure of
ultrasound for several frequency conditions including 35, 72, 110, and 170 kHz in a
large-scale bath (L, 1.20�W, 0.60�H, 0.40 m3) equipped with a transducer module
on the side, and they found that the attenuation occurs much severe in higher
frequency conditions as shown in Fig. 10. Asakura et al. [69] reported that high-
frequency ultrasound conditions including 129, 231, and 490 kHz were not effective
for higher liquid height conditions (larger volume conditions) under the similar
calorimetric energy conditions. They also provided the SCL images showing
sonochemical active zone in low- and high-frequency conditions.
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Fig. 9 Acoustic emission spectrum in a spectrum analyzer showing fundamental, harmonic, and
subharmonic peaks when 35 kHz ultrasound is irradiated [81]
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Fig. 10 Cavitation energy, equivalent to the sound pressure of ultrasound, distributions in a large-
scale bath (250 L) for 35, 72, 110, and 170 kHz [74]
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Other Factors Affecting Sonochemical Reactions

Dissolved Gases and Ions

In sonochemistry it is generally known that dissolved gases such as N2, O2, Ar, and
air can noticeably affect sonochemical reactions due to the different maximum
temperature and pressure inside the bubbles from the perspective of single bubble
dynamics [28]. Recently, it was reported that the effectiveness of the dissolved
gases for sonochemical reactions could be estimated depending on two cavitational
degradation mechanisms: the gas with relatively high specific heat ratio such as Ar
was more effective for direct pyrolysis, while O2 and air resulted in higher reaction
efficiencies for indirect radical reactions. Lim et al. [28] reported that Ar was the
most effective for the sonochemical degradation of aqueous TCE (trichloroethy-
lene) among air, N2, and Ar. Pétrier et al. [68] reported that air and O2 resulted in
faster sonochemical degradation of 4-chlorophenol than Ar, while no significant
difference was observed for the sonochemical degradation of chlorobenzene,
which has higher Henry’s law constant and is considered to be removed by direct
pyrolysis. Rooze et al. [98] reviewed the effect of dissolved gas on ultrasonic
cavitation. They compared the first-order degradation rate constants of various
organic compounds using the results from previous researches for the saturating
gas of Ar and air and found that Ar was mostly effective for chlorinated com-
pounds, while air was more effective for chlorine-free compounds. They also
considered two mechanisms, direct pyrolysis and indirect radical reactions, in
terms of molecular bonds.

Some researchers investigated the effect of OH radical scavengers including
alcohols, NOMs, and ion species to understand the inhibition and mechanisms of
sonochemical reactions [15, 99–103]. Among various scavengers, naturally existing
ion species such as NO3

�, Cl�, SO4
2�, HCO3

�, and Br� are commonly detected in
rivers, lakes, and water quality control systems including drinking water treatment
facilities and municipal/industrial wastewater treatment plants. It was found that the
sonochemical degradation of sulfamethazine was inhibited in the presence of NO3

�,
Cl�, and SO4

2� while the reactions efficiencies increased in the presence of HCO3
�

and Br� [15]. The result that HCO3
� ion inhibited sonochemical degradation was

also reported. Gao et al. [104] observed that the sonochemical degradation of
ametryn decreased in the order of CO3

2� > Cl� > HCO3
� > SO4

2� in a
UV/H2O2 process. The effects of these ion species on sonochemical reactions are
required to do more investigation for environmental engineering applications
because most previous researches regarding sonochemical degradation were
conducted in deionized or distilled water systems.

Volatility/Hydrophobicity of Target Compounds

The effect of volatility of target compounds has been one of major topics in
sonochemical degradation of aqueous pollutants, since it was revealed that a variety

Advanced Oxidation Processes Using Ultrasound Technology for Water and. . . 727



of aqueous pollutants could be removed by acoustic cavitation. As Pétrier et al. [68]
briefly summarized, it is believed that volatile compounds undergo direct pyrolysis
inside the cavitation bubble, while less volatile compounds are degraded by highly
reactive radical species such as OH radical on the bubble surface (Fig. 4). They
reported interesting results showing the effect of volatility of target compounds on
sonochemical degradation for three pollutant conditions of a volatile compound
(chlorobenzene), a less volatile compound (4-chlorophenol), and a mixture of two
compounds in a 300 kHz sonoreactor. They observed that the volatile compound-
degraded faster than the less volatile compound when each compound existed
alone. Moreover the less volatile compound rarely degraded until the volatile
compound completely degraded in argon-saturated solution for the mixture of
two compounds, while the sonochemical degradation of the less volatile
compound was not retarded in the mixture condition when saturated with oxygen.
As discussed in the section “Dissolved Gases and Ions,” it seems the dissolved
oxygen was the key component to significantly enhance the sonochemical
degradation of less volatile compound in the mixture condition in their work.
Nanzai et al. [105] compared sonochemical degradation of various aromatic
compounds in a 200 kHz sonoreactor. They tried to establish a linear relationship
between physical/chemical properties representing hydrophobicity including
Henry’s law constant, vapor pressure, and water solubility and sonochemical
degradation rates and found the highest linearity in the relationship between
log (vapor pressure) and the initial degradation rates. Previous researchers
classified target compounds based mostly on Henry’s law constant when they
investigated the effect of volatility/hydrophobicity on sonochemical degradation
[68, 85, 106, 107].

Geometric Effects on Sonochemical Reactions

Recently some researchers have focused on the optimization of geometric factors
and the design of large-scale sonoreactors for industrial use. Koda’s group tested
several methods to quantify sonochemical reactions in various sonoreactors and
investigated the effects of liquid heights and mechanical mixing on sonochemical
oxidation using SCL images and KI dosimetry [69, 70, 76, 108]. Son’s group
observed the variation of sound energy field and corresponding sonochemical
oxidation reactions depending on applied liquid heights under the same input
power conditions as shown in Fig. 11. They also tried to determine optimal power
density under various conditions including liquid heights/volumes, input powers,
and initial reactant concentrations [13, 37, 63, 72, 74, 81]. Pandit and Gogate pointed
out several limitations in recent sonochemistry research and suggested the strategies
for the design and optimization of large-scale sonoreactors and hydrodynamic
cavitation reactors in their review papers [88, 109–111].
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Future Directions

Even though much data on acoustic cavitation and sonochemical reactions have
accumulated for water and wastewater treatment applications, there are still some
missing links between lab-scale sonochemical processes and industrial large-scale
sonochemical processes. Following topics are required to be intensively investigated
for industrial use:

1. Geometric effects including sonoreactor size/shape/material, transducer locations/
array, reflector locations/material, and internal structures on sonochemical reactions

2. Determination of optimal effective range/volume for sonochemical reactions per
unit transducer depending on applied frequency

3. Aqueous pollutants removal in terms of total organic carbon (TOC)
4. The optimization of sonochemical removal reactions for very low concentration

range (� μg/L)
5. Sonochemical degradation/mineralization reactions in real surface water such as

lake and river water and municipal/industrial wastewater
6. Development of continuous-flow sonochemical processes in large scale

Fig. 11 Visualized ultrasound energy field using the SCL method for the different liquid heights of
10, 20, and 30 cm under the same input energy condition
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Abstract

This chapter deals with the different types of ultrasound-assisted advanced

oxidation processes. The basic chemical principle involved in the production

of OH radicals and its subsequent reaction with pollutants of the processes was

discussed. The influence of ultrasound and their synergy toward other processes

when coupled were highlighted to ensure complete and faster remediation of

textile effluents. The ultrasound- and ultraviolet-mediated advanced oxidation

processes have been classified based on the process conditions, especially the

type of oxidant, Fenton’s mechanism, catalyst usage, and so on, to implicate the

method of sonolysis and photolysis, respectively, on the degradation of pollut-

ants. The basic principle underlying every method of ultrasound-assisted

advanced oxidation process along with the recent research findings were

discussed in a holistic way to elucidate the degradation of organic pollutants.

Different types of semiconductor metal oxides and doped metal oxides either

metal- or nonmetal-doped catalysts were listed, and scope for ultrasonic degra-

dation was presented. Emphasis has been given to the photocatalysts such as

titanium dioxide (TiO2), zinc oxide (ZnO), and bismuth oxide (Bi2O3) for their

high-bandgap energy and photoactivity among others. Recent developments in

various doping methods and their change in the nature of the catalyst in terms of

size, shape, energy level, and degradation efficiency related to ultrasound pro-

cess were focused. The significance of high-throughput-doped catalysts has been

exemplified not only to explore novel and cheap catalysts but also to adopt facile

doping methods in various processes pertaining to environmental remediation.

Keywords

Advanced oxidation processes (AOPs) • Catalysts used in • Chemical principle •

Classification • Cost analysis • Doped catalyst • AOPs. See advanced oxidation
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Introduction

The effluents having contaminants such as synthetic chemicals, dyes, organic

matters, refractory organic waste, heavy metals, etc., are discharged to the nearest

water bodies with or without any preliminary treatments. This causes serious

damage to the dissolved oxygen level and ecological balance of the ecosystem of

the nearby receiving water bodies. It is of utmost importance to dispose off these

residues in a proper manner as well as to keep the concentration of chemicals in the

effluent stream to a certain minimum level in order to comply with the environ-

mental laws, which are becoming more stringent these days [1]. Thus, numerous

studies are going on for finding a suitable technology to the wastewater treatment

[2]. The conventional wastewater treatment has many limitations which favors for

the new and advanced technologies for the treatment. High-density sludge was the

final product of the conventional treatment such that the handling and disposal of

this sludge were very difficult. The processes were too slow and a suitable envi-

ronment has to be maintained in the process to take place. Merely this treatment

process only transfers the pollutants from one phase to another leading to the

dangerous secondary pollutant [3]. They are often too sensitive and produce

unpredictable results for highly concentrated wastes hence ineffective in treating

toxic effluents.

Research into new or more efficient wastewater treatment technologies so as to

degrade the complex refractory molecules into simpler molecules is vital to combat

the deteriorating water quality [4]. Hence, recent advanced research and treatment

methodologies using single-chemical oxidants or the more effective destruction by

the use of advanced oxidation processes (AOPs) have become popular and are most

often studied [5, 6]. Also, in the last two decades, the emergence of AOPs have

proved to be a promising solution due to their high potential for the ultimate

destruction of many recalcitrant pollutants. These processes involve the formation

of highly reactive free radical species, in particular hydroxyl radicals, far more

powerful than the commonly used oxidants, like molecular oxygen and ozone

[7]. The use of sequential or simultaneous AOPs called as hybrid configurations

could reduce the final operation cost. Among the AOPs, those based on hydrogen

peroxide, like Fenton, heterogeneous Fenton or catalytic wet peroxide oxidation

(CWPO), photo-Fenton [2], TiO2–H2O2–UV [8, 9], and solar-driven Fenton pro-

cess [7, 10] that involve catalysis are receiving an increasing interest. Therefore,

combinations of these processes can provide high efficiencies on a simple design

basis since they operate under ambient or mild conditions. The efficacy of these

processes involved in the generation of free radicals and further maximization of

these radicals in the destruction of the pollutant molecules are the attractive

advantages over conventional techniques.

The role of catalysts, especially photocatalyst, remains indispensable in case of

AOPs as owing to its potential of enhancing the process of environmental degra-

dation by means of its synergistic effect. The semiconductor photocatalyst such as

titanium dioxide (TiO2), zinc oxide (ZnO), and tungsten trioxide (WO3) is pres-

ently employed often as photocatalyst. The method of mediating AOPs using solid
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photocatalyst was referred to as heterogeneous photocatalysis. The catalysts

require suitable light source for its excitation so as to initiate the photoreaction.

The process involves breaking down of the pollutant molecule by simultaneous

oxidation and reduction leaving no dye residues in the case of textile effluents,

hence eliminating the problem of sludge disposal. The photocatalysts such as

TiO2, ZnO, Bi2O3, and so on, having wide bandgap energy, are commonly chosen

for photoexcitation by visible, solar, or UV light spectrum. The selection of

photocatalyst further depends on the catalyst properties, operation range, radiation

source, targeted pollutants, and cost [11]. The mechanism of this photocatalysis

effect can be well improved by assisting with ultrasonication. Thus, the sonophoto-

catalysis offers the following required attributes such as (a) photocatalyst surface

activation, (b) mass transport of organic compounds, and (c) aggregate breakage

during degradation mechanism that will be dealt for highlighting the effect of

ultrasound-assisted AOPs.

For applications pertaining to treatment of aqueous systems, photocatalyst

necessitates the process of immobilization on the materials most commonly, tran-

sition metals. The direct usage of photocatalyst is usually prone to recombination of

the electron/hole pairs during excitation. In order to ensure posttreatment recovery

of the catalyst and to eliminate the shortcomings of the unmodified catalyst,

chemical modification techniques generally known as “doping” could be used.

The supported or doped photocatalyst tends to exhibit better photoactivity than

unmodified catalysts, the reason of which is attributed to the higher surface area due

to doping. The degradation of dye pollutants by means of doped photocatalyst has

gained much potential for its high efficacy in degradation and mineralization of

harmful organic dye pollutants. Another huge advantage of the doped photocatalyst

is its tendency to improve the production of electron-rich species like •OH radicals,

which will subsequently help in oxidization of recalcitrant pollutants of textile

effluent [12].

As the implication of nanotechnology is receiving much attention in a wide

spectrum of applications, nanomaterial doping has been of much interest in present

scenario. The nanomaterial or especially nanometal-doped catalyst ensures

enhanced catalytic activity due to the enhanced surface to volume ratio and its

structural ability compared to its pristine counterparts. The metal nanoparticles

that have been doped on the photocatalysts involve storing of the excited electrons,

thereby enabling efficient charge transfer when subjected to dye degradation in the

presence of ultrasound irradiation. Moreover, the electron recombination time will

be extended ensuring the higher catalytic efficiency [13]. The significance of

doping has thus been elucidated in detail in this chapter based on the recent reports

on catalyst modification especially using transition metals and nonmetals into the

catalyst matrix. Developing novel photocatalysts from cheap sources of precur-

sors, doping of prepared catalyst by facile and efficient methods, achieving desired

process conditions by employing suitable oxidants, and combination and assis-

tance of ultrasound have been discussed comprehensively based on the research

findings.
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Classification of Advanced Oxidation Processes

Advanced oxidation processes (AOPs) are one among the series of methods that

generate highly oxidative •OH radicals to degrade persistent dye molecules. These

include both non-photochemical and photochemical methods, both of which can be

assisted by ultrasound for improved degradation mechanism. Some of these

methods are explained below:

Non-photochemical Methods

1. Fenton’s system (H2O2/Fe
2+)

2. Ozonation at elevated pH (>8.5)

3. Ozone + hydrogen peroxide (O3/H2O2)

4. Ozone + catalyst (O3/CAT)

5. Electrochemical oxidation

6. Sonolysis

7. Radiolysis and treatment with electron beam

Photochemical Methods

1. O3/UV

2. H2O2/UV

3. O3/H2O2/UV

4. Photo-Fenton/Fenton-like systems

5. Photocatalytic oxidation (UV/CAT)

6. Sonophotolysis

7. Water photolysis in vacuum ultraviolet

8. Heterogeneous photocatalysis

Chemical Principle of AOPs

The treatment of effluents generated from various textile industries, dye industries,

needs a clean and efficient technology for the possible discharge of zero toxic

wastewater. The advanced oxidation processes can destroy these organic dye waste-

water into less complex compounds such that their main approach was the complete

removal of the pollutants from the wastewater without leaving secondary pollutants.

The chemistry of AOPs could be essentially divided into three parts [14]:

1. Formation of •OH radicals

2. Initial attacks on target molecules by •OH radicals and their breakdown into

fragments

3. Subsequent attacks by •OH radicals until ultimate mineralization

The main concept of the AOPs was the generation of the free radicals which are

highly reactive species with the oxidation potential of 2.80 eV which can destroy
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the complex waste contaminants into simpler and even very less toxic inorganic

ions as the final product [15].

Non-photochemical Methods

Munter [13] classified non-photochemical methods as four well-known methods for

generating hydroxyl radicals without using light energy. Two of the methods

involve the reaction of ozone, while one uses Fe2+ ions as the catalyst. These

methods are ozonation at elevated values of pH (>8.5), combining ozone with

hydrogen peroxide, ozone + catalyst, and the Fenton system.

Ozonation at Alkaline pH
Oxidation of organic species occurs due to a combination of reactions with molec-

ular ozone and reactions with •OH radicals. When pH rises toward alkalinity, the

decomposition rate of ozone in the water increases. The reaction between hydroxide

ions and ozone leads to the formation of a superoxide anion radical (O�
2 ) and

hydroperoxyl radical (HO2
• ). Due to the reaction between ozone and the superoxide

anion radical, the ozonide anion radical O�
3 is formed, which decomposes imme-

diately giving •OH radical. Summarizing, three ozone molecules produce two •OH

radicals [8, 16–18]. At the alkaline pH along with ozone helped in complete

degradation of the organic pollutants in wastewater treatment process.

3O3 þ OH� þ Hþ ! 2 •OH þ 4O2 (1)

Ozone + Hydrogen Peroxide (O3/H2O2) – (Peroxone)
The addition of hydrogen peroxide to ozone can initiate the decomposition cycle of

ozone, resulting in the formation of •OH radicals [17].

H2O2 ! HO2
� þ Hþ (2)

HO2
� þ O3 ! HO •

2þ O3
� (3)

The reaction continues along the indirect pathway described above and •OH

radicals are produced. The combination of different reaction steps shows that two

ozone molecules could produce two •OH radicals,

2O3 þ H2O2 ! 2 •OH þ 3O2 (4)

Several researchers [6, 19–21] have made different comparative studies in their

experiments for the water purification and recovery methods by combining ozone

and hydrogen peroxide.
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Ozone + Catalyst (O3/CAT)
Another opportunity to accelerate ozonation reactions is to use heterogeneous or

homogeneous catalysts. Several metal oxides and metal ions (Fe2O3, Al2O3–Me,

MnO2, Ru/CeO2, TiO2–Me, Fe2+, Fe3+, Mn2+, etc.) have been studied, and some-

times a significant acceleration in the decomposition of the target compound has

been achieved [6, 22, 23]. Hoffman et al. [24] conducted ozonation reaction for the

degradation of cyclohexane and indicated that the use of 2.5 mM ozone increases

the degradation rate slightly faster.

Fenton Process
The generation of •OH radicals occurs when the iron salts are added with H2O2. The

complete removal of the organic pollutants doesn’t take place. The degradation

follows an intermediate less reactive radical [4, 24–26], and these radicals slow

down the degradation process.

Fe2þ þ H2O2 ! Fe3þ þ OH� þ •OH (5a)

Fe3þ þ H2O2 ! Hþ þ FeOOH2þ (5b)

FeOOH2þ ! HO2� þ Fe2þ (6)

Sonolysis
Ultrasound is utilized to destroy the pollutants or used for the generation of free

radical which further accelerates the degradation process. Recent studies proved

that the sonolytic oxidation process [27] is more effective in wastewater treatment

process when compared with other technologies. The use of ultrasound itself is a

clean technology for treating wastewater. When ultrasound is used in combination

with other technologies, it accelerates the degradation of the liquid phase contam-

inants. Further, ultrasound helps in complete degradation of the waste such that

their toxicity can be reduced by breaking complex molecules into simple inorganic

ions. The chemistry behind the sonolysis process is given as follows:

H2O ��!ÞÞÞ �H þ •OH (7)

•OH þ •OH ! H2O þ O • (8)

•OH þ H2O ! H2O2 þ H • (9)

Researchers [4, 28–31] have done various studies in the field of sonochemistry

involving cavitation process for the degradation of wastewater. Apart from the

discussed non-photocatalytic processes, there are few other processes that were

employed for wastewater treatment and were listed in Table 1 briefly.
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Photochemical Methods

Ultraviolet Irradiation
Photolytic degradation of wastewater is a simple process in which the compound

present in the waste absorbs the radiations from the lamp such that the radiant

energy on absorption make the molecule more active and the molecule’s electrons

move to the excited state to release free electrons. The free electrons excited from

the compound undergo further breaking of molecular bond, and the chain reaction

continues. These excited molecules undergo three different processes themselves in

Table 1 Non-photocatalytic process

Process Reference Highlights

Wet oxidation (WO), electrochemical

oxidation (EO), and wet

electrochemical oxidation (WEO)

[26] WEO, the synergistic effects for both

efficient removal of color and COD,

were observed, possessing a high

current efficiency higher than 100 %

Wet tube-type electrostatic

precipitation

[27] The decreasing trend of EDTA

concentration with pH 3 and 5.5 was

nearly the same up to 240 min of

operation at 16.6 kV. The electrostatic

precipitator works similarly an

advanced oxidation reactor (equipped

with ozone purging/UV radiation)

which is capable of disintegrating

EDTA

Advanced oxidation technology based

on sulfate radicals

[11] Co3O4 or GO alone exhibits little

catalytic activity, their hybrid (Co3O4/

GO) exhibits an unexpectedly high

catalytic activity in the degradation of

Orange II in water, and 100 %

decomposition can be achieved in

6 min

Advanced oxidation process and

biotreatment – Fenton’s oxidation and

coagulation with biochemical

treatment (T. ferrooxidans)

[6] The hybrid treatment system showed

97 % COD reduction and could be

achieved within 2 days

Sonolysis [31] The presence of TiO2 catalyst on the

ultrasonic degradation of ofloxacin

increases the efficiency of the

degradation of ofloxacin

Sonocatalytic using Au/TiO2 [32] Sonocatalytic destruction of Orange II

in aqueous solutions in the absence and

presence of catalysts under Ar

atmosphere. Almost no degradation

was observed in the absence of catalyst.

Au/TiO2 can be used as an effective

sonocatalyst. The mechanism involves

both the enhanced oxidation and

reduction by •OH and •H radicals
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breaking up of the molecules to the final degradation process. The processes are

homolysis, heterolysis, and photoionization. Moreover, during the degradation

process, some intermediate compounds form that do not absorb radiations, and

hence, complete degradation is not achieved in photolysis itself [34]. Raj and Quen

[17] used the low-pressure UV lamp for the degradation of tetrahydrofuran which is

a nonbiodegradable compound.

Compound þ hυ ! intermediates (10)

intermediates þ hυ ! CO2 þ H2O (11)

UV/H2O2

The efficiency of the photolysis process can be improved by the addition of

oxidants. The photolysis helps in cleaving the O–O bond of hydrogen peroxide to

generate •OH radicals. Chelme-Ayala et al. [34] studied the performance of

UV/H2O2 for the dehydration of trifluralin. The combination of UV/H2O2 gave

faster and higher degradation rate than the individual process. The results revealed

that 97 % efficiency in 2 h than the individual process which took more than 4 h that

to only 50 % efficiency based on the formation of •OH radicals by the photolysis of

hydrogen peroxide and the subsequent propagation reactions. A relatively high dose

of H2O2 and/or a much longer UV exposure time was required by individual

processes [17, 19, 22]. With varying doses of H2O2 along with the combination

of the UV light in the water purification system and found complete degradation of

the organic pollutants in a very short period.

H2O2 !hυ 2 HO� (12)

Photocatalysis
In semiconductor photocatalysis, semiconductor material acts as a light-absorbing

species. The electronic structure of most semiconductor materials comprises the

valence band and the conduction band [20]. The valence band was the band occupied

by electrons. Conduction band was the lowest band unoccupied by electrons. These

two bands are separated by a region that was largely devoid of energy levels, and the

difference between the two bands was called the bandgap energy. These bandgaps of

semiconductor materials produce electron–hole pairs h+ and e- where they have the

possibility of reacting with the surface of the absorbed species (Fig. 1).

Tong et al. [35] portrayed the various steps involved in the semiconductor

photocatalysis. The major processes that occur when bandgap excitation occurs

on a semiconductor photocatalyst in an aqueous solution containing dissolved

oxygen and an oxidizable pollutant are:

1. Electron–hole recombination in a bulk

2. Electron–hole recombination in the surface
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3. Direct or indirect reduction of oxygen or oxidizing intermediates by the

photogenerated electron at the surface of the semiconductor

4. Direct or indirect oxidation of the pollutant or an oxidized intermediate by the

photogenerated hole on the surface of the semiconductor leading to the miner-

alization of the pollutant

Ideally, a semiconductor photocatalyst should be chemically and biologically

inert, photocatalytically active, easy to produce and use [36], and activated by the

UV/sunlight. It must be very essential to note that the process of electron transport is

to be more effective. Their transport rate also depends upon the relative position of

the conduction and valence bands and the redox potential of the adsorbed species.

The photoexcitation of semiconductor catalyst forms the basis for the photocatalysis

process. The absorption of light by the semiconductor catalysts like ZnO, TiO2, Bi2O3,

WO3, etc., involves the electrons in the valence band that move to the conduction band

making an electron–hole pair in the valence band which readily induces the reduction or

oxidation reaction in the aqueous solution [37]. Madani et al. [38] carried out various

experiments for the study of degradation of diuron pesticide and found that the combined

effect of UV and catalyst gave a higher removal rate in 30 min. This process is relatively

slow compared to other AOPs and in some cases leads to incomplete mineralization of

organics. Absorption of the radiation with the formation of electron–hole pairs initiates

the reaction, and the reducing power of formed electrons allows metal reduction with the

formation of the superoxide radical ion O2�, whereas remaining holes are capable of

oxidizing adsorbed H2O or HO� to reactive HO• radicals. Many researchers [27, 39–41]

used different combination of the AOPs for the degradation of complex dye removal

from wastewater along with the photocatalytic process.

TiO2 ! e� þ hþ (13)

Energy

ConductionBand
-

E
g

Valence Band + D +

D

Oxidation
catalyst

Reduction

A–

A

Fig. 1 The schematic representation of the semiconductor photocatalysis process
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TiO2 hþð Þ þ H2O ! TiO2 hþð Þ þ HO� þ Hþ (14)

TiO2 hþð Þ þ HO� ! TiO2 þ HO� (15)

Photo-Fenton
Typical photo-Fenton process involves the irradiation of the Fenton system with UV

light where the Fe(III) ion will be reduced to Fe(II) ion followed with the reaction of

H2O2 to produce highly reactive hydroxyl radicals. Martin et al. [42] carried out

photo-Fenton studies on the model mixture of four pesticides (laition, metasystox,

sevnol and ultracid) and found that the complete degradation was attained by the

combination of photo-Fenton reaction. The combined process removed the pesticides

in wastewater by reducing the toxicity to 90 % and increased the biodegradability.

The photolysis of Fe3+ complexes allows continuous Fe2+ regeneration.

Fe OHð Þ2þ ! Fe2þ þ HO2� (16)

Sonophotolysis
The combination of both sonolysis and photolysis process helps in the faster

scission of water molecules to form hydroxyl radicals, which are readily reactive

species that help better in faster degradation when compared with the individual

process [43]. The synergism of sonophotolysis was higher since the aggregation of

compound and its further destruction by the formation of highly reactive interme-

diate species help much in the fragmentation of the complex compounds into

various simple molecules at a very faster rate than other photochemical processes.

Many researchers have contributed to the sonophotocatalytic degradation of the

various dyes. Kaur and Singh [44] have reported that the synergism between

sonolysis and photocatalysis in their study of the degradation of reactive red

198 gave synergistic index of 2.5 when compared with the individual process.

Apart from the discussed photocatalytic processes, there are few other processes

that were employed for wastewater treatment and were listed in Table 2 briefly.

Catalysts Used in AOP

The treatment of effluents needs better clean and efficient method. Though the

AOPs were strong enough to break the recalcitrant pollutants, it is essential to

remove these secondary pollutants before they reach the environment. The AOPs

help in the degradation of the effluent but contain secondary pollutants, and they

still in contact with the sludge and escape into the water bodies. They may require

more time and not cost-effective in degrading process. They are limited by the slow

rate potential or their tendency to form toxic secondary pollutants. The cost of

application of the method increases if the reaction time increases. In certain

compound like pesticides, quick degradation is required if the process takes some
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Table 2 Photocatalytic process

Process Reference Highlights

Combination of catalytic wet peroxide

oxidation and photocatalysis

[7] The combination of catalytic wet

peroxide oxidation and photocatalysis,

with an iron-activated carbon-

supported catalyst and titanium dioxide

under light irradiation, allowed almost

complete mineralization of phenol at

medium-range concentration (200 mg

L�1) with the stoichiometric dose of

H2O2 in ambient conditions

Sequential biological–advanced

oxidation process using upflow

anaerobic sludge blanket and UV/TiO2/

H2O2

[2] UASB system was able to achieve

52.27 % substrate removal and 73.35 %

COD removal at an hydraulic retention

time of 6 h. In AOP posttreatment

which was carried out for 1.5 h, the

reaction preceded toward complete

mineralization achieving 83.5 %

substrate removal and 90 % COD

removal

H2O2, H2O2/UV, UV, photocatalysis,

ozonation, Fenton, and photo-Fenton

[8] A high-dissolved organic carbon

removal (94 %) was attained in the

continuous operation of the combined

processes (Fenton and photo-Fenton)

UV/H2O2 process for integration with

biological waste treatment

[20] Increase in pH favored total organic

carbon reduction, which was sharply

higher (31 %) at neutral pH when

compared to that of the acidic range

(18 % at pH 4). In the alkaline range,

the increase in TOC reduction was

marginal (35 % at pH 9 and 38 % at pH

11)

UV/TiO2, UV/SnO2, UV/TiO2 + SnO2,

O3, O3 + MnO2, UV/O3 and UV/O3 +

TiO2 + SnO2

[18] The reactive red 2 decolorization

efficiency by UV/TiO2 + SnO2 was pH

7>pH 10>pH 4. Although SnO2

displayed low activity because the UV

light energy was insufficient to excite it

in a single semiconductor system

Ferrioxalate–photo-Fenton [Fe(C2O4)3/

H2O2/UV-A; 300 nm >l>400 nm] and

titanium dioxide-mediated

heterogeneous photocatalytic (TiO2/

UV-A) treatment processes

[22] Degradation of reactive red dye is

faster using ferrioxalate–Fenton/UV-A

oxidation, whereas the TiO2/UV-A

process is slightly better. The best TOC

abatement occurs after a 1-hour

treatment

Fe2+/H2O2 molar ratio was selected as

1:5 (4 mM:20 mM) Fenton treatment at

pH 3 along with UV

[9] Results have demonstrated that during

the Fenton treatment of the dye,

decolorization was complete within

minutes and accompanied with

appreciable COD and DOC removals

Ozone/UV, ozone/H2O2, and ozone/

UV/H2O2 on decolorization of acid red

[45] In the advanced oxidation processes,

ozone/UV/H2O2 treatment is more

(continued)
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time to degrade the pollutant; the formation of stable secondary pollutant will affect

the process nature, leading to the survival of the toxic intermediates. Though it was

clear about the initial attack of reactive radicals on primary pollutants by AOPs,

their further kinetics are unpredictable, and determination of optimal conditions is

very uncertain. The application of catalyst results in the degradation of toxic

compounds into CO2 and water. When the catalysts are involved in the reaction

mechanism, quick degradation by the generation of more hydroxyl radicals further

results in faster degradation.

Advanced oxidation processes have been widely used in the presence of differ-

ent catalysts and oxidants mainly for the enhanced generation of •OH radicals such

that •OH radicals are extraordinary reactive species and attack the organic mole-

cules at the rate of 106–109 M�1S�1 [23]. The fulfillment of several advanced

oxidation processes depends on using significant catalyst for more generations of
•OH radicals which subsequently attack the organic compounds with faster degra-

dation. The semiconductor photocatalysts have proven to be the most widely used

processes in the degradation of various types of dyes due to its strong oxidizing

power, nontoxicity, and long-term photostability.

Due to the largely insoluble nature of the catalysts during application, the area of

semiconductor photocatalysis (SP) invariably constitutes a heterogeneous catalytic

system that adheres to the five discrete processes associated with conventional

heterogeneous catalysis:

1. Transfer of liquid or gaseous phase reactants to the catalytic surface

2. Adsorption of at least one reactant

3. Reaction in the adsorbed phase

4. Desorption of product(s)

5. Removal of products from the interface region

Table 2 (continued)

Process Reference Highlights

88, acid orange 7, acid orange 10, and

acid red 73 dye effluents in the

presence of sodium sulfate salt

efficient than other treatments in all the

dye effluents except in acid red

88, where ozone/UV treatment gives a

better result

UV, H2O2, UV/H2O2, Fenton,

UV/Fenton and UV/TiO2 varying pH,

peroxide concentration, iron

concentration, and TiO2 loading

[5] The degradation trends followed the

order: UV/Fenton > UV/TiO2>
UV/H2O2> Fenton >H2O2>UV

UV/H2O2 [24] UV radiation, in the absence of H2O2,

led to barely 26 % degradation of the

methyl orange dye in a period of 4 h.

Similar conditions in the presence of

H2O2, complete dye decomposition

was achieved in a period of 3 min only
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Various metal oxides (i.e., TiO2, ZnO, Bi2O3, MoO3, CeO2, ZrO2, WO3,

Fe2O3, and SnO2) and metal chalcogenides (i.e., ZnS, CdS, CdSe, WS2, and

MoS2) are used as catalysts in SP reactions. Many researchers have carried out

their experiments by varying the parameters like catalyst loading, the pH, and dye

concentration and succeeded in the degradation process [17, 30, 46, 47]. Chen and

Huang [48] studied the various characteristics of TiO2 along with different

reactive, toxic, and nonbiodegradable dyes in the degradation process. Among

the various catalysts reported, TiO2, ZnO, and Bi2O3 have been considered as

most promising and regularly studied catalysts for most advanced oxidation

processes.

TiO2 as Photocatalyst

The photocatalytic splitting of water on TiO2 electrodes was discovered in 1972 by

Fujishima and Honda [49]. This event ushered in a new era for heterogeneous

photocatalysis with the utilization of TiO2 as a semiconductor; however, it was not

until the mid-1980s that research outputs started to flourish. Devilliers [70]

conducted a detailed study on the photocatalytic activity of TiO2. TiO2 exhibits

three distinct polymorphs (anatase, rutile, and brookite), of which only anatase is

functional as a photocatalyst. Anatase is a typical n-type semiconductor and

requires about 3.20 eV to be an electrical conductor. Photons with wavelengths

shorter than 380 nm are sufficient in energy to excite electrons from the valence

band to the conduction band of this material. Throughout the years, anatase has

been the popular choice as semiconductor photocatalyst in research efforts, due to

its nontoxicity, high photoactivity, mechanical stability, low cost, and favorable

overlap with the ultraviolet portion of the solar spectrum, making it an attractive

option for solar applications.

Ram et al. [28] and Tong et al. [35] devoted their experimental studies using

TiO2 as photocatalyst in degradation of procion yellow and methylene dye, respec-

tively. The effect of process parameters, viz., pH [2–10], irradiation time, initial

concentration of dye (50–200 ppm), UV intensity, and photocatalyst loading

(0.62–1.5 g/L) on the degradation of dye has been assessed and found to be 30 %,

while the sonophotocatalytic degradation of these dyes proved to be 90 % in the

same conditions and with less irradiation time.

Chen and Huang [48] performed the sonophotocatalytic degradation studies

of dinitrotoluenes (DNT) and trinitrotoluenes (TNT). Their experiments eluci-

dated that the combined effect including sonication power, photo irradiation,

and TiO2 dosage helped in the complete mineralization of DNT and TNT

wastewater in 8 h into carbon dioxide, nitrate ions, and water. They found that

the sonophotocatalytic method with the combination of sonochemically synthe-

sized TiO2 for the degradation of TNT and DNT wastewater was a promising

method.
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ZnO as Catalyst

ZnO a semiconductor catalyst had found a profound application because of its wide

bandgap which photolytically and sonochemically allows the formation of H2O2

which helps in the generation of •OH radicals. Ultrasound-insisted synthesis of ZnO

helps in the form of nanowires or nanorods with less bandgap. The surface of the

catalyst will be readily available for the electron–hole pair formation in the

degradation process.

Khataee and Zarei [50] and Muthirulan et al. [51] developed a simple model

and low-cost ZnO as photocatalyst for degradation of diazo dye and alizarin

cyanine green dye, respectively. They both have performed experiments using

ZnO catalyst in combination with the activated carbon nanoparticles for better

results under optimized condition like varying parameters such as pH, catalyst

loading, and dye concentration. The dyes were quickly destroyed during the

90 min of ZnO process, yielding 92.7 % of decolorization efficiency, whereas at

the same time UV/ZnO processes led to 69, 56, and 39 % decolorization effi-

ciency, respectively. Chakrabarti et al. [52] and Akyol and Bayramoglu [53]

investigated the photocatalytic degradation of model dyes in the presence of

ZnO and UV light. Their results showed that decolorization and total organic

carbon (TOC) removal are both affected in the same manner by the solution pH in

the range 6�10. They are inversely related to the dye concentration, an increase

in power law with the light intensity. Decolorization is faster with 365 nm UV

lamp. TOC removal is not affected by UV wavelength in the initial period up to

20 min, after which it progresses faster under 365 nm UV light radiation up to

90 % within a period of 20 min. These results indicate that the UV wavelength

influences, especially the degradation rate of the intermediate products, generated

during the initial period of the photocatalytic process. The dye-sensitized degra-

dation is influenced by the amount of semiconductor, the intensity of UV radia-

tion, and the amount of dye present. The potential of the use of a sensitizer

together with the photocatalyst deserves more attention to enhance the feasibility

of the technique.

Bi2O3 as Catalyst

Bi2O3 is an excellent semiconductor photocatalyst with the highest bandgap of

2.8 eV which is highly helpful in utilizing the visible light of 45 % of the solar

radiations. The photocatalytic and sonolytic activity of the catalyst can be

modified with the assistance of ultrasound during the synthesis process. Xie

et al. [54] and Wu et al. [55] investigated the formation of Bi2O3 catalyst by

precipitation method. Synthesized catalyst shows no changes in the structure and

crystallinity even after doping with various ions. The optical absorption proper-

ties were also modified accordingly, resulting in the change of color from yellow

Metals Oxides and Doped Metal Oxides for Ultrasound and Ultrasound-Assisted. . . 747



to pale orange because of its plate and polyhedral morphologies which proven to

show higher photocatalytic activity than the needlelike crystals due to the better

development of the active crystal faces with suppression of the preferred crystal

growth habit.

Pugazhenthiran et al. [56] evaluated the degradation of acid orange under

various influencing factors like ozonation, catalyst dosage, and the addition of

oxidants. Sonochemically synthesized Bi2O3 catalyst showed a higher degrada-

tion rate when compared with other catalysts. A simple and inexpensive way of

preparing nanocrystalline Bi2O3 was demonstrated which was in contrast to the

widely reported fact that Bi2O3 mostly forms rod-shaped particles. A 3.5-fold

enhancement in the rate of degradation of acid orange 10 upon addition of Bi2O3

during ozonation is attributed to the enhanced generation of active radicals at the

Bi2O3 catalyst surface. Mineralization studies (TOC studies) revealed that Bi2O3

prepared by sonochemical method for the degradation of dyes such as acid

orange 10 gave 40 % degradation within 30 min when compared with other

catalyst.

Chemical Modification: Doping

Most of the nanomaterials find its applications because of its good optical proper-

ties. However, the highly efficient use of nanomaterials is sometimes prevented by

its wide bandgap. The bandgap of these materials lies in the UV regime, which is

only a small fraction of the sun’s energy (<10 %). One of the goals for improve-

ment of the performance of nanomaterials is to increase their optical activity by

shifting the onset of the response from the UV to the visible region 426–428 nm.

There are several ways to achieve this goal. Doping is nothing but the addition of

some impurities to the nanomaterial such that the particle character changes its

optical and electrical properties according to our need. The optical response of any

material is largely determined by its underlying electronic structure. The chemical

composition of nanophotocatalysts can be altered by doping [35].

The doping of nanomaterials influence the following changes:

(i) Morphological, structural, optical, and electrical properties can be altered

through doping of either anion or cation

(ii) Nanomaterials were doped so that they can realize their catalytic potential

under solar irradiations

Addition of a very small amount of a foreign substance (impurity) to a very pure

quantity allows the researchers to tailor its structural, morphological, optical,

magnetic, and electrical properties.

Doping nanomaterials with other elements can narrow the electronic properties

and, thus, alter the optical properties of nanomaterials. In addition, the modification

of nanomaterial surface with other semiconductor can alter the charge transfer

properties between the nanoparticle and the surrounding environment. Specifically,
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the metal or the nonmetal component can be replaced in order to alter the material’s

optical properties [33]. It is desirable to maintain the integrity of the crystal

structure of the photocatalytic host material and to produce favorable changes in

electronic structure. It appears easier to substitute the cation with other transition

metals, and it is more difficult to replace the anion with other anions due to

differences in charge states and ionic radii. The small size of the nanoparticle is

beneficial for the modification of the chemical composition due to a higher toler-

ance of the structural distortion than that of the bulk materials induced by the

inherent lattice strain in nanomaterials.

Meng et al. [39] found that the photocatalysts in the presence of TiO2 used in

water splitting have some barriers. The mainly considered barriers for the

photocatalysts are:

(i) Rapid recombination of photogenerated electron–hole pairs

(ii) Backward reaction and poor activation of TiO2 by visible light

Doping of the catalysts helps in overcoming these barriers by better

photocatalytic activity due to better charge separation. Catalyst should have an

open structure measuring big specific surface area leading to an increase in the

degree of dispersion of active sites. TiO2 acts as a stabilizer to stabilize the

durability and active centers of the doped catalyst.

Types of Doping

The various types of doping in the catalyst structure can be illustrated through the

following scheme (Fig. 2), and the comparison of types of doping was presented in

Table 3.

Fig. 2 Doping types on the TiO2 catalyst [48]
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Various Doping Techniques

Nonmetal Doping

Most of the solar photons come under the visible region such that the ultraviolet is

only 4–5 %, whereas 40 % of the photons are in the visible region. The large

bandgap forms the pitfall of the nanomaterials. These nanomaterials will be acti-

vated upon the irradiation with photons in the UV regions which makes its usage

practically impossible for the direct application of solar radiations. The

nanoparticles can facilitate the visible light photon by changing its morphology

with the help of doping. Nanocatalyst modified by nonmetal doping is gaining

importance which helps in attaining the visible light absorption of a photocatalyst.

Nitrogen was proved to be a distinguished dopant. Xi et al. [57] found a novel

single-step process of doping nitrogen with TiO2 through sonochemical process.

The catalyst was characterized by the XPS data, and the N-doped TiO2 showed

higher binding energy peak at 401.4 eV. The peak was assigned due to the presence

of chemisorbed nitrogen incorporated in TiO2. The photocatalytic activity of the

obtained catalyst was investigated through the degradation of azo dye, direct sky

blue 5B, where the degradation was 100 % in the presence of a doped catalyst

within 50 min under UV light. The average size of the catalyst was found to be

10.8 nm, and the catalyst synthesized through sonication proved to an excellent

catalyst for the degradation under the simulated sunlight.

Panda et al. [58] developed a multifunctional novel material of sulfur-doped

ZnO through sonication process. The developed doped catalyst got an elongated

grass (Fig. 3) like structure grown from a common center with a dimension of

150–250 nm width and 1.5–2 μm in length. The growth process and the clear

structure were due to the sulfur incorporation on ZnO by the sonic energy. The

photocatalytic activity of the catalyst was also increased that the absorption band

shifted to 375 nm showing the blue shift helps in the visible region. Thus, it was

revealed that the sonication involved doping of sulfur on ZnO helps in preparing a

catalyst for solar-assisted photocatalytic reactions.

Table 3 Comparison of types of doping

Surface doping Homogeneous doping

1. Low visible light absorbance 1. High visible light absorbance

2. Wide-light absorption edge 2. Steep absorption edge

3. Low mobility of charge carriers 3. High mobility of charge carriers

4. Lower redox potentials of charge carriers

with visible light than with UV

4. Same redox potentials of charge carriers

with visible light as with UV

5. More flexible in modulating 5. Less flexible in modulating

6. Chemical states of surface dopants 6. Chemical states of bulk dopants

7. Easy to carry out 7. Hard to carry out
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Nonmetal Co-doping

Nitrogen and fluorine (N–F)-co-doped TiO2 has been explored in visible light

photocatalysis due to similar structural preferences of the two dopants. In addition,

the combined structure retains the advantages of N-doping in high visible light

response and the F-doping significant role in charge separation. Furthermore, syner-

gistic effects of the co-doping have been found. In fact, surface fluorination inhibits

phase transformation from anatase to rutile and removal of N-dopants during

annealing. In addition, it reduces the energy cost of doping and also the amount of

oxygen defects in the lattice, as a consequence of the charge compensation between

the nitrogen (p-dopant) and the fluorine (n-dopant) impurities. These effects stabilize

the composite system and effectively reduce the concomitant electron–hole recom-

bination that hampers the photocatalytic performance of singly doped N-TiO2. The

synergistic approach of the N–F doping has been further exploited employing a

modified sol–gel technique based on a nitrogen precursor and a Zonyl FS-300

nonionic fluorosurfactant as both fluorine source and pore template material to

tailor-design the structural properties of TiO2. The obtained materials are active

under visible light illumination and have been used for the photocatalytic degrada-

tion of a variety of pollutants in water. Very recently, these N–F-doped titania

materials were successfully immobilized on glass substrates employing the

dip-coating method with subsequent drying under infrared lamp, followed by

calcination at 400 �C. The nanostructured titania-doped thin films preserve their

Fig. 3 Fe-SEM of sulfur-doped ZnO [58]
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visible light-induced catalytic activity. Furthermore, comparative EPR

measurements between the co-doped and reference samples identified distinct N

spin species in N–F–TiO2, with a high sensitivity to visible light irradiation. The

abundance of these paramagnetic centers verifies the formation of localized intra-gap

states in TiO2 and implies synergistic effects between fluorine and nitrogen dopants.

The photocatalytic effect was increased by the combined doping effect of

nitrogen- and fluorine-doped catalyst. This doping involves an opal reverse growth

method using silica colloids for liquid phase deposition of N–F–TiO2 where the

catalyst grows in a hierarchical order in which macro-mesoporous structures were

developed. These mixed multiple structures help in arriving stability and efficient

photocatalysis through photon multiple scattering effect. Following another

approach, recently the visible light active photocatalytic properties increased by

the use of oxygen-rich catalyst through thermal decomposition of oxygen with the

corresponding nanocatalyst wherein the catalyst has mixed proportions of catalyst

with peroxo catalyst which has efficient visible light photocatalytic activity. It was

found that the increased oxygen bond strength which gives way for upward shifting

of the valence band (VB) helps to have improved photocatalytic shift for visible

lights. Superconducting bandgap structures (�1.8 eV) control the activity and

various other scattering effects.

Noble Metal and Transition Metal Deposition

The photocatalytic activity of TiO2 can be improved by modifying it with transition

metals such as Cr, Co, V, and Fe as these metals enable the spectral response of

TiO2 to be available better in the visible region. The transition metals may also

cause a lowering of quantum efficiency of photocatalyst as it also acts as recombi-

nation sites for the photo-induced charge carriers. However, the reported research

findings ensured that there has been an enhanced photocatalytic performance for Cr

or V metal-deposited TiO2 rather than bare TiO2 during the nitrous oxide degrada-

tion under solar irradiation. There have been many literatures on modifying TiO2

with a wide spectrum of transition metals, namely, Fe, Cu, Co, Ni, Cr, V, Mn, Mo,

Nb, W, Ru, Pt, and Au (Fig. 4).

On account of incorporating such transition metals in the titania crystal lattice,

new energy levels between the valence band and conductive band will be formed

which further help in inducing light absorption to shift toward the visible light

region. Based on the property and the amount of the doping agent, the

photocatalytic activity differs. The main limitation inherent with transition metals

is the effect of photocorrosion which further induces charge recombination at metal

sites. In case of doping using noble metals like Ag, Au, Pt, and Pd, the

photocatalytic efficiency of TiO2 surface will be enhanced under visible light.

This is attributed to the effect of doped TiO2 that acts as an electron trap, thereby

interfacial charge transfer gets promoted for delaying the recombination

of electron–hole pair. The Pt doping on TiO2 enabled trapping of photogenerated

electrons for increasing the transfer rate of photo-induced electron at the interface.
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The SEM results revealed that the morphology of the synthesized Bi2O3 and

Fe-doped Bi2O3 was porous microspheres (Fig. 5). According to the results

obtained using this synthesis method, the doped catalyst has strong visible light

photoactivity in the range of 420–600 nm.

Sol–Gel Method

The sol–gel method of doping photocatalyst is one of the versatile, widely used

methods by which the colloidal suspension called sol can be formed as a result of

the hydrolysis and polymerization reactions of the precursors such as inorganic

metal salts or metal organic compounds such as metal alkoxides. After complete

polymerization, the depletion of solvent will enable the transition of liquid sol into a

solid gel phase, which suggests the name of the method as “sol–gel.” By optimizing

the conditions of sol–gel formation, various nanomaterials can be synthesized and

also can be doped with the transition metals.

Khataee et al. [61] and Wang et al. [62] prepared Pr-doped ZnO catalyst through

sonochemical and sol–gel methods, respectively. The synthesis was the Pr-doped

ZnO catalyst formed has different crystal size such that the minimum sizes of the

formed crystal were 9.07 and 25.4 nm, respectively. In this, the sonochemically

synthesized doped catalyst got very less crystal size of 9.07 nm due to the influence

Fig. 4 SEM images of bare TiO2 and varied concentration of Fe-doped TiO2 [59]
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of the ultrasound during the synthesis process. The photocatalytic activity of the

catalyst also varied due to the difference in the binding energies of the catalyst

between the various synthesis routes. Different synthesis routes of catalyst when

employed in the degradation of the model gave complete color removal when

compared with the bare catalyst.

Hydrothermal Method

The method of hydrothermal synthesis is usually a reaction in aqueous solutions

that takes place in autoclaves either coated or not coated with Teflon liners under

controlled temperature and/or pressure. The temperature can be raised beyond the

water boiling point, thus reaching up to the level of vapor saturation pressure. As

the name suggests, this method depends mainly on the two factors such as the

temperature and the amount of solution added to the autoclave for determining the

production of internal pressure which eventually helps widely in the production of

small particles in the ceramics industry. Chen et al. [63] synthesized Cu-doped

ZnO through hydrothermal process, and their characterization results insisted the

face selective crystal growth inhibition due to the intrinsic properties of Cu on

incorporation on the ZnO surface. The catalyst formed a thin filmlike structure

confirming the p-type Cu-doped ZnO fabricated rectifying diodes. The doping

Fig. 5 SEM of bare Bi2O3 and Fe-doped Bi2O3 [60]
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also favored in the application of optoelectronic devices. The hydrothermal

synthesis showed the crystal growth inhibition mechanism during the synthesis

of Cu-doped ZnO. Khataee et al. [61] synthesized Eu-doped ZnO through

sonochemical synthesis which exhibited hexagonal structure and slightly shifted

toward the visible spectra showing the same characteristics of La-doped TiO2, the

particle size was found to be in the range of 20–30 nm much smaller than

the undoped ZnO. The hexagonal structure of the Eu-doped ZnO was due to the

successful incorporation of Eu3+ on the crystal lattice of ZnO through the assis-

tance of ultrasound which enhanced the catalytic activity during the degradation

of AR17 dye up to 90 %.

Solvothermal Method

The only difference between hydrothermal and solvothermal method is that in

solvothermal method nonaqueous solvents are used. As any type of organic sol-

vents even with higher boiling points can be employed in solvothermal method, this

method has the advantage of elevating the temperature higher than that of hydro-

thermal method. The distribution of size and shape and also the crystallinity of the

synthesized nanoparticles can also be controlled much better than that of hydro-

thermal method. With all these advantages, this method is chosen to be versatile for

the synthesis of a wide range of nanoparticles of narrow size distribution. The

solvothermal doping of metal nanoparticles is quite a challenging method as it

consumes large time. Jovani et al. [64] synthesized a single-phase yellow ceramic

pigment based on the Cr- and Sb-doped TiO2 through microemulsion-mediated

solvothermal method at temperature of 180 �C. The synthesized samples found to

have good chemical and thermal stabilization. The spherical shape of the pigment

was transited by the application of high temperature which helps in the change of

the morphology of the rutile or anatase single phase of TiO2.

Direct Oxidation Method

The doping of catalyst takes place through direct oxidation method at very high

temperature. The samples prepared through this method are mostly used for fuel cell

application. The electrode cells are synthesized through this doping technique such

that the unstable nanomaterial can be stabilized by the insertion of the foreign ions

or compounds into it. Synthesized gadolinia doped with Bi2O3 had promoted the

catalytic activity in the methane oxidation. Bismuth oxide can be used extensively

in industrial oxidation reactions; further they developed a novel ceramic system

through this methane direct oxidation for the synthesis of anode materials which are

highly responsible in the electricity generation without syngas production. The

catalytic activity of the ceramic system increases over the pseudo-steady-state

value, and this catalyst produces high CO2 and H2 at a lower temperature of

600 �C or lower.
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Sonochemical Method

For the synthesis of a wide range of nanomaterials and also high-surface area

transition metals, alloys, carbides, oxides, and colloids, ultrasound plays an impor-

tant role. The chemical effects of ultrasound do not arise directly from an interac-

tion with molecular species but arise from the acoustic cavitation constituting the

formation, growth, and implosive collapse of bubbles in a liquid. During the

incidence of cavitational collapse, higher temperature (5,000 K) as well as pres-

sures (1,000 atm) and enormous heating and cooling rates (>109 K/s) occurs. Many

researchers have reported that the synthesis of catalyst and doping of catalyst take

place well in sonochemical method. Awati et al. [65] demonstrated the advantages

of sonication versus the conventional method of preparing titania. They found that

the more uniform distribution/dispersion of the nanoparticles, a marginally higher

surface area, better thermal stability, and phase purity are some of the advantages of

the preparation of nanocrystalline titania by the ultrasonication method.

Shirsath et al. [66] synthesized Fe- and Ce-doped TiO2 through sonochemical

approach and conventional doping method. The samples synthesized through

sonochemical approach exhibited higher peaks in the XRD pattern than the con-

ventional method revealing that the crystallinity of Fe-doped TiO2 showed

enhanced formation of crystalline particles. The photolytic property of the catalyst

also shifts toward visible region which depends upon the method of preparation

such that the absorption spectra shift in the visible range between 400 and 600 nm.

The degradation studies of the Fe-doped TiO2 show the effective degradation within

120 min under UV irradiation. Chakma and Moholkar [67] prepared Fe3+-doped

ZnO catalyst through ultrasound-assisted impregnation method. The sonochemical

process helped in the formation of hexagonal wurtzite crystal structure in all Fe3+-

doped ZnO where the average particle size of the doped catalyst was found to be

56–60 nm. This smaller size and uniform distribution of the dopant on the catalyst

was due to the contribution of sonication on the synthesis process. The BET surface

area of the synthesized Fe3+ doped ZnO catalyst 4.34 m2/g which is a reduced one

due to the de-agglomeration caused by the sonication-assisted synthesis in the

presence of surfactant. The degradation of acid red B dye with the doped catalyst

gave higher decolorization of 80 %, which is twofolds higher than the individual

process with the catalyst.

Eskandarloo et al. [68] studied through the ultrasound-assisted sol–gel synthesis

of Co-doped TiO2 that the sonication during sol–gel synthesis helped in morphol-

ogy, size, and crystallinity of the particles and in-depth uniform distribution of

dopant ions into the TiO2 lattice. The TEM image of the doped catalyst confirms the

mean particle size to be about 20 nm showing the role of ultrasound in the crystal

growth and phase transformation of the catalyst during the synthesis. Further the

spherical structure and slight agglomeration with uniform distribution of dopant

ions on the surface of TiO2 where ultrasound plays a key in the blue shift toward the

visible region helping with higher photodegradation activity. The degradation of

methyl orange showed maximum removal rate of 96.33 % achieved by the combi-

nation of ultrasound and successful synthesis method [69].
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Conclusion and Future Directions

Advanced oxidation processes involving doped catalyst have gained more attention

recently. The usage of doped catalyst in many applications for degradation studies

and other catalytic studies has covered more areas in research. Many industries now

look for the commercialization of these doped catalysts for various applications

apart from wastewater treatment. The metal doping method has been used widely

and being commercialized in the form of powders and colloidal solutions. The

activity of the catalyst shifts from the UV region to the visible region. It has the

ability to be used as antibacterial and self-cleaning applications with solar light. The

major problem with doped catalyst is the loss of photocatalytic activity with

repeated regeneration and recycling. The efficiency and storage properties depend

upon the preparation method of the doped catalyst and the dopant used. The higher

recombination rates of the metal ions sometimes lower the activity of the doped

catalyst, thereby the activity of bare catalyst is even higher.

The difficulty faced by the nonmetal-doped catalyst is that the activity under

visible light is much lower than the ultraviolet. The development of new optimized

doped catalyst for more activities under visible light is more essential. The activity

can be increased by changing the surface characteristics such that the chemical and

physical stabilities are optimized to be better than the previous one. These materials

together with the development of technically applicable self-aligning

photocatalytic coating systems adaptable to the major substrates will represent a

groundbreaking step change in this field particularly in the economic viability of a

range of potential processes. Nonmetal doping seems to be more promising than

metal-doped catalyst.

The cost analysis described about various advanced oxidation processes (AOPs)

with respect to their operational costs. The studies reported that the overall cost

constituting the capital, operating, and maintenance cost incurred for individual

sonolysis seems to be economically unacceptable as only 34 % of electrical energy

is being converted to cavitation energy during treatment of industrial effluents.

However, sonolysis is considered superior among other AOPs in terms of efficiency

and environmental safety in spite of its higher overall cost. Therefore, integration of

other modes of energy like ultraviolet (UV) irradiation and combination of doped

catalysts and chemical additives such as Fenton reagent, H2O2, or ozone along with

sonolysis are found economical for efficient and economical wastewater treatment.

Thus, the present research is throwing light on the investigation of possible com-

bination and optimization of photocatalyst, UV, and other additives with sonolytic

treatment.

To achieve higher treatment efficiency, the use of different catalysts and further

exploration of novel catalysts are continuously being increased. Further, the use of

sophisticated synthesized nanoassembled doped photocatalyst requires

posttreatment recovery for possible commercialization of catalyst-assisted AOPs.

To make recovery of the photocatalyst particles feasible after degradation of the

aqueous effluent system, the method of forming nanostructures rather than

nanoparticles for instance, TiO2 nanotubes or nanowires will comply to the easier
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recovery methods. The heterogeneous catalytic materials are presently gaining

attention for their easy recovery, however, deterioration of their catalytic activity

after prolonged usage. On employing catalyst during sonocatalytic degradation,

ultrasonic irradiation creates an adsorption–desorption phenomenon with simulta-

neous cleaning of the catalyst surface. Hence, after completion of degradation,

essential parameters of the catalysts like structural stability, reproducibility, and the

extent of deactivation are needed to be analyzed. In case of adding chemical agents

to conjugate with sonolysis, those that are capable of being hydrogen radical (•OH)

scavenger such as H2O2, Fenton reagent at an optimum dosage is beneficial.

Further, the optimization helps in such a way to not to produce secondary pollutants

during effluent treatment. However, the optimum dosage generally depends on

wastewater characteristics as the real-time effluent may typically contain various

organic dyes and inorganic contaminants. On the other hand, it also depends on the

ultrasonic operating conditions, namely, power density, operating frequency, and

reactor configuration as these parameters will influence the effectiveness of free

radical attack performed by the chemical agents.
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Abstract
In recent years, micropollutants have become an emerging issue in natural
water bodies, especially in industrialized countries. To treat those
micropollutants, different advanced oxidation processes were developed and
optimized. Some of the advanced oxidation processes need additional chemicals
(catalysts, oxidation agents, pH control), which have to be separated, (re)

P. Braeutigam (*)
Center for Energy and Environmental Chemistry (CEEC), Institute of Technical and Environmental
Chemistry, Friedrich-Schiller-Universität Jena, Jena, Germany
e-mail: patrick.braeutigam@uni-jena.de

# Springer Science+Business Media Singapore 2016
M. Ashokkumar (ed.), Handbook of Ultrasonics and Sonochemistry,
DOI 10.1007/978-981-287-278-4_56

761

mailto:patrick.braeutigam@uni-jena.de


activated, or degraded after the treatment process often followed by a neutral-
ization step accompanied with high salt loads. Cavitation processes belong to
the group of advanced oxidation processes, due to the formation of highly
reactive hydroxyl radicals by the homolytic cleavage of water molecules in the
cavitation bubbles. Cavitation processes do not need any additional chemicals
and do not rely on the salt content or turbidity. Moreover, the formation of
hydroxyl radicals takes place in the whole volume of the treated water and is
not restricted to a specific surface. However, the energy demand of cavitation
processes is higher compared to other advanced oxidation processes. Therefore,
new cavitation-based processes have to be developed to overcome the disad-
vantages. One possibility is the use of a combination of hydrodynamic and
acoustic cavitation in one reactor, the so-called hydrodynamic-acoustic-cavita-
tion. Within this, the effect of different parameters on the hydroxyl radical
formation within a HAC setup is discussed and compared with literature data.
Therefore, the oxidation of salicylic acid via hydroxyl radicals was used as
model reaction (salicylic acid dosimetry). Moreover, a comparison concerning
the synergy and the energy efficiency was done and research desiderata were
derived.

Keywords
Cavitation • Energy efficiency assessment • Hydrodynamic cavitation • Acoustic
cavitation • Hydrodynamic-acoustic-cavitation (HAC) • Orifices • Reactor •
Micropollutants • Salicylic acis dosimetry • Hydroxyl radical formation

Introduction

In recent years, micropollutants – for example, pharmaceuticals, endocrine
disruptors, or industrial chemicals – in natural waters have become an emerging
issue, especially in industrialized countries [1, 2]. Numerous investigations have
been carried out on the occurrence, distribution, and fate of these substances
[3, 4]. Micropollutants have been found in the aquatic environment around the
world and were detected in surface water, groundwater, and even in drinking water
[5, 6]. For example, up to now more than 130 pharmaceutical substances could be
detected in the European aquatic environment [7]. The risk for living organisms is
difficult to assess [2, 8], but the formation of resistances of microorganisms by
antibiotics [9] or the feminization of fish populations by hormones [10] is discussed.

Therefore, as a preventive step, different techniques for the elimination of these
substances were developed.

On the one hand, there exist methods which separate micropollutants from
water without changing the chemical structure of the molecules, like adsorption or
filtration processes [11, 12]. The main advantage of those techniques is that no
(potentially toxic) transformation products are formed within the separation step, but
disadvantages arise from additional purification steps of the concentrated pollutants
or separation and/or reactivation of the adsorbents or filter materials.
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On the other hand, there exists methods which degrade micropollutants in situ via
different techniques, for example with biological, electrochemical, or photochemical
processes [13–15]. Many of these methods can be summarized as advanced oxida-
tion processes, where highly reactive hydroxyl radicals were formed [16]. Typical
methods are photocatalysis [17], electrochemical oxidation with boron-doped dia-
mond electrodes [15], Fenton reaction [18], UV/H2O2 [19], or cavitation [20], to
name only a few. The advantage of those methods is that nearly all organic
micropollutants were degraded in solution and in the best case no waste is produced
(mineralization), but within the oxidative transformation processes in some cases
toxic intermediates can be formed, which could lead to a secondary pollution.
However, the toxic secondary pollution can be decreased based on degradation
kinetics via retention time control.

Some of the advanced oxidation processes need additional chemicals (catalysts,
oxidation agents, pH control), which have to be separated or degraded after the
treatment process often followed by a neutralization step (accompanied with high
salt loads). Only the electrochemical oxidation (with electrodes having a high O2

overpotential), photooxidation via UV light, and cavitation processes work without
additional chemicals. However, the success of electrochemical oxidation processes
is connected with the available salt content (conductibility) and limited to electrode
surface and mass transfer of the micropollutants to the electrode surface. Moreover,
fouling processes at the electrode can decrease the effectiveness of the electrochem-
ical oxidation with time [15]. UVoxidation is limited to the penetration depth of the
UV light into the water (Lambert-Beer’s law), which can be decreased with increas-
ing turbidity [17].

Cavitation processes do not need any additional chemicals and do not rely on the
salt content or turbidity [20]. Moreover, the formation of hydroxyl radicals takes
place in the whole volume of the treated water. However, the energy demand of
cavitation processes is higher compared to other advanced oxidation processes [21].

Cavitation is defined as the formation, growth, and subsequent collapse of gas- or
vapor-filled bubbles in fluids [22]. In the collapse phase, high temperatures are
generated in the bubbles (up to 5000 K) leading to homolytic cleavage of water
molecules to form highly reactive hydroxyl or perhydroxyl radicals able to oxidize
contaminants in aqueous systems [20, 23].

Cavitation can be initiated either by acoustic effects (ultrasound – AC) or through
the utilization of hydrodynamic phenomena (HC) [24]. Both techniques have advan-
tages and disadvantages, concerning scale-up, energy efficiency, collapse tempera-
ture, and bubble density [25, 26].

Cavitation is most commonly generated by ultrasonic transducers (acoustic
cavitation), but problems concerning energy requirement and scale-up possibilities
exist [27]. An alternative for generation of cavitation events is hydrodynamic
cavitation, where bubbles are created due to a pressure drop caused by increasing
fluid velocity (Bernoulli principle) and/or boundary layer separation [28, 29]. This
technology offers a better scale-up possibility [30], a higher bubble density, and
lower investment costs [31]. Investigations concerning the energy efficiency lead to
different results with regard to the generation method (AC vs. HC) [25, 32, 33].

Degradation of Organic Micropollutants by Hydrodynamic and/or Acoustic. . . 763



However, the collapse intensity (temperature and pressure at the collapse) for
hydrodynamic cavitation is lower in comparison to acoustic cavitation [34].

Therefore, a combination of both techniques in one reactor system (hydrody-
namic-acoustic-cavitation – HAC) was introduced with the aim of using the advan-
tages of each generation method (high bubble density and high collapse intensity) by
avoiding the corresponding disadvantages. The proposed mechanism is related to the
separation of bubble formation ans bubble collapse. Within hydrodynamic cavita-
tion, which is the first step, a high bubble density is produced. At this step, a collapse
of that bubbles is not intended due to the low collapse intensity at this stage. The
bubbles will be transported to the acoustic field and collapse there under harsh
conditions (Fig. 1). Moreover, bubble density as well as bubble size distribution
can be varied within the transport due to different pressure-dependent effects like
shrinking, growing, coalescence, or degassing.

Based on the proposed mechanism, hydrodynamic cavitation only generates a
maximum value of bubbles (with the optimal critical size for acoustic cavitation),
which are only collapsed within the acoustic field. With that approach, a high bubble
density (reaction volume) could be connected with high collapse intensities (reaction
conditions), leading to higher degradation rates and a more energy efficient process.

Up to now, only four publications exist, studying this combination, where always
better results could be detected in the combined system for disinfection [35], the
degradation of chloroform in water via a pyrolytic pathway [36], the oxidative
degradation of the pharmaceutical carbamazepine in water [37], and the salicylic
acid dosimetry [31]. However, the knowledge concerning this technology and the
influencing parameters are limited and needs to be improved.

Fig. 1 Proposed mechanism of the hydrodynamic-acoustic-cavitation
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Within this study, the influence of different parameters, like reaction temperature,
restriction specific parameters, the distance between the orifice and the sonotrode tip,
amplitude, and pulsed ultrasound on the hydroxyl radical formation within a
hydrodynamic-acoustic-cavitation setup will be discussed and compared with avail-
able literature data. A comparison of the HAC system with the individual methods
regarding the OH-radical concentration as well as the cavitation-chemical efficiency
will be shown, too.

Materials and Methods

This section contains the detailed description of the reagents used in this study
(section “Chemicals”), the construction of the device used for the generation of HAC
(section “HACReactor”), the orifices (section “Orifices”) as well as the experimental
procedures (section “Experimental Procedure”), and the analytical methods (section
“Analytical Methods”).

Chemicals

The chemicals used in this study are listed in Table 1 and were used as received. The
water used for preparation of the stock solutions was purified by ion exchange
resulting in a conductivity of 1.5 μS cm�1.

HAC Reactor

The setup for creating HAC is shown in Fig. 2.
All parts of the setup, which were in contact with the solution, were constructed

from stainless steel (SS 316). The loop setup consists of a reservoir (1) equipped with

Table 1 Overview of the chemicals used in this study

Compound Formula Structure Purity Supplier

Salicylic acid C7H6O3 >99 % Sigma-Aldrich

2,3-Dihydroxybenzoic acid C7H6O4 >99 % Sigma-Aldrich

2,5-Dihydroxybenzoic acid C7H6O4 >98 % Sigma-Aldrich

Catechol C6H6O2 >99 % Sigma-Aldrich

Phosphoric acid H3PO4 – >99.9 % Sigma-Aldrich

Methanol CH3OH – >99.9 % VWR
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an inlet, sample port, and cooling coil connected to a thermostat ((2) – Proline RP
855, Lauda GmbH & Co. KG, Lauda-Königshofen, Germany, �55 < T < 200 �C,
accuracy: � 0.2 K) to control the temperature of the solution. The reservoir was
connected to the suction side of a pump ((3) –GY-028/II-LL-LA – centrifugal pump,
1.1 kW, 2800 min�1, SPECK Pumps GmbH & Co KG, Roth, Germany). The
pressure side of the pump was connected via pipes (inner diameter: 10 mm) to the
HAC reactor (5) and a loop to the reservoir was installed. The up- (pu) and
downstream pressure (pd, regarding HAC reactor) were measured with manometers
(PGI series, Swagelok Germany, Markranstädt, Germany, accuracy: 0.5–2.5 %). The
HAC reactor (self-made, cylindrical, ID 30 � 210 mm, stainless steel, 110 mL)
consists of a replaceable orifice plate (4) at the entry of the reactor and a sonotrode
connected to an ultrasound generator ((6) – UP200S, Hielscher Ultrasonics GmbH,
Teltow, Germany, 24 kHz, 200 W, sonotrode: S14L2D, tip diameter: 14 mm,
maximum amplitude: 125 μm). After the HAC reactor, the flow was measured
(DRS-9250I4L4420, Kobold Messring GmbH, Hofheim, Germany, 0–40 L min�1,
accuracy: 1.5 %). Moreover, the electrical energy consumption was determined by
an energy monitor (Voltcraft Energie Monitor 3000, Conrad Electronic SE,
Hirschau, Germany, accuracy: �1 %) [37].

Orifices

In this study, different orifices (diameter: 12 mm, thickness: 2 mm, stainless steel
(SS 316)) were used (Table 2).

The orifice-specific parameter β0 describes the ratio of the cross-sectional area of
the hole(s) to the cross-sectional area of the pipe and is given in percentage

T X
F

1

3

4

pu

pd

5 6
o

2

Fig. 2 Schematic overview of the HAC setup and a photo of the HAC reactor [37] ((1) reservoir,
(2) cooling coil connected to a thermostat, (3) pump, (4) orifice, (5) HAC reactor, (6) ultrasound
generator with sonotrode, ( pu) upstream pressure, ( pd) downstream pressure, (F) flow, (T ) tem-
perature, (χ) conductivity)
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(Formula 1) [38]. A β0 of 30 % means that the orifice blocks 70 % of the cross-
sectional area of the pipe and 30 % is available for the flow.

β0 ¼
Ah

Ap
� 100% ¼ nr2h

r2p

 !
circle

� 100% (1)

Formula 1: Calculation of the orifice-specific parameter β0.
((Ah) cross-sectional area of the hole, (Ap) cross-sectional area of the pipe,

(n) number of holes on the orifice, (rh) radius of the cross-sectional area of the
hole(s) on the orifice, (rp) radius of the cross-sectional area of the pipe).

Another orifice-specific parameter called δ describes the radial displacement of
the hole(s) on the orifice plate and is given in percentage, whereas a δ of 0 % means
that the hole is in the center of the plate, and a δ of 100 % means that the hole is
located next to the pipe wall [24].

Experimental Procedure

As a first step, an orifice was installed in the HAC reactor and the freshly prepared
aqueous solution of salicylic acid (0.1 mM, 1 L) was filled into the reservoir. The
temperature of the solution was adjusted to a desired value. The reservoir was closed
and the pump as well as the ultrasound generator (for AC and HAC experiments)
was switched on. For the experiments with acoustic cavitation as single method
(AC) orifice plate number 11 was used, having the equal hole diameter as the pipe
(10 mm). Samples were taken from the sample port before the reaction (0 min,
initial concentration) and after 30 min reaction time. Each experiment was
conducted at least two times and analyzed via HPLC-DAD (each at least as double
determination).

Table 2 Overview of the orifices and specific parameters

Orifice number Diameter of the hole (mm) Area of the hole (mm2) β0 (%) δ (%)

1 2.3 4.15 5.29 0

2 2.5 4.91 6.25 0

3 2.9 6.60 8.41 0

4 3.0 7.07 9.00 0

5 3.2 8.04 10.24 0

6 3.5 9.61 12.25 0

7 3.7 10.75 13.69 0

8 4.0 12.56 16.00 0

9 4.5 15.90 20.25 0

10 5.0 19.63 25.00 0

11 10.0 78.54 100 0
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Analytical Methods

This section describes the analytical methods for quantification of hydroxyl radicals
in the HAC setup, starting with the description of the salicylic acid dosimetry as
model reaction (section “Salicylic Acid Dosimetry”) followed by the detection of the
intermediates via HPLC-DAD measurements and calculation of the hydroxyl radical
concentration (section “HPLC Measurements”).

Salicylic Acid Dosimetry
For quantification of hydroxyl radical concentration, salicylic acid dosimetry was
used in this study. Within that model reaction, salicylic acid is degraded
through hydroxyl radical attack and formation of the hydroxylated intermediates
2,5-dihydroxybenzoic acid, 2,3-dihydroxybenzoic acid, and catechol (Fig. 3) [25].

The calculation of the reactive hydroxyl radical concentration can be done by the
addition of the individual concentrations of the hydroxylated intermediates, which
can be provided by HPLC-DAD measurements.

HPLC Measurements
HPLC measurements were carried out on a HPLC system (CD-2060 Plus column
oven, PU-2080 Plus eluent pumps, AS 2055 Plus autosampler, JASCO Germany
GmbH, Gross-Umstadt, Germany). The separation of salicylic acid and the
corresponding hydroxylated intermediates (injection volume: 50 μL) was performed
with a Kromasil C18 (250 mm� 4.6 mm� 5 μm) column, a flow rate of 1 ml min�1

(mobile phase (ultrapure water + phosphoric acid (pH 2)/methanol 40/60 (v/v)) and
a column oven temperature of 35 �C. For the detection of the substances, a diode
array detector (MD-2010 Plus multi-wavelength detector, JASCO Germany GmbH,
Gross-Umstadt, Germany) was used working at 204 nm (salicylic acid (18.4 min),
2,3-dihydroxybenzoic acid (8.8 min), catechol (5.9 min) and 212 nm
(2,5-dihydroxybenzoic acid (6.7 min)). The integrated peak areas correlate with
the concentration of the corresponding substance. The quantitative analysis was
done by external calibration with standards (see section “Chemicals”). Each analysis
was repeated two times for quality control. A corresponding chromatogram is shown
in Fig. 4.

COOH COOH

OH OH

+ + +

COOH

OH OH

OH

CO2

OHHO

Salicylicacid 2,5-Di(OH)-benzoic
acid

2,3-Di(OH)-benzoic
acid

Catechol

Fig. 3 Reaction schematic of salicylic acid dosimetry
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Results and Discussion

This section deals with the description of the effects of different parameters on
hydroxyl radical formation in the hydrodynamic-acoustic cavitation setup. There-
fore, the effects of the orifice-specific parameter β0 (section “Effect of β0 on the
Hydroxyl Radical Formation”) and the reaction temperature (section “Effect of
Reaction Temperature on the Hydroxyl Radical Formation”) are discussed. The
effects of ultrasound specific parameters amplitude and pulse mode were described
in the sections “Effect of Ultrasound Amplitude on the Hydroxyl Radical Forma-
tion” and “Effect of Pulsed Ultrasound on the Hydroxyl Radical Formation”,
respectively, followed by the effect of the distance between the orifice and the
sonotrode tip (section “Effect of the Distance Between Orifice and Sonotrode Tip
on the Hydroxyl Radical Formation”). At the end, a comparison of the combined
method (HAC) with the individual methods (HC and AC) is done based on the
hydroxyl radical concentration (section “Comparison of the Methods”) and the
energy efficiency (section “Energy Efficiency Assessment”).

Effect of b0 on the Hydroxyl Radical Formation

In this study, the effect of the orifice-specific parameter β0 (see section “Orifices”)
was investigated in the range of 5.29–100 % with regard to the hydroxyl radical
formation in the HAC setup (Fig. 5).

As can be seen in Fig. 5, a decrease in β0 leads to a significant increase in the
generated hydroxyl radicals. The single continuous ultrasound treatment
(β0 = 100 %) could produce a hydroxyl radical concentration of 0.34 μmol L�1

Fig. 5 Effect of β0 on the hydroxyl radical formation in the hydrodynamic-acoustic-cavitation
setup (1 L, 0.1 mM aqueous salicylic acid solution, orifice number 1–11, 24 kHz, 125 μm, distance
HC-AC: 2.8 cm, 35 �C, 30 min)
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within 30 min, whereas the HAC setup with a β0 of 5.29 % (orifice number 1) could
generate more than a fivefold amount (1.72 μmol L�1) in the same time.

The effects of the orifice-specific parameter β0 were mostly described in works
concerning hydrodynamic cavitation as a single method. Here, β0 is described as
parameter, who affects the number of bubbles and collapse conditions. In many
studies, it was found that an increase in β0 leads to a decrease in fluid velocity
accompanied with a decrease in the collapse conditions and number of bubbles
generated, and therefore a decrease in β0 was derived to reach higher degradation
rates in advanced oxidation processes [32, 39].

Nevertheless, there exists other studies, where optimal values for β0 were found
[26, 36]. With a decrease in β0, the pressure drop increases at constant flow rates,
leading to a shift in the bubble size distribution to bigger bubble sizes, an increase in
bubble density, and an increased possibility for degassing processes [40]. This could
be a reason for optimal values of β0, next to supercavitation phenomena, which
become more probable with increasing pressure drops [30].

The effect of β0 in the HAC system could be different compared to the effect of
β0 in the HC system. Within the HC system, the optimal operating point is based on
the optimization of the number of bubbles as well as the collapse conditions, which
are both influenced by the β0 value. Within the HAC system, the generation of the
bubbles and the collapse are separated in the best case. Therefore, β0 has to be
optimized with regard to the production of a high number of bubbles, having the
critical radius when they reach the acoustic field for collapse. The effect of β0 on the
collapse (induced by HC) is not been focused on in the HAC approach.

Concerning the combined system of hydrodynamic and acoustic cavitation, only
four publications exist [31, 35–37]. In two of them, the effect of β0 was investigated.
For the pyrolytic degradation of chloroform in water an optimal β0 of 7.8 % was
found [36], whereas in the oxidative degradation of the pharmaceutical carbamaze-
pine optimal values for β0 of around 6.3 % exist [37].

In this study, a decrease in β0 leads to a continuous increase in hydroxyl
radical formation. Based on the proposed mechanism for HAC, the HC unit is
only responsible for the production of a high amount of bubbles. With decreasing
β0, the pressure drop increases continuously leading to continuously increased
bubble density and bubble sizes. The bubble sizes, which are produced by
acoustic cavitation, depend on the ultrasound frequency as well as on the
acoustic power, where higher frequencies and higher power input lead to a narrow
distribution with smaller bubbles, whereas lower frequencies and power inputs form
broader distributions at higher bubble sizes [41]. Hence, the interaction of the
acoustic field with the available bubbles (for example, produced by HC) is limited
to those sizes.

With the HAC system (24 kHz, 200 W) used in this study, a wide range of
comparable bigger bubbles could be used in the acoustic field. The bigger size of
bubbles is correlated with a higher bubble density and therefore a higher reaction
volume produced by the HC unit [40]. Based on the results, a higher density and
bubble size after the orifice is preferable for hydroxyl radical production with low
frequency ultrasound HAC systems. HAC systems using higher ultrasound
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frequencies could show optimal results with orifices having different β0 values, but
this needs further experimental and theoretical confirmation.

Moreover, an optimum could be found with orifices having a β0 < 5 % in this
study, but this could not be investigated due to the temperature stability, which could
not be guaranteed in this β0 range. Another possible explanation for the different
behavior in this study could be that the production of hydroxyl radicals needs harsher
conditions than the oxidative or pyrolytic degradation of chloroform or carbamaz-
epine in water and smaller β0 values are preferable in this case. Based on the lack of
experimental as well as theoretical studies, the effect of the parameter β0 in the HAC
system could not be elucidated in detail and needs further research activities.

For all further investigations, orifice number 1 having a β0 of 5.29 % was used.

Effect of Reaction Temperature on the Hydroxyl Radical Formation

The effect of the reaction temperature in the range of 35–50 �C on the hydroxyl
radical formation in the HAC setup is displayed in Fig. 6.

In Fig. 6, it could be seen that with increasing reaction temperature the hydroxyl
radical formation decreases slightly from 1.72 μmol L�1 at 35 �C to 1.52 μmol L�1

at 50 �C.
Different physical-chemical parameters like vapor pressure, viscosity, surface

tension, or gas solubility are temperature dependent and influence the cavitation
process in terms of generation, growth, and collapse [42].

With increasing reaction temperature, the vapor pressure of water increases
leading to an easier generation of cavitation bubbles accompanied with decreasing
collapse conditions (Formula 2 and 3) [43], due to an increased vapor entrance into

Fig. 6 Effect of the reaction temperature on the hydroxyl radical formation in the hydrodynamic-
acoustic-cavitation setup (1 L, 0.1 mM aqueous salicylic acid solution, orifice number 1, 24 kHz,
125 μm, distance HC-AC: 2.8 cm, 35–50 �C, 30 min)
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the bubbles accompanied by decay of bubble collapse, resulting in decreased
OH-radical concentration [44].

Tmax ¼ Tf
Pm K � 1ð Þ

P

� �
(2)

Formula 2: Calculation of the maximum temperature at the bubble
collapse [43].

(Tmax – maximum gas temperature, Tf –fluid temperature, Pm – liquid pressure at
transient collapse, K – ratio of specific heats for the gas, P – gas pressure in the
bubble at its maximum size).

Pmax ¼ P
Pm K � 1ð Þ

P

� �K
K�1=

(3)

Formula 3: Calculation of the maximum pressure at the bubble collapse [43].
(Pmax – maximum gas pressure in the collapsing bubble, P – gas pressure in the

bubble at its maximum size, Pm – liquid pressure at transient collapse, K – ratio of
specific heats for the gas).

However, the rate constant depends on the reaction temperature, too. Thus, an
increase in reaction temperature should lead to increased conversion, which means
increased hydroxyl radical concentration. Therefore, optimal temperature ranges are
expected for the formation of hydroxyl radicals within cavitation-based processes
and could be shown, especially for high frequencies [44].

In the studies concerning HAC systems, only one paper deals with the effect of
the reaction temperature on the degradation of carbamazepine, where an optimal
temperature of 25 �C was found [37]. In this study, a slight decrease of hydroxyl
radical formation was observed between 35 �C and 50 �C, which is consistent with
the published results. Moreover, an optimum could be found at reaction temperatures
<35 �C in this study, but this could not be investigated due to unfavorable heat
transfer and temperature stability in this range.

Based on the available data, it is assumed that the effect of reaction temperature in
HAC systems shows the same trends known from acoustic and hydrodynamic cavitation.

For all further investigations, a reaction temperature of 35 �C was used.

Effect of Ultrasound Amplitude on the Hydroxyl Radical Formation

In this study, the influence of ultrasound amplitude on the hydroxyl radical formation
within a HAC setup was investigated in the range of 30–125 μm, which is the
maximum for the applied ultrasound system (see section “HAC Reactor”). More-
over, experiments with the single HC method (amplitude = 0 μm) was done. The
results are shown in Fig. 7.

In Fig. 7, it can be seen that with increasing ultrasound amplitude, the hydroxyl
radical concentration increases nearly linear from 0.58 μmol L�1 at 30 μm to
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1.72 μmol L�1 for 125 μm within 30 min. At a constant sonotrode area, the
ultrasound amplitude is directly related to the power introduced into the liquid. An
increase in the ultrasound amplitude leads to an increase of the total input power and
to an expansion of the reactive volume and an increase in the generated bubble sizes
[20, 41, 44]. Therefore, higher hydroxyl radical concentrations could be detected at
higher ultrasound amplitudes. But, the hydroxyl radical concentration increases
disproportionally lower with increasing amplitude, that means that with an
amplitude of 60 μm a hydroxyl radical concentration of 0.79 μmol L�1 was reached,
which is not the twofold of the hydroxyl radical concentration at an amplitude
of 30 μm (0.58 μmol L�1). This effect could be explained by the reactor geometry,
since with higher amplitudes the interaction with the reactor wall (reflection,
scattering) becomes more probable and therefore, a reduction of the effects could
be observed. Other reasons could be an increasing probability for coalescence and
degassing of bubbles with increasing amplitude, which leads to reduced reactive
sides [41].

The single HC treatment leads to a hydroxyl radical concentration of
0.21 μmol L�1 and is lower than all HAC operating points. A comparison of the
single AC treatment (see section “Effect of β0 on the Hydroxyl Radical Formation”,
0.34 μmol L�1 at 125 μm within 30 min (β0 = 100 %)) with the HAC treatment at
the same ultrasound amplitude of 125 μm (1.72 μmol L�1) shows that the HAC
system leads to a significant increase in hydroxyl radical formation. Moreover, all
investigated HAC operating points (also with lower ultrasound amplitude and
energy input) show a higher hydroxyl radical concentration than the single AC
method at maximum amplitude.

The effect of the ultrasound amplitude in hydrodynamic-acoustic-cavitation
systems was evaluated in only one more study, using the degradation of

Fig. 7 Effect of the ultrasound amplitude on the hydroxyl radical formation in the hydrodynamic-
acoustic-cavitation setup (1 L, 0.1 mM aqueous salicylic acid solution, orifice number 1, 24 kHz,
0–125 μm, distance HC-AC: 2.8 cm, 35 �C, 30 min)
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carbamazepine as model reaction [37]. Here, an increase in the amplitude leads to a
nearly linear increase in degradation rate, too.

Based on the available data, the ultrasound amplitude plays an important role in
HAC systems, whereas higher amplitudes lead to higher effects. Nevertheless, a
lower amplitude is preferable in terms of stability (cavitation erosion) and energy
consumption (disproportional lower OH-radical concentration with increasing
amplitudes). Hence, more research is needed, for example, concerning the optimi-
zation of the ultrasound amplitude in connection with the reactor design.

The maximum available ultrasound amplitude of 125 μm was applied for all
following experiments.

Effect of Pulsed Ultrasound on the Hydroxyl Radical Formation

In different studies, the effect of pulsed ultrasound was evaluated in various reactions
for AC systems [45, 46]. The theoretical advantage of pulsed ultrasound is due to the
use of active cavities in the breaks where no acoustic energy is introduced [20, 37].
Hence, the energy efficiency could be higher in comparison to continuous
ultrasound.

In this study, the effect of pulsed ultrasound on the hydroxyl radical production
was investigated in the range of 200–800 ms within 1 s. Moreover, experiments with
the single HC method (puls = 0 ms s�1) was done. The results are presented in
Fig. 8.

With increasing pulse duration, the hydroxyl radical formation increases nearly
continuously (with a slight deviation at 200 ms s�1) from 0.6 μmol L�1 at
200 ms s�1 to 1.72 μmol L�1 for the continuous mode (1000 s ms�1).

Fig. 8 Effect of pulsed ultrasound on the hydroxyl radical formation in the hydrodynamic-
acoustic-cavitation setup (1 L, 0.1 mM aqueous salicylic acid solution, orifice number 1, 24 kHz,
125 μm, distance HC-AC: 2.8 cm, 35 �C, 30 min)
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This enhancement seemed to be due to an increase in power, since the total input
power increases linear with the pulse duration. Hence, no significant effect could be
observed with pulsed ultrasound in the HAC setup.

The single HC treatment leads to a hydroxyl radical concentration of
0.21 μmol L�1 and is lower than all experimental data with pulsed ultrasound within
the HAC setup. Also, the single AC treatment (see section “Effect of β0 on the
Hydroxyl Radical Formation”, 0.34 μmol L�1 at 125 μm within 30 min
(β0 = 100 %)) shows significant lower values for hydroxyl radical formation than
the HAC treatment at the same ultrasound amplitude of 125 μm (1.72 μmol L�1).
Moreover, all investigated HAC operating points (also with shorter pulse durations
and therefore energy inputs) show a higher hydroxyl radical concentration than the
single AC method at maximum amplitude.

Another study investigated the effect of pulsed ultrasound within a HAC setup,
where same results could be observed for the oxidative degradation of carbamaze-
pine in water [37].

Based on the few experimental data, the effect of pulsed ultrasound in
hydrodynamic-acoustic-cavitation seems to be negligible for low frequency ultra-
sound. However, the effect should be proved in high frequency HAC systems due to
possible energy savings.

For further experiments, the continuous ultrasound was used.

Effect of the Distance Between Orifice and Sonotrode Tip
on the Hydroxyl Radical Formation

As described before, the proposed mechanism for hydrodynamic-acoustic-cavitation
is based on the separation of bubble formation and bubble collapse. The orifice is
used to produce a high bubble density. After that, the bubbles will be transported to
the acoustic field and in the best case collapse there under harsh conditions (see
Fig. 1). Starting with the creation of the bubbles by the pressure drop at the orifice,
the bubbles will not only be transported but also changed in terms of bubble density
as well as bubble size distribution due to different mainly pressure-dependent effects
like shrinking, growing, coalescence, or degassing.

Since the bubble size distribution and bubble density distribution changes locally
within transportation, the position of the sonotrode within the HAC setup should
significantly influence the cavitation process.

Therefore, the distance between the orifice and the sonotrode tip was investigated
in this study with regard to the hydroxyl radical formation within the HAC setup.
The distance could be varied between 2.8 and 7.8 cm. Lower and higher distances
could not be realized within the setup. The results are displayed in Fig. 9.

As could be seen in Fig. 9, the hydroxyl radical concentration slightly decreases
by trend with increasing distance between orifice and sonotrode tip from
1.72 μmol L�1 at 2.8 cm to 0.97 μmol L�1 for 7.8 cm. This leads to the assumption
that the bubble density is decreased with the distance due to degassing. Another
assumption is that the bubble size distribution is shifted to higher or lower values,
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which are not useful for the applied ultrasound frequency of 24 kHz. This means also
that the synergistic effect decreases with a successively increased local separation of
HC and AC, where for higher distances a decoupling of both methods is expected,
too. Therefore, lower distances are preferred for the hydroxyl radical formation
within the HAC setup.

In another study, concerning on salicylic acid dosimetry at higher pressures (up to
4000 psi), an optimal distance of 1 cm was found and tracked back to the actual
bubble radii at the entry in the acoustic field [31]. Best results were achieved if the
bubbles were in the range of the critical radius. Thus, the next expression and
compression phase of the ultrasound leads to the collapse. In any other case, the
bubbles are smaller than the critical bubble radius and therefore the energy distrib-
uted by AC is used not only for the collapse but also for the growth of the bubbles
(rectified diffusion). Thus, the hydroxyl radical concentration decreases since the
number of collapses is lower. An optimal value for the distance in the range of
3–4 cm was also observed at the degradation of carbamazepine in a HAC setup and
justified in the same way [37].

Based on the available data, it was found that the effect of the distance between
orifice and the sonotrode tip has a significant influence in hydrodynamic-acoustic-
cavitation. In general, smaller distances are found to be preferable, but also optimal
values were obtained. At the moment, it is not clear why these differences exist. Due
to the lack of experimental and theoretical studies, data concerning the bubble size
distribution and bubble density distribution as a function of time and position are not
available but needed for a more detailed insight in this technology. Moreover, the
effect is mostly investigated for low frequency HAC setups. The coherences in high
frequency HAC systems could be significantly different due to the smaller distribu-
tion of possible interacting bubble sizes.

Fig. 9 Effect of the distance between orifice and sonotrode tip on the hydroxyl radical formation in
the hydrodynamic-acoustic-cavitation setup (1 L, 0.1 mM aqueous salicylic acid solution, orifice
number 1, 24 kHz, 125 μm, distance HC-AC: 2.8–7.8 cm, 35 �C, 30 min)
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Based on the results, a distance of 2.8 cm was used in all subsequent experiments.

Comparison of the Methods

To elucidate synergistic effects of the optimized HAC setup (β0 = 5.29 %, 35 �C,
125 μm ultrasound amplitude, continuous ultrasound, 2.8 cm distance between the
orifice and the sonotrode tip), a comparison with the single methods (HC and AC)
based on the hydroxyl radical concentration was done. The results are shown in
Fig. 10.

As can be seen in Fig. 10, the single hydrodynamic cavitation (HC) leads to a
hydroxyl radical concentration of only 0.21 μmol L�1, whereas the acoustic cavita-
tion (AC) leads to 0.34 μmol L�1 and the hydrodynamic-acoustic-cavitation (HAC)
to 1.72 μmol L�1 within the same time.

The synergy for the combined HAC system could be calculated with regard to the
sum of the single methods (HC + AC = 0.21 μmol L�1 + 0.34 μmol L�1 = 0.55
μmol L�1) with Formula 4.

Synergy ¼ cOH HACð Þ
cOH HCð Þ þ cOH ACð Þ � 1

� �
� 100% (4)

Formula 4: Calculation of the synergy of the hydrodynamic-acoustic-cavitation
method.

(cOH (HAC) – concentration of hydroxyl radicals generated by HAC method, cOH
(HC) – concentration of hydroxyl radicals generated by HC method, cOH (AC) –
concentration of hydroxyl radicals generated by AC method).

Fig. 10 Comparison of the single methods hydrodynamic cavitation and acoustic cavitation with
the combined method of hydrodynamic-acoustic-cavitation in terms of the hydroxyl radical con-
centration (1 L, 0.1 mM aqueous salicylic acid solution, orifice number 1, 24 kHz, 125 μm, distance
HC-AC: 2.8 cm, 35 �C, 30 min, HC hydrodynamic cavitation, AC acoustic cavitation, HAC
hydrodynamic-acoustic-cavitation)
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Based on the data, a high positive synergy of 212 % could be obtained within this
HAC system. This means that by using hydrodynamic-acoustic-cavitation, the
hydroxyl radical concentration could be increased more than threefold in the same
reaction time compared to the hydroxyl radical concentration produced by both HC
and AC.

In the four other HAC studies, a comparison with the single method was
conducted, too. For the disinfection of microorganisms, the combined system was
described to show a much higher disinfection compared to the individual techniques,
but no concrete quantitative values are given [35]. In the study, which works with the
high pressure HAC system and salicylic acid dosimetry, an increase in the extent of
hydroxyl radical generation of 15 % for the combined system in comparison to the
single HC system was observed [31]. In the study of Franke et al., the pyrolytic
degradation of chloroform was investigated and a synergy was calculated on the
basis of formula 4 to be 17 % [36]. Within the oxidative degradation of carbamaz-
epine, a synergy of 63 % was calculated based on formula 4 [37]. Since the
degradation process follows first order kinetics, the calculation of the synergy
based on formula 4 is time dependent, and therefore a direct comparison of different
devices or processes is not possible. A comparison based on the ratio of the rate
constants [47] could be a solution and should be used on in further investigations.

Based on the available data, a positive effect could be detected by combining
hydrodynamic and acoustic cavitation in one reactor for different chemical and
biological processes. The hydrodynamic-acoustic-cavitation is believed to be a
universal approach for intensification of cavitation processes. Based on the proposed
mechanism (Fig. 1), the synergistic effect is connected with the matching of the
individual advantages of the single methods. This means that the high bubble
density, which could be produced by hydrodynamic cavitation, is combined with
the high collapse intensity, which can be provided by acoustic cavitation. On the
other hand, for example, effects of the (high) bubble density on the acoustic field
distribution within the HAC reactor could also play a role in that complex method.
Furthermore, there exist less experimental and theoretical studies which are needed
to get a more precise insight in that interesting method.

Energy Efficiency Assessment

Next to the synergy of the HACmethod, the energy efficiency is relevant not only for
technical application. Therefore, the energy efficiency was assessed and compared in
this study. The calculation for each method was done by using Formula 5.

EE ¼ cOH
E

V=
(5)

Formula 5: Calculation of the energy efficiency for different methods.
(EE – energy efficiency, cOH – concentration of hydroxyl radicals generated by

the method, E – energy input of the method, V – reaction volume).
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Here, the generated hydroxyl radical concentration is related to the energy density
and is given in mol J�1. This is a useful term for the comparison of different scales of
devices, too.

The results of the energy efficiency assessment are displayed in Fig. 11.
As can be seen in Fig. 11, the single HC method leads to an energy efficiency of

only 1.03 � 10�13 mol J�1, whereas the single AC methods show
2.04 � 10�13 mol J�1 and the HAC method 5.77 � 10�13 mol J�1. The ratio of
the energy efficiencies for HAC and AC is 2.83 (5.77/2.04 = 2.83). This means that
within the HAC method, a 2.8-fold higher amount of hydroxyl radicals can be
produced compared to the single AC method at an identical energy input. Based
on these data, it can be seen that the HAC method is energetically preferred in
comparison to the single methods.

Within the degradation of chloroform in water by HAC, the energy efficiency was
calculated on the basis of the electrical energy input (energy efficiency I) and on the
basis of the degree of efficiency (energy efficiency II). Concerning the energy
efficiency I, the HAC shows a lower value compared to the single AC method, but
in case of the energy efficiency II the HAC method is preferred in this study [36].
The study, which uses the degradation of carbamazepine in water, worked with the
same energy efficiencies and found a ratio of the energy efficiency of the HAC to the
AC method to be 2.43 (0.0017/0.0007 = 2.43) on the basis of energy efficiency I
and 2.75 (0.011/0.004 = 2.75) on the basis of energy efficiency II. Here, the
combined method shows significant higher values compared to the single methods
for both energy efficiencies [37].

Fig. 11 Comparison of the single methods hydrodynamic cavitation and acoustic cavitation with
the combined method of hydrodynamic-acoustic-cavitation in terms of the energy efficiency (1 L,
0.1 mM aqueous salicylic acid solution, orifice number 1, 24 kHz, 125 μm, distance HC-AC:
2.8 cm, 35 �C, 30 min, HC hydrodynamic cavitation, AC acoustic cavitation, HAC hydrodynamic-
acoustic-cavitation)
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To sum up, the method of hydrodynamic-acoustic-cavitation is energetically
preferred compared to the conventionally used single methods. The higher energy
efficiency could be related to the proposed mechanism (Fig. 1), where more favor-
able reaction conditions for the acoustic cavitation are generated via hydrodynamic
cavitation. As described before, the influence of the bubble density as well as the
bubble size distribution on the acoustic field distribution and the cavitation field
distribution within the HAC reactor could also be, next to others, an important factor
for the HAC method. Moreover, from acoustic cavitation it is known that higher
ultrasound frequencies are energetically favorable for hydroxyl radical production.
Therefore, the introduction of higher frequencies to the HAC concept could be an
interesting option. However, due to the lack of experimental and theoretical data, a
deeper insight in the HACmethod, the interaction between the single methods, or the
distribution of the generated bubbles with regard to the position is not available at the
moment and need further research activities.

Conclusions and Future Directions

It could be shown that technological as well as energetic advantages arise from
hydrodynamic-acoustic-cavitation compared to the conventionally used single
methods. The effect of different factors was studied with respect to the hydroxyl
radical formation, compared with literature values and, if possible, general assertions
were derived. Based on the proposed mechanism, it is assumed that the higher
bubble density, produced via hydrodynamic cavitation by the orifice, is responsible
for the synergistic effect. However, the main problem concerning the hydrodynamic-
acoustic-cavitation is the lack of experimental as well as theoretical data, which is
needed for a more detailed insight in this technology. Based on this study, four major
research desiderata were derived.

1. Data concerning the bubble size distribution and bubble density distribution as a
function of time and position after the orificewithin the hydrodynamic cavitation unit
are needed for the optimal adjustment of the singlemethods in the combinedmethod.

2. Hydrodynamic-acoustic-cavitation is mostly investigated in low ultrasound fre-
quency setups. The coherences in high frequency systems could be significantly
different due to the smaller distribution of possible interacting bubble sizes, but
experimental as well as theoretical studies are not available.

3. Hydrodynamic cavitation setups mainly use simple orifices for inducing the
cavitation effect, where sheet cavitation could be observed. The pressure loss in
those systems is very high and therefore the energy efficiency is comparably low.
A change in the design of the orifice and of the pressures at the orifice could
change the type of cavitation. By the use of an orifice without sharp edges and
lower pressures behind the orifice, it is possible to produce cloud cavitation,
accompanied with a continuous release of cavitation clusters. This cloud cavita-
tion could lead to a higher energy efficiency (minimized pressure losses, higher
cavitation effects) [48].
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4. The interaction of the bubbles with the acoustic field in the HAC reactor is not
fully understood. Through an optimized reactor design, improved cavitation
conditions could arise. Therefore, more data concerning the fluid flow in con-
junction with the acoustic field distribution as well as the cavitation field distri-
bution is needed.
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Abstract
Sonochemical degradation of hazardous organic compounds such as dyes,
organic acids, aromatic compounds, and surfactants is summarized. The effects
of dissolved gas, pH, and the initial concentration of organic compounds were
evaluated in aqueous solutions mainly using a standing wave sonication system
with 200-kHz ultrasound. The relationship between physicochemical properties
of aromatic compounds and rates of degradation is discussed for a range of
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aromatic compounds. The degradation mechanism and kinetics are described.
The effects of various additives, such as inorganic ions, organic additives, inert
solid particles, and reactive transition metal powders, and the effect of reaction
vessel diameter on the rates of degradation are also addressed.

Keywords
Sonochemical degradation • Dye • Organic acid • Aromatic compound • Surfac-
tant • Mechanism • Kinetics • Additive

Introduction

Advanced oxidation processes (AOPs), such as ozonation, the Fenton reaction,
UV/photocatalysis, UV/H2O2, radiolysis, and sonolysis, among others, are being
assessed as potential treatments of wastewater containing hazardous organic com-
pounds. OH radicals formed in AOPs have high redox potential and high reactivity
toward organic compounds. When aqueous solutions are irradiated by ultrasound,
bubbles are formed. Quasi-adiabatic collapse produces extremely high temperatures
and pressures within the bubbles. Sonochemical reactions induced by collapsing
bubbles in water occur in three reaction zones:

(I) Inside the bubbles – temperatures of more than several thousands of degrees and
pressures of more than hundreds of atmospheres exist. OH and H radicals are
produced by the pyrolysis of water. Gases and volatile organic compounds are
thermally degraded.

(II) Interface region of the bubble – relatively high temperatures exist that are
intermediate between those inside the bubble and the bulk solution, and there-
fore thermal degradation of organic compounds takes place. Because the con-
centration of OH radicals is high, reactions with OH radicals also proceed.

(III) Bulk solution – ambient temperature and pressure exist, but unreacted radicals
escaping from region (II) react with organic compounds.

Sonochemical degradation of organic pollutants in water proceeds not only via
OH radical reactions but also via direct pyrolysis reactions in the hot spot of
collapsing bubbles and at the interface region. In addition to chemical effects,
physical effects of cavitation such as shock waves, micro-jets (about 100 m/s),
acoustic streams, and intense micro- and macro-mixing are also generated in the
solution.

Research is being conducted to assess the viability of sonochemical degradation
as a wastewater treatment technology; it aims to (1) clarify the degradation mech-
anism by analyzing intermediate products (including safety assessment), (2) degrade
persistent organic compounds that cannot be degraded by conventional technology
(i.e., develop cutting-edge technology), (3) analyze degradation reaction kinetics,
(4) produce large-scale processing plants, and (5) enhance the degradation rate (i.e.,
ensure high degradation efficiency).
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In this chapter, sonochemical degradation of hazardous organic compounds such
as dyes, organic acids, aromatic compounds, and surfactants is introduced. Degra-
dation reactions are investigated in indirect sonication experiments in aqueous
solutions mainly using a 200-kHz ultrasound system. The representative irradiation
setup and the characteristics of the reaction vessel are shown in literature [1]. In this
system, standing waves are formed by overlapping the irradiated ultrasound with the
ultrasound that is formed by the reflection at the interface between the sample
solution phase and the gas phase. The effects of dissolved gas, pH, and initial
concentration of organic compounds are addressed. By investigating sonochemical
degradation of various aromatic compounds, the relationship between the physico-
chemical properties of compounds and rates of degradation is discussed. The
degradation mechanism and kinetics are also described. Because it is important to
enhance the degradation rate, the effects of various additives, such as cations, anions,
organic additives, inert solid particles, and reactive transition metal powders, and the
effect of reaction vessel diameter on the rates of degradation are introduced.

Degradation of Dyes and Organic Acids

A range of dyes are used in the textile, paper and pulp, tannery, and Kraft bleaching
industries [2]. Generally, it is reported that the acute toxicity of parent azo dyes is
relatively low, but such dyes are cleaved by microorganisms under anaerobic
conditions to form potentially carcinogenic aromatic amines [3]. The toxicity or
endocrine-disrupting properties of azo dyes are under investigation [4]. To reduce
dye pollution, it is important to develop effective treatment methods for wastewater
containing such dyes. In this section, sonochemical degradation of azo dyes such as
Reactive Red 22 (RR22) and methyl orange (MO) is introduced. Figure 1 shows the
changes in RR22 concentration as a function of irradiation time using 200-kHz
ultrasound under air or Ar at 20 �C [5]. The decrease of RR22 concentration with
irradiation time indicates the progress of RR22 degradation. The degradation rate
was faster under Ar than under air because the maximum temperature reached in the
collapsing bubbles is higher under Ar. The maximum temperature in a collapsing
bubble, Tmax, can be theoretically determined as

Tmax ¼ T0Pmax γ � 1ð Þ
P0

(1)

where T0 is the temperature of the sample solution, Pmax is the maximal pressure at
the moment of transient collapse, γ is the ratio of the specific heats (Cp/Cv), and P0 is
the sum of the vapor pressures of the solvent and the atmospheric gas pressure
[6]. Because γ for Ar (1.67) is higher than that for air (1.4), Tmax in collapsing
bubbles under Ar is higher than that under air. Figure 1 also shows the effect of initial
RR22 concentration on the degradation rate (note that the concentration is plotted on
a logarithmic scale). A linear relationship was observed for all plots in Fig. 1,
suggesting that the degradation may follow pseudo-first-order kinetics. However, it
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should be noted that the slopes of the plots became steeper as the initial concentra-
tion of azo dyes decreased. This means that the pseudo-first-order rate constants
calculated from the slopes in Fig. 1 depend on the initial RR22 concentration, i.e.,
the kinetics observed in Fig. 1 deviate from first-order kinetics.

Sonochemical degradation of MO was also investigated; degradation rates for
different initial MO concentrations were measured under Ar at pH 2.0 or 6.5 [5]. It
was confirmed for all initial MO concentrations that the degradation rate of MO at
pH 2.0 was faster than that at pH 6.5. The reason for this sensitivity to pH is that the
chemical structure of MO changes: because the pKa value of MO at 25 �C is 3.44, its
chemical structure is different at pH 6.5 and pH 2.0. When organic compounds
undergo sonolysis in water, it is reported that hydrophobic compounds tend to
accumulate in the interface region of cavitation bubbles [7–12]; consequently, such
compounds are more readily pyrolyzed and/or degraded by OH radicals formed by
water sonolysis. The octanol–water partition coefficient (P = Coctanol/Cwater) indi-
cates the hydrophobicity of a target organic compound, where Coctanol and Cwater are
the concentrations of an organic compound in 1-octanol and water, respectively.
From the distribution equilibrium of the binary system of 1-octanol and water, it was
confirmed that MO at pH 2.0 had higher hydrophobicity than MO at pH 6.5.
Therefore, the degradation of MO proceeded faster at pH 2.0 than at pH 6.5.

The behavior of MO degradation as a function of irradiation time at different pH
levels was similar to that of RR22 (Fig. 1): the MO concentration decreased
exponentially with irradiation time, suggesting that sonochemical degradation of
MO obeys pseudo-first-order kinetics. However, the slopes of the lines became
steeper as the initial MO concentration decreased, just as they did for RR22.
Therefore, sonochemical degradation of MO, like that of RR22, deviated from real
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first-order kinetics. To determine the real reaction order, the initial degradation rates
of azo dyes are logarithmically plotted as a function of the initial dye concentration,
as shown in Fig. 2 [5]. The results indicated that the orders of the kinetics for both
RR22 and MO degradation are less than 1. If high initial concentrations of azo dyes
are used in sonochemical degradation experiments, it is possible that large amounts
of degradation intermediates or products will be formed. If this occurs, the kinetics
for degradation of the parent compounds will likely be affected by the intermediates
or products. To avoid such interference in the kinetics analysis, sonochemical
degradation experiments are performed with low initial concentrations of azo dyes
under the shortest possible irradiation times.

Okitsu et al. [5] reported that sonochemical degradation proceeds heteroge-
neously even in aqueous sonication systems with no solid particles present. The
following types of heterogeneity are involved: (1) gas/liquid heterogeneity caused
by cavitation bubbles formed in a liquid system, (2) concentration heterogeneity
caused by the local high concentration of OH radicals at the interface region of
cavitation bubbles [8, 12], (3) temperature heterogeneity caused by the formation of
high-temperature cavitation bubbles in a solution at ambient temperature, and
(4) concentration heterogeneity caused by the local high concentration of organic
solutes at the interface region of cavitation bubbles. The degree of accumulation
(or adsorption) of the organic solutes toward the interface region of the cavitation
bubbles is dependent on the hydrophobicity of the organic solutes [8].

These heterogeneities should affect the reaction kinetics of organic solute degra-
dation in water. A heterogeneous reaction model and the following assumptions
were taken into consideration [5]: (1) a local high concentration of OH radicals exists
at the interface region of collapsing bubbles [8, 12], and thus (2) oxidative degra-
dation of azo dyes quickly occurs in this region by reaction with OH radicals.
(A further experiment in which the effects of an OH radical scavenger were
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investigated to confirm that direct pyrolysis degradation of azo dyes is a minor
reaction and that degradation occurs mainly by reaction with OH radicals.) Because
the interface zone of cavitation bubbles has relatively high concentrations of OH
radicals and azo dyes, this zone can be considered as an effective reaction site for
sonochemical degradation. The equilibrium constant of azo dyes with respect to the
effective reaction site is defined as K = k1/k�1, where k1 and k�1 correspond to
molecular adsorption (i.e., accumulation) at the site and molecular desorption from
the site before bubbles collapse. After bubbles have collapsed, it is considered that
azo molecules at the effective reaction site are degraded by OH radicals with pseudo-
rate constant k. Consequently, the degradation rate of azo dyes, r, can be determined
as [5]

r ¼ kK C½ �
1þ K C½ � (2)

where [C] corresponds to the initial concentration of azo dye. By inverting both sides
of Eq. 2, Eq. 3 can be obtained:

1

r
¼ 1

kK

1

C½ � þ
1

k
(3)

A plot of 1/r versus 1/[C] can be prepared as shown in Fig. 3 [5]. Straight line
relationships were observed, indicating that the degradation of azo dyes occurs at the
effective reaction site at the interface region of cavitation bubbles. Joseph
et al. investigated the sonochemical degradation of azobenzene, methyl orange, o-
methyl red, and p-methyl red at 500 kHz and 50 W under air, O2, or Ar at 288 K;
degradation products and intermediates were identified by high-performance liquid
chromatography with a mass spectrometer through an electrospray interface [13].
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By analyzing the reaction products and intermediates, Joseph et al. proposed that
degradation occurred mainly by reaction with OH radicals.

Next, sonochemical degradation of n-butyric acid was investigated using the
same irradiation system with 200-kHz ultrasound. n-Butyric acid is an environmen-
tal pollutant with an offensive odor. Because n-butyric acid has a simple chemical
structure with carboxyl and alkyl groups, it should serve as an effective probe to
investigate more clearly the relationship between physicochemical properties and
degradation rates of organic solutes.

Figure 4 shows changes in n-butyric acid concentration during sonication under
Ar at pH 2. Different initial concentrations of n-butyric acid were used and the data
were plotted semilogarithmically [14]. The degradation of n-butyric acid proceeded
linearly (Fig. 4), but the slopes of the straight lines became steeper as the initial
concentration of n-butyric acid decreased; the same result was found for RR22 and
MO degradation described above.

Figure 5 shows the effects of pH on the amount of n-butyric acid degradation
when 10-min sonication was performed under Ar at 20 �C [14]. The amount of
degradation dramatically changed at around pH 4–5, and the amount of degradation
was higher in acidic solutions below pH 4. The pKa value of n-butyric acid
(C3H7COOH) is 4.63 at 25 �C [15]; as a result, the major chemical structure is
C3H7COOH at pH less than 4 and C3H7COO

� at pH greater than 5. Therefore, the
more highly hydrophobic compound C3H7COOH was degraded faster than
C3H7COO

�.
To determine the degree of direct pyrolysis of n-butyric acid in collapsing

bubbles, the contribution of n-butyric acid vapor pressure must be considered. In
solutions of pH greater than 5, C3H7COO

� has no vapor pressure, and,

1000

100

C
on

ce
nt

ra
tio

n 
/ µ

M

10
0 10 20 30

Irradiation time / min

40 50 60

Fig. 4 Sonochemical
decomposition of butyric acid
in aqueous solution of pH 2
under Ar atmosphere.
Ultrasonic irradiation was
performed for initial
concentrations of (◊) 800 μM,
(▽) 600 μM, (△) 400 μM, (□)
200 μM, and (○) 100 μM
(Reprinted with permission
from Ref. [14]. Copyright
2009 Elsevier)

Sonochemical Degradation of Aromatic Compounds, Surfactants, and Dyes in. . . 791



consequently, the pyrolytic degradation of C3H7COO
� in collapsing bubbles would

be negligible. On the other hand, the vapor pressure of C3H7COOH and water at
20 �C is 70.8 Pa and 2340 Pa [16], respectively. Although n-butyric acid is relatively
volatile and possesses a strong odor, the net amount of n-butyric acid vapor is not so
large compared to that of water vapor. Taking into account the low vapor pressure of
C3H7COOH, it is suggested that the pyrolytic degradation of C3H7COOH in col-
lapsing bubbles is also likely to be small. For comparison with n-butyric acid,
sonochemical degradation of benzoic acid, an aromatic compound with a carboxyl
group, was also investigated. With respect to the effects of pH and initial concen-
tration of benzoic acid, similar results were obtained for n-butyric acid and benzoic
acid degradation.

To establish the relative importance of reactions with OH radicals, the effect of
OH radical scavenger t-butyl alcohol on the rate of n-butyric acid degradation was
investigated. The sonochemical degradation of n-butyric acid (initial concentration:
100 μM) at pH 2 was suppressed by ca. 80 % in the presence of 3 mM t-butyl
alcohol. This result suggests that n-butyric acid molecules are mainly degraded by
reaction with OH radicals. Therefore, the degradation mechanism of n-butyric acid is
considered to be similar to that of azo dyes. The degradation of n-butyric acid also
followed Langmuir kinetics. An outline of the effective reaction zone for
sonochemical degradation of n-butyric acid is shown in Fig. 6.

Degradation of Aromatic Compounds

Large amounts of aromatic compounds are used in industry and agriculture, e.g.,
phenols are used as raw materials for dyes, pharmaceuticals, agricultural chemicals,
synthetic fibers, and synthetic resins, among others. However, most aromatic
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compounds are harmful [17, 18]; therefore, it is important to develop degradation
techniques for such compounds. Nanzai et al. [19] reported the sonochemical
degradation of 12 types of aromatic compounds (concentration: 100 μM) in water
using a standing wave sonication system with 200-kHz ultrasound at 25 �C under
Ar. It was confirmed that the initial degradation rate depended on the type of
aromatic compound: the initial rate (in increasing order) was 2.2 μM min�1 for
nitrobenzene, 2.7 μMmin�1 for aniline, 4.1 μMmin�1 for phenol, 4.3 μMmin�1 for
benzoic acid, 4.5 μM min�1 for salicylic acid, 6.5 μM min�1 for 2-chlorophenol,
7.0 μM min�1 for 4-chlorophenol, 8.8 μM min�1 for styrene, 8.9 μM min�1 for
chlorobenzene, 9.3 μM min�1 for toluene, 11.2 μM min�1 for ethylbenzene, and
13.4 μM min�1 for n-propylbenzene.

To investigate the reasons for the above differences, the observed rates of
sonochemical degradation for each aromatic compound were plotted as a function
of various parameters. Figure 7 shows the relationship between the initial degrada-
tion rate of sonochemical degradation and the rate constants of reactions of aromatic

Fig. 6 (a) Equilibrium of
butyric acid with respect to
gas/liquid interface before
bubbles collapse and (b)
sonolysis of butyric acid in an
effective reaction zone (inside
the bold circle) after bubbles
collapse. BA C3H7COOH,
P products or intermediates
(Reprinted with permission
from Ref. [14]. Copyright
2009 Elsevier)
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compounds with OH radicals; the rate constants were obtained from the literature
[20] in which the rate constants were measured by methods other than sonochemical
reactions. If aromatic compounds are mainly degraded by reactions with OH radi-
cals, the rate of sonochemical degradation should increase with increasing OH
radical rate constant. However, it is clear in Fig. 7 that the rates of degradation are
not correlated with the rate constants.

Figure 8 shows the relationship between the initial rate of sonochemical degrada-
tion and vapor pressure of aromatic compounds. Figure 8 suggests that, for those with
vapor pressures greater than 10�1 mmHg, aromatic compounds with higher volatility
are more rapidly degraded. This is because highly volatile compounds can more
readily vaporize into bubbles and undergo pyrolytic degradation on bubble collapse.
The concentration of OH radicals inside the bubbles and in the interface region of
bubbles is likely to be high, allowing degradation by OH radicals to proceed. When
the relationship between the rate of sonochemical degradation and Henry’s law
constant of aromatic compounds was plotted instead of the vapor pressure, a similar
pattern was observed [19]. Therefore, the vapor pressure and Henry’s law constant of
organic compounds are likely important parameters relating to the degradation rate.

Figure 9 shows the relationship between the initial degradation rate of
sonochemical degradation of aromatic compounds and their log P values [19]. The
log P values of the compounds are as follows: nitrobenzene (1.85), aniline (0.9),
phenol (1.46), benzoic acid (1.87), salicylic acid (2.26), 2-chlorophenol (2.15),
4-chlorophenol (2.33), styrene (2.95), chlorobenzene (2.84), toluene (2.73), ethyl-
benzene (3.15), and n-propylbenzene (3.69). As described in section “Degradation
of Dyes and Organic Acids,” the hydrophobicity of an organic compound is impor-
tant in determining the degree of degradation occurring in the effective reaction
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zone. Aromatic compounds with larger log P values correspond to compounds with
higher hydrophobicity. From Fig. 9, it should be noted that a better correlation was
observed between degradation rate and log P than between degradation rate and
vapor pressure of aromatic compounds [19].
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Several researchers have reported that log P is also a good indicator of degrada-
tion rate for substances other than these aromatic compounds, e.g., Kirschenbaum
and Riesz [21] investigated sonochemical degradation of eight cyclic nitroxides,
such as 2,2,6,6-tetramethylpiperidin-1-oxyl, in an Ar-saturated aqueous solution
using a 354-kHz standing wave sonication system. They reported that the amount
of degradation after 2 min of sonication was linearly correlated to the log P values of
these cyclic nitroxides.

The surface excess may also be used as an indicator of the hydrophobicity of
organic compounds [22–24]. An organic compound with high surface excess tends
to exist at the gas–liquid interface with a high probability, and thus the surface excess
may directly relate to the rate of sonochemical degradation when the degradation
occurs at the gas–liquid interface of bubbles. In general, the surface excess is
calculated (using the Gibbs–Duhem equation) from the change in surface tension
of an aqueous sample solution of the target organic compound. If the solubility of a
target compound is quite low, it is difficult to measure the change in surface tension.
In such cases, log P would be appropriate to understand the hydrophobicity.

However, it should be noted that log P and surface excess are obtained only when
the target organic compound is in equilibrium. In the sonochemical degradation,
bubbles oscillate and finally collapse in an ultrasonic field in a short time. Such short
time may not have time to reach the equilibrium of organic compounds to accumu-
late the interface region of cavitation bubbles. Further studies are needed to clarify
the kinetics for the sonochemical degradation.

Degradation of Surfactants and Analysis of Interface of Cavitation
Bubbles

As described above, during acoustic cavitation, the following two reaction sites are
important for the effective degradation of organic compounds: (I) inside the bubbles
and (II) the interface region of bubbles. Because the role and characteristics of the
interface region of cavitation bubbles with respect to the sonochemical degradation
of organic compounds are still unclear, the sonochemical degradation of linear
alkylbenzene sulfonates (LASs, anionic surfactants) was investigated: the target
compounds were p-octylbenzene sulfonate (LAS C8), p-nonylbenzene sulfonate
(LAS C9), and p-dodecylbenzene sulfonate (LAS C12) [25].

Figure 10 shows the rates of degradation of LAS as a function of LAS concen-
tration in the range of 10–250 μM. The degradation rate in the low concentration
range from 10 to 40 μM was in the following order: LAS C8 > LAS C9 > LAS C12.
This order was opposite to the order of the target compounds’ hydrophobicities,
which were deduced from the length of their alkyl chains as LAS C8 < LAS C9 <
LAS C12. Nanzai et al. [25] reported that the sonochemical degradation rates of LAS
with shorter alkyl chains were higher because their diffusion rate is higher, meaning
that they can more easily accumulate at the interface region of cavitation bubbles.
These results are very similar to those of previous reports in which sonochemical
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degradation of LAS C8 and LAS C12 was investigated using continuous-wave
ultrasound or pulsed ultrasound irradiation systems [26, 27].

To investigate quantitatively how the OH radicals are consumed by reactions with
LAS, the yield of H2O2 was measured as a function of LAS concentration. Figure 11
indicates that the H2O2 yield decreases with increasing LAS concentration, and the
H2O2 yield has an elbow point at 20–50 μM of LAS [25]. When the concentration of
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LAS is lower than the elbow point, LAS reacts with OH radicals effectively. Because
of their accumulation properties, direct thermal degradation of LAS should also
occur. In the concentration range of 100–250 μM, the order of the degradation rates
among LAS8, LAS9, and LAS12 is unclear (Fig. 11). This may be a result of complex
reactions, as described in the next paragraph.

LAS degradation rates reportedly obey Langmuir kinetics only at concentrations
less than 40 μM; on the other hand, the rates do not obey Langmuir kinetics at
concentrations higher than 40 μM [25]. This is because, for higher LAS concentra-
tions, larger amounts of intermediates or products are formed, and these can affect
reaction kinetics and cavitation dynamics. For example, when high LAS concentra-
tions are used in sonochemical degradation experiments, the ratio of the rates of OH
radical oxidation to pyrolysis reactions changes, and, consequently, the degradation
mechanism changes. As a result, the types and amounts of intermediates or products
also change, and this affects the characteristics of cavitation bubbles. In addition,
when the amounts of intermediates or products increase, OH radical scavenging
reactions occur by reactions with intermediates or products, thereby decreasing the
LAS degradation rate. Furthermore, the temperature of collapsing bubbles is reduced
by the production of gaseous intermediates or products, which generally have lower
γ values than those of Ar or air.

The degradation rate at higher LAS concentrations was also investigated [28].
Figure 12 shows the relationship between the degradation rate and initial concentra-
tion of LAS. The degradation rate increased with increasing LAS concentration at
lower concentrations, but the rate started to decrease at higher concentrations. The
maximum rate was observed at 2.50 mM for LAS C8, 1.25 mM for LAS C9, and
0.25 mM for LAS C12. The critical micelle concentration (CMC) of each LAS
measured by an electrical conductivity method at 40 �C was 13.8 mM for LAS C8,
7.1 mM for LAS C9, and 1.0 mM for LAS C12. The order of the degradation rate was
the same as that of the CMC, but the concentration corresponding to themaximum rate
was about four to six times lower than theCMC. Taking into account the accumulation
properties of LAS, the concentration of LAS in the interface region of cavitation
bubbles is likely higher than that of the bulk solution. If considerable amounts of LAS
are concentrated in the cavitation bubble interface region, micelle formation may
occur there even if the bulk concentration of LAS is less than the CMC.

Degradation of Perfluorooctane Sulfonates
and Perfluorooctanoate

Perfluorooctane sulfonates (PFOS) have been commercially available in the form of
PFOS salts and PFOS derivatives [29]. PFOS derivatives were mainly used to give
grease, oil, and water resistance to materials such as textiles [29]. Perfluorooctanoate
(PFOA) is similar to PFOS and had similar applications. Because of their extensive
use in the past and their inertness in chemical and biological systems, PFOS and
PFOA exist in the environment throughout the world [29–31]. The toxicity of PFOS
and PFOA is under investigation [32, 33]. These compounds are generally difficult
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to degrade by conventional methods, and they therefore remain in the environment
with very long half-lives. Consequently, PFOS and PFOA are categorized as persis-
tent organic pollutants. Moriwaki et al. [34] reported the sonochemical degradation
of PFOS and PFOA for the first time in 2005. They confirmed that the PFOS
degradation rate followed pseudo-first-order kinetics and that PFOS degradation
was faster under Ar than under air. Figure 13a, b show electrospray ionization
mass spectrometry (ESI-MS) spectra of PFOS and PFOA solutions, respectively,
after 60 min of sonication. Both figures show that the lengths of PFOS and PFOA
alkyl chains become shorter as a result of ultrasonic irradiation [34]. Figure 14a, b
show the concentrations of products and intermediates formed from the sonolysis of
PFOS and PFOA, respectively. For PFOS, the amounts of PFOA, CF3COO

�, and
C2F5COO

� increased with irradiation time. For PFOA, the amounts of CF3COO
�

and C2F5COO
� increased with irradiation time. To clarify the degradation mecha-

nism, the Fenton reaction (OH radical reaction induced by the reaction of Fe2+ with
H2O2) was investigated. Because PFOS was not degraded by reaction with OH
radicals generated by the Fenton reaction, it was confirmed that PFOS is thermally
degraded at the interface region of cavitation bubbles [34]. Campbell et al. [35] and
Cheng et al. [36] reported Langmuir kinetics for the sonochemical degradation of
PFOS and PFOA. The effects of salts on the degradation of PFOA are discussed in
the following section.
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Fig. 13 (a) ESI-MS spectrum of PFOS solution after ultrasonic irradiation (60 min). A negative-ion
mode was used. Scan range: 100–480. (b) ESI-MS spectrum of ion peaks assigned as products of
PFOA degradation by ultrasonic irradiation (60 min). A negative-ion mode was used. Scan range:
100–410 (Reprinted with permission from Ref. [34]. Copyright 2005 American Chemical Society)
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Effect of Inorganic Cations and Anions

As described above, a range of organic compounds can be degraded in water by
ultrasonic irradiation via OH radical and/or pyrolysis reactions. However, at present,
the rates of degradation are not high enough for practical application. Consequently,
effort is being focused on accelerating the degradation rates. The effects of inorganic
cations and anions are being actively investigated. For example, the addition of Fe2+

enhances the rate of sonochemical degradation of organic compounds [13,
37–39]. This is because the reaction of Fe2+ with sonochemically formed H2O2

occurs to form OH radicals as follows:

Fe2þ þ H2O2 ! Fe3þ þ •OH þ OH� (4)

Equation 4 is known as the Fenton reaction. Yim and Maeda reported the effect of
added Fe2+ or Fe3+ on nonylphenol degradation under Ar and oxygen [39]. When the
sonication of 30 μM nonylphenol was investigated as a function of Fe2+ concentration
under Ar, themaximumdegradation ratewas observed in the range of 80–100 μMFe2+.
For concentrations higher than 100 μMFe2+, the degradation rates became lower. This
was likely because the reaction of OH radicals with Fe2+ occurred, decreasing the
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amount of OH radicals available for nonylphenol degradation. In the presence of Fe3+

instead of Fe2+, themaximumdegradation ratewas observed at around 50μMFe3+. It is
suggested that the following reactions occur:

Fe3þ þ H2O2 ! Fe� OOH2þ þ Hþ (5)

Fe� OOH2þ ! Fe2þ þ •OOH (6)

The resulting •OOH radicals react with nonylphenol. For Fe3+ concentrations
higher than 50 μM, the reaction of •OOH radicals with Fe3+ takes place, thereby
decreasing the amount of •OOH radicals available for nonylphenol degradation. In
addition, the mineralization (conversion to inorganic compounds) ratio for
nonylphenol sonolysis was larger under O2 with Fe3+ than under Ar with Fe2+.

The addition of some anion types is also effective in enhancing degradation rates.
Sonochemical degradation rates of Acid Blue 40 and methylene blue are reportedly
enhanced by the addition of HCO3

� or CO3
2� [40]. This is because •OH radicals

formed in the sonolysis ofwater react withHCO3
� orCO3

2� to produceCO3
� radicals,

which are then available for reactions. OH radicals and •CO3
� radicals have different

reactivities and lifetimes; consequently, the effectiveness of these radicals for enhanc-
ing the degradation of organic compounds is different. For example, if organic com-
pounds have some resistance against •CO3

� radicals, the degradation rate will become
slower in the presence of CO3

2�; conversely, the degradation rate of organic com-
pounds that react with •CO3

� radicals will become faster in the presence of CO3
2�. The

sonochemical degradation rate of malachite green can be enhanced by the addition of
Br� [41]. The enhancement mechanism is similar to that for the addition of HCO3

� or
CO3

2�: •OH radicals formed bywater sonolysis react with Br� to produce •Br radicals.
Recently, it was reported that sonochemical degradation of PFOAwas enhanced by the
addition of carbonate ions [42] and sulfate ions [43]; the carbonate and sulfate radicals
formed are suggested to act as effective reactants for PFOA.

The effects of NaCl or Na2SO4 on sonochemical degradation of organic com-
pounds have also been investigated; however, the experimental results are some-
times contradictory. For example, Seymour and Gupta reported that sonochemical
degradation rates of chlorobenzene, p-ethylphenol, and phenol were enhanced by the
addition of NaCl under 20-kHz ultrasound irradiation [44]. In contrast, Chen and
Smirniotis reported that the rates of sonochemical degradation of phenol decreased
on the addition of NaCl or Na2SO4 under 20-kHz ultrasound irradiation [45]. Fur-
thermore, the addition of NaCl or Na2SO4 slightly affected or did not enhance the
rates of sonochemical degradation of Rhodamine B [46] and crystal violet [47].
Uddin and Okitsu recently investigated the effects of NaCl and Na2SO4 on the rates
of sonochemical degradation of several phenolic compounds under Ar during
200-kHz ultrasound irradiation [48]. They suggested that two phenomena are
induced by adding such salts in an aqueous solution. One phenomenon is that
phenolic compounds tend to accumulate at the interface region of cavitation bubbles
when such salts are added, resulting in the enhancement of the sonochemical
degradation rate. The other phenomenon is that the solubility of Ar gas in aqueous
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solutions decreases with increasing concentrations of such salts, resulting in a
decreased sonochemical degradation rate. This is because of decreases in the number
of cavitation bubbles and the rate of •OH radical formation.

Effect of Organic Additives

The addition of CCl4 has been reported to enhance the degradation rates of organic
compounds. Figure 15 shows the effect of CCl4 concentration on MO degradation
under Ar; the MO concentration sonicated in solution was determined spectropho-
tometrically. The MO degradation rate increased with increasing CCl4 concentration
[49]. The reason for this is that sonochemical degradation of CCl4 produces active
species as follows:

CCl4 ! •CCl3 þ •Cl (7)

•CCl3 !: CCl2 þ •Cl (8)

2 •CCl3 ! C2Cl6 (9)

2 : CCl2 ! C2Cl4 (10)

2•Cl ! Cl2 (11)

Cl2 þ H2O ! HCl þ HClO (12)

Because CCl4 is highly hydrophobic and volatile, it can be pyrolyzed inside col-
lapsing cavitation bubbles and at their interface [50, 51]. Water pyrolysis also occurs

Fig. 15 Changes in MO
concentration at pH 2 under
ultrasonic irradiation in the
absence and presence of CCl4.
(○) 0 ppm, (△) 50 ppm, (□)
100 ppm, and (●) 150 ppm
(Reprinted with permission
from Ref. [49]. Copyright
2008 Elsevier)
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in the same regions, but the rate of the water pyrolysis is slow compared to that of
CCl4 pyrolysis because the bond energy of Cl–CCl3 (288 kJ mol�1) is much smaller
than that of H–OH (497 kJ mol�1) [52]. As a result, larger amounts of active species
such as •Cl, Cl2, and HClO are produced and effectively react with MO compared to
the reaction with OH radicals. The addition of CCl4 can reportedly enhance the
degradation rate of Rhodamine B [45], C.I. Acid Orange 8 [53], methyl parathion
(pesticide) [54], and dichlorvos (pesticide) [55]. However, because CCl4 is highly
toxic, more appropriate additives need to be explored.

A different analytical approach was developed to determine the concentration of
CCl4 spectrophotometrically by using the sonochemical decolorization ofMO [56]: the
concentration ofCCl4 in the range of 0.4–20mgL�1 can be determinedwith a detection
limit of 0.19 mg L�1. The addition of CCl4 is also useful to understand the chemical
efficiency of hydrodynamic cavitation. Suslick et al. [57] reported that the chemical
effects of hydrodynamic cavitation can be spectrophotometrically measured by ana-
lyzing the oxidation of I� in the presence of CCl4. They found that the chemical effects
of hydrodynamic cavitation are not high compared to those of acoustic cavitation [57].

There are many reports concerning the effects of t-BuOH on the sonochemical
degradation rates of organic compounds. In general, t-BuOH acts as an OH radical
scavenger; therefore the sonochemical degradation rate of a target organic com-
pound decreases with increasing concentrations of t-BuOH. Recently, Ince et al. and
Merouani et al. reported that the sonochemical degradation rate of nonylphenol [58]
and Rhodamine B [46] was slightly enhanced by the addition of small amounts of
t-BuOH. The reason for this enhancement is not clear at present. Further study is
needed to clarify the mechanism of this phenomenon.

Effect of Unreactive Solid Particles

The effects of various types of particles on sonochemical reactions have been
investigated with a view to enhancing the chemical effects of acoustic cavitation.
Keck et al. [59] reported the effects of concentration and size of quartz particles on
the sonolysis of terephthalic acid at ultrasound frequencies of 206, 353, 620, and
1028 kHz under Ar/O2 (4:1). They found that quartz particles (concentration, 10 g/L;
size, 3 μm) had a positive effect at 206 kHz, but had negative effects at 353, 620, and
1028 kHz. Keck et al. reported that the positive effect was likely caused by the
formation of asymmetric bubbles with large surface areas. The increased surface area
may enable more radicals to migrate from their formation site to the bulk solution
and thereby react with more organic compounds in the bulk solution. Iida
et al. reported that the sonochemical degradation rate of MO was enhanced by up
to 50 % by the addition of appropriate α-alumina powder (average size: 56 μm)
[60]. They also investigated the effects of activated alumina powders on the adsorp-
tion of MO and found that sonochemical degradation of MO simultaneously
occurred in acidic solutions.

Nakui et al. [61] reported the effects of coal ash particles (size: 53–106 μm) on the
rate of phenol degradation. The coal ash was mainly composed of SiO2 62.0 wt%,
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Al2O3 21.2 wt%, Fe2O3 3.9 wt%, and CaO 2.0 wt%. Figure 16 shows the effects of
coal ash on the phenol degradation rate under air: the degradation rate doubled on the
addition of 0.5 wt% of coal ash. Figure 17 shows a scanning electron microscope
image of coal ash particles, indicating pores and uneven surfaces. Such pores and
surface roughness act as nucleation sites for cavitation bubbles, resulting in the
formation of larger numbers of bubbles than in the absence of coal ash particles.
They also measured the effects of coal ash on the yield of H2O2 in the sonolysis of
water in the absence of phenol. It was found that the yield of H2O2 was the highest at
around 0.5 wt% of coal ash. This result was in good agreement with the results of
phenol degradation in the presence of coal ash. The phenol degradation rate
decreased with amounts of coal ash greater than 0.5 wt% (Fig. 16). This decrease

Fig. 16 Initial rate of
sonochemical degradation of
phenol as a function of
amount of added coal ash.
Initial concentration of
phenol: 106 μmol/L
(Reprinted with permission
from Ref. [61]. Copyright
2007 Elsevier)

Fig. 17 Low-magnification
scanning electron microscope
image of coal ash
(53–106 μm) (Reprinted with
permission from Ref.
[61]. Copyright 2007
Elsevier)
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may result from ultrasound waves being scattered or absorbed by the coal ash,
leading to the formation of weaker standing waves in the solution and thus lower
numbers of cavitation bubbles.

The effects of TiO2 particles on the degradation of organic pollutants have been
investigated by several research groups. Shimizu et al. reported that the rate of
sonochemical degradation of methylene blue was enhanced by the addition of TiO2

particles when the experiments were performed in the dark [62]. In addition, because
TiO2 particles can act as a photocatalyst, the sonochemical degradation of organic
pollutants in the presence of TiO2 particles has also been investigated under UV light
irradiation. This is called sonophotocatalysis. He et al. studied sonophotocatalytic
degradation ofmethyl orange [63] and p-chlorobenzoic acid [64] in aqueous solutions,
and the results were compared to those obtained from separate sonochemical and
photocatalytic degradation. They reported that the intermediate products formed
during sonophotocatalytic degradation were more effectively degraded to inorganic
compounds compared to separate sonochemical or photocatalytic degradation. It has
been suggested that sonochemical and photocatalytic degradation of organic pollutants
occurs simultaneously in sonophotocatalytic degradation and that the physical effects
of ultrasound are important in enhancing the mass transfer of the organic solutes and
the surface cleaning of photocatalyst particles.

Effect of Reactive Transition Metal Powders

When aqueous solutions are irradiated by lower-frequency ultrasound, strong physical
effects such as shockwaves andmicro-jets are formed. Such physical effects can be used
to reduce the toxicity of hazardous chemicals [65–67]. Figure 18 shows the effects ofCu,
Fe, and Zn powders on CCl4 degradation under Ar using a 28-kHz ultrasound cleaning
bath [67]. The result in the absence of metal powder is indicated as “none” in Fig. 18.
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Fig. 18 Decomposition of
CCl4 by ultrasonic irradiation
in the absence and presence of
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The degradation rates increased in the order none < Cu < Fe < Zn, and the rate in the
presence of Zn powder was about 33 times higher than that in the absence of metal
powder. The effects of ultrasound frequency were also investigated: the results were that
the degradation rate was in the order 100 kHz < 45 kHz < 28 kHz [67]. It could be
considered that the stronger physical effects produced by the collapse of larger bubbles
removed inactive oxide surfaces of metal powders or reduced the particle size, resulting
in the enhancement of the reductive dechlorination reactions of CCl4.

Effect of Reaction Vessel Diameter in an Indirect Sonication
System

When ultrasound irradiation is performed indirectly, the reaction vessel is generally
set above an ultrasound transducer to produce a standing wave in the irradiated
solution. Although the transducer is of fixed size, the size and shape of the reaction
vessel can be easily changed. Nanzai et al. reported the effects of reaction vessel
diameter on the formation of H2O2 in the sonolysis of pure water and the formation
of Cl� in the sonolysis of 1,2,4-trichlorobenzene in aqueous solution under
Ar. Figure 19 shows the sonication setup for a 200-kHz ultrasonic unit [68] and
reaction vessels with diameters of 20, 50, 90, and 120 mm. For all experiments, the
transducer diameter was 65 mm and the height of the solutions was kept at 36 mm.
Figure 20 indicates the effects of the reaction vessel diameter on the yield of H2O2

and Cl� during sonolysis of pure water and of 1,2,4-trichlorobenzene in aqueous
solution, respectively. Both yields increased with increasing diameter up to 90 mm
and then decreased for 120 mm. To address this phenomenon, the energy injected
into the reaction vessel, the acoustic directionality coefficient as a function of
ultrasound propagation angle, and the sonochemiluminescence emitted from luminol
solutions were measured. When the 120-mm-diameter reaction vessel was used for
sonication, the bubble nuclei likely escaped from the sonication zone to the outer
nonsonication zone, and thus the number of active cavitation bubbles decreased
[68]. Under indirect sonication, the ratio of the reaction vessel diameter to the
transducer diameter may be the key to achieving optimum performance.

Conclusion and Future Directions

The sonochemical degradation rates of hazardous organic compounds are affected
by the irradiation conditions. The type of dissolved gas is a major parameter because
the gas is the origin of cavitation bubbles. Gases with high specific heat ratios (γ) and
low thermal conductivities should be used to produce collapsing bubbles that attain
high temperatures. The solubility of the gas also affects the number of cavitation
bubbles. Therefore, these gas properties affect the sonochemical degradation rate of
organic compounds. When considering the pH of the solution, the pKa value of the
organic compound must be taken into account because the hydrophobicity of a
compound affects its accumulation behavior at the interface of cavitation bubbles:
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a compound with higher hydrophobicity tends to accumulate at the interface of
cavitation bubbles and is quickly degraded. The sonochemical degradation rates of
various aromatic compounds depended on their physicochemical properties. Highly
volatile and hydrophobic compounds tend to be degraded at high rates. In particular,
log P is a good index to indicate the degree of hydrophobicity of compounds.
Analysis of the kinetics of sonochemical degradation of organic compounds should
take into account several heterogeneities produced during the formation of cavitation
bubbles. Langmuir kinetics can be applied to the sonochemical degradation of low
concentrations of organic compounds. The addition of inorganic ions, organic
additives, inert solid particles, and reactive transition metal powders is effective to
control or enhance degradation rates. According to the literature, optimum amounts
of appropriate additives enhance degradation rates, but degradation rates tend to
decrease when large amount of additives are used. In addition, sonochemical
degradation rates are sensitive to the diameter of the reaction vessel; consequently,
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 m
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Fig. 19 (a) Schematic of
reaction vessel and transducer.
Base thickness of vessel:
2 mm. Distance from the
vessel to the transducer:
9 mm. (b) Photograph of
reaction vessels and
transducer. Vessel diameters
are 20, 50, 90, and 120 mm
(Reprinted with permission
from Ref. [68]. Copyright
2009 Elsevier)
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further parameters related to sonochemical reactor design should be investigated in
the future.

The physicochemical properties of acoustic cavitation bubbles and the degrada-
tion rates of organic compounds should be analyzed more quantitatively in future
research to better understand the physicochemical properties of acoustic cavitation
bubbles and the behavior of organic solutes during sonication. In sonochemical
degradation, the main reaction sites are the inside of cavitation bubbles and the
surrounding interface region; therefore, it is important to develop techniques that
make organic compounds accumulate effectively at these reaction sites. In addition,
techniques to control the number of cavitation bubbles and their temperature are
needed. The control of bubble temperature could be applied in the combined use of
sonochemical degradation and catalyst technology to control the rate and selectivity
of degradation reactions. If the combined use of sonochemical and catalyst technol-
ogy is successful, valuable materials may be synthesized by the degradation of
hazardous organic compounds.
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Abstract
The development of environmental remediation technologies targets to minimize
the toxic effects of pollutants. Among developing remediation technologies,
sonochemistry is an emerging technology for the removal of pollutants in aque-
ous environment. Primary reaction generated during acoustic cavitation is the
homolytic cleavage of water molecules into atomic hydrogen (H) and hydroxyl
(OH) radicals. Hydroxyl radicals unselectively oxidize target pollutant molecules.
This chapter deals with technical feasibility of sonochemical process for the
removal of heavy metal pollutants from aqueous environment. The removal of
heavy metal pollutants using adsorption materials in the presence of ultrasonic
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irradiation shows better efficiency compared to reactions in the absence of
ultrasonic irradiation. It is concluded that ultrasonic technology is a simple and
possibly cost-effective alternative for the oxidation of heavy metals with and
without assistance of external catalysts.

Keywords
Activated carbon • Cadmium emission • Heavy metal removal • By
sonochemical • Conventional technology • From inorganic effluent • Ion
exchange • Membrane separation methods • Ultrasound-assisted sorption pro-
cesses • Ultrasonic removal • United State Environmental Protection Agency
(USEPA) maximum contamination levels

Introduction

The term “heavy metals” refers to any metallic element that has a relatively high
density and is toxic or poisonous even at low concentrations. “Heavy metals” is a
general collective term, which applies to a group of metals and metalloids with
atomic density greater than 4 g cm�3 [1]. Although several adverse health effects of
heavy metals have been known for a long time, exposure to heavy metals continues
and is even increasing in some parts of the world. Heavy metals include lead (Pb),
cadmium (Cd), zinc (Zn), mercury (Hg), arsenic (As), silver (Ag), chromium (Cr),
copper (Cu), and iron (Fe) [2]. Emission of heavy metals to the environment occurs
via a wide range of processes and pathways contaminating air (e.g., during com-
bustion, extraction, and processing), water (via runoff and releases from storage and
transport), and soil [2, 3]. Atmospheric contamination tends to be of greatest
concern in terms of human health [3–5]. Lead emission is mainly related to road
transport and thus most uniformly distributed throughout the atmosphere [2,
5]. Cadmium emission is primarily associated with nonferrous metallurgy and
fuel combustion, whereas the spatial distribution of anthropogenic mercury emis-
sions reflects the level of coal consumption in different regions [2, 5]. Moreover,
discharge of heavy metal wastes into effluent over the past few decades has
inevitably resulted in an increased flux of metallic substances into the global aquatic
environment due to their acute toxicity, nonbiodegradability, and buildup in high
concentrations [6]. Point and nonpoint source industrial runoffs from battery
manufacturing, printing and pigments, tanneries, oil refining, mining smelting,
electroplating, paintings, and most recently e-wastes have resulted in elevated
levels and chronic toxicity of lead (Pb2+), cadmium (Cd2+), copper (Cu2+), and
iron (Fe2+). Consequently, these heavy metals have been extensively studied and
their effects on human health regularly reviewed by international bodies such as the
WHO [2, 6]. The maximum permissible limit of these heavy metal ions (Pb2+, Cd2+,
Cu2+, and Fe2+) in inland surface water and drinking water are 0.006, 0.01, 0.25,
and 0.1 mg L�1, respectively, according to the United State Environmental Protec-
tion Agency (USEPA) (Table 1) [7].
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Especially, wastes produced from the industrial activities not only bring about
serious environmental effect but also threaten human health and ecosystem
[5]. These heavy metals, for the convenience of analysis, reportedly fall into three
families: toxic metals (Hg, Cr, Pb, Zn, Cu, Ni, Cd, As, Co, Sn, etc.), precious metals
(Pd, Pt, Ag, Au, Ru, etc.), and radionuclides (U, Th, Ra, Am, etc.) [2, 3, 5, 8]. The
methods for removing heavy metal ions from aqueous solution mainly consist of
physical, chemical, and biological processes. Traditional physiochemical methods
include chemical precipitation, oxidation or reduction, filtration, ion exchange,
electrochemical treatment, reverse osmosis, membrane technology, and evaporation
recovery [9–13]. Most of these are ineffective or excessively expensive when the
metal concentrations are <100 mg L�1 [8, 14]. For example, usual physical path-
ways like ion exchange, activated carbon, and membrane adsorption belong to the
latter costly group, especially when treating large amounts of wastewater [14]. In
recent years, using ultrasonic technology to control and remove heavy metals has
gained some attention [15–23]. Further, the combined effects of ultrasound with
adsorbent materials show higher removal capacity. The adsorbent materials possess
natural metal-sequestering features to decrease the concentration of heavy metal ions
in solution from ppm to ppb level. It can effectively remove dissolved heavy metal
ions and carry them out of dilute complex solutions with high efficiency; ultrasound
features as an ideal candidate for treating high-volume and low-concentration
complex wastewaters [24–31].

Compared with conventional treatment methods, sonochemical process has the
following advantages [18–20, 22, 23]:

• High efficiency and selectivity for heavy metals in low concentrations
• Energy saving
• Broad operational range of pH and temperature

Table 1 United State Environmental Protection Agency (USEPA) maximum contamination levels
for heavy metal concentration in air, soil, and water [7]

Heavy
metal

Maximum
concentration
in air
(mg m�3)

Maximum
concentration in
sludge (soil)
(mg/Kg or ppm)

Maximum
concentration in
drinking water
(mg L�1)

Maximum
concentration in
supporting aquatic life
(mg L�1 or ppm)

Cd 0.1–0.2 85 0.005 0.008c

Pb . . ... 420 0.01b (0.0) 0.0058c

Zn2 1, 5a 7,500 5.00 0.0766c

Hg . . ... <1 50 0.5

Ca 5 Tolerable 0.0 Tolerable >50

Ag 0.01 . . ... 0.01 0.1

As . . ... . . ... . . ...

Value in bracket is the desirable limit
a1 for chlorine fume, 5 for oxide fume; . . . no guideline available
bWHO; EPA, July 1992
cUSEPA, 1987
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• Easy reclamation of heavy metal
• Easy recycling of catalysts

Heavy metal removal by sonochemical and ultrasound-assisted sorption pro-
cesses has been investigated during the last several decades [15–17, 20–23, 26, 30,
31]. The capability of cavitation-generated radicals to oxidize metallic elements has
first been observed from toxicological point of view [20, 23]. In addition, sorption
materials such as activated carbon [25], bioinspired materials [24], etc., can pas-
sively bind metal ions via various physicochemical mechanisms. This discovery then
led biosorption to an active research area for the removal of heavy metal. The
ultrasound-assisted processes can be classified into the following categories: ultra-
sound only [15, 16, 18, 23], ultrasound coupled with sorption materials [24, 27, 31],
and ultrasound with a combination of oxidizing agent [20, 21]. Researchers have
focused on optimization, mechanism, and large-scale trails for the removal of heavy
metals [25, 26].

The aim of this chapter is to present an overview of the current literature available
in the area of ultrasound-assisted removal of heavy metals.

Conventional Technology for the Removal of Heavy Metal

Conventional physicochemical methods, such as activated carbon, precipitation,
reverse osmosis, membrane separation, chemical oxidation, and ionic exchange,
have been commonly used for the removal of heavy metals. However, most of
those are less effective, excessively expensive, and eco-unfriendly when initial
metal concentrations are in the range of 10–100 mg L�1. For instance, chemical
precipitation and electrochemical treatment are not very effective, especially when
metal ion concentration in aqueous solution is among 1–100 mg L�1, and also
produce large quantity of sludge required to treat with still more great difficulty [32].

The advantages and limitations of these conventional methods are given below in
detail:

Activated Carbon

It is a crude form of graphite with a random or amorphous structure, which is highly
porous, exhibiting a broad range of pore sizes from visible cracks, crevices, and slits
of molecular dimensions. With high specific surface area, microporous character,
and chemical nature of the surface, activated carbon has been found to be a potential
adsorbent for the removal of heavy metals from industrial wastewater [33–36]. In
spite of its advantages, it also shows many shortcomings such as high cost to
prepare, deactivation resulting in a loss of the carbon, performance type dependent
of carbon, being nonselective, etc. Although modified/activated carbon can improve
the selectivity, its preparation cost roars up subsequently [37]. Table 2 shows the
effect of different metal concentrations (lead, cadmium, nickel, chromium, and zinc)
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on the removal percentage of heavy metals. It can be seen that at low heavy metal
concentration, the removal percentage is high and gradually decreases with an
increase in heavy metal concentration. At 30 ppm of heavy metals, the removal
percentages are 90 %, 86 %, 83.6 %, 83 %, and 51 % for Ni, Cd, Zn, Pb, and Cr,
respectively. At 30 ppm, nickel shows the highest removal percentage at all concen-
trations, followed by cadmium, zinc, lead, and chromium. On the other hand, the
highest heavy metal concentration (200 ppm) led to the lowest removal percentage
of the heavy metals under consideration (66 %, 70 %, 24 %, 84 %, and 75 % for Cd,
Pb, Cr, Ni, and Zn, respectively). Nickel shows the highest removal percentage at all
concentrations, followed by other metals; however, the lowest removal percentage is
the chromium at all concentrations [38].

Chemical Precipitation

This pathway is widely used for heavy metal removal from inorganic effluent.
Typically, the metal precipitates from the solution in the form of hydroxide
[39]. Since lime or calcium hydroxide is the most commonly employed precipitant

Table 2 The removal percentages of metals with different initial concentrations using activated
carbon [38]

Element
Initial concentration
(ppm)

Residual concentration
(ppm)

Removal percentage
(%)

Cd 30 4 86

50 8 84

100 30 70

200 68 66

Pb 30 5 83

50 13 74

100 27 73

200 61 70

Cr 30 15 51

50 26 48

100 70 30

200 152 24

Ni 30 3 90

50 6 88

100 15 84

200 32 84

Zn 30 5 84

50 9 81

100 24 77

200 50 75
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agent, this method gains availability at most corners of the world. Lime precipitation,
another option, can be trusted to effectively treat inorganic effluent with a metal
concentration of higher than 1,000 mg L�1 with a simple process. For instance, it
helped to remove heavy metals such as Zn(II), Cd(II), and Mn(II) cations with initial
metal concentrations of 450, 150, and 1,085 mg L�1, respectively, in a batch
continuous system [40]. In spite of its advantages, chemical precipitation requires
a large amount of chemicals to reduce metals to an acceptable level for discharge.
And generally it can hardly be used to handle low concentration of metal ion in
wastewater, which is below 100 mg L�1. Other drawbacks are its excessive sludge
production that requires further treatment, the increasing cost of sludge disposal,
slow metal precipitation, and the long-term environmental impacts of sludge dis-
posal [41]. A variety of hydroxides have been used to precipitate metals from
wastewater; based on the low cost and ease of handling, lime is the preferred choice
of base used in hydroxide precipitation at industrial settings [42].

Chemical Oxidation and Reduction

Adding oxidizing or reducing agents makes toxic substances in wastewater being
oxidized or reduced to nontoxic or low toxic substances. It has been reported that
heavy metals such as Mn2C, Cu2C, Pb2C, Cd2C, Cr3C, and Hg2C could be effec-
tively removed using potassium ferrate(VI) as oxidation and coprecipitation [43,
44]. However, currently chemical oxidation and reduction is generally used as a
pretreatment for wastewater before the application of a powerful process.

Membrane Separation

Membrane separation methods like electrodialysis (ED), nano-filtration (NF), ultra-
filtration (UF), and reverse osmosis (RO) [45] have received considerable attention
for the treatment of inorganic effluent, since they are capable of removing not only
suspended solid and organic compounds but also inorganic contaminants such as
heavy metals [46]. Although it can be applied in occasions to low metal ion
concentrations, for example, Tzanetakis et al. [47] illustrate the removal efficiencies
of Co(II) and Ni(II) were 90 % and 69 %, at initial metal concentrations of 0.84 and
11.72 mg L�1, respectively [47]. The main disadvantages of these processes are
inadequate selectivity, high energy consumption, and immature technologies, which
limit the popularization of this technology.

Ion Exchange

This is a method that uses an ion exchange resin or agent to exchange metal ions in
dilute solutions to achieve the purpose of extraction or removal of certain metal ions.
It is widely used for the recovery and removal of metals from process and waste
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streams in chemical process industries [48]. In general, ion exchange is reportedly
effective to treat inorganic effluent within a relatively wide range of metal ion
concentrations from 10 to 100 mg L�1 [49, 50] or even up to higher than
100 mg L�1 [51]. Furthermore, unlike chemical precipitation, ion exchange does
not present any sludge disposal problems [52]. Despite these advantages, it also has
some limitations in treating wastewater laden with heavy metals ions. Suitable ion
exchange resins are not available for all heavy metals ions, and the capital and
operational cost is high [53].

Ultrasonic Removal of Heavy Metals

Application of ultrasound to chemical reactions and processes is termed as
sonochemistry [54]. In recent years, sonochemical processes have received a lot of
attention due to its special features. The mechanism causing sonochemical effects in
liquids is the phenomenon of acoustic cavitation. The chemical effects of ultrasound
are derived from acoustic cavitation, which is a nonlinear process that serves as a
means of concentration of the diffuse energy of sound in liquids. This high-energy
microenvironment is induced by the extreme conditions generated during acoustic
cavitation leading to the generation of high-energy species (radicals) [17, 18, 20,
22–24, 31, 54, 55].

Cavitation is the formation, growth, and implosive collapse of bubbles in a liquid.
Cavitation collapse produces intense local heating, high pressures, enormous heating
and cooling rates, and liquid jet streams (~400 km h�1) [54, 56]. These hot spots
generated can reach temperatures above 5,000 K, pressures exceeding 1,000 atm,
and heating and cooling rates in excess of 1010 K s�1. These conditions are distinct
from those generated by other conventional techniques such as photochemistry, wet
chemistry, hydrothermal synthesis, or flame pyrolysis, making this technique unique
for various applications. The effective lifetime of these localized hot spots may be
only a few microseconds [54, 56–59].

In aqueous sonochemistry, chemical reactions occur at three regions (Figs. 1
and 2): (1) The cavitation bubble itself: Interior of collapsing bubbles where extreme
conditions of temperature and pressure exist transiently, which induce chemical
reactions yielding products that are typical of pyrolysis or combustion reactions in
the gas phase. (2) Bubble/solution interface: Interfacial regions between the cavita-
tion bubbles and bulk solution where a high temperature (lower than that in the
bubble core). Nonvolatile solutes that accumulate in this region can undergo thermal
decomposition and induce radical reactions. This interfacial reaction zone is esti-
mated to be about 200 nm thick. (3) Bulk solution: Where the radicals, being
produced in the interior of bubble and in the interfacial region, that survive migration
from the interface can undergo reactions with solutes present in the bulk solution
[54, 57–59].

Recently, Neppolian et al. [20, 23] reported on the effect of the sonochemical
oxidation of As(III) to As(V) using a low-frequency horn-type ultrasonicator
(frequency = 20 kHz; acoustic power range of 34–36 W; tip diameter = 19 mm).
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The OH radicals effectively oxidize As(III) to As(V). They have investigated the
effect of various experimental parameters on the sonochemical oxidation efficiency.
With an increase in the initial concentration of As(III) (from 0.0013 to 0.0268 mM),
the extent of oxidation of As(III) increases (Fig. 3). 325 ppb and 680 ppb of As(III)

Fig. 1 Three reaction zones in the cavitation process [60]

Fig. 2 Primary sonochemistry and secondary sonochemistry for degradation of heavy metal ions
[57]
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were oxidized into As(V) at 10 min sonication time when the initial concentration of
As(III) was 500 ppb and 1,500 ppb, respectively. The same trend was observed for
30 min of sonication time (Table 3). The sonochemical oxidation of As(III) was
carried out with different initial pHs of the reaction from 3 to 10.6. The rate of
reaction was not altered when the initial pH of the medium was changed. The power
density on the oxidation of As(III) was performed with different amplitudes from
15 % to 60 % (size of horn tip = 10 mm). Figure 4 shows that the % oxidation of As
(III) gradually increases with increasing amplitude. The results were supported by an
enhancement of the production of H2O2 with increasing amplitude from 15 % to
60 % is direct evidence for the formation of more OH radicals with increasing
amplitude and yet another confirmation that OH radicals play an important role for
the oxidation of As(III) to As(V) [23].
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Fig. 3 Effect of the different initial concentrations of As(III) on the oxidation of As(III) to As(V).
Experimental conditions: pH = 7, tip diameter = 19 mm, power = 36 W [23]

Table 3 Amount of As(III) oxidized into As(V) after sonication [23]

Initial [As] (ppb) Amount oxidized in 10 min (ppb) Amount oxidized in 30 min (ppb)

500 325 500

750 390 690

1,000 430 820

1,500 680 1,050

2,000 690 1,200

Removal of Heavy Metal from Wastewater 821



In order to understand the effectiveness of pulsed mode on the oxidation of As
(III) (0.5 s on and 0.5 s off), a remarkable increase in the rate of oxidation of As(III)
was achieved using the pulse mode; ~85 % oxidation of As(III) was achieved within
20 min reaction time. This is almost two times higher compared to the rate of As(III)
oxidation in continuous mode operation. The results suggest that “silent” oxidation
reactions occur which are initiated by OH radicals. These occur effectively and
separately and appear to be inhibited if the sonication is continuous. In addition to
this, the number of active cavitation bubbles may also have increased in the pulsed
sonication mode and as a result, an increase in the oxidation of As(III) [20, 23].
Further, the reaction rate was remarkably faster for the oxidation of As(III) to
As(V) by ultrasound in combination with other oxidizing agents such as peroxodi-
sulphate [20]. A detailed explanation is provided by considering the amount of OH
radicals generated during sonication.

As mentioned earlier, highly reactive free radicals such as OH and H radicals are
generated as shown in reactions 1–4 [20, 61]. H radical is largely converted to OH
radical through reaction 4 [62, 63]. In the arsenic system, As(III) undergoes oxida-
tion by donating an electron to the OH radical (reaction 5), as explained by Dutta
et al. [64] and Xu et al. [65] The resulting As(IV) is highly unstable and readily
undergoes further oxidation with either another OH radical or with dissolved oxygen
forming the corresponding stable and less mobile As(V) ion (reactions 6 and 7)
[66]. In addition to OH radicals, the superoxide radical anion, also an efficient
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Fig. 4 Effect of acoustic power on the oxidation of As(III) to As(V). Experimental conditions: [As
(III)] = 0.0101 mM; pH = 7; tip diameter = 10 mm; sonication time = 30 min [23]
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reactive radical, may also oxidize As(III) into As(IV) as shown in reaction 8. Thus,
As(III) is rapidly oxidized to As(V) by reactions 1–8:

H2O�����!ultrasound •OH þ •H (1)

•OH þ H ! H2O (2)

•OH þ •OH ! H2O2 (3)

•H þ H2O ! •OH þ H2 (4)

As IIIð Þ þ •OH ! As IVð Þ þ OH� (5)

As IVð Þ þ •OH ! As Vð Þ þ OH� (6)

As IVð Þ þ O2 ! As Vð Þ þ O2
•� (7)

As IIIð Þ þ O2
•� þ 2Hþ ! As IVð Þ þ H2O2 (8)

In recent decades, ultrasound-assisted removal of heavy metal ions from contaminated
soils and sediments through biosorbed materials have been reported [24, 27, 31]. In this
context, ultrasound provides an alternative technology for the removal of heavy
metals from heavy metal-contaminated environment. During the ultrasonic treatment
of heavy metal-polluted sediment, Hg is released from the sediment into the aqueous
phase. Once Hg is released by ultrasound, it could be recovered from aqueous
solution by sorption techniques, such as activated carbon adsorption or biomass
sorption [17, 24, 27, 31, 67–70]. Ziqi et al. [24] reported on the ultrasound-assisted
removal of mercury in the presence biomass (transgenic C. reinhardtii). The
observed results are shown in Fig. 5, ~18 % removal of Hg(II) was achieved within
15 min by ultrasonic irradiation in the presence of biomass. About 60 min time was
taken for removal of ~14 % Hg(II) without ultrasound. This is attributed to ultrasonic
effects on Hg(II) desorption and an increase in the mass transfer rate.

Mercury-contaminated marine sediment (NRC, Canada) used for field study and
Hg removal by ultrasound with algal cells was conducted at pH 4.0 and 8.0. Figure 6
shows Hg desorption and removal by ultrasound with and without algal cells. Higher
Hg removal was achieved with ultrasound in combination with algal cell and at pH
8.0. The efficiency was low at pH 4.0. In acidic conditions, a strong complexation
between Hg and natural organic matter occurs lowering the efficiency. Gil et al. [67]
reported on the removal of Hg(II) at trace level from water using an ultrasound-
promoted reduction/volatilization process in the presence of formic acid. Formic
acid played a major role for removal of Hg(II). Figure 7 shows that the Hg(II)
removal increased on increasing formic acid concentration up to 0.9 mol L�1.

The main reactions accounting for decomposition of formic acid such as thermal
dehydration and decarboxylation occur as a result of the high temperatures existing
in the adiabatic compression phase of cavitation bubbles. This temperature becomes
lower with increasing formic acid content in the gas bubbles. Therefore, the Hg(II)
removal decrease after a certain formic acid concentration [67].
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Further, several anionic and cationic species present in water could influence the
removal of heavy metal by using ultrasound treatments. The influence of foreign
substance like alkaline, alkaline-earth salts, and transition metals for removal of
mercury under ultrasound treatments has been reported recently [67]. The results are
given in Table 4. Hg removal efficiency was decreased in the presence of NaCl, KCl,
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and MgCl2 at 100 mg L�1 concentration, whereas no effect was observed for the
10 mg L�1 concentration of the abovementioned salts. On the contrary, KNO3 did
not cause any effect at 100 mg L�1 concentration. This is because chloride readily
reacts with Hg(II) to form a stable compound, which in turn prevents the removal of
Hg as Hg(0). Moreover, diminished Hg removal was also observed with Na2CO3.

Reducing radicals such as H radical formed during the sonolytic decomposition
of water are responsible for the reduction reactions caused by ultrasonic irradiation.
Addition of substances yielding additional reducing radicals can enhance reduction
processes [17, 18, 20, 22–24, 31, 54, 55]. In this regard, Gil et al. have proposed a
mechanism for removal of Hg with the help of formic acid in the liquid medium
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Fig. 7 Effect of formic acid concentration on Hg(II) removal [Hg]2+= 0.005 mg L�1; amplitude=
50 %; sample volume = 10 mL; ultrasound irradiation time 10 min [67]

Table 4 Effect of foreign substances in water on the Hg(II) removal by ultrasound-promoted
reduction [67]

Foreign substance Concentration (mg L�1) Effect on the Hg(II) removal (%)

NaCl 100 �34

Na2CO3 100 �50

KCl 100 �50

MgCl2 100 �60

KNO3 100 +1

MnCl2 10 �37

Pd(NO3)2 10 �6

Ni(NO3)2 10 �9

(SO4)2Fe(NH4)2 10 �3

Cd(NO3)2 10 �3

CuCl2 10 �50

Cr(NO3)3 10 �7
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upon ultrasound irradiation [67]. The following mechanism is proposed for
sonochemical reduction of Hg(II) to Hg(0):

Reactions 9–10 indicate the formation of reducing radicals and gases upon
ultrasound irradiation. H radical and OH radical are produced as a result of the
sonolysis of water (9), whereas COOH and H2 are formed from the abstraction
reaction of HCOOH with OH or H (reaction (10)). Formic acid can be degraded by
pyrolysis occurring inside the cavitation bubbles to yield several gases and H2O
(reaction (10)). Finally, Hg(II) reduction (reaction (11)) proceeds by the reaction
with several reducing species formed in earlier reactions:

HCOOH þ •OH •Hð Þ ! COOH • þ H2O H2ð Þ (9)

2HCOOH ! CO þ CO2 þ H2O þ H2 (10)

Hg IIð Þ þ reducing species radicals, gasesð Þ ! Hg 0ð Þsol (11)

Recently, many researchers [70] reported on the removal of cadmium through
ultrasound-assisted sorption process using wheat bran [70], rubber powder [68],
and olive leaf [71] as sorption material. A comparison of the removal efficiency in
the presence and absence of ultrasound provided a clear evidence that ultrasonic
irradiation changed the equilibrium leading to a higher removal of cadmium as
shown in Figs. 8, 9, and 10. This observation was explained by the physical effects
of cavitation process. The enhancement of sorption in the presence of ultrasound is
due to enhanced mass transfer caused by turbulence, microstreaming, and other
physical effects. In addition, micro-jetting may have caused additional adsorption
sites on sorption materials leading to enhanced adsorption. Nouri et al. [70] and
Hamdaoui [71] reported that the combination of ultrasound and mechanical stirring
on the removal of cadmium ions in the presence of sorption materials enhances the
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Fig. 10 Effect of sorbent dose on the sorption of cadmium by olive leaves (conditions: 300 mL of
cadmium solution, initial concentration 100 mg L�1, sorbent mass 0.2–1.0 g, acoustic power 10 W,
stirring speed 400 rpm, pH 5.3, temperature 25 �C) [71]
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cadmium removal efficiency compared to conventional method as summarized in
Table 5. This behavior could be explained by the strong convective currents occur-
ring within the reactor. These effects associated with hydrodynamic effect of cavi-
tation and mechanical stirring are responsible for the perfect mixing of the contents.
A homogeneous mixing effect was thereby established under ultrasonic irradiation
within the vessel. The thickness of the boundary layer between the fluid and solid
decreases as the mass-transfer coefficient increases. Micro-jets and shockwaves
produced by cavitation can disrupt the structure of the sorbent and lead to a higher
sorption capacity. Additionally, extreme conditions produced by acoustic cavitation
lead to high pressure and high temperature on the surface of the solid that can change
the morphology of the surface and the biosorbent granulometry [17, 24, 27, 31,
67–71]. These phenomena might produce new sites for sorption that cause a higher
removal of cadmium from aqueous solution.

Further, they have investigated the effect of temperature on the removal of
cadmium in the presence and absence of ultrasound through sorption process.
Entezari et al. [68] work indicates that the removal capacity of rubber in the presence
of ultrasound was increased with an increase in temperature. The amount of cad-
mium removal capacity increased from 46 % to 66 % after 30 min ultrasound
irradiation when the temperature was increased from 30 to 50 �C (Fig. 11). Loubna
Nouri et al. [70] carried out experiments for removal of cadmium as a function of
time at different temperatures (20, 30, and 50 �C) without and with the assistance of
ultrasound. In both cases, the sorption capacity of wheat bran increased with
increasing temperature (Fig. 12). Similar results were reported for the removal of
cadmium by Hamdaoui (Fig. 13). This indicates that the sorption process is endo-
thermic in nature. The rate of diffusion of the sorbate ions increased upon increasing
the temperature, owing to a decrease in the viscosity of the solution. Such enhance-
ment is due to the acceleration of the sorption process by the increased movement of
metal ions from the bulk solution to the surface of the solid particles at higher
temperatures. Additionally, in the presence of the ultrasonic irradiation, both the rate
of sorption and the amount of cadmium sorbed are higher than those obtained in the
conventional method for all the studied temperatures. Cavitation bubbles are more
easily produced at high temperature because of a decrease of the liquid tensile stress
and viscosity.

Table 5 Comparison of
sorption capacities of
various sorbents for
cadmium [71]

Sorbent Qm (mg g�1)

Olive leaves

Conventional method 42.19

Sonication 55.87

Combined method 64.94

Wheat bran

Conventional method 22.78

Sonication 35.09

Combined method 51.81
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Entezari et al. [72] investigated the influence of ultrasound for the removal of
cadmium in two different ways: (a) constant sorbate concentration and variable
amount of sorbent and (b) constant amount of sorbent and variable sorbate concen-
tration in the presence and absence of ultrasound with the help of natural clay. As
shown in Fig. 14, after 6 min, more than 95 % of the pollutant was removed in the
presence of ultrasound. Figure 15 demonstrates that the slopes of the curves are
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Fig. 11 Effect of temperature on the sorption of Cd(II) in the presence and absence of ultrasound
(sorbent = 1 g; Cd(II) = 20.4 ppm): (•) stirring (30 �C), (■) stirring (40 �C), (~) stirring (50 �C),
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higher in larger sorbate/sorbent ratio which is due to lower number of sites for
sorption and higher concentration of sorbate. This condition can lead to a higher
removal rate which could be related to a better contact between pollutant and sorbent
sites. These slopes are also steeper in the presence of ultrasound which may be due to
a better mass transfer in the presence of ultrasound. As a result, under appropriate
experimental conditions, especially optimal intensity of ultrasound and sorbate/
sorbent concentration ratio, it is possible to remove cadmium ion from the solution
quickly and efficiently. At higher intensity, a lower concentration ratio is more
effective for longer times, but at lower intensity, a higher concentration ratio is
more effective for shorter times.

Zhang et al. [73] reported on the effects of ultrasound on the adsorption capacity
of Fe3O4 magnetic particle sorbent for a batch removal of chromate [Cr(VI)] from
simulated wastewater. Comparison experiments were also performed in the presence
and absence of ultrasound. The results shows that the Cr(VI) removal capacity of
sorbent improved by a factor of about six times with ultrasonic irradiation (Fig. 16).
Further, investigation such as the applied ultrasonic frequency and power in the
context of Cr(VI) removal increased by about 230 % when the ultrasonic frequency
was increased from 40 to 59 kHz and by 310 % when the ultrasonic power was
increased from 40 to 200 W. This can be explained by the resonance size of the
cavitation bubbles and the collapse times of the cavitation bubbles. It is well known
that the ultrasonic frequency has a significant influence on cavitation [73].

The adsorption isotherm results were fitted with Freundlich and Langmuir iso-
therm models, which can be expressed as in Eqs. 13 and 14, respectively [73].
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1

Qe

¼ 1

Q0
þ 1

KLQ
0

1

Ce

(13)

logQe ¼ logKF þ 1

n
logCe (14)

The values of the correlation coefficients (R2), KL, KF, and Q
0 calculated from the

Langmuir model for Cr(VI) sorption on the Fe2O4 composite with ultrasonic assis-
tance are listed in the Table 6. Comparison between the stirred and ultrasonic modes
(Fig. 16) clearly shows that the application of ultrasound changes the equilibrium for
each point to higher sorption. The values of Q0 and KL increased from 3.63 and
0.093 L mg�1 in stirring mode to 12.04 mg g�1 and 19.70 L mg�1, respectively, in
ultrasound mode due to the better sorbent distribution promoted by ultrasound.
Entezari et al. [69] reported on the removal of chromium by ultrasound-assisted
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Table 6 Adsorption isothermal constants calculated for the Langmuir and Freundlich models [73]

Freundlich Langmuir

Mode KF 1/n R2 Q0 (g mg�1) KL (L mg�1) R2

Ultrasound 16.14 0.40 0.90 12.04 19.70 0.99

Stirring 0.14 0.63 0.94 3.63 0.093 0.93
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sorption process. The removal of chromium through ultrasound-assisted sorption
process by using rubber powder exhibited a Langmuir isotherm which clearly
illustrates that ultrasonic irradiation changed the equilibrium leading to a higher
removal of chromium compared to conventional treatment (Fig. 17). Further,
Entezari et al. [69] have investigated the effect of temperature on the removal of
chromium in the presence and absence of ultrasound through sorption process, and
the results are shown in Fig. 18. The results indicate that the removal capacity of
chromium in the presence of rubber and ultrasound was increased with an increase in
temperature. The amount of chromium removal increased from 53 % to 100 % at
50 �C under 60 min sonication time.

It is known that energy is transferred upon cavitation bubbles growing and then
collapsing during sonication. When a bubble collapses, strong localized physical
forces are generated surrounding nearby solid particles of sorbent. These effects
have a greater efficiency of interfacial mixing than conventional agitation, and
therefore, ultrasound enhances the rate of sorption. In addition, the collapse of the
bubble near the sorbent promotes dispersion of agglomerated magnetic particles,
thereby increasing the surface area of the sorbent. The experimental data also reveal
that the Langmuir isotherm fits the ultrasonic data more favorably than the data of
stirring mode. Meanwhile, ultrasonic irradiation also produces more active sites for
adsorption, which leads to a higher efficiency of chromium removal from aqueous
solution and changes the equilibrium position [17, 18, 20, 22–24, 31, 54, 55, 69].

Milenkovic et al. [25] reported on the removal of Cu(II) ions from aqueous
solution by ultrasound-assisted adsorption onto granular activated carbon obtained
from hazelnut shells. The adsorption isotherms of Cu(II) ions on granular activated
carbon from hazelnut shells at 25 �C in the absence of ultrasonic field as well as in
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Fig. 17 Sorption isotherms of Cr(III) on tire powder in the presence of ultrasound, stirring, and a
combination at 30 �C: (■) stirring, (•) sonication, (o) stirring + sonication [69]
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the presence of ultrasonic field are shown in Fig. 19. As can be seen from Fig. 19, the
amount of Cu(II) ions adsorbed on the granular activated carbon in the presence and
absence of ultrasound is 3.77 mmol g�1 and 3.14 mmol g�1, i.e., 20 % higher than
that in the absence of ultrasound. The adsorption process in the absence and the
presence of ultrasound obeyed pseudo second-order kinetics.

The major benefit of sonication is the increase in the adsorption capacity of the
granular activated carbon due to the promotion of intraparticular diffusion. Further,
investigation on the variations of initial concentration of Cu(II) ions a illustrates that
ultrasound has significant influence on the kinetics of Cu(II) ions adsorption on
granular activated carbon obtained from hazelnut shells. In the beginning of the
adsorption process, Cu(II) ions were rapidly adsorbed, then the adsorption rate was
slowed down, and finally an equilibrium was gradually reached. The highest rates of
Cu(II) ion removal at the beginning are probably due to the larger surface area of
hazelnut shells available for adsorption and probably the strong interaction between
the Cu(II) ions and the surface of adsorbent. In the later periods, the surface
adsorption sites become exhausted, and the removal rate is controlled by the rate
of Cu(II) ions transportation from the exterior to the interior sites of the adsorbent
particles. The cavitation process increased the diffusion process by the micro-jet and
streaming produced in the collapse of the cavity. Ultrasound affected the distribution
of the sites of energy (a homogeneous distribution) in addition to the effects of
cavitation. Similar results are reported by Entezari et al. [74] on the effect of
ultrasound on the sorption capacity of saffron corm for removal of Cu(II) ions.
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Fig. 18 Effect of temperature on the sorption of Cr(III) in the presence and absence of ultrasound
(sorbent = 1 g, pollutant = 18.50 ppm): (•) stirring (30 �C), (■) stirring (40 �C), (~) stirring
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Langmuir isotherm model fits adequately the experimental data, and more than 60 %
of copper ions was removed within 2 min from the solution in the presence of
ultrasonic irradiation. Ultrasound-assisted recovery of copper from printed circuit
board waste sludge has been reported by Xie et al. [28] They found that ultrasound-
assisted separation efficiency of copper is higher than that of without assistance of
ultrasound. The recovery efficiency of copper is ~98 % under optimized condition,
such as pH 3.0, an ultrasonic generator power of 160 W, and time of 60 min. Further,
the technique was successfully applied to industrial scaled applications in a heavy
metal recovery plant in the city of Huizhou, China, for more than 2 years. Acoustic
cavitation enhanced the dissolution of copper hydroxide into liquid phase.

Removal of Pb(II), a toxic heavy metal ion, onto styrene-divinylbenzene copol-
ymer resin in the presence of ultrasound and classical method is reported by Entezari
et al. [75] In the context of Pb (II) removal, batch experiments were conducted
on the lead ion concentration versus contact time for a given concentration of
sorbent (0.3 g) at different temperatures (Fig. 20). The initial concentration was
100 mg L�1 and the removal of lead ion was faster in the presence of ultrasound. As
shown in Fig. 20, the amount of sorption of Pb(II) onto the resin increased rapidly at
the beginning and then reached equilibrium. The sorption capacity of resin increased
with increasing the temperature. This indicates that the sorption process is endother-
mic in nature and it is the reason for higher sorption at higher temperatures. In the
presence of ultrasound, the lead is almost completely removed in 3 min at 50 �C
which may be due to high interaction with resin especially in the presence of
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Fig. 19 Adsorption isotherms of Cu(II) ions on granular activated carbon from hazelnut shells in
the absence (o) and in the presence of ultrasound (•) at 25 �C [25]
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ultrasound. It is assumed that the shear forces generated in the medium due to the
cavitation process may be the primary pathway for the morphology and the surface
area changes of sorbent, which lead to higher removal rate. Langmuir model fitted
better with the experimental data compared to Freundlich model. The kinetics of
sorption was obeyed the pseudo first-order and first-order reversible models.

The simultaneous removal of copper and lead ions from a binary aqueous solution
in the presence and absence of ultrasound has been reported recently [74]. The
experiments under sonication were carried out using 20-kHz horn. Results indicated
that the removal of copper and lead ions from a binary aqueous solution was greater
in the presence of ultrasound, and the experimental data fitted very well with
Langmuir model in the studied range of concentrations and temperatures. Second-
order kinetic model could be used to describe the sorption process for both the ions.
It was found that more than 90 % of lead and 60 % of copper ions were removed in
<2 min time period. The affinity of lead ion was higher than copper ion with respect
to the sorbent, and the ultrasound enhanced the removal of both ions from the binary
solution. Further, the effect of ultrasound on the simultaneous removal of Cd2+ and
Pb2+ ions from a binary aqueous solution in the presence of natural sorbent was
studied by Entezari and Soltani [76]. It was found that the sorption efficiency of Cd2+

was decreased in the presence of Pb2+. The observed differences in the removal of
ions in binary solution can be due to solute–solute competition and solute–surface
interactions. The results show that the functional groups on the surface of the sorbent
had a relatively stronger affinity for Pb2+ than for Cd2+. In the case of Pb2+, the
sorption is very fast and efficient which is due to the low activation energy. But this
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effect was important for the removal of Cd2+. This ion was almost completely
removed at 40 �C in the presence of ultrasound. Different multicomponent isotherm
equations based on the Langmuir isotherm were used to predict the behavior
multicomponent ion systems. In this study, the extended Langmuir model and the
P-factor model were applied. Both models showed that the interaction and compe-
tition between the ions was negligible for the sorption of Pb2+, but for Cd2+ the
competition led to the decrease of removal of Cd2+ in the presence of Pb2+.

Deng et al. [15] have investigated the removal of heavy metals such as copper,
zinc, and lead from sewage sludge in the presence of nitric acid under the ultrasonic
irradiation. The concentration of nitric acid was varied from 0 to 0.65 M under the
ultrasonic irradiation. The results indicated that the removal efficiencies of Cu, Zn,
and Pb increased with an increase in nitric acid concentration in the presence of
ultrasonic irradiation. The optimal nitric acid concentration for heavy metal extrac-
tion was 0.325 M, while a 20 min sonication resulted in maximal heavy metal
removal efficiency. The removal efficiencies of Cu, Zn, and Pb reached 9 %,
82 %, and 87 %, respectively, at the optimal concentration of nitric acid assisted
by ultrasound for 20 min. Ultrasound alone was not effective enough to remove
heavy metals from sludge, and the role played by nitric acid predominated over that
of ultrasound. However, ultrasound was synergistic with nitric acid when these were
used together to extract heavy metals from sludge. Optimal condition analysis for
heavy metal extraction by nitric acid assisted by ultrasound is given in Table 7.

Conclusions

Nowadays, significant research has been focused on the search for alternative and
innovative techniques for removal of heavy metals from aqueous environment. It has
been shown that ultrasonic technology could be effective for the removal of heavy
metals from aqueous solutions and sludges. In addition, a combination of ultrasound
with adsorbent materials has exhibited excellent performance to remove heavy
metals from the polluted environment, and this process is economic and
eco-friendly. Acoustic cavitation-generated OH radicals play important role for
removal of ions of heavy metals such as Arsenic. The physical effects of ultrasound
and cavitation process also play a major role in ultrasound-assisted adsorption of

Table 7 Optimal conditions analysis for heavy metal extraction by nitric acid assisted by ultra-
sound [15]

Heavy metal Cu Zn Pb

Optimal duration of ultrasonication (min) 20 20 20

Optimal nitric acid concentration (mol L�1) 0.325 0.325 0.325

Extracted heavy metal content (mg kg�1) 27 1,033 656

Extraction efficiency (%) 9.5 82 87

Contribution proportion of ultrasonication (%) 22 19 18

Contribution proportion of nitric acid (%) 77 80 82
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heavy metal contaminants. Increased mass transfer caused by the physical effects of
cavitation is responsible for the observed enhancement in heavy metal removal.
Despite lab-scale studies available in the literature, industrial scale processes have
not been developed for heavy metal removal using ultrasound. Further optimization
work and the development of custom-made ultrasonic equipment are necessary to
move this technology to large-scale applications.
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Abstract
Acoustic and hydrodynamic cavitations have proved a milestone as process
intensification devices, especially in wastewater treatment processes. Generation
of cavities and their subsequent collapse is a common principle of both types of
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cavitations by which chemical and physical changes take place. There are a
number of potential challenges which are not yet resolved in developing a
water treatment technology using hydrodynamic and acoustic cavitation. When it
is compared with the conventional water treatment technique, the cavitational
approach shows significant difference in treatment time required and degradation
efficiency of organic pollutants. In this book chapter, current trends of developments
of hybrid wastewater treatment processes using ultrasound and hydrodynamic
cavitation are discussedwith examples: hybrid system development using hydrogel,
ultrasound and hydrodynamic cavitation for degradation of dyes, and hybrid waste-
water treatment system for adsorption of phenol using nanoclay and ultrasound.
Water treatment using doped photocatalytic materials/hydrodynamic cavitation is
discussed. The scale-up issues specifically for the development of wastewater
treatment system using cavitation technique for mixed dyes are also reported.

Keywords
Acoustic cavitation • Advanced oxidation process (AOP) • Hydrodynamic cav-
itation • Hydrogel adsorption • Process intensification • Sonosorption of phenol

Introduction

Day-to-day growth of urbanization, commercialization, and industrialization
requires the need of fresh water. Release of wastewater from these sources consists
of many harmful and toxic chemicals that adversely affect human and aquatic life.
Treatment of wastewater from those polluting sources was concerned with the
treatment of biodegradable organics and the degradation of pathogenic organisms
via conventional methods (physical, chemical, and biological); however, these
conventional treatment techniques failed to meet the demands of the newer environ-
mental regulations. The water pollution from urbanization can be treated with the
conventional treatment techniques, such as biological treatment techniques, which
involve either aerobic or anaerobic biological treatment techniques. These biological
treatment techniques are not suitable for treatment of textile wastewater as it contains
complex organic chains and creates a toxic environment. Due to the presence of
color in the form of organic components in the water, it is not suitable for any use.
Even the presence of very less ppm of organic components in water shows toxicity to
animals and plants. The most common dye used in dyeing industries contains
60–70 % of azo dyes [1]. However, studies on various azo dyes show that most
azo dyes are carcinogenic, mutagenic, and toxic and resistant to biological and other
conventional treatment techniques [2–5]. The conventional treatment technique
includes physical, chemical, and biological treatment, such as adsorption [6–8],
coagulation [9], and bio-sorption [10–12]. However, these treatment techniques
usually involve high costs of treatment, longer treatment time, and lower percentage
of removal/degradation, which limit the use of these techniques. This is applicable
not only for dyes; some other wastewater sources also come under this category,
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such as wastewater consisting of phenol, pesticides, etc. Hence, it is necessary to find
an effective treatment technology that can degrade complex molecules or can break
down into smaller molecules, which can be further degraded by conventional
biological treatment techniques.

Researchers and technologists together had developed the efficient, economically
feasible, time-saving process based on the oxidation technique called advanced
oxidation process (AOP). Advanced oxidation process involves the generation of
hydroxyl radicals which is the basis for the degradation of recalcitrant organic
pollutants present in various industrial wastewaters. In the past, enormous research
has been carried out on AOPs which includes photocatalysis, ozonation, UV/H2O2,
etc. Acoustic and hydrodynamic cavitation has been considered as one of the
advanced oxidation processes. It has been recognized as the most effective and
energy-efficient treatment technique among other AOPs [4, 12]. Cavitation com-
bined with other AOPs such as photocatalysis, H2O2, and ozonation has been proven
to be an efficient treatment technique for complete mineralization of organic
components [3].

Cavitation methods are mainly classified into four types based on the way of
production of cavities.

(i) Acoustic cavitation
This is one type of cavitation technique; in this case, high-frequency ultrasound
waves (usually 16 kHz–100 MHz) are the basis for the generation of cavities.
The cyclic compression and expansion cycles create the cavities in the liquid
medium. Generally, an ultrasonic probe or bath is used as a cavitating device for
the production of cavities in the liquid. Subsequent growth and collapse of
cavities generates the hydroxyl radicals [3].

(ii) Hydrodynamic cavitation
In this case, cavitation phenomena happen due to the pressure variations in flow
line, which is obtained by changing the flow geometry in the pipeline flow.
When a fluid flows through a narrow constriction which is provided in the line,
the pressure at the narrow constriction falls below the vapor pressure of the
liquid, and then cavities will form. The subsequent growth and collapse of
cavities generates the hydroxyl radicals [13]. Usually an orifice and a venturi
are used as cavitating devices to generate the cavities leading to hydroxyl
radicals. Researchers also developed some new kinds of cavitating devices in
the past decade such as the vortex diode, rotating disk, etc. [13].

(iii) Optic cavitation
This is one type of cavitation technique. It can be produced by passing photons
of high-intensity light (laser) into the liquid continuum, where the photons
rupture the liquid continuum and generate the small bubbles [14]. Application
of the optic cavitation phenomena is not reported for the wastewater treatment
due to less cavitation yield and high energy consumption.

(iv) Particle cavitation
In this case, cavities are produced by using a beam of elementary particles, e.g.,
a neutron beam rupturing a liquid, as in the case of a bubble chamber [14].
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From these four types of cavitation, mainly acoustic and hydrodynamic cavi-
tation generates the desired cavitational intensity that is suitable for chemical or
physical processing.

Process Intensification

Process intensification can be defined as “any engineering development that leads to
a substantially smaller in volume, cleaner, safer and more energy-efficient
technology”[15]. It can be characterized by a huge reduction in plant volume by
orders of magnitude. Stankiewicz and Moulijn [15] reported that as there is a
growing worldwide competition in chemical production, it requires necessary
changes in the ways of designing of plants and also suggests the important “key
points” that would guide engineering developments in chemical industries. Key
benefits from the process intensification involve reduction in capital investment,
reduction in energy consumption, reduction in raw material cost, process safety, and
better environmental performance [15].

Role of Ultrasound in Process Intensification

Ultrasound cavitation has two important effects in chemical transformations; in the
case of water treatment, the generation of the radical is one important chemical
effect, and higher shearing due to microjets introduces a drastic physical effect into
the reactor. Due to these effects, a number of chemical reactions and processes can be
intensified. In this book chapter, the role of cavitation as a process intensification
device is discussed pertaining to wastewater treatment.

Recently ultrasonic irradiation is considered as an emerging advanced oxidation
process since it generates the hydroxyl radicals as a result of ultrasonic vibrations
[3]. The ultrasonic cavitation can be created by the transmission of ultrasonic waves
in the range of 20–1000 kHz within the liquid [16]. The ultrasonic cavitation is
defined as the formation, growth, and subsequent collapse of vapor- or gas-filled
cavities which release enormous magnitudes of energy [13, 17]. During the cavity
collapse process, the hydrophobic volatile nature of organic pollutants such as
phenols or any other organic solvents in wastewater will undergo thermal pyrolysis
in the gas phase inside the cavity, and the nonvolatile and hydrophilic organic
polluted species can be degraded by •OH radical at the interface of the bubble
surface in the bulk solution [3].

When ultrasonic waves are irradiated in a liquid medium, the molecules or
particles swing at their mean positions. The molecules or particles come into contact
with each other in the compression cycle and are drawn apart in the rarefaction cycle
due to the variation of the acoustic pressure that involves a sinusoidal pattern [14].
If the applied acoustic pressure amplitudes are very large to break the molecular
interaction, then cavities will form. This phenomenon is called as acoustic cavita-
tion, due to the presence of the dissolved gas molecules and very fine suspended
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particles acting as the extra nuclei for cavitation [14]. Under the extreme conditions,
such as high temperatures of over several thousand Kelvin and high pressures of
over several hundred atmospheres [14, 18–21], water molecules are thermally
dissociated into hydrogen and hydroxyl radicals (H• and •OH) [18, 19]. With
these intensifying techniques, researchers have recognized the cavitation as an
emerging technology for wastewater treatment.

The combination of ultrasound irradiation with other AOPs such as photocatalytic
oxidation [22], electrochemical [23], ozonation [24, 25], and particularly photo-
Fenton and Fenton-like processes [26] has been reported to be a much more efficient
and promising technique for the oxidative removal of recalcitrant organic pollutants
compared to single AOPs.

The studies on various AOP’s concluded that the single AOP’s are inefficient,but
the combination of below AOPs with the cavitation technique will work more
efficiently:

• Ozone (O3) [24]
• Hydrogen peroxide (H2O2) [27]
• Photo-Fenton system (Fe+3 + UV) [26]
• Photocatalysis (TiO2 + UV) [22]

Role of Hydrodynamic Cavitation in Water Treatment Processes

Reports on the applications of hydrodynamic cavitation are limited in the literature
for the intensification of physical and chemical processes in various industries. But
this technique has several advantages, which makes it a useful technique for
industrial wastewater treatment application. Hydrodynamic cavitation can be easily
scaled up to industrial application due to its capability of generating bulk hydroxyl
radicals at ambient condition, and the fabrication cost makes this technique econom-
ically feasible to use in the industrial scale. In hydrodynamic cavitation, mainly
cavities are formed due to the pressure variation in the flowing liquid in a pipe caused
by a change in flow area by the incorporation of venturi and orifice plate in the liquid
flow line [28]. According to the Bernoulli principle, when the liquid flows through
the narrow constriction such as a venturi or an orifice, the kinetic head increases at
the expense of the pressure head. If the throttling of the constriction is sufficient, the
pressure which is present at the throat of the venturi equals or falls below the vapor
pressure of that liquid, and then the vaporous cavities will form [13]. Further
lowering the pressure, the cavities continue to grow and reach to its maximum size
at minimum pressure, and whenever the liquid jet expands by reducing the flow
velocity as a function of pipe length, the expanded pressure recovers at a particular
point that results into the collapse of earlier formed cavities [28]. The microbubble/
cavity collapse has the ability to generate localized “hot spots”; this phenomenon is
known as the hot spot theory. These hot spots have a transient temperature of the
order of 10,000 K and pressures of about 1000 atm over a microsecond interval
[29]. Under this extreme conditions, water molecules dissociated into H• and •OH
radicals. These •OH radicals are diffused into the bulk liquid medium where they
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will react with organic pollutants [22]. The thermal decomposition of organic
pollutants also occur in the hydrodynamic cavitation, the generated temperature
and pressure through the cavity collapse are sufficient to break the bonds of organic
molecules. Hence, the larger molecules can be broken down into smaller molecules
[13]. The ability of developing cavitational condition by hydrodynamic cavitation is
equivalent to that developed by acoustic cavitation, but the hydrodynamic cavitation
technique is a capable and useful process-intensifying tool, which can be explored
for the degradation of various organic pollutants at an industrial scale.

The hydrodynamic cavitation can scale up to the industrial scale for water
treatment processes [6, 7]. The hydrodynamic cavitation can be described by using
Bernoulli’s theorem:

Pstatic þ PDynamic ¼ Constant ¼ Pstatic þ 1

2
ρv2

where Pstatic and Pdynamic are static and dynamic pressures and ρ and v are the density
and velocity of the liquid at the throat of the venturi or orifice. The sum of dynamic
and static pressure is constant, and increase in dynamic pressure subsequently
reduces the static pressure.

Ultrasound Cavitation-Based Hybrid Technique

Sono-sorption of Phenol Using Nanoclay

Case Study on Combined Effect of Ultrasound and Nanoclay
on Adsorption of Phenol
Phenol is one of the most carcinogenic and nonbiodegradable common compounds
found in many effluents of various industries especially from petrochemicals, phar-
maceuticals, pesticides, paint, organic chemical manufacturing units, etc. A low ppm
of phenol or the derivatives of phenol result in high levels of toxicity and also create
foul odor to the water. It has been recognized as a major pollutant in the list of the
EPA (USA). Many countries set the maximum allowable concentration of phenol or
its derivates in the wastewater effluent streams which should be less than 1 ppm. Due
to its nonbiodegradable and complex nature, phenol effluents are not suitable for the
biological treatment. Various physicochemical treatment techniques such as electro-
chemical degradation, chemical oxidation, membrane separation, and distillation are
inefficient and involve high capital costs, high energy requirement, etc. Recently the
cavitation technique either ultrasonic or hydrodynamic cavitation has been found as
a process-intensifying device for the degradation of phenol or the derivatives of
phenol in wastewater effluents [27].

Synthesis of Organically Modified Bentonite Nanoclay Under Sonication
Sonawane et al. [30] have studied the performance of organically modified bentonite
nanoclay for the adsorption of phenol in the presence of an ultrasonic bath.
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They have prepared different organically modified bentonite nanoclays from natural
bentonite using TBAC, CTAB, and HDTMA surfactants for the adsorption studies
of phenol on prepared nanoclays in the ultrasonic bath. Initially, TBAC-modified
bentonite clay was prepared using 2.77 g of TBAC which was dissolved in 75 mL of
distilled water containing a required quantity of hydrochloric acid. Instead of
mechanical mixing, they used sonication for mixing at 80 �C for 30 min until a
clear solution was obtained. In this way, they removed the ammonium salts which
are present in the solution. Then, 3.25 g of bentonite was added to the above salt
solution, and sonication was carried out for another 1.5 h. The precipitate which is
formed after 1.5 h was carried out for filtration and again dispersed in hot water by
mechanical stirring for 1 h. In the next stage chloride-free bentonite nanoclay has
been obtained by the filtration. The final precipitate, they were thoroughly dried in an
oven at 80 �C for 24 h to obtain the TBAC-modified bentonite nanoclay. The same
procedure was used for the synthesis of CTAB- and HDTMA-modified bentonite
nanoclays; they only changed the quantities of CTAB and HDTMA based on
exchangeable ion content.

Adsorption of Phenol in Sonication Environment
Sonawane et al. [30] have carried out the sono-sorption of phenol in batch operation
using an ultrasonic bath with the operating frequency of 22.5 kHz and a nominal
power rate of 120 W (Ultrasonics Labline CL 500). The total acoustic power injected
into the sample was calculated using the calorimetric method. The sono-sorption of
phenol has been carried out for the stock solution of phenol containing 10 g/L. A
500 mL beaker containing 100 ml phenol solution was placed in the ultrasonic bath
for the investigation of sono-sorption of phenol. Initial phenol concentration was
considered in the range of 250–5000 mg/L. The mixture of phenol and nanoclay was
irradiated for 10 min in the ultrasonic bath, and they observed that adsorption
equilibrium has been reached in 1 h. Sono-sorption of phenol was carried out at
room temperature in a batch mode using water circulation at the outer side of the bath.

It was reported that the method of synthesis also produces an effect on equilib-
rium adsorption. In the case of conventionally modified nanoclays, the sonosorption
of phenol (2000 mg/L) was shown 37 % adsorption, whereas sonochemically
synthesized clays show 50 % adsorption. They also reported that higher concentra-
tions of phenol in liquid medium were irradiated under ultrasound for the three
nanoclays showing that the equilibrium was achieved in a very short time (10 min).
The concentration of phenol as a function of time in the hybrid technique (sono-
sorption) is shown in Fig. 1.

It was found that in the absence of ultrasonic irradiation, the equilibrium was
achieved in 45 min, whereas for unmodified clay it has been found to be 40 min.
The effect of different initial concentrations of phenol in sono-sorption, ranging
from 250 to 5000 ppm, is shown in Fig. 2.

Irradiation of phenol in the presence of 0.5 g clay shown the better adsorption
capacity. For all nanoclays, adsorption equilibrium time and adsorption time have
been the same when 2000 ppm of phenol was used. 2000 ppm of phenol concen-
tration was shown the equilibrium concentration. Therefor 2000 ppm concentration
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were chosen as optimum concentration. It is found that the 2000 ppm concentration
of phenol is sufficient to reach the equilibrium. This fact can be observed in Fig. 2. It
will show over 5000 ppm of initial concentration of phenol; all the modified clays
have shown the maximum adsorption of phenol below 2000 ppm on 0.5 g of each
clay in 60 min of study. This point has been taken into consideration of 2000 ppm for
the adsorption studies. With increase in phenol concentration, the adsorption rate in
all three nanoclays increases. It was reported that ultrasonication is capable to alter
the TBAC-modified clay which results into more exfoliation, hence the saturation of
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adsorbent attained at early stage. The modified CTAB and HDTMA nanoclays take
more time to get the phenol incorporated inside the clay platelets, hence there is more
diffusion resistance to pass the phenol onto the nanoclay [31]. The effect of nanoclay
loading for the sono-sorption of phenol at 2000 ppm concentration was shown in
Fig. 3.

They also reported that, with the increase in clay loading into the ultrasonic bath,
phenol adsorption has been decreased onto all three types of nanoclay. Two thousand
ppm concentration of phenol has been considered as the optimum concentration for
the sono-sorption using these three nanoclays. It was observed that TBAC-modified
nanoclay is a suitable adsorbent for the adsorption of phenol, having the concentra-
tion of 2000 ppm in the phenolic water effluents.

Adsorption Isotherm Models
In order to understand the adsorption isotherm model for the three modified
nanoclays, a Langmuir isotherm model linear plot of Ce/qe versus Ce is shown in
Fig. 4.

From the R2 values, it was found that all three nanoclays do not favor the
monolayer Langmuir adsorption isotherm. Linear plot of log qe versus log Ce

indicated that the sono-sorption follows the Freundlich isotherm model for all
modified nanoclays. K and 1/n were calculated from the intercept and slope. If 1/n
= 1, then the adsorption is linear, i.e., the adsorption sites are homogeneous in nature
and there is no interaction between the adsorbed sites. If 1/n is less than 1, then the
adsorption is favorable; it means that the adsorption capacity increases and a new
adsorption site appears. For HDTMA-modified nanoclay, the value of 1/n was found
to be 0.8544; it is less than 1, so it indicates favorable adsorption. A similar type of
trend was also reported for the adsorption of phenol and dye onto bentonite clay [32,
33] and acid blue 193 dyes onto Na bentonite and HDTMA bentonite [34] and
clay–wood sawdust mixture [35].
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Case Study on Combined Effect of Ultrasound and Polymer
Nanocomposite on Adsorption of Malachite Green Dye

Aqueous dye pollutants are released from various industries into the environment
which causes serious problems on the ecosystem. The dyes which are used in dyeing
industries are mainly azo dyes; these dyes are unable to degrade through biological
treatment technique due to its biologically resistant nature. A number of techniques
are available for the treatment of wastewater such as photocatalytic degradation,
coagulation, electrocoagulation, and adsorption [36, 37]. Recently adsorption has
been proven as a viable technique for the treatment of dye-contained wastewater.
Recent studies have shown that apart from using single techniques, a combination of
two or more techniques is more efficient for the treatment of wastewater [38,
39]. Adsorption is a more efficient and economically feasible technique for the
removal of various contaminants by using various adsorbents such as activated
carbons, activated alumina, palm ash, etc. [40, 41]. Researchers found many clay
minerals (calcite, zeolite, bentonite, and kaolinite) and many composite materials for
the adsorption of contaminants [42]. Li et al. [43] prepared the PAAm/laponite clay
composite for the adsorption of cationic dyes from aqueous solution. Intercalation of
iron oxide magnetic nanoparticles into polyacrylic acid has been attempted and
investigated for the adsorption of methylene blue dye [44].

This case study deals with the sono-sorption of malachite green in the presence of
polyacrylic acid as sonosorbent. Sonawane et al. [45] have synthesized the CTAB-
modified bentonite nanoclay under ultrasound, and later they synthesized the
PAA–nanoclay nanocomposite. The resultant nanocomposite was used for the
removal of malachite green from the aqueous solution. In brief, batch sono-sorption
experiments were carried out in the ultrasound reactor (frequency of 22.5 kHz and
power of 120 W, Ultrasonics Labline CL 500) with inlet charge of 100 mL of dye
solution along with 0.5 g of PAA–nanoclay nanocomposite. The effect of pH, initial
MG dye concentration (250–1000 mg/L), and different quantities of PAA–nanoclay
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nanocomposite (0.5–1.5 g) was studied for the adsorption performance of
polyacrylic acid nanocomposite in the sonication environment. The effect of these
parameters on the removal of MG dye will be discussed in detail after a few lines.
The percentage dye removal and dye adsorbed per mg of adsorbent (q) were
calculated using the following equations:

Percentage removal ¼ Co � Ceð Þ
Co

� �
� 100 (1)

q ¼ Co � Ceð Þ � V½ �
M

(2)

where Co and Ce are the initial and final concentrations of MG dye, V is the volume
of dye solution, and M is the mass of PAA–nanoclay nanocomposite used for the dye
removal.

Sonawane et al. [45] reported that with the increase of pH of the dye solution, the
percentage removal of MG dye has been increased. The amount of the MG dye
removed at different pH values is shown in Fig. 5.

The reason for obtaining such kind of profile is due to the competitive adsorption
between H+ ions and MG dye molecules at the same adsorption site, and also the
adsorption surface becomes less positive, so that the electrostatic attraction between
MG molecules and nanocomposite surface increases [46].

Sonawane et al. [45] also studied the effect of PAA nanocomposite loading on
sono-sorption of MG dye; the obtained results were shown in Fig. 6.

From those results, we can observe that the sono-sorption efficiency has increased
with the increase in adsorbent loading. It was also reported that ultrasound in water
also plays a key role in the degradation of MG dye by the generation of •OH and H•
[47]. As per the mechanism of sono-sorption, both the radicals will help to improve
the efficiency of the hybrid technique rather than use of single techniques such as
sonolysis and adsorption. Among •OH and H•, the •OH radical will help in the
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degradation of dye molecules, while H• will help to attach the dye molecule to form
an intermediate complex that results into the adsorption of MG dye more efficiently.

Hydrodynamic Cavitation (HC)-Based Hybrid Techniques

Hydrodynamic Cavitation + H2O2

Case Study on Degradation of Imidacloprid Pesticide
Pesticides are mainly released into the environment by pesticide industrial effluent
and agriculture runoff [48]. These pesticides are very toxic, hazardous, and carcino-
genic and lead to adverse effects on the ecosystem. In this section, we will discuss
about the degradation of imidacloprid, which belongs to a new class of insecticide
called neonicotinoid, using hydrodynamic cavitation. Imidacloprid has high activity
against sucking pests, including rice hoppers and white flies [49]. It has potential
capability to create harmful effects on the aquatic environment [50, 51]. Water
streams containing imidacloprid cause serious environmental problems due to its
high solubility (0.58 g/L) and nonbiodegradable nature [52]. Biodegradation studies
of imidacloprid have not shown satisfactory results in the past. Due to this reason,
cavitation techniques have been considered as one of the most efficient degradation
techniques in recent years because of its ability to degrade complex and nonbiode-
gradable organic pollutants into short-chain molecules.

Degradation of organic pollutants can be achieved in hydrodynamic cavitation
through the free radical theory and thermal decomposition theory. Generation of hot
spots in the hydrodynamic cavitation results from the cavity collapse and oxidation
of organic molecules in the water due to the generation of reactive species like •OH
and H•. It has been investigated that the degradation rate of organic pollutants is very
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low when using cavitation alone than using additives such as H2O2 [53, 54], CCl4
[55, 56], ozone [56–59], etc. Generally, combining cavitation with other additives
has shown higher oxidation rates of target pollutants due to sufficient generation of
the reactive species. Very few studies are reported on the degradation of imidacloprid
in the past using various AOPs such as photo-Fenton [52, 60], photocatalytic [49,
60], photodegradation [61], and ozonation processes [62]. Hence, cavitation reactors
or cavitation-based hybrid techniques have not yet been applied for the degradation
of imidacloprid in the past. Raut-Jadhav et al. [63] have for the first time reported the
cavitation-based degradation of imidacloprid. Their work mainly deals with the
application of a hydrodynamic cavitation (HC)-based hybrid technique such as
HC + H2O2 for the degradation of imidacloprid in the aqueous medium.

Raut-Jadhav et al. [63] studied the degradation of imidacloprid using a circular
venturi as a cavitating device. They performed the experiments with 5 L of aqueous
solution that contains imidacloprid having the concentration of 25 mg/L. The effect
of inlet pressure on degradation of imidacloprid was studied by varying the inlet
pressure from 5 to 20 bar (5, 10, 12.5, 15, 17.5, 20 bar) at a pH of 2.7. Degradation of
imidacloprid solution was carried out at constant temperature throughout the process
at 32 � 4 �C by supplying water through the cooling jacket of the feed tank. They
investigated that imidacloprid was degraded maximum at optimum inlet pressure of
15 bar. They also investigated the effect of pH on the degradation of imidacloprid by
varying pH of feed solution as 2, 2.7, 3, 4, 6, and 7.5. It was reported that the
imidacloprid was degraded maximum at a pH of 2.7. Higher degradation of
imidacloprid is obtained due to the higher oxidation potential and lower rate of
recombination of hydroxyl radicals under acidic conditions [64]. Hence, bulk quan-
tities of hydroxyl radicals are readily available for the degradation. Under acidic
conditions, the state of imidacloprid changes from molecular state to ionized state
and thereby transferred itself from bulk to water–cavity interface, where the con-
centration of OH• radicals is high as compared to bulk liquid medium. Therefore, the
degradation of imidacloprid is more in the acidic condition.

Degradation of Imidacloprid Using HC+ H2O2

Raut-Jadhav et al. [63] studied the combination of hydrodynamic cavitation and
H2O2 on the degradation of imidacloprid at the initial concentration of 25 mg/L.
Various molar ratios of imidacloprid–H2O2 were taken to observe the effect of H2O2

concentration on imidacloprid; the reported molar ratios of imidacloprid–H2O2 were
like these: 1:1, 1:5, 1:10, 1:20, 1:30, 1:40, 1:50, and 1:60.

Effect of Cavitation Number
Raut-Jadhav et al. [63] investigated the effect of inlet pressure on cavitation and
subsequent degradation of imidacloprid. For the calculation of cavitation number,
inlet pressures were varied in the range of 5 to 20 bar and measuring the flow rate
through the main line. Dimensionless cavitation number obtained can be used to
characterize the flow conditions in the main line [65]. The cavitation number is
defined as
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Cv ¼ Pressure head

Velocity head

Cv ¼ P2 � P1
1

2
ρv2

(3)

where P2 is the fully recovered downstream pressure after the circular venturi in
kg/cm2, P1 is the vapor pressure of the liquid in kg/cm2, ρ is the density of the dye
solution in kg/m3, and v is the velocity at the throat of the circular venturi in
m/s. Velocity at the throat of the venturi can be calculated by knowing the flow
rate in the main line and diameter of the throat. Flow characteristics of each inlet
pressure through the cavitating device (circular venturi) are given in Table 1, which
provides the information about the effect of inlet pressure on CV.

Raut-Jadhav et al. [63] also studied the rate of mineralization achieved during the
degradation of imidacloprid in various processes such as HC, H2O2, and HC + H2O2.
The mineralization results obtained in various systems were shown in Fig. 7.

They carried out the mineralization study using HC alone and analysis has been
carried out using TOC. From the results, they noticed that the mineralization rate
achieved was very small in HC alone after 3 h of operation. It indicates that a very
small amount of imidacloprid was degraded when using HC alone. They also
observed the extent of mineralization to be 36.1 %, when using the hybrid technique
of HC + H2O2. The reaction mechanism for the degradation of imidacloprid was also
investigated by LC–MS analysis to identify the by-products formed from the
degradation of imidacloprid when the combination of hydrodynamic cavitation
and H2O2 process was used. Formation of by-products from the degradation of
imidacloprid by LC–MS analysis is shown in Table 2.

Identification of by-products was also carried out in previous studies during
photodegradation [61], photocatalytic degradation [49], and ozonation [62] of
imidacloprid. Among the by-products identified in Raut-Jadhav et al.’s [63] work,
1-[(6-chloro-3-pyridinyl) methyl]-2-imidazolidinone [61] and 6-chloronicotinic
aldehyde [62] have also been reported by other researchers.

Hydrodynamic Cavitation+Photocatalysis

Case Study on Decolorization of Malachite Green Dye
In this section, we are reporting the experimental work on decolorization of mala-
chite green dye in the presence of the combination of hydrodynamic cavitation and
photocatalysis. Initially graphene oxide (GO) was prepared from graphite powder by
using modified Hummers’method [66] in the presence of ultrasonic irradiation using
an ultrasonic horn (Dakshin ultrasonic probe sonicator, 22 kHz of frequency). The
prepared GO and GO–ZnO nanophotocatalysts were characterized by XRD,
FESEM, and TEM analysis. GO–ZnO nanophotocatalyst was used for the degrada-
tion of malachite green (MG) dye (500 mg/L) in aqueous solution using a hybrid
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advanced oxidation process which consists of hydrodynamic cavitation (HC) and
GO–ZnO photocatalysis. A fixed volume of 5 L of solution containing 500 mg/L of
MG dye was taken in the HC reactor. The temperature of the solution during
experiments was kept constant in all cases at about 35 �C. Experiments were
conducted at a constant inlet fluid pressure of 2 kg/cm2. To observe the effect of
solution pH on the degradation rate, experiments were performed at different pH
values of 6, 8, 8.5 (natural pH), 9, and 10. As the pH increases from 6 to 10, the
degradation time decreases. It can be seen that the degradation of MG is favored in
basic media. From the results, it was observed that the percentage of the MG
decolorization increased by increasing the pH of the dye solution. However, the
optimum pH has been taken as 8.5, because beyond pH 9 malachite green had the pH
transition stage.

Table 1 Flow characteristics of each inlet pressure through the cavitating device (circular venturi)
[63]

Inlet pressure (bar) Vol. flow rate in LPH Velocity (m/s) Cavitation number (Cv)

3 340 30.063 0.215

5 410 36.252 0.148

7 470 41.557 0.112
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Fig. 7 Mineralization results obtained in various systems [63]

Table 2 Formation of by-products from degradation of imidacloprid by LC–MS analysis [63]

m/z by LC–MS Degradation products Mw

211 1-[(6-Chloro-3-pyridinyl) methyl]-2-imidazolidinone 211

185 6-Chloro-3-pyridylmethyl ethylenediamine 185

82 Imidazolone 82
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Hydrodynamic cavitation setup consists of a centrifugal pump having the power
rating of 0.5 HP, a 2 mm diameter orifice hole as a cavitation device, and a 9 W
UV–visible light, and these were used in a typical hybrid advanced oxidation
process. Typical experimental setup is shown in Fig. 8.

Two gram of GO–ZnO nanophotocatalyst were used for the degradation of
MG. The degradation efficiency was 95 % when employing UV and hydrodynamic
cavitations simultaneously. Decolorization of MG through hydrodynamic cavitation
alone has been attained up to 93 %. It was observed that HC has shown more effect
on decolorization of MG rather than the HC combined with photocatalysis. There are
no reports in the literature on the effect of HC on the degradation of MG dye.
Breakage of the chromophore group in the dye structure is the main thing for the
decolorization of any dye. Due to the presence of a weaker chromophore group in
MG dye structure, hence the dye has been decolorized more in HC than in HC plus
photocatalysis.

Case Study on Decolorization of Crystal Violet Dye
To study the effect of ultrasonically prepared nanophotocatalysts on the decoloriza-
tion of crystal violet (CV) dye, we used the sonochemical technique [67–69] to
prepare the TiO2, Fe–TiO2, and Ce–TiO2 nanophotocatalysts. The prepared
nanophotocatalysts were characterized by XRD and TEM. The results obtained
from XRD and TEM have shown the formation of uniform doping and small
crystalline sizes of photocatalysts with the size of <100 nm. Initially decolorization
of CV dye was studied using 50 mg/L of crystal violet (CV) dye from 5 L of crystal
violet dye solution. Constant pressure (5 kg/cm2 pump discharge pressure to the
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Fig. 8 Hydrodynamic cavitation setup with photocatalysis
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cavitating device) and normal solution pH 6.5 were used for the study of CV
decolorization. CV decolorization has been confirmed from the analysis of
UV–Vis absorption spectrophotometer. It was observed that crystal violet dye was
decolorized up to �45 % when HC alone is used for 90 min. To investigate the
decolorization rate in HC combined with photocatalysis, 0.6 g/L of 0.8 % Fe–TiO2

and Ce–TiO2 were used to study the decolorization rate of crystal violet dye at its
solution pH of 6.5. Samples were taken, filtered, and tested using the UV spectro-
photometer, after every 30 min of interval in the total decolorization time of 90 min.
It was observed that 0.8 % Fe–TiO2 showed the extent of decolorization to 98 %,
whereas 1.6 % of Fe–TiO2 showed the decolorization of 85 % in 90 min of treatment.
Similarly 0.8 % Ce–TiO2 showed the decolorization of �84 %, whereas 1.6 % of
Ce–TiO2 showed the decolorization of �82 %. It was observed that the Ce-doped
TiO2 did not show a significant effect on the degradation of crystal violet dye
compared to the Fe-doped TiO2. Higher catalytic activity has been reported for the
Ce-doped TiO2 materials for the photodegradation of dyes and other pollutants.
Cerium oxides have attracted much attention due to the optical and catalytic prop-
erties associated with the redox pair of Ce3+/Ce4+. Cerium extends the photo-
response into the visible region; this can lead to an increase in the charge separation
efficiency of surface electron–hole pairs. Earlier there are many reports of Fe doping
on TiO2 to improve its photocatalytic activity among a variety of transition metals,
and also Fe on TiO2 which acts as a Fenton reagent (Fe2+) has shown better
degradation performance of organic pollutants than other transition metals. So we
have chosen these (Fe and Ce) better dopants among various transition metals for
comparison.

HC Combined With Hydrogel Adsorption

The synthesis of hydrogel using cavitation technique was carried out as follows:
Water (69 g) containing SDS (0.54 g) was added to the reaction mixture, and the
entire solution was thoroughly deoxygenated by bubbling with argon for 45 min at
room temperature. Initially 36 g of AAwas added and the solution was irradiated for
10 min in the ultrasound reactor to form uniform monomer droplets. The temper-
ature of the reaction mixture was maintained at 60 �C using a water bath. The liquid
mixture was then subjected to sonication. 0.25 g of ammonium persulfate (APS)
initiator in 5 mL of distilled water was added dropwise into the reaction mixture.
The polymerization reaction was completed within 40 min. Within the initial 15 min
of sonication, a viscous mass was formed, indicating the formation of pure
polyacrylic acid hydrogel. The resulting polymerized hydrogel was then dried in
an oven for 48 h at 85 �C. The photograph of polyacrylic acid hydrogel beads is
shown in Fig. 9.

The reason for choosing the ultrasonic-assisted synthesis of polyacrylic acid
hydrogel is that it takes less time for synthesis and has more dye adsorption
capacities compared to the conventional synthesis of polymer hydrogels. Shirsath
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et al. [70] have studied the dye adsorption capacities of both conventional and
ultrasonic synthesis of polymer hydrogels.

Initially hydrodynamic cavitation-based degradation of malachite green was
carried out using fixed solution volume of 5 L and for a constant circulation time
of 90 min. The initial concentration of malachite green was 539 μM (500 ppm). The
temperature of the solution during experiments was kept constant at 35 �C. The
absorbance of malachite green was monitored using UV spectrophotometer
(Shimadzu UV-1800), and then the concentration of dye was calculated by analyzing
the absorbance of dye solution at the wavelength of 618 nm.

To know the effect on the degradation of MG using the combination (hybrid) of
HC and hydrogel beads (such as polyacrylic acid hydrogel), the ultrasonically
prepared polyacrylic acid hydrogel beads having the total weight of 25 g and
500 ppm of MG solution are used for carrying out the experiment. These beads
are initially immersed in the hydrodynamic cavitation reactor for absorbing the MG
dye present in the water. The fixed total time of 90 min has been kept for the
degradation and adsorption of MG dye through HC and hydrogel, respectively.
For every 15 min of time interval, samples are collected and analyzed for finding
out the MG concentration present in the water. It has been observed that the
degradation of MG is more in the combined HC and hydrogel than the single
hydrodynamic cavitation technique. The degradation profile of MG in terms of
concentration versus time for both single and hybrid process is shown in Fig. 10.
The images of initial and final samples colors are shown in Fig. 11.

The swelling behavior of pure PAA hydrogels was studied. The weight of swollen
pieces of hydrogels in the water was measured. The weight measurement of swollen
hydrogels was carried out after the equilibrium was reached. The swelling ratio, S,
was then calculated using the equation

Fig. 9 Polyacrylic acid hydrogel beads
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S ¼ Ws �Wd

Wd
(4)

S ¼ 88:42� 25

25
¼ 2:53

where Ws and Wd were the swollen and dry weights of the hydrogel, respectively.
We also attempted the step for regenerating of polyacrylic acid hydrogel beads for

reuse. The regeneration step has been carried in alkaline media (pH >14) for 24 h.
Sample image of the regenerated PAA hydrogel bead is shown in Fig. 12.
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Fig. 11 (a) Initial MG color solution before degradation. (b) Final color after degradation
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Mixture of Dye Degradation from Aqueous Solution Using
Hydrodynamic Cavitation

As discussed in previous sections, ultrasonically induced cavitation has been suc-
cessfully applied for the degradation of various pollutants on a laboratory scale of
operation. However, the scale-up issue of ultrasonically induced cavitation is a
problem due to its ineffective production of cavitation yield and distribution of the
cavitational activity on a large scale of operation, and at a large scale of operation,
transducers are ineffective and higher power dissipation/higher frequency is
required. The scale-up of the degradation of organic pollutants through cavitation
has been successfully applied on pilot scale recently using hydrodynamic cavitation.
The application of hydrodynamic cavitation for the degradation of mixture of dyes is
not investigated; hence, we have made the attempt. However, Chakinala et al. [26]
for the first time reported the use of HC (liquid whistle reactor) in combination with
the advanced Fenton process (AFP) for the treatment of real industrial wastewater.

In our studies, the experimental setup of hydrodynamic cavitation includes a 5 L
holding tank; a centrifugal pump with a power rating of 3 HP was used for pumping
the mixture of dye solution. The diameter of the main pipeline was 25 mm, and the
orifice hole diameter was 6.25 mm; both were used for the degradation of tertiary
dyes (methylene blue, brilliant green, crystal violet) with concentration of 200 mg/L
of each dye. A total 5 L of dye stock solution were prepared and pumped through the
orifice for 90 min. The temperature of the solution during experiments was kept
constant in all cases at about 35 �C. Experiments were conducted at constant inlet
fluid pressure of 2 kg/cm2. Samples were withdrawn at a regular interval of 15 min,

Fig. 12 Regenerated PAA hydrogel bead
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and the total time fixed for decolorization was 90 min. The decolorization and
mineralization of dye mixture through hydrodynamic cavitation were analyzed
using UV spectroscopy and TOC analysis. It was observed that decolorization of
dyes in aqueous solution was obtained up to 38.79 %. The rate of decolorization of
mixture of dyes as a function time in hydrodynamic cavitation is shown in Fig. 13.

The rate of mineralization was studied by carrying out total organic carbon (TOC)
analysis (Shimadzu TOC-L). Combustion technique was used to identify the organic
content in the liquid dye samples for every 15 min. It was observed that the
percentage removal of TOC was obtained up to 54 % for HC alone. The effect of
the addition of H2O2 on the rate of degradation of dyes in solution was also studied.
Addition of 20, 40, 60, 80, and 100 mmol of H2O2 was carried out to know the
degradation rate of dyes in aqueous solution. It was found that dyes were decolorized
up to 65.35 %, and the removal of TOC was obtained up to 68.7 %. It was observed
that the increase in addition of H2O2 concentration also increases the degradation of
MG dye in hybrid technique. In this study, TOC removal is better than decolorization
efficiency in the experiment, which is contradictory to the facts known. The reason
why this type of contradiction is attained is mainly due to the use of tap water in
carrying out the experiments. We analyzed the tap water for TOC content. The
obtained results have shown that the TOC content of tap water is 79 ppm. The use of
tap water for experiments has shown the effect on the final TOC removal results. If
we deduct the tap water TOC value from the TOC results obtained in the experi-
ments shown, the TOC removal percentages for HC and HC + H2O2 are 27.7 % and
51 %, respectively. The TOC removal rate obtained after deducting the values is
shown to be lower than the decolorization rate. It almost justifies the facts known.
Graphical representation of percentage removal of TOC is shown in Fig. 14.

45

40

35

30

25

20

%
 d

eg
ra

da
tio

n 
of

 d
ye

15

10

5

0
0 20 40

Time (min)

60 80

Only HC

100

Fig. 13 Rate of decolorization of mixture of dyes as a function time in hydrodynamic cavitation

Role of Process Intensification by Ultrasound 861



Scale-Up Issues for Wastewater Treatment Technique Using
HC-Based Hybrid Processes

As we discussed in previous sections about the process intensification of wastewater
treatment by cavitation techniques such as acoustic and hydrodynamic cavitation,
from them one can observe that acoustic cavitations are unable to scale up to the
industrial scale due to the production of less cavitational yield, difficult design, and
material of construction; due to these drawbacks, no one has attempted to make a
pilot-scale wastewater treatment using ultrasonic cavitation. Presently research is
going in the way of making pilot-scale continuous wastewater treatment using
ultrasonic cavitation; the imaginary design follows a plug flow reactor with the
incorporation of ultrasound probe tips or transducers with the equal distances to
cover the total length of the reactor. The distribution of probe tips or transducers in
the plug flow reactor make the process continuous and treat the large volumes of
wastewater by the uniform distribution of cavities throughout the length of the
reactor. But this is not the possible way to treat the large volumes of wastewater
due to high energy consumption and high capital investment. Hence, hydrodynamic
cavitation can be used to treat the large volumes of wastewater. Hydrodynamic
cavitation can be easy to scale up due to simplicity in design, less cost of material
of construction, and higher cavitation yield which induce many researchers of this
technique to scale up the process. It was also discussed in early stage that single
treatment system is not as effective compared to the hybrid treatment system.

Cavitation and hydrogel technique discussed in section “HC Combined with
Hydrogel Adsorption” has been used to treat 5 L of malachite green dye solution
in the presence of hydrodynamic cavitation over the recirculation time of 90 min. It
has been observed that color has been degraded up to 98 %. With this observation,
we can scale up the treatment volume by changing the pump capacity and pipe size,
orifice/venturi hole diameter, number of holes, and loading of hydrogel quantity.
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Conclusion

It was concluded from the experimental studies on wastewater treatment sources
such as phenol and dyes can be efficiently degraded with both the cavitation
techniques (ultrasound and hydrodynamic cavitation). Apart from those cavitation
techniques, hydrodynamic cavitation can be used to treat large volumes of waste-
water compared to the ultrasonic cavitation technique. The operating parameters
such as pH, inlet pressure, addition of H2O2, and type of photocatalysts dramatically
change the rate of degradation of organic pollutants. Combining cavitation technique
with other processes such as adsorption, photocatalysis, and H2O2 has shown the
significant synergetic effects on the degradation of various organic pollutants in the
aqueous solution.
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Sonochemical Synthesis of Zinc Sulfide
Photocatalysts and Their Environmental
Applications
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Abstract
Different metal (Cu, Ag, Bi, Ga, In) ions doped into the lattice of ZnS spheres
have been synthesized by sonochemical irradiation approach without using any
template. The as-synthesized metal ion doped ZnS spheres were characterized by
X-ray diffraction (XRD), field emission scanning electron microscopy
(FE-SEM), high-resolution transmission electron microscopy (HRTEM), Fourier
transform infrared spectra (FT-IR), and diffused reflectance spectroscopy (DRS).
Among all, TEM images show that the prepared copper-doped ZnS crystallites
have a hollow sphere-like self-assembled nanostructure. In FT-IR spectra, a
noticed splitting of the ZnS peak at 1,110 cm�1 into two peaks at 1,124 and
998 cm�1 for copper-doped ZnS indicates that the copper atom can be partially
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substituted in the zinc as Cu � S � Zn. Such a bonding interaction between
copper and zinc ions toward sulfur was also confirmed from XRD and XPS
analyses. Tuning of the band gap from 3.65 to 2.89 eV was successfully achieved
upon doping copper (0�5 %) into ZnS. The band gaps of the ZnS doped with the
different molar amounts of Ag, Bi, Ga, and In are all close to 3.54 eV, 3.58 eV,
3.66 eV, and 3.67 eV, respectively. The catalytic activity of hollow Cu � ZnS
nanostructures was tested by photosplitting of water containing Na2S via visible-
light irradiation. The hydrogen evolution rate of 4.0Cu/ZnS is 20.1 μmol h�1 g�1.
The doping sites could serve as the trapping pool for charge carriers, which is
favorable for charge separation and photocatalytic activity enhancement. There-
fore, the Cu doping into the lattice or interstitial of ZnS provides suitable
heterogeneous energy levels to make it easier for the excited electrons from the
valence band of ZnS to inject into the conduction band of ZnS, which results in
easier water reduction to hydrogen. Furthermore, the degradation of the dye in an
aqueous solution using 0.5 g/L ZnS photocatalyst at different desired doping
metals of Cu, Ag, Bi, Ga, and In was significantly enhanced. Upon performing
photocatalytic degradation of Orange II dye under UV light irradiation, the
highest removal efficiency was obtained up to 95.9 % by 1.0Ga/ZnS
photocatalyst.

Keywords
Cavitation • Electrochemical impedance spectroscopy (EIS) of metal-doped ZnS
nanostructures • Metal-doped ZnS • EIS analysis of • FT-IR analysis of • Optical
properties of • Photocatalytic degradation of orange II dye • Photocatalytic
hydrogen evolution • Sonochemical synthesis of • XRD analysis of •
Photocatalysts • ZnS. See Zinc Sulfide (ZnS) photocatalysts • Photocatalytic
degradation of Orange II dye • Photocatalytic hydrogen evolution • Sonochemical
synthesis of metal-doped ZnS • X-ray diffraction (XRD) of metal-doped ZnS
nanostructures • Zinc Sulfide (ZnS) photocatalysts • Effect of ultrasonic irradia-
tion time • EIS analysis of metal-doped nanostructures • Formation mechanism •
FT-IR analysis of metal-doped nanostructures • Optical properties of metal-doped
nanostructures • Photocatalytic degradation of Orange II dye • Photocatalytic
hydrogen evolution • Sonochemical synthesis of metal-doped ZnS • XRD anal-
ysis of metal-doped nanostructures • Sonochemical • Hollow sphere structure •
Formation mechanism • Electrochemical impedance spectroscopy • Water split-
ting for hydrogen production • Photocatalytic degradation

Introduction

Zinc sulfide (ZnS) is one of the most important II–VI wide band-gap semiconductor
showing excellent physical properties, such as size-dependent electrical and optical
properties, due to the quantum confinement [1]. In addition, ZnS has been inten-
sively studied due to its rich morphologies at the nanoscale [1–3]. The morphology
of ZnS at the nanoscale has been demonstrated to be one of the richest types among
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all inorganic semiconductors [1]. ZnS has traditionally shown remarkable versatility
and promise for novel fundamental properties and diverse applications, including
light-emitting diodes (LEDs), electroluminescence, flat panel displays, infrared
windows, sensors, lasers, and biodevices, etc. [1]. Atomic structure and chemical
properties of ZnS are more comparable to widely known semiconductor, ZnO.
However, certain properties pertaining to ZnS are unique, advantageous, and more
suitable for visible blind ultraviolet light based devices (i.e., it can split hydrogen
sulfide under ultraviolet irradiation only) [4]. Nevertheless, ZnS has some advan-
tages, including excellent transport properties (reduction of the carriers scattering
and recombination), an intrinsically n-type semiconductor, good thermal stability
and high electronic mobility, nontoxicity, water insoluble, and comparatively inex-
pensive [5]. ZnS exists in two main crystalline forms. One is the cubic zinc blende
(sphalerite) and the other is the hexagonal wurtzite [1]. In both crystalline forms, the
coordination geometry at Zn and S are of tetrahedral crystal system, and their band
gaps of 3.72 eV and 3.77 eV belong to cubic zinc blende and hexagonal wurtzite
ZnS, respectively [1]. Hence, they are just only responsive to the UV light absorption
(λ <340 nm). Furthermore, it undergoes photochemical decomposition into the
components when irradiated in the absence of sacrificial electron donors [6]. There-
fore, considerable attempts have been focused on developing visible-light-driven
ZnS photocatalysts by using less energy but more abundant visible light (λ
�420 nm) [7]. In order to harvest solar light efficiently, photocatalysts exhibiting
an absorption band at longer wavelengths are highly desirable [8]. Many modifica-
tions have been performed in the development of visible-light-active photocatalysts
that can efficiently utilize the maximum of solar light [9]. Thus, many researchers are
interested in designing ZnS nanoparticles that could respond to visible-light irradi-
ation. For that doping of foreign elements like Cu, Mn, Cd, etc., into UV-active
nonoxide semiconductor could show necessary activity under visible-light irradia-
tion [10–19]. Doping of Cu ions into zinc chalcogenides results wide range of
tunable emission [10]. Further, doped Cu ion into ZnS could shift the absorption
edge of ZnS into visible-light region [9]. A green luminescence peak was related
with copper impurities, while two blue luminescence peaks can be attributed to
native defects of ZnS. With increasing Cu2+ concentrations, the green emission peak
is systematically shifted to longer wavelength [12]. Ag NPs have been known for
their unique properties of high catalytic activity [20]. Bismuth doping in NaTaO3

shows markedly enhanced photocatalytic hydrogen evolution under visible radiation
[21]. The excellent performances of Bi–TiO2 were attributed to their absorption
ability in the visible-light region as well as effective charge carrier separation
[22]. Doping of Ga into ZnO is expected to influence the separation rate of photo-
induced charge carriers of ZnO due to the different structure of the electronic shell
and size of Ga and Zn [23]. Doping of CdS with indium improves its visible-light
absorption. Indium as the migration of photogenerated electrons from the former to
the latter can occur in the composite system [24]. Furthermore, metal cations with
the highest oxidative states in photocatalysts have d10 (Cu, Ag, Ga, In, and Bi)
electronic configuration, while S shows its most negative states [6]. The bottom of
the conduction band consists of the d and sp orbitals of the metal cations, while the
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top of the valence band in metal sulfides is composed of S 2p orbitals, which are
normally located at ca. +3 V (vs. NHE) or higher [6]. The solid solution of
Cd0.62Zn0.16S has the best activities of hydrogen production by water photocatalytic
splitting under ultraviolet (16,320 μmol g�1 h�1) and visible-light (2,007 μmol g�1

h�1) irradiation due to preferential orientation of (1 0 1) plane, better crystallite size,
and optimal band gap [25]. The photocatalytic H2 evolution over the Cd0.44Zn0.56S
solid solutions under visible-light irradiation was investigated and the highest rate
reached 2,640 μmol g�1 h�1 even without any cocatalysts [26]. Core/shell systems,
such as CdSe/ZnS, ZnS/CdS, ZnSe/ZnS, and ZnS/ZnSe, could increase the stability
of colloidal nanocrystals against chemical degradation. At the same time, the inverse
structures with accounts of improved luminescence quantum yields, decreased
fluorescence lifetimes, and benefits related to the tailoring of the relative band-gap
positions between the two materials [27]. Moreover, the photocatalytic activity of
semiconductor materials can be controlled by three key factors: (1) light absorption
property, (2) rate of reduction and oxidation of reaction substrates by, respectively,
electron and hole, and (3) rate of electron–hole recombination [28].

Transitional metal ions have been incorporated into ZnS nanostructure via thermal
evaporation, sol–gel processing, coprecipitation, microemulsion, etc. Compared to
the above conventional techniques, sonochemical method has emerged as a powerful
tool for the fabrication of amorphous and crystalline nanosized materials [29]. When
the compression of cavities occurs in irradiated liquids, the collapse is more rapid than
thermal transport [30]. Ultrasound is a unique means of interacting energy andmatter.
The chemical effects of ultrasound do not come from a direct interaction with
molecular species [30]. On the contrary, sonochemistry derives principally from
acoustic cavitation. Acoustic cavitation can be considered to involve four stages:
formation, growth, oscillation, and implosive collapse of gas bubbles in a liquid under
proper conditions [29, 30]. Cavitation serves as a means of concentrating the diffuse
energy of sound. Formation of cavities in liquids is a nucleated process. Nucleation of
bubbles occurs at weak points in the liquid. With high-intensity ultrasound, a small
cavity may grow rapidly through inertial effects. If its rate of expansion is sufficiently
rapid, it will not have time to recompress during the positive-pressure half of the
acoustic cycle. This process is called rectified diffusion and arises because the
cavity’s surface area is slightly greater during expansion than during compression;
therefore, growth processes are slightly faster than shrinking processes. At some
point, the cavity can reach a resonant size where it can efficiently absorb energy from
the sound field. This size is determined by the frequency of the ultrasound. Such a
cavity, if it is in phase with the sound field, can then grow rapidly in the course of a
single expansion cycle. Once the cavity has overgrown, it can no longer efficiently
absorb energy from the sound field and can no longer sustain itself. The surrounding
liquid rushes in and the cavity implodes. Bubble collapse induced by cavitation
produces intense local heating, high pressures, and very short lifetimes [29–33]. It
is known that in liquids cavitation as a result of ultrasonic irradiation distorts the
system integrity caused by the growth, the oscillation, and the collapse of gas bubbles.
The collapse of cavitation bubbles generates localized hot spots with transient
temperatures of above 10,000 K, pressure of about 1,000 atm or more, and heating
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and cooling rates greater than 109 Ks�1. Under such extreme conditions, it can
obviously accelerate the hydrolysis or condensation reaction. In heterogeneous
systems (liquid–solid), the high-speed shock waves andmicrojets may induce surface
damage and promote the penetration of the particles into the matrix material
[31–33]. The asymmetry of the environment near the interface induces a deformation
of the cavity during its collapse. This deformation is self-reinforcing, and it sends a
fast-moving stream of liquid through the cavity at the surface with velocities greater
than 100 m/s. Such impingement of microjets and shock waves on the surface creates
the localized erosion responsible for many of the sonochemical effects on heteroge-
neous reactions. The cavitational erosion of metals generates newly exposed, highly
heated surfaces and ejects metal (in unknown form, perhaps as atoms or small
clusters) from the surface. Microjet distortions of bubble collapse depend on a surface
several times larger than the resonant bubble size. The turbulent flow and shock
waves produced by intense ultrasound can drive metal particles together at suffi-
ciently high speeds to induce effective melting at the point of collision. As a matter of
fact, ultrasound can be used at room temperature and pressure to promote heteroge-
neous reactions, which normally occur only under extreme conditions of hundreds of
atmospheres and hundreds of degrees. The high-velocity interparticle collisions
produced in such slurries cause smoothing of individual particles and agglomeration
of particles into extended aggregates. Then, various chemical reactions and physical
changes occur and numerous nanostructured materials can be effectively synthesized
with required particle size distribution. The ability of ultrasound to create highly
reactive surfaces and thereby increase their catalytic activity has only just now been
established. It is also likely that ultrasound can produce materials with unusual
properties. The extraordinary temperatures and pressures reached during cavitational
collapse, combined with the exceptionally high rates of cooling, may lead to the
synthesis of novel solid phases difficult to prepare in other ways [29–33]. The
physical and chemical effects generated by acoustic cavitation can be expected to
significantly influence the properties of doped materials [32]. The effect of ultrasonic
irradiation on the nanocomposite formation depends on the temperature, pressure,
frequency and power of the sonoreactor, and the concentration of the components
[31]. Sonochemistry may be able to initiate chemical reactions that are impossible to
be done using conventional processing via selective heating of reactants. Then,
various chemical reactions and physical changes occur and numerous nanostructured
materials can be effectively synthesized with required particle size distribution
[31–33]. Due to such principal reasons, sonochemical-assisted synthesis gives the
advantages of room temperature, ambient pressure, and short reaction time to prepare
metal-doped ZnS nanostructures.

Sonochemical Synthesis of Metal-Doped ZnS

Zinc acetate dihydrate and thioacetamide were used as the source of zinc and sulfur,
respectively. Firstly, 0.5 M of Zn(CH3COO)2•2H2O in 50 mL deionized water was
prepared. Subsequently, 3.7568 g C2H5NS (0.5 M) was added into Zn(CH3COO)2
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solution by continuous stirring for 20 min (solution A). The different molar amounts
of metallic solution in 50 mL deionized water (solution B) were also prepared. Under
continuous stirring, solution B was added dropwise into solution A. The stirring was
kept for 1 h to achieve complete reaction. Then, the mixture was irradiated with
high-intensity ultrasound (600 W, 20 kHz) for 0.5 h as shown in Fig. 1. The
temperature was maintained 15 �C by circulating cooling water. Finally, the metal-
doped ZnS powders were centrifuged (10,000 rpm) and washed by ethanol and water
for several times, and then dried at 60 �C in a vacuum oven overnight. The photos of
metal-doped ZnS powders are presented in Fig. 2.

1

2

3

4

1 ultrasonic sensor
2 reactor
3 cooling water inlet
4 cooling water outlet

Fig. 1 Schematic diagram of sonochemical synthesis system

1.0Ag/ZnS 2.0Ag/ZnS 1.0Bi/ZnS 2.0Bi/ZnS

1.0Ga/ZnS 2.0Ga/ZnS 1.0In/ZnS 2.0In/ZnS

ZnS

1.0Cu/ZnS 2.0Cu/ZnS 3.0Cu/ZnS 4.0Cu/ZnS 5.0Cu/ZnS 10Cu/ZnS

Fig. 2 Photos of the metal-doped ZnS powders by sonochemical method
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Effect of Irradiation Time on Synthesis of ZnS

The effect of ultrasonic irradiation time on the formation of as-synthesized ZnS
nanostructure has been revealed in Fig. 3. It shows when ultrasonic time was
prolonged, the amount of ZnS nanoparticles would gradually increase. When the
ultrasonic time was applied for 0.5 h, the ZnS nanoparticles with size of 40 nm were
formed. At the same time, from the XRD results as shown in Fig. 4, the major
diffraction peaks at 28.91�, 48.00�, and 56.54� belonging to (111), (220), and (311)
planes of ZnS nanostructures were observed and they match well with the cubic zinc
blende phase structure (JCPDS card No. 05–0566, the cell parameters of a =
5.406 Å). The strong diffraction peaks indicate good crystallinity of the samples.
No additional peaks in the XRD were observed, revealing the high purity of the
prepared ZnS nanoparticles. Thus, it can be seen obviously that the as-synthesized
ZnS nanoparticles have the same crystal structures.

XRD Analysis of Metal-Doped ZnS Nanostructures

The crystallinity and crystal phase of bare ZnS and metal-doped ZnS nanostructures
were characterized by XRD as shown in Fig. 5. The major diffraction peaks of the
ZnS clearly show the crystalline nature with assigned to the diffraction angles
28.91�, 48.00�, and 56.54� for (111), (220), and (311) planes, respectively. The

Fig. 3 Effect of irradiation time on ZnS at (a) 0.5 h, (b) 1.0 h, (c) 1.5 h, (d) 2.0 h
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diffraction peaks indicate the cubic ZnS structure (JCPDS card No. 05–0566, the cell
parameters of a = 5.406 Å) without any impurity and secondary phases. In addition,
the significant broadening of the diffraction peaks is ascribed to the very small
crystallite size [34]. The average crystallite size of the as-synthesized ZnS
nanoparticles, Dhkl, can be calculated using the Debye Scherrer’s equation, Dhkl =
kλ/(βhklcosθhkl), where Dhkl is the particle size perpendicular to the normal line of
(hkl) plane, k is a constant (0.9), λ is the wavelength of X-ray, βhkl is the full width at
half maximum of the (hkl) diffraction peak, and θhkl is the Bragg diffraction angle of
(hkl) peak [19]. The microstrain (ε) can be calculated using the formula, ε =
(βhklcosθhkl)/4 [12]. The lattice constant a can be calculated using the formula, dhkl
= a/[(h2 + k2 + l2)½], where dhkl is d-spacings calculated from λ = 2dhklsinθhkl
formula [35]. The XRD pattern characteristics of the metal-doped ZnS nanoparticles
were summarized in Table 1. The crystallite size of the metal-doped ZnS catalysts
can be found to be less than 2 nm and confirmed the XRD results.

Furthermore, for Cu-doped ZnS nanostructures (molar ratio: 1.0–5.0), small shift
was noticed in the peak positions towards the lower scattering angles, indicating an
increase of lattice constant which can be attributed to the nonuniform substitution of
copper ion into the zinc ion site as the radius of copper ion (0.057 nm) is smaller than
that of the zinc ion (0.060 nm) [36]. Reduction of the lattice parameters in magnitude
is called the lattice contraction that has important influences on physical and
chemical properties of any material. In addition, the noticed broadening of diffrac-
tion peaks with the increase of copper concentrations may be due to the increase in
microstrain. The lattice contraction occurs because of higher surface to volume ratio.
This lattice contraction shows the existence of a surface stress. The surface atoms
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Fig. 4 XRD pattern of ZnS at different irradiation time
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form a large fraction of the material and hence the particles are in a strained condition
due to the extra surface energy they possess. This may cause a contraction of the
lattice without drastic change in the crystal structure [34]. At the same time, for the
other metal-doped ZnS products, the peak positions also have the small shift towards
the lower scattering angles (Ag, Bi, In-doped ZnS) or the higher scattering angles
(Ga-doped ZnS) with the increase of metal concentrations (Ag, Bi, Ga, In) due to the
increase of microstrain. In addition, the change in the lattice parameters could be
understood by the substitution of metal ions [(Ag+ = 0.100 nm, Bi3+ = 0.103 nm,
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In3+= 0.062 nm) or (Ga3+= 0.047 nm)] which are larger or smaller than that of Zn2+

ions (ionic radius = 0.060 nm) [36]. Detail results could be found in Table 1.
For Cu-doped ZnS, not only Cu2+ is crucial to the synthesis of hexagonal ZnS but

also its concentration affects the crystal structure of ZnS. From Cu/ZnS hollow
sphere nanostructures (molar ratio: 10 mol%) as shown in Fig. 5a, the observed
major diffraction peaks close to 21.68�, 27.10�, 27.65�, 29.25�, 31.75�, 47.89�,
52.61�, and 59.24� belong to (004), (100), (101), (102), (103), (110), (108), and
(116) planes of CuS, and they match well with the hexagonal CuS phase structure
(JCPDS card No. 78–0876). According to the FE-SEM results as shown in Fig. 6, the
copper-doped ZnS photocatalysts consist of irregular spheres and rectangular-
shaped nanosheets with an average diameter of 40 nm and 60 nm, respectively,
and seem to facilitate microsphere aggregation. The HRTEM results (Fig. 7)
matched the XRD and SEM analyses. Based on the results above, the high doping
amount of copper (10 mol%) could form two kinds of shapes, Cu/ZnS spheres and
CuS nanosheet particles. For Ag-doped ZnS (2.0 mol%) as shown in Fig. 5b, the
Ag2S peaks present and match well with the acanthite Ag2S structure (JCPDS card
No. 14–0072). The major diffraction peaks close to 34.38� and 43.40� belong to
(121) and (200) planes of Ag2S. For Bi-doped ZnS nanostructures (2.0 mol%) as
shown in Fig. 5b, the observed major diffraction peaks close to 14.15�, 20.91�,
26.54�, 28.15�, 31.04�, 32.49�, 35.23�, 36.19�, and 42.63� belong to (020), (220),
(310), (230), (221), (301), (330), (240), and (041) planes of Bi2S3, and they match
well with the orthorhombic structure of Bi2S3 particles (JCPDS card No. 89–8964).
It also reveals that the higher doping amount of Bi (2 mol%) could not synthesize
Bi/ZnS nanostructure and the phase of Bi2S3 would be present.

Table 1 Characteristics of the metal-doped ZnS nanoparticles from XRD patterns

Sample 2θ
d111-spacing
(Å)

Lattice
parameter
(a) (Å)

FWHM
(β) (θ)

Crystal size
(D111) (nm)

Microstrain
(ε) (10�3)

ZnS 28.92 3.087 5.347 4.279 1.919 18.076

1.0Cu/ZnS 28.85 3.095 5.361 4.007 2.049 16.929

2.0Cu/ZnS 28.82 3.098 5.365 4.066 2.020 17.178

3.0Cu/ZnS 28.82 3.099 5.367 4.231 1.941 17.877

4.0Cu/ZnS 28.79 3.101 5.371 4.284 1.917 18.101

5.0Cu/ZnS 28.77 3.104 5.376 4.748 1.729 20.062

10Cu/ZnS 29.47 3.031 5.250 5.749 1.430 24.255

1.0Ag/ZnS 28.87 3.093 5.357 4.576 1.795 19.334

2.0Ag/ZnS 28.87 3.093 5.357 4.651 1.766 19.650

1.0Bi/ZnS 28.65 3.116 5.397 6.339 1.295 26.796

2.0Bi/ZnS 23.80 3.739 6.475 22.117 0.367 94.412

1.0Ga/ZnS 28.84 3.096 5.362 4.099 2.003 17.318

2.0Ga/ZnS 28.87 3.093 5.357 4.135 1.986 17.469

1.0In/ZnS 28.83 3.097 5.364 4.345 1.890 18.358

2.0In/ZnS 28.83 3.098 5.365 4.388 1.871 18.542
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Fig. 6 FE-SEM image of the
10Cu/ZnS nanostructures. (1)
irregular spheres of Cu/ZnS,
and (2) rectangular-shaped
nanosheets of CuS

Fig. 7 (a) Typical HRTEM image, (b) magnified HRTEM image, (c) corresponding SAED pattern,
and (d) lattice fringes of the 10Cu/ZnS nanostructures
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Formation Mechanism

According to the references, sonochemistry has been proven to be an excellent
approach in the preparation of amorphous and crystalline nanosized materials. The
benefits of sonochemistry in creating nanostructural materials arise principally from
acoustic cavitation, including the formation, growth, and implosive collapse of
bubbles in a liquid. Bubble collapse stimulated by cavitation produces intense
local heating and high pressures [37]. Therefore, based on the experimental results,
the possible formation mechanism for the growth of the as-synthesized ZnS nano-
structure could be explained by the self-assembled mechanism and a synergic effect
of Ostwald ripening [38]. Initially, the amorphous fine particles were obtained as the
precursor. The high-speed collision among precursors driven by high-intensity
ultrasound irradiation produces the agglomerates and crystallization in the form of
blende ZnS nanospheres. Since the equilibrium solute concentration at the surface of
larger particles is lower than that of smaller ones and the resulting concentration
gradients lead to solute ions flowing from small particles to larger ones, we obtained
small nanocrystals of ~2 nm (compared with the 60 nm particles of bare ZnS) with
self-supported ZnS nanospheres by carrying out ultrasounds irradiation of a homo-
geneous aqueous solution of zinc acetate and thioacetamide as the source of sulfide
ions. The chemical process can be described by the following equation [39]:

Zn CH3COOð Þ2 þ CH3CSNH2 þ H2Oþ sonication

! ZnSþ 2CH3COOHþ CH3CONH2 (1)

Furthermore, we also discussed the formation mechanism of the metal (Cu, Ag, Bi,
Ga, and In)-doped ZnS nanostructures. According to the references, the effect of
ultrasonic irradiation on the nanocomposite formation depends on the temperature,
pressure, frequency and power of the sonoreactor, and the concentration of the
components [29–33]. The remarkable effects of surface functionalization with various
molecular weight ligands may bring different assembly behaviors [38]. It reveals that
the metal-doped ZnS would result in the formation of different shapes. According to
our experimental results, we attempted to describe and predict this behavior via atom-
by-atom growth process. For Cu-doped ZnS nanostructures, at first from the EDX
analysis as shown in Fig. 8 [40], it was observed that the Cu2+ ions have been
successfully doped into the lattice of ZnS nanoparticles by sonochemical synthesis
method. The chemical process can be described by the following equations [34]:

CH3CSNH2 þ H2Oþ sonication ! H2Sþ CH3 NH2ð ÞC OHð Þ � SH (2)

CH3 NH2ð ÞC OHð Þ � SHþ H2Oþ sonication ! CH3 NH2ð ÞC OHð Þ2 þ H2S (3)

CH3 NH2ð ÞC OHð Þ2 þ sonication ! CH3 NH2ð ÞC ¼ Oþ H2O (4)

Zn CH3COOð Þ2 þ Cu CH3COOð Þ2 þ 2H2S þ sonication

! CuZnS2 þ 4CH3COOH (5)

878 J.J. Wu and G.-J. Lee



Fi
g
.8

T
E
M

an
d
E
D
X
of

th
e
ba
re
Z
nS

an
d
m
et
al
-d
op

ed
Z
nS

na
no

st
ru
ct
ur
es

[4
0]

(a
)
Z
nS

,(
b
)
2.
0C

u/
Z
nS

,(
c)
1.
0A

g/
Z
nS

,(
d
)
1.
0B

i/Z
nS

,(
e)
3.
0G

a/
Z
nS

,a
nd

(f
)

1.
5I
n/
Z
nS

Sonochemical Synthesis of Zinc Sulfide Photocatalysts and Their. . . 879



Thioacetamide is hydrolyzed and an intermediate and hydrogen sulfide is pro-
duced (reactions 2 and 3). The intermediate will lose water and produce acetamide
(CH3(NH2)CO). Zinc acetate and copper acetate react with hydrogen sulfide and
CuZnS2 is produced. This indicates that the copper ions can be partially substituted
between the zinc ions as Cu-S-Zn. There are some reasons that can be used to explain
the binding of the modified ZnS with copper. First, the crystallite size decreased due
to the doping copper as shown in Table 1, which implied that the crystal growth may
be dominated by the oriented attachment mechanism, the direct self-organization of
two particles into a single crystal by sharing a common crystallographic orientation
[38]. Second, Cu2+ (0.057 nm) has nearly the same radius as Zn2+ (0.060 nm);
therefore, the Cu2+ ions can readily substitute the Zn2+ ions in the host matrix, which
makes the formation of CuZnS2 hollow sphere nanostructures much easier in such
extreme conditions by ultrasounds irradiation. Third, the photoluminescence spectra
of the pristine ZnS and copper-doped ZnS (0–5.0 %) excited at 325 nm are shown in
Fig. 9 [40]. Pristine ZnS shows a peak at 520 nm (green emission) and a shoulder at
420 nm (blue emission). However, for the copper-doped ZnS hollow nanostructures
broad and red shifted peaks were noticed at 560 and 430 nm, which indicates
indirectly the presence of more than one metal ions, probably (Cu-S-Zn). Moreover,
the peak intensity at 420 nm is related with native defects (sulfur vacancy)
[41]. When Cu2+ ions are doped into ZnS nanoparticles, more defect states will be
introduced. Therefore, it is reasonable with some new peaks appeared in the longer
wavelength side. The spectra show a broad emission spectrum around 400–600 nm.
It is in agreement with earlier results in Cu/ZnS nanoparticles. With an increase of
the Cu2+ concentration (from 0 % to 5.0 %), the green light position is systematically
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Fig. 9 Photoluminescence spectra of copper-doped ZnS and bare ZnS [40]
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shifted to longer wavelength. Furthermore, the intensity of the Cu/ZnS emission is
decreased by higher concentration of the Cu2+. When Cu2+ ions are incorporated
successfully into ZnS host lattice, the luminescence centers of Cu2+ ions are formed
[11, 12]. The decrease of luminescence intensity at the higher Cu2+ concentrations
may be caused by the formation of CuS [10]. The evidence is that the nanocrystalline
Cu/ZnS powder color was changed from almost light white to gray or light yellow
when the doping concentration was increased from 1.0 % to 5.0 %. The CuS
particles not only act as nonradiative recombination centers but also reduce the
number of Cu2+ ions that are optically active luminescence centers in ZnS
nanoparticles. Therefore, the emission intensity is considerably decreased with
increasing Cu2+ concentration. Moreover, not only is Cu2+ crucial to the synthesis
of Cu/ZnS but also its concentration effect on the hollow sphere nanostructures of
ZnS. The Cu substitute Zn ions in ZnS crystals by introducing a trap energy level,
where electron and hole can be trapped. An electron can undergo photoexcitation
process in the host ZnS lattice of nanoparticles and consequently decay via a
nonradiative transition from the sulfur vacancy level to the t2 energy level of excited
Cu2+ (d9) [15].

It could be confirmed that the different morphology of Cu/ZnS from the TEM
analysis as shown in Fig. 10 [40]. With increasing concentration of Cu2+ ions in the
host, the hollow sphere structure gradually becomes flower-like structure until the
concentration is 10 mol% (Fig. 10g2). Regarding copper-doped ZnS crystallites
under TEM analysis, it looks like a hollow sphere-like nanostructure and flower-like
structure with a diameter ranging from 50 to 100 nm and 2 μm, respectively.

The possible growth mechanism of Cu-doped ZnS nanostructures could be
shown in Fig. 11. At first, the formation of these more complex spherical structures
depends on an oscillative aggregation of nanocrystallites along the radial direction
by ultrasounds irradiation. By a synergic effect of Ostwald ripening and the oriented
attachment mechanism, the surface crystallites act as nucleation sites for the creation
of the space between the core and shell. During the solid evacuation, crystallites
immediately below the surface region are transported to these surface sites. Since the
shells and cores have the same chemical constituents, the resultant structures are
called “homogeneous core-shell” [42]. Then, the hollow nanospheres are formed
through a solid evacuation and subsequent recrystallization process as shown in
Fig. 11a.

Under such extreme conditions, the quicker release of the intermediate gas pro-
vides higher permeating pressure and faster permeating speed, which results in a
broken shell of Cu/ZnS hollow spheres as shown in Fig. 11b. With increasing
concentration of Cu2+ ions in the host, the hollow sphere structure gradually
becomes flower-like structure until the concentration is 10 mol% as shown in
Fig. 10g2. It can be seen that the sphere is constructed with cross nanoflakes as
building blocks. The individual flower-like structure consists of aggregated
nanoflakes. These nanoflakes, with a random array, are connected to each other to
build a flower-like architecture [43]. The dark center of the flower indicates that the
nanoflakes are accumulated tightly. Then, the components of primary crystallites in
the cores are not exactly the same, ZnS and CuS hollowing of core can still take
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place, which will thus give even more complex space patterns as shown in Fig. 11c.
Moreover, according to the Kirkendall effect, it is a consequence of the different
diffusivities of Zn and Cu atoms in a diffusion couple causing a supersaturation of
lattice vacancies. This supersaturation may lead to a condensation of extra vacancies
in the form of so-called “Kirkendall voids” close to the interface [44]. But Kirkendall
voids is a negative effect since the voids weaken the bonding strength and might
cause failure of the electrical contact. Thus, flower-like structure will appear between
the gaps during the growth. The element of Cu only existed in the cross nanoflakes,
which results in a flower-like architecture. Based on the above results, we can
synthesize the Cu/ZnS hollow sphere structure via facile one-pot and template-free
hydrothermal routes by ultrasounds irradiation method.

50 nm100 nm50 nm

100 nm 100 nm 100 nm

1 μm200 nm

g1

a

g2

b c

d e f

Fig. 10 TEM images of (a) ZnS, (b) 1.0Cu/ZnS, (c) 2.0Cu/ZnS, (d) 3.0Cu/ZnS, (e) 4.0Cu/ZnS, (f)
5.0Cu/ZnS, and (g) 10Cu/ZnS [40]
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FT-IR Analysis of ZnS and Metal-Doped ZnS Nanostructures

FT-IR spectra of the synthesized ZnS were shown in Fig. 12. The broad band around
3,000–3,600 cm�1 is due to the OH stretching frequency (existence of water
absorbed in the surface of nanocrystals). The peaks around 1,600–3,000 cm�1 is
due to the microstructure formation of the samples [15, 45]. The bands at
1,420–1,565 cm�1 can be assigned to C = O symmetric and asymmetric stretching
modes arising from the absorption of atmospheric CO2 on the surface of the
nanocrystals [15, 46]. The characteristic ZnS vibration peaks can be noticed at
1,110 cm�1 and 672 cm�1 [15, 19]. However, the FT-IR spectrum of 2.0Cu/ZnS
nanostructures shows similar peaks with respect to the bare ZnS nanoparticles, and
in addition noticeable new peaks at 1,124 and 998 cm�1 may be due to arising
resonance interaction among difference in vibrational modes of zinc and copper
sulfide ions. This indicates that the copper ions can be partially substituted between
the zinc ions as Cu-S-Zn, which may be responsible for splitting of original ZnS
peak at 1,110 cm�1 into two new peaks, i.e., 1,124 and 998 cm�1. Due to such
competitive bonding interaction among copper and zinc ions towards sulfur, it
causes initially formed agglomerated pristine ZnS spherical clusters into hollow
sphere-like self-assembled nanostructure (Cu-ZnS) [15, 47]. In addition, the FT-IR
spectrum of Ag-, Bi-, Ga-, and In-doped ZnS also show similar peaks as the
spectrum of bare ZnS powder. The splitting of original ZnS peak at 1,110 cm�1

into two new peaks due to Ag-, Bi-, Ga-, and In-doped ZnS crystal. The peak at
860–998 cm�1 indicates the presence of resonance interaction between vibrational
modes of sulfide ions in the crystal. It means that the doped Ag, Bi, Ga, and In would
affect the structure of portion of the ZnS particles [15, 47].
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product growthflower-like
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b a
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Fig. 11 Schematic illustration of possible growth mechanism of Cu/ZnS nanostructures. (a) and
(b) the low doping amount (1.0–5.0 %), and (c) the high doping amount (10 %)
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Optical Properties of ZnS and Metal-Doped ZnS Nanostructures

To better understand the chemical states of the elements, XPS analyses were
performed and the typical XPS results are shown in Figs. 13 and 14. The XPS survey
spectra of metal (Cu, Ag, Bi, Ga, In)-doped ZnS nanostructure show extra peaks for
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Fig. 12 FT-IR spectra of bare ZnS and metal-doped ZnS [40]
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the element copper, silver, bismuth, gallium, and indium upon compared to pristine
ZnS nanostructure. The peaks of Zn and S can also be noticed in both the survey
spectra. The binding energy of Zn 2p3/2 and Zn 2p1/2 were found at 1,022.1 eV and
1,045.1 eV, belonging to the Zn+2 oxidation state in ZnS and in addition no noticeable
shift after the metal doping as shown in Figs. 13b and 14b [48].Moreover, the binding
energy of S 2p3/2 and S 2p1/2 were clearly seen at 161.9 eV and 163.1 eV, which are
consistent with the binding energy values as reported in the literature for sulfur as
shown in Figs. 13c and 14c [48]. Meanwhile, for metal-doped ZnS nanostructures,
whereas small shift was noticed in the peak positions of Zn and S towards the lower
binding energy, indicating an increase of defects which can be attributed to the
substitution of metal ion into the zinc ion site. Based on the above results, this
observation is consistent with the doping-induced shift of the chemical potential.
However, for the dopant copper, the binding energy of Cu 2p3/2 and Cu 2p1/2 are
932.4 eV and 952.2 eV, respectively, which can be assigned either to metallic or
cationic Cu species based on available literature references as shown in Fig. 13d [48,
49]. However, Cu species detected in our hollow sphere-like self-assembled nano-
structure may appear to be cationic (Cu-S-Zn) based on FT-IR studies stated in the
above paragraph. The absence of satellite peaks (942 and 963 eV) indirectly indicates
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that the cationic species present in our system may be in +1 oxidation state (Cu+1)
although Cu2+ was used for the synthesis. Thus, all the characterization studies
mentioned here clearly supports that there may be bonding interaction occurring
between copper and zinc ions towards sulfur as Cu-S-Zn, which leads to hollow
sphere-like self-assembled nanostructure. As for Ag, the binding energy of Ag 3d5/2
and Ag 3d3/2 are 368.0 eVand 374.1 eV, respectively. According to the XPS results in
our analysis, the Ag species can be assigned to Ag+ of Ag2S [50]. As for Bi, the main
Bi peaks (Bi 4f5/2, Bi 4f7/2) of the Bi2S3 exist at 163.0 eVand 158.0 eV, respectively.
The Bi3+ peaks well agree with the reference [51]. The binding energy peak for Ga 3d
is centered at 19.8 eV, which is attributable to the presence of gallium oxide [52]. As
for In, the double spectral lines of In 3d located at 444.8 eVand 452.3 eVare ascribed
to the binding energy of In 3d5/2 and In 3d3/2, respectively, which are coincided with
indium oxide [53]. XPSmeasurement results demonstrate that Cu2+, Ag+, Bi3+, Ga3+,
and In3+ have been successfully doped into the lattice of ZnS nanoparticles by
sonochemical synthesis.
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UV–vis absorption of pristine ZnS and as-synthesized products are demonstrated
in Fig. 15. The band gap energy was calculated using the Tauc’s relation [(αhυ)1/n =
A(hυ – Eg)] [48]. The band gap of pristine ZnS is 3.69 eV. The observed red shift of
the absorption edge for the hollow Cu-doped ZnS nanostructures compared to
pristine ZnS revealed that copper doping can moderately benefit the optical property
of bare ZnS which may be due to substitution of Cu ions on Zn lattice sites. The
calculated band gap using the Tauc’s relation starts decreasing from 3.69 to 2.89 eV
upon increasing the concentration of copper dopant from 0 % to 5.0 % which
indicates that Cu-doped ZnS may be used as a visible-light response catalyst for
various applications, such as degradation of pollutants, photosplitting of water, etc.
However, the band gaps of the ZnS doped with the different molar amounts of Ag,
Bi, Ga, and In are all close to 3.54 eV, 3.58 eV, 3.66 eV, and 3.67 eV, respectively. It
is apparent that the Ag and Bi can affect the absorbance property of the M/ZnS
photocatalysts. Therefore, the red shift of the absorption edge of the M/ZnS
photocatalysts is revealed and Ag and Bi doping can moderately benefit the optical
property of bare ZnS.

EIS Analysis of ZnS and Metal-Doped ZnS Nanostructures

The as-synthesized ZnS products were subjected to electrochemical impedance
spectroscopy (EIS) to determine the flat band potentials. The working electrode
should exhibit favorable redox behavior within the analyte, reproducing electron
transfer without electrode fouling. Meanwhile, the potential window over which the

300 400 500 600 700 800

A
bs

or
ba

nc
e 

(a
.u

.)

Wavelength (nm)

ZnS
1.0Cu/ZnS
2.0Cu/ZnS
3.0Cu/ZnS
4.0Cu/ZnS
5.0Cu/ZnS
1.0Ag/ZnS
1.0Bi/ZnS
1.0Ga/ZnS
1.0In/ZnS

Fig. 15 UV–vis absorption spectra of metal-doped ZnS
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electrode performs in a given electrolyte solution should be as wide as possible to
allow for the greatest degree of analyte characterization. In this section, experiments
were carried out in 0.1 M Na2SO4 solution (pH = 7) within the potential region of
�1.5 to 1.8 V versus Ag/AgCl of the working electrodes to select the great potential
window for measurement. According to the CV curve results as shown in Fig. 16,
with all of the experimental conditions remaining the same, sigmoidal shape was
observed. This was the result of a steady-state condition between diffusion and
electron transfer. Therefore, the next experiments were carried out in 0.1 M
Na2SO4 solution at different frequencies (100, 200, 500, 1,000, 2,000, and
3,000 Hz) within the potential window of �1.2 to 1.8 V versus Ag/AgCl. The flat
band potentials of the as-synthesized ZnS nanoparticles, Efb, can be calculated using
electrochemical impedance spectroscopy and the Mott � Schottky equation, C�2 =
[2/(εsε0eNd)][E–Efb � (kBT/e)], where C is the interfacial capacitance, εs is the
dielectric constant of the semiconductor, ε0 is the permittivity of free space, e is
the electronic charge, Nd is the donor density, E is the applied potential, Efb is the flat
band potential, kB is the Boltzmann constant, and T is the absolute temperature
[54]. Moreover, the flat band potential of the semiconductor and electrolyte interface
can be obtained from the intercept on the potential axis, whereas the slope of the
straight line is related to the carrier concentration. Based on the above experiments,
the positive slope of the Mott–Schottky plots confirms the n-type semiconductor for
our ZnS products in Fig. 17, and the flat band potential can be determined by
extrapolating to C = 0. An average of the x-intercepts, at six different frequencies,
produces flat band potentials for ZnS products with an estimated precision of
�0.1 V. As it is frequently the case, flat band potentials obtained from the Mott �
Schottky plots show a frequency dependency. At the same time, the nonconverging
frequency dependency of the Mott–Schottky plot might originate from nonideality

–2.0 –1.5 –1.0 –0.5 0.0 0.5 1.0 1.5 2.0 2.5
–0.0030

–0.0025

–0.0020

–0.0015

–0.0010

–0.0005

0.0000

0.0005

0.0010

0.0015

0.0020

Potential (V vs Ag/AgCl)

C
ur

re
nt

 (
A

)

ZnS 1.0Cu/ZnS
2.0Cu/ZnS 4.0Cu/ZnS
5.0Cu/ZnS 1.0Ag/ZnS
1.0Bi/ZnS 1.0Ga/ZnS
1.0In/ZnS

H2O
oxidation

H2O
reduction

Fig. 16 Potential windows of the as-synthesized ZnS electrode

888 J.J. Wu and G.-J. Lee



–4
–3

–2
–1

0
1

2

0
50

0
10

00
15

00
20

00
25

00
30

00

–4
–3

–2
–1

0
1

2

05010
0

15
0

20
0

25
0

30
0

–5
–4

–3
–2

–1
0

1
–50510152025303540

–5
–4

–3
–2

–1
0

1
2

02040608010
0

–4
–3

–2
–1

0
1

2
051015202530354045

a

b c

d e f

–5
–4

–3
–2

–1
0

1
–1

0010203040506070

Capacitance
–2

10
0 

H
z

20
0 

H
z

50
0 

H
z

10
00

 H
z

20
00

 H
z

30
00

 H
z

1.
0C

u/
Z

nS
fla

t-
ba

nd
 p

ot
en

tia
l

–1
.5

94
 V

10
0 

H
z

20
0 

H
z

50
0 

H
z

10
00

 H
z

20
00

 H
z

30
00

 H
z

1.
0A

g/
Z

nS
fla

t-
ba

nd
 p

ot
en

tia
l

–2
.0

39
 V

10
0 

H
z

20
0 

H
z

50
0 

H
z

10
00

 H
z

20
00

 H
z

30
00

 H
z

1.
0B

i/Z
nS

fla
t-

ba
nd

 p
ot

en
tia

l
–2

.6
71

 V

10
0 

H
z

20
0 

H
z

50
0 

H
z

10
00

 H
z

20
00

 H
z

30
00

 H
z

1.
0G

a/
Z

nS
fla

t-
ba

nd
 p

ot
en

tia
l

–1
.5

03
 V

P
ot

en
tia

l (
V

 v
s 

A
g/

A
gC

l)

(x10
9
 F

–2
)

(x10
9
 F

–2
) (x10

9
 F

–2
) (x10

9
 F

–2
)

(x10
9
 F

–2
)(x10

8
 F

–2
)

10
0 

H
z

20
0 

H
z

50
0 

H
z

10
00

 H
z

20
00

 H
z

30
00

 H
z

Z
nS

fla
t-

ba
nd

 p
ot

en
tia

l
–0

.9
86

 V

10
0 

H
z

20
0 

H
z

50
0 

H
z

10
00

 H
z

20
00

 H
z

30
00

 H
z

1.
0I

n/
Z

nS
fla

t-
ba

nd
 p

ot
en

tia
l

–2
.6

60
 V

Fi
g
.1

7
M
ot
t
�

S
ch
ot
tk
y
pl
ot
s
fo
r
ba
re

Z
nS

an
d
m
et
al
-d
op

ed
Z
nS

na
no

st
ru
ct
ur
es

Sonochemical Synthesis of Zinc Sulfide Photocatalysts and Their. . . 889



of the surface of a drop-cast semiconductor film on ITO for the capacitance mea-
surement from the many grain boundaries of polycrystalline metal-doped ZnS and an
inhomogeneous distribution of crystal sizes over the film surface [55].

The measured flat band potentials versus the Ag/AgCl in 3 M NaCl(aq) were
converted to the reversible hydrogen electrode (RHE) scale via the Nernst equation,
VRHE = VAg/AgCl + V0

Ag/AgCl vs NHE + 0.059 � pH, where VRHE is the converted
potential versus RHE, VAg/AgCl is the experimental potential measured against
Ag/AgCl reference electrode, and V0

Ag/AgCl versus NHE is 209 mV (3 M NaCl) at
25 �C [56]. Using the band gaps obtained from the action spectra and Tauc plots,
along with the flat band potential and donor density obtained from the Mott �
Schottky experiments, we were able to obtain a schematic of the band energies of
ZnS composites as synthesized. Figure 18 shows the schematic of the conduction
and valence band positions for ZnS composites structure. From the reference [57],
we can understand that transition metal dopants influence wide band-gap semicon-
ductor photocatalysts with at least two effects, including the change of the bulk
electronic structure of the matrix semiconductor (changes in the position of the
Fermi level, the formation of new energy levels by the interaction of the dopant
with the matrix lattice, changes in the electron conductivity within the matrix
semiconductor) and modification of the surface properties. Thus upon metal-ion
doping, new energy states can be formed either within or beyond the band gap of
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(g) 1.0Bi/ZnS, (h) 1.0Ga/ZnS, i) 1.0In/ZnS

890 J.J. Wu and G.-J. Lee



semiconductors. At first for copper-doped ZnS, as the impurity concentration
(1.0–4.0 %) increases, the more negative reduction potential of the conduction
band forms. When the Cu2+ cations are incorporated into the ZnS lattice by
substituting Zn2+ cations, where the ionic radius of the Cu2+ is similar to that of
Zn2+ and the electroneutrality as a whole requires the simultaneous formation of
sulfur vacancies, the amount of which should be equal to half of the substitutional
trivalent cation dopants incorporated at Zn2+ sites. The possible equation by the
following equation holds [58]:

ZnS ! CuII
�
�

�
�
Zn

þ VS
• • þ SS (6)

where VS
•• represents the sulfur vacancy, the energy level of which lies slightly

below the CB edge; SS denotes the sulfur atom at its normal lattice site. With
increasing concentration of Cu2+ ions in the host, the potential of the conduction
band becomes more positive until the concentration reaches 5.0 mol% as shown in
Fig. 18e. The reason is that the Cu2+ will precipitate while the dopant Cu2+ exceeds
in the matrix lattice and the decrease of lattice strain would result in the decrease of
the vacancies. The data of PL can also further confirm the above results (Fig. 9). For
Ag/ZnS, Bi/ZnS, Ga/ZnS, and In/ZnS catalysts, the reduction position of conduction
band becomes more negative than that of bare ZnS. The band edge positions of the
CB and VB are also responsible for the electronegativity of the dopants (electroneg-
ativity: Zn 1.65, Ag 1.93, Bi 2.02, Ga 1.81, and In 1.78) [59].

Photocatalytic Activity

The photocatalytic experiments of metal-doped ZnS catalysts were performed in two
sections. One is for the photocatalytic hydrogen evolution of the visible-light-driven
Cu/ZnS photocatalysts from an aqueous Na2S solution under visible-light irradiation
and the other is for the photocatalytic degradation of Orange II dye with metal (Cu,
Ag, Bi, Ga, In)-doped ZnS catalysts under UV light irradiation.

Hydrogen Evolution

The photocatalytic activities of the prepared hollow copper-doped ZnS nanoparticles
were evaluated for visible-light-driven hydrogen production by photosplitting of
aqueous solution containing Na2S as sacrificial agent as shown in Fig. 19. Obvi-
ously, copper-doped ZnS nanostructure (4.0Cu/ZnS) causes an improvement in the
activity and liberates more amount of hydrogen (20.06 μmolh�1g�1), which may be
due to the benefit in the optical property towards visible light while compared to
pristine ZnS which absorbs only UV light (Fig. 15). The more negative reduction
potential of the conduction band of 4.0Cu/ZnS leads to more efficient hydrogen
generation than ZnS. Whereas the Cu doping into the lattice or interstitial of ZnS
provides suitable impurity energy levels, which make it easier for the excited
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electrons from the valence band of ZnS to inject into the conduction band of ZnS.
The reason behind this is copper could form deep trap energy levels between valence
band and conduction band of ZnS and by absorbing the external energy (visible
light), electrons are excited from valence band (VB) to conduction band (CB) which
then relaxed at shallow defect levels formed by impurity ions. The activated elec-
trons will recombine with holes left in the CB or the holes transferred to copper trap
energy levels by radiative transitions which give out photons [33, 43, 49, 60]. Thus
the efficient interparticle charge transfer prevents the electron–hole recombination
in copper-doped ZnS, resulting in superior photocatalytic activity towards
photosplitting of S2— ions. The existence of this charge gradient and uneven distri-
bution of anionic S2—ions may promote the charge separation of hole electron pairs
and avoid their recombination in the bulk semiconductor, thus leading to significantly
improved catalytic hydrogen production [61]. For 5.0 Cu/ZnS catalyst, the hydrogen
production efficiency becomes poor (2.60 μmolh�1g�1), which may be attributed to
the increase in number of impurity scattering centers, thus reducing mobility of the
photogenerated charge carriers within the conduction and/or valence bands. The other
reason is the potential of the conduction band becomes more positive. It is noted that
electron transfer in 5.0 Cu/ZnS composite photocatalyst is less efficient, and the
efficiency could not be further improved by doping high concentration of copper.

Photocatalytic Degradation of Dye

Photocatalytic degradation of Orange II dye under UV light irradiation was
conducted to investigate the photocatalytic activities of the metal-doped ZnS
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Fig. 19 Hydrogen evolution from an aqueous solution containing 0.1 M Na2S catalyzed by
Cu/ZnS and bare ZnS
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composite catalysts prepared at same dosages (1.0 mol%) of Cu/ZnS, Ag/ZnS,
Bi/ZnS, Ga/ZnS, and In/ZnS. For comparison, the photocatalytic experiments
under UV light were carried out and the efficient degradations of Orange II dye
were presented in Fig. 20. The Orange II dye concentration was only decreased for
37.6 % after 180 min of irradiation in the absence of any photocatalyst. The removal
percentages of the dye in an aqueous solution using 0.5 g/L ZnS photocatalyst at
different desired doping metals of Cu, Ag, Bi, Ga, and In were significantly
enhanced as shown in Fig. 20. Under similar experimental conditions, the removal
efficiency of Orange II dye was obtained as 90.3 %, 89.5 %, 94.9 %, 91.9 %, 95.9 %,
and 84.4 %, respectively, for ZnS, 1.0Cu/ZnS, 1.0Ag/ZnS, 1.0Bi/ZnS, 1.0Ga/ZnS,
and 1.0In/ZnS. This reveals the optimal metal doping for efficient degradation of
Orange II dye because doping the metals into the lattice of ZnS can separate
photogenerated electrons and holes more effectively. Moreover, the TOC removal
efficiency of Orange II dye was obtained as 60.4 %, 74.8 %, 50.0 %, 45.3 %, 53.3 %,
and 53.9 %, respectively, for ZnS, 1.0Cu/ZnS, 1.0Ag/ZnS, 1.0Bi/ZnS, 1.0Ga/ZnS,
and 1.0In/ZnS as shown in Fig. 21. The TOC concentration of Orange II dye was
only reduced 12.6 % after 180 min of irradiation in the absence of any photocatalyst
by UV light irradiation directly. According to the references, we could know that Cu,
Ag, Bi, Ga, and In were considered to improve the photogenerated carrier separation
efficiency, and Cu could play the role of a reduction site [41, 42, 47, 50, 62,
63]. Generally, the photogenerated electrons and holes transfer to the surface to
react with the adsorbed reactants, and the migration direction of the photogenerated
charge carriers greatly depends on the band edge position of semiconductors.
Therefore, efficient interparticle charge transfer prevented electron–hole

0 20 40 60 80 100 120 140 160 180
0

5

10

15

20

25

30

35

40

45

Dark Adsorption

UV
ZnS
1.0Cu/ZnS
1.0Ag/ZnS
1.0Bi/ZnS
1.0Ga/ZnS
1.0In/ZnS

O
ra

ng
e 

II 
C

on
ce

nt
ra

tio
n 

(m
g/

L)

Time (min)
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recombination in ZnS, resulting in superior photocatalytic activities of metal (Cu,
Ag, Bi, Ga, and In)-doped ZnS.

Based on the above results, the proposed mechanisms for Orange II dye (OII dye)
degradation using the as-synthesis ZnS photocatalysts (M/ZnS denoted as Cu, Ag,
Bi, Ga, and In-doped ZnS) are suggested as follows [41, 42, 47, 50, 62–66]:

M=ZnSþ OII dyeads þ hν UV� 254 nmð Þ
! M=ZnS hþvbð Þ þM=ZnS e�cbð Þ þ OII dyeads� (7)

M=ZnS hþvbð Þ þM=ZnS e�cbð Þ ! M=ZnSþ heat (8)

OII dyeads � þM=ZnSsurf ! OII dyeads
þ þ M=ZnSsurf e

�ð Þ (9)

M=ZnSsurf þM=ZnS e�cbð Þ ! M=ZnSsurf e
�ð Þ (10)

M=ZnSsurf e
�ð Þ þ O2ads ! M=ZnSsurf þ O2

� (11)

O2
� þ M=ZnS e�cbð Þ þ 2Hþ ! H2O2 (12)

H2O2 þM=ZnS e�cbð Þ ! OH þ OH� (13)

M=ZnS hþvbð Þ þ OH�
ads ! OH (14)

O2
� þ H2O2 þ OH þ OII dyeads

þ ! degradation of OII dye (15)

Since the M/ZnS catalyst is a strong adsorbent for Orange II dye in aqueous
solution, a large amount of OII dye molecules are adsorbed on the surface of M/ZnS

0 20 40 60 80 100 120 140 160 180 200

5

10

15

20

25

30

T
O

C
 (

pp
m

)

Time (min)

UV 1.0Bi/ZnS
ZnS 1.0Ga/ZnS
1.0Cu/ZnS 1.0In/ZnS
1.0Ag/ZnS

Dark Adsorption

Fig. 21 TOC concentration of Orange II dye during photocatalytic reaction

894 J.J. Wu and G.-J. Lee



catalysts due to the strong interactions between M/ZnS catalysts and OII dye. Under
the UV-light irradiation, OII dye molecules can be activated to the excited state (OII
dye*). Due to the strong electron affinity of M/ZnS catalysts, the electrons transfer
from OII dye* to the M/ZnS catalysts. The metal (Cu, Ag, Bi, Ga, and In) doped into
ZnS lattice as the modified photocatalysts makes the electrons move more freely
without any scattering from atoms or defects. The moving electrons will be trapped
when they encounter the metal (Cu, Ag, Bi, Ga, and In) islands. The electrons
accumulated on the metal (Cu, Ag, Bi, Ga, and In) reduce the adsorbed oxygen
species to superoxide anion radical (O2

�) and the hole oxidize the adsorbed hydrox-
ide ion into hydroxyl radical (OH•). The electrons accumulated on the conduction
band reduce the superoxide anion radical and hydronium ion to dihydrogen dioxide
(H2O2). Subsequently, OII dye is degraded by these active oxygen species. As a
result, the metal (Cu, Ag, Bi, Ga, and In) can scavenge the injected electron and
separate photogenerated electrons and holes more effectively, which are responsible
for reduction of the photogenerated hole–electron recombination rate. Thus, the
metal (Cu, Ag, Bi, Ga, and In) modified ZnS photocatalysts can improve the
photocatalytic activity.

Conclusion and Future Directions

Hollow copper-doped ZnS self-assembled nanostructures were prepared by a facile
sonochemical synthesis approach and provided suitable reasons for the observed
morphology based on the characterization studies, i.e., the competitive bonding
interaction between copper and zinc ions towards sulfur (Cu-S-Zn). The observed
decrease in energy band gap shows that the copper-doped ZnS can better enhance the
optical property of pristine ZnS by harvesting more visible light. The photosplitting
of water in the presence of Na2S indicates as prepared hollow Cu-ZnS
self-assembled nanostructures may be an active visible response photocatalyst.
Moreover, metal (Ag, Bi, Ga, and In) ions doped onto the lattice of ZnS spheres
were synthesized by sonochemical irradiation approach without any template. Their
UV light-assisted photocatalytic ability has been shown by the degradation of azo
dye, Orange II. According to the experimental results, we inferred the possible
structures of decomposed products and degradation pathway of Orange II dye. The
active species (such as O2

�, OH•, and H2O2) responsible for the degradation of
Orange II dye were detected in the metal (Cu, Ag, Bi, Ga, and In)-doped ZnS
photocatalytic system.

Increasing specific surface area can provide more activity sites for better
photocatalytic activities. For metal-doped ZnS catalyst, future research work will
be expected to attempt by adding capping reagent, such as PVP, PEG, and CIT, in the
synthetic solution to induce the formation of micelles that further become micro- or
mesopores in the final catalyst product in sonochemical hydrothermal method. In
this study, Ag, Bi, Ga, and In doped into the lattice of ZnS have provided a slight
decrease in the ZnS band gap which is still larger than the emitting energy of visible
light. To further improve photocatalytic activity within visible-light range, codoped
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ZnS composite catalysts, such as ZnS/Ag:Ga, ZnS/Cu:In, or semiconductor mate-
rials of ternary chalcogenide compounds, such as ZnGaxSy and ZnInxSy, are strongly
recommended to be synthesized in the future and to produce smaller band-gap
semiconductor or electron–hole pairs separation.
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Abstract
The research area of water purification/wastewater treatment has been extensively
growing in the last few decades, especially as the water quality control and
regulations against hazardous pollutants are becoming more stringent. Wastewa-
ter generated from the pesticide and chemical industries contains toxic and
nonbiodegradable compounds, and it is imperative to develop efficient treatment
approaches. A promising way to achieve/enhance the degradation of biologically
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and chemically stable molecules like pesticides is by the application of advanced
oxidation processes (AOPs). The chapter focuses on the application of
sonochemical reactors and photocatalytic oxidation reactors, either operated
individually or in combination, for the treatment of pesticide-containing waste-
waters. Initially introduction to the sonochemical reactors has been presented
along with the discussion about the benefits that can be obtained using different
combinations of advanced oxidation processes based on the sonochemical reac-
tors, Fenton’s chemistry, ozonation, and use of hydrogen peroxide. Guidelines
have been presented for the selection of optimum parameters for maximizing the
process intensification benefits. Overview of earlier literature in the specific area
of sonophotocatalytic oxidation has also been presented. In the last part of
chapter, a case study related to the degradation of dichlorvos pesticide in aqueous
solution using ultrasonic cavitation and photocatalytic oxidation has been
discussed to highlight the methodology for optimization and the expected benefits
that can be obtained using the combination approach. Overall it appears that using
a combination of advanced oxidation processes under optimized conditions yields
significant benefits as compared to the individual operations.

Keywords
Pesticides • Sonochemical reactors • Photocatalytic oxidation • Synergistic
index • Hybrid methods

Introduction

Pesticide-Containing Wastewater

Groundwater contamination by pesticides is certainly a serious matter with reference
to the Indian context considering that India is dominantly an agricultural country. A
variety of pesticides are widely used in the fields for plant protection. The different
categories of pesticides include herbicides, insecticides, fungicides, rodenticides,
nematicides, and microbiocides. In general chemical processing industries are con-
sidered to generate wastewaters containing toxic and nonbiodegradable compounds,
and the pesticide processing industries and sectors also contribute significantly to
this environmental concern [1]. Industrial waste streams containing high concentra-
tions of pesticides should ideally be treated at source. Contamination of soils and
runoff water with the pesticides is also a very important problem worldwide and
dominant for the agricultural countries as the pesticides/herbicides are widely used in
the agricultural fields. During the application, the pesticides/herbicides are often not
completely consumed meaning a significant quantum is likely to mix with the runoff
waters from fields or slowly leach into ground. Different types of pesticides are used
in agricultural fields for plant protection and among these, organo-chloro-phosphate
compounds are the most widely used class of pesticides.

Pesticides are generally toxic and also sometimes carcinogenic leading to poten-
tial health hazards [2, 3]. Most of the active ingredients in the pesticides are resistant
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to the simple chemical and/or biological degradation under typical operating condi-
tions [4]. Due to the long-term stability of pesticides and the hazardous effects
especially on human beings, it becomes imperative to develop effective treatment
schemes for the removal of residual pesticides and avoid the problems of pesticide
pollution in surface and groundwater that has been recognized for many years as an
important issue in a number of countries.

Need of Efficient Treatment

The dreadful effects of pesticides on human and aquatic life impart the need of
effectively treating the wastewater streams containing these toxic compounds. It is
imperative to highlight the effects of pesticide so that the importance of the treatment
can be established and some of the significant effects of pesticides are as follows:

• The long-term exposure to pesticides poses the risk of cancer. Associations have
been found with leukemia, lymphoma, and other forms of cancer of brain,
kidney, breast, prostate, pancreas, liver, lung, and skin. The risk is for both
residential and occupational exposures, although it is dominant among farm
workers who regularly apply these chemicals. Occupational exposure of
mothers to pesticides during pregnancy can also lead to leukemia and brain
cancer in the newborn.

• Pesticide exposure can also worsen the neurological system and result in a range
of neurological health effects such as memory loss, loss of coordination, reduced
speed of response to stimuli, reduced visual ability, altered or uncontrollable
mood and general behavior, and reduced motor skills. The risk of developing
Parkinson’s disease is 70 % greater in those people exposed to even low levels of
pesticides, insecticides, or herbicides.

• Pesticide exposure leads to birth defects, fetal death, and altered fetal growth. A
number of pesticides have also been associated with impaired fertility in males.

• Other possible health effects include asthma, allergies, hypersensitivity, and
hormone disruption.

Pesticides like methyl parathion, imidacloprid, triazophos, dichlorvos, and ala-
chlor are highly toxic in nature and have an adverse effect on humans. As there is an
extensive demand of these pesticides especially in the agriculturally dominated
countries like India, the production of these pesticides is continuously increasing
and so is the occurrence in the effluent streams from industries as well as in the
runoff water streams from agricultural and domestic fields. Because of the potential
hazards associated with these specific pesticides, control and remediation of
pesticide-contaminated water is usually desired.

Methyl parathion (C8H10NO5PS) is an organophosphorus pesticide that has been
widely used as an agricultural insecticide in India and can result in significant water
pollution due to its biorefractory nature and longer stability. Methyl parathion is used
to control boll weevils and many biting insects found in the vicinity of agricultural

Combined Treatment Processes Based on Ultrasound and Photocatalysis for. . . 903



crops, primarily cotton. Methyl parathion, also known as the “cotton poison,” is
applied in the fields containing crops such as cotton, corn, apples, soybeans, rice,
wheat, peaches, alfalfa, sunflower, and sweet corn [5]. Methyl parathion has only
one structural isomer and its partition coefficient is 3 which suggest its high potential
for bioaccumulation in the organisms. It readily degrades to methyl paraoxon in the
human body which acts as acetyl cholinesterase inhibitor creating problems with
nervous systems [6].

Imidacloprid (C9H10ClN5O2) is a systemic chloronicotinyl pesticide, generally
used for the control of sucking insects and some of the chewing insects including
termites, soil insects, and fleas on pets. It belongs to the class of neonicotinoid
insecticides. Because of its high efficiency against many pests, its use is increasing
worldwide. Due to its high toxicity, relatively high solubility (0.58 g/L), and stability
in water, it has also created significant environmental concerns [7]. Acute toxicity of
imidacloprid on the bee population (oral LD50 = 0.0037 μg/bee) and aquatic envi-
ronment has been reported [8].

Triazophos is a common name for O,O-diethyl-O-1-phenyl-1H-1,2,4-triazol-3-yl
phosphorothioate, which is generally used as an insecticide on various crops such as
cotton and rice to control aphids, fruit borers, leafhoppers, and cutworms
[9]. Triazophos is a moderately toxic and broad spectrum nonsystemic organophos-
phorus pesticide used in large quantities worldwide [10, 11]. Wastewater containing
triazophos pesticide has typically significant toxic effects [12].

Dichlorvos (2,2-dichlorovinyl dimethyl phosphate), commonly known as
Vapona, is a chlorinated volatile organophosphate compound with fumigant action
and available as an oily colorless to amber-colored liquid, with an aromatic
chemical odor. Dichlorvos is also commonly used to control insects in food storage
areas, greenhouses, workplaces, and homes. It is widely used for crop protection
mainly in greenhouses and for controlling parasites and insects in houses, aircraft,
and outdoor areas [13]. Hydrolysis of dichlorvos is a slow phenomenon under
natural conditions, which means that dichlorvos mixed with water will have a long
shelf life and hence the residual concentrations will be significant resulting in
severe water pollution. Dichlorvos is poisonous if inhaled, swallowed, or absorbed
through the skin and eyes. Very large doses of dichlorvos may cause breathing
problems, coma, and even death [14]. Chronic exposure from handling certain
organochlorine and organophosphate pesticides including dichlorvos is linked with
an increased risk of diabetes [15]. Dichlorvos has carcinogenic, neurotoxic, and
genotoxic effects.

Alachlor (2-chloro-N-(2,6-diethylphenyl)-N-(methoxymethyl)acetamide) is a
widely used herbicide from the chloroacetanilide family. The main applications of
alachlor include control of annual grasses and broadleaf weeds in the fields used for
the production of corn, soybeans, and peanuts. Alachlor has been classified as the
carcinogen of B2 group by the EPA and has been known as a highly toxic endocrine-
disrupting chemical. It is a persistent herbicide with a half-life in soil and in water of
over 70 and 30 days, respectively. As alachlor is toxic to many organisms, conven-
tional biological remediation processes are not suitable to remove the alachlor from
contaminated water [16].
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Existing Treatment Techniques

The technique of biodegradation, which is commonly used to counter the effects of
water pollution, is not viable for majority of the biorefractory hazardous substances
[17] including pesticides. Physical processes such as nanofiltration and reverse
osmosis [18], activated carbon adsorption [19], as well as chemical oxidation
processes based on the use of aqueous chlorine, ozone, hydrogen peroxide, and
Fenton treatment [17, 20, 21] have been reported useful to a certain degree for the
removal of pesticide residues. However, physical processes such as adsorption
merely transfer pollutants from one phase to another phase creating problems of
secondary pollution and chemical oxidation has a limitation in terms of the degree of
destruction of pesticide and requirement of significant treatment times. Also,
methods such as adsorption on activated carbon, extraction, and chemical oxidation
suffer from disadvantages such as limited applicability and low efficiency [22, 23],
thus imparting the need of research into alternative treatment techniques.

The research field of water purification/wastewater treatment has been exten-
sively growing in the last few decades, as water quality control and regulations
against hazardous pollutants are becoming more stringent. A promising way to
achieve the degradation of biologically and chemically stable molecules is by
application of advanced oxidation processes (AOPs) based on the “in situ” produc-
tion of hydroxyl radicals under mild experimental conditions [24]. Among the
AOPs, the commonly used techniques include the processes based on hydrogen
peroxide (H2O2 + UV, Fenton, photo-Fenton, and Fenton-like processes),
photocatalysis, processes based on ozone (O3, O3 + UV), and electrochemical
processes [25]. Cavitation is another process being recently developed as an effec-
tive means of generating hydroxyl radicals through thermal hot spots and can be
applied for wastewater treatment. A combination of treatment processes is also
possible, which can achieve efficient removal of pesticides with near-complete
mineralization. Detailed optimization studies are indeed required to minimize the
treatment costs and achieve efficient mineralization.

The present work has focused on giving an overview on the application of
cavitation-based approaches for wastewater treatment with a special emphasis on
pesticides. Different guidelines for combination of treatment approaches (cavitation
with different AOPs) have also been presented along with a detailed case study to
highlight the optimization strategies required for obtaining an efficient treatment
strategy.

Basic Aspects of Alternate Treatment Technologies

Advanced Oxidation Processes

The degradation of biologically and chemically stable molecules can be achieved
more effectively by the application of processes based on the production of
hydroxyl radicals under mild experimental conditions, which are also described as
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AOPs [24, 26–28]. AOPs are in general based on the use of hydrogen peroxide, UV
irradiations, Fenton’s reagent, ozone, and ultrasound/cavitation.

AOPs Based on Hydrogen Peroxide
Hydrogen peroxide acts as a source of hydroxyl radicals which can intensify the
degradation process as the oxidation potential of hydroxyl radicals is higher as
compared to hydrogen peroxide. It is important to understand that the degree of
intensification and requirement of hydrogen peroxide loading for optimum intensi-
fication is different for each pollutant under consideration and hence detailed
laboratory-scale optimization studies for specific pollutants are important. Some of
the processes based on the use of hydrogen peroxide are as follows [29]:

• Fenton’s process (H2O2/Fe
2+): Fenton’s reagent can be used to treat a variety of

organic chemicals like phenols, formaldehyde, pesticides, wood preservatives,
plastic additives, and rubber chemicals. The process may be applied to wastewa-
ters and contaminated soils for a reduction in the toxicity to improve the biode-
gradability and for odor and color removal. The method involves the use of
aqueous mixtures of ferrous iron salt (Fe2+) and hydrogen peroxide (H2O2)
under acidic conditions. The efficacy of using Fenton’s reagent can be intensified
based on the use of combined approaches employing irradiation which achieves
an efficient conversion of Fe3+ to Fe2+.

• Advanced Fenton process (H2O2/Fe solid): Similar to the Fenton process,
advanced Fenton process can also be used with beneficial results for the degra-
dation of pollutants, with possibly lower treatment costs due to the use of waste
iron sheets or other forms such as slag. Fenton’s reagent has a disadvantage in that
the homogeneous catalyst, i.e., iron salt added into the solution, cannot be
completely consumed in the degradation process and this results in the formation
of a significant quantum of sludge. In recent years, homogeneous catalysts are
being replaced by heterogeneous metal-supported catalysts giving advantages of
easy separation and reduced sludge formation, and these processes are being
described as the advanced Fenton processes.

• Photo-Fenton process (H2O2/Fe
2+/UV): Photo-Fenton is known to be able to

improve the efficiency of dark Fenton or Fenton-like reagents by means of
interaction of radiation (UV or Vis) with Fenton’s reagent. This technique has
been suggested to be feasible and promising to remove pollutants from natural
and industrial waters and also increase the biodegradability of pollutant when
used as a pretreatment to decrease the toxicity of water.

• H2O2/UV: Use of hydrogen peroxide alone for effluent treatment is not
recommended due to the severe mass transfer limitations and limited oxidation
capacity. The rate of formation of hydroxyl radicals is significantly enhanced
when hydrogen peroxide is used in combination with UV and hence this combi-
nation can be more efficient as compared to only using hydrogen peroxide.

• Ultrasound/H2O2: Combination of hydrogen peroxide with ultrasound for possi-
ble intensification of water treatment process also works on similar principle as
the UV/ H2O2 process. The enhanced formation of free radicals due to continuous
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dissociation of hydrogen peroxide under the cavitating conditions coupled with
intensified mass transfer due to the turbulence effects can result in the higher
extent of removal of pollutants from the wastewater.

Combined Ozonation with Irradiations
Ozonation can also be an effective approach for the destruction of organics. Ozone
with a standard reduction potential (E0) of 2.07 V is capable of oxidizing organic and
inorganic compounds [30]. Ozonation can also be combined with irradiation and this
offers as a clean technology for removing different types of pollutants such as
pesticides. The reaction of ozone with organic and inorganic pollutants follows
two reaction mechanisms, viz., a direct reaction of molecular ozone and a radical
type reaction involving •OH radicals induced by the decomposition of ozone in water
under specific conditions (pH adjustment or combination with irradiation). The
decomposition of ozone proceeds as chain reactions including initiation steps,
propagation steps, and pollutant breakdown [31]. Combination of O3 with other
irradiation such as UV and ultrasound can be more effective as compared to only
ozonation for the destruction of toxic and refractory organics present in water. The
mass transfer limitations associated with only ozone can be eliminated based on the
generation of turbulence when it is combined with ultrasound.

Electrochemical Treatment
In the electrochemical process [32], the pollutants are destroyed either by direct or
indirect oxidation process. In direct anodic oxidation process, the pollutants are first
adsorbed on the anode surface and subsequently destroyed by the anodic electron-
transfer reaction. The efficacy of destruction strongly depends on the applied electric
potential. In indirect oxidation process, stronger oxidants such as hypochlorite/
chlorine, ozone, and hydrogen peroxide are electrochemically generated and the
pollutants are then destroyed in the bulk solution by an oxidation reaction of the
generated oxidant.

Cavitation

Cavitation is a phenomenon of generation, growth, and subsequent collapse of
cavities in a liquid medium occurring in an extremely small interval of time
(milliseconds) and releasing large magnitudes of energy locally with significantly
higher energy densities [26]. The collapse of bubbles induces localized supercritical
conditions such as high-pressure and high-temperature pulse ranging to about few
thousands. The local effects of cavitation include generation of free radicals, hot
spots, and intense turbulence coupled with liquid circulation currents. Cavitation can
be generated by the passage of ultrasound in the liquid medium or by making use of
the alternations in the velocity/pressure in the hydraulic systems. The intensity of
cavitation and hence the net chemical effects are strongly dependent on the operating
and design parameters such as reaction temperature, hydrostatic pressure, power
dissipation, and equipment geometry. Cavitation can be combined with one or more
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advanced oxidation techniques to give enhanced degradation of pollutants and
possibly synergistic effects.

Types of Cavitation
Cavitation can be classified into four types based on the method of production of
cavities, viz., acoustic, hydrodynamic, optic, and particle cavitation. Acoustic and
hydrodynamic cavitation are due to the result of tensions prevailing in a liquid, while
optic and particle cavitation are the consequence of the local deposition of a
significant quantum of energy.

• Acoustic cavitation: In this case, cavitation is produced due to the pressure
variation induced by the passage of sound waves usually over the frequency
range of 16 kHz–2 MHz.

• Hydrodynamic cavitation: Cavitation is produced by pressure variation induced
by changes in the geometry used for fluid flow.

• Optic cavitation: It is produced by photons of high intensity light (laser) rupturing
the liquid continuum.

• Particle cavitation: It is produced by the beam of elementary particles, e.g., a
neutron beam rupturing a liquid as in the case of a bubble chamber.

Out of these four techniques, acoustic and hydrodynamic cavitation are the most
widely used approaches, as they are efficient in generating the required intensities for
physical or chemical transformations. The overall cavitational effect depends on the
intensity of turbulence and the number of cavities generated and these can be
suitably optimized through the selection of operating and geometric parameters.

Acoustic Cavitation
Cavitation generated by use of ultrasound waves has been referred to as acoustic
cavitation. The liquid molecules are stretched apart during the rarefaction phase of
the ultrasound and pushed together during the compression phase. Cavities are
formed in the liquid when the negative pressure created during the rarefaction
phase exceed the tensile strength of the liquid and the molecules of the liquid are
stretched beyond the critical molecular distance required to hold the liquid intact
[33]. Subsequent compression and rarefaction cycles of the sound waves cause the
bubble/cavity formed to expand, reach a maximum bubble size depending on the
operating conditions, and then collapse releasing a large magnitude of energy
creating conditions with very extreme temperatures and pressures (local hot spots)
in the liquid. Environmental remediation by ultrasound involves pollutant destruc-
tion either directly via the thermal decomposition reactions or indirectly by the
production of oxidative species such as hydroxyl radicals.

Hydrodynamic Cavitation
Hydrodynamic cavitation is based on the generation of cavitation using hydraulic
means in a much more energy efficient manner. In this case, cavities are produced by
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pressure variations, which can be obtained using changes in the geometry of the
system. When the liquid passes through the constriction in a pipe, the kinetic energy
of the liquid increases at the expense of local pressure and if the throttling is
sufficient to cause the pressure around the point of vena contracta to fall below the
threshold pressure for cavitation, cavities are generated. Subsequently, as the liquid
jet expands, the pressure recovers and this drives the different stages of cavitation
[34, 35].

Cavitation for Wastewater Treatment
The cavitational effects in terms of local hot spots and radical generation can be
harnessed for degradation of complex chemicals present in the effluent. Cavitation
has the potential to convert recalcitrant organic pollutants such as pesticides to
biodegradable forms or even result in mineralization and hence cavitation has been
applied for wastewater treatment. Various pollutants that have been degraded suc-
cessfully using cavitational reactors include pesticides, dyes, phenols, cyanides,
pharmaceuticals, etc. There have been some recent reports on the use of cavitation
in combination with chemical disinfection techniques giving reduced treatment
times and lower requirement of the chemical dosages [36, 37]. The combination
approaches usually work in a synergistic manner if the controlling mechanisms are
similar. The nature of pollutant and the physicochemical properties of solution
greatly affect the efficiency of cavitational process and the controlling mechanism
of oxidation. Intensification of the cavitational activity and hence the pollutant
removal can be achieved based on the use of additives and optimization of operating
parameters. The extent of intensification is dependent on the pollutant and hence the
set of optimum operating parameters including the type of additives may or may not
be applicable for other systems. Affinity of pollutant toward water plays a major role
while discerning the mechanism of oxidation by cavitation. Hydrophobicity or
hydrophilic nature decides the location of pollutant in the solution and hence the
efficiency of cavitational degradation process. Also the physicochemical properties
of the system decide the cavitational dynamics and hence the intensity. All these
simultaneously acting mechanisms decide the final extent of degradation or
mineralization.

The operating parameters like pH, temperature, and net power input can be
optimized to enhance the extent of destruction. Also, some additives can be used
to intensify the process of degradation based on the enhanced cavitational activity.
Presence of additives in the system eases the process of cavity generation and hence
can enhance the overall cavitational intensity. Different additives that can be used for
intensification are H2O2, TiO2, coal ash, activated carbon, supported TiO2, salts
(NaCl, Na2SO4), chloroalkanes, CuSO4, NiSO4, etc. The classification of different
additives and their controlling mechanisms for the possible intensification are as
follows:

• Salts: Due to high solubility in water, addition of salts like NaCl pushes the
organic pollutant toward cavity giving an enhanced degradation.
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• Gases: Gases like air, argon, and ozone provide additional nuclei and increase the
overall cavitational activity as well as can provide additional radicals through
reactions in the collapsing cavity which can enhance the degradation.

• Radical promoters: Use of additives as radical promoters help to increase the
hydroxyl radicals or other oxidants in the system either by scavenging hydrogen
radicals or by dissociation (for example hydrogen peroxide).

• Solid particles: Addition of solids provides additional nuclei for cavitation and
also can generate additional hydroxyl radicals through the catalytic action (e.g.,
TiO2).

Cavitational reactors offer significant promise for wastewater treatment, because
of advantages like low processing time, high efficiency, etc., though the use of
cavitation alone may not be enough for complete degradation of the complex
chemicals like pesticides. Cavitation in combination with different AOPs could be
quite effective and hence the following discussion is focused on the important
aspects related to the combined processes.

Combination of Ultrasound and AOPs

Degradation of pesticides has been investigated using cavitational reactors either
operated individually or in combination with additives and AOPs. A detailed
discussion follows to understand the important design-related information and
guidelines for the selection of optimum operating parameters.

Wang et al. [38] investigated the sonochemical degradation of methyl parathion
using anatase titanium dioxide powder as a heterogeneous catalyst and the influence
of parameters such as the type of TiO2 and its loading, methyl parathion concentra-
tion, pH, ultrasonic intensity, ultrasonic frequency, and temperature on the extent of
degradation have been investigated. Degradation of methyl parathion was shown to
be strongly dependent on the loading of anatase TiO2 catalyst, initial concentration
of methyl parathion, operating pH, temperature, ultrasonic frequency, and intensity.
It has been reported that the maximum extent of degradation of methyl parathion was
more than 90 % within 50 min under optimum conditions. Shriwas and Gogate [6]
also studied the ultrasonic degradation of methyl parathion in aqueous solutions and
investigated the effect of the presence of different process-intensifying additives like
TiO2, CCl4, H2O2 and Fenton’s reagent on the extent of degradation. It was reported
that the use of additives enhanced the degradation of methyl parathion significantly
due to the generation of additional oxidizing species in the reactor. Fenton’s reagent
in combination with ultrasound was found to be the best treatment scheme. It has
been reported that for large-scale operation of sonochemical reactors, it is better to
use optimum levels of power dissipation. Also, use of larger transducer areas is
recommended so as to get a uniform distribution of cavitational activity with
minimal dead zones.

Fan et al. [39] investigated parathion degradation by Fenton process and analyzed
the intermediate product formation. Comparison of the parathion degradation at
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various Fenton dosages revealed that at initial Fe2+ concentrations of 0.5, 1.0, and
1.5 mM, the Fenton’s reagent ratios ([H2O2]/[Fe

2+]) for optimum performance were
established as 4, 3, and 2, respectively, and the corresponding removal efficiencies
were 19 %, 48 %, and 36 % in the same order. Yao et al. [40] also studied the
mechanism and kinetics of parathion degradation under ultrasonic irradiation and
reported that the degradation rate of parathion decreased with an increase in the
initial concentration and decrease in the power dissipation. Also the optimal fre-
quency for parathion degradation was established as 600 kHz. It has also been
reported that the gas/liquid interfacial regions are the real effective reaction sites
for the sonochemical degradation of parathion. The main pathways for the parathion
degradation by ultrasonic irradiation were also proposed by qualitative and quanti-
tative analysis of organic and inorganic by-products.

Segura et al. [7] investigated the imidacloprid removal from wastewater using
homogeneous photo-Fenton reactions based on the use of black light lamps and
reported that imidacloprid degradation preceded via two distinctive kinetic regimes,
an initial stage of rapid imidacloprid reduction, followed by a slower oxidation
process finally resulting in a near-complete removal. Under optimal conditions,
more than 50 % imidacloprid degradation was observed in about 1 min of treatment,
and TOC and COD removals of 65 % and 80 %, respectively, were obtained. It was
also reported that both acute toxicity and genotoxicity disappeared with considerable
mineralization resulting in lower molecular weight by-products. Bourgin et al. [41]
studied the degradation of imidacloprid by ozonation (ozone concentration in the
inlet gas over a range of 25–100 g/m3) and reported that imidacloprid degradation
was a first-order reaction with respect to ozone. It has been reported that the kinetic
rate constants approximately doubled following twofold increase in the concentra-
tion of ozone in the inlet gas.

Li et al. [12] studied the catalytic oxidation of triazophos using Fenton’s reagent
based on the use of simulated wastewater and also the actual industrial pesticide
containing wastewater. The effect of reaction conditions including the dosages of
FeSO4.7H2O, H2O2, pH and the stirring time on the COD removal have been
investigated. For the actual industrial wastewater treatment, the COD removal
efficiency of 85.4 % was obtained at the optimal conditions of pH as 4, loading of
FeSO4 � 7H2O as 5.0 g/L, and loading of 30 % H2O2 solution as 75 mL/L. Lin and
Yuan [42] studied the degradation kinetics and intermediate product formation and
reported that the degradation of triazophos in unsterilized and sterilized sediments
was 94.5 % and 20.5 %, respectively, during a treatment time of 6 days. The overall
degradation was found to follow the first-order decay model. It was also observed
that triazophos in sediment degraded faster under aerobic condition than under
anaerobic one. Four major degradation products, namely, O,O-diethyl
phosphorothioic acid, monoethyl-phosphorothioic acid, phosphorothioic acid, and
1-phenyl-3-hydroxy-1,2,4-triazole, have been identified in the work. Babu et al. [43]
investigated the removal of pesticides (methyl parathion, atrazine, and triazophos)
from wastewater using the electrochemical technique and reported that the reduction
in the chemical oxygen demand (COD) was 76.2 % using electrooxidation, 88.4 %
using electrocoagulation, and 81 % using electro-Fenton process. Final products
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formed in all these three electrochemical techniques were of same in nature, although
the intermediates varied indicating different routes of degradation. Overall
electrocoagulation process showed excellent COD removal efficiency in terms of
net COD reduction, energy consumption, and treatment cost and was recommended
for the treatment of industrial effluents.

Schramm and Hua [44] studied the sonochemical degradation of dichlorvos in a
batch reactor using 500 kHz ultrasound at input powers ranging from 86 to 161 W. It
was reported that acoustic power and sparge gas are the two factors greatly affecting
the sonochemical degradation efficiency. Increasing total acoustic power input from
86 to 161W resulted in an increase in the rate constant from 0.018 � 0.001 min�1 to
0.037 � 0.002 min�1. Total organic carbon and ion chromatographic analyses were
employed in the work to determine and quantify the major degradation products,
including dimethyl phosphate, formate, carbon dioxide, chloride, and phosphate.

Golash and Gogate [45] investigated the degradation of dichlorvos-containing
wastewaters using sonochemical reactors and reported that low-frequency
sonochemical reactors can also be effectively used for the treatment of pesticide
wastewaters. Acidic conditions and optimum values of temperature and power
dissipation have been reported to favor the degradation of dichlorvos. Complete
removal of the pesticide has been reported using an optimized combination of
ultrasound and Fenton’s chemistry. Lu et al. [46] investigated the oxidation of
dichlorvos using hydrogen peroxide in the presence of ferrous ion as catalyst. The
study demonstrated that Fenton’s reagent (Fe2+ and H2O2) induced the decomposi-
tion of dichlorvos via a two-stage process. The first stage was a Fe2+/H2O2 reaction
in which dichlorvos swiftly decomposed whereas in the second stage, dichlorvos
decomposed somewhat less rapidly as the reaction involved the combination of Fe3+/
H2O2 as compared to the Fe2+/H2O2 in the first stage. Oncescu et al. [47] investi-
gated the photocatalytic degradation of dichlorvos in aqueous TiO2 suspensions and
reported that the calculated pseudo-first-order rate constants were dependent on the
dissolved oxygen level at low O2 flow rate, but somewhat independent of the initial
pH. Decrease of pH during the irradiation was reported suggesting the formation of
organic acids during the degradation. The presence of organic intermediates in the
process was confirmed by TOC measurements. Shen et al. [48] studied ozonation
induced degradation of dichlorvos and reported that more than 90 % of the dichlor-
vos was removed within the initial 5 min.

Bagal and Gogate [16] studied the sonochemical degradation of alachlor in the
presence of process-intensifying additives such as hydrogen peroxide and carbon
tetrachloride. It has been reported that acidic conditions favor degradation and also
both the additives resulted into an enhanced extent of degradation. Torres et al. [49]
studied the application of experimental design for optimizing the ultrasonic degra-
dation of alachlor. The effect of power dissipation (20–80 W), pH (3–10), and
substrate concentration (10–50 mg/L) was evaluated. Shiha et al. [50] studied the
carbofuran degradation using ultrasound and Fenton processes. The effects of
important operating parameters such as dosages of H2O2, Fe

2+, and initial carbofuran
concentration have been established for different treatment schemes such as the
ultrasound process, Fenton process, and a combined ultrasound/Fenton process.
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Zapata et al. [51] used a mixture of five commercial pesticides commonly used in
agriculture, viz., Vydate (10 % oxamyl), Metomur (20 % methomyl), Couraze (20 %
imidacloprid), Ditimur-40 (40 % dimethoate), and Scala (40 % pyrimethanil), for
understanding the degradation using the photo-Fenton process. The experiments
were conducted in a solar pilot reactor attached with compound parabolic collectors.
Irradiation time was kept as 50–100 min (normalized at 30W/m2 of light intensity) at
20 mg/L Fe2+ and it has been established that the treatment could completely
eliminate the active ingredients. The parameters monitored for different approaches
included time required for complete degradation of an active ingredient, time
required for 75 % mineralization, and hydrogen peroxide consumed. Zero-order
kinetics was found to fit well to the degradation data for each pesticide in the mixture
treated by photo-Fenton. The results inferred that Ferrous ions were slightly more
active than ferric which can be attributed to the Fe2+/Fe3+ redox cycle inducing the
formation of reactive radicals at a significant rate. Under identical conditions, photo-
Fenton treatment was about 40 times faster as compared to the only Fenton-based
treatment.

Combined Treatment Scheme of Ultrasound and Photocatalysis

The photocatalytic processes are of significant importance in the area of wastewater
treatment, since these processes can result in complete mineralization with operation
under mild conditions of temperature and pressure. The mechanistic details and
overview of the applications of photocatalytic processes have been depicted in
earlier reviews of Kamat [52] and Bhatkhande et al. [53]. Generally, two approaches
being used for the oxidation are as follows:

• Photochemical oxidation: UV + Hydrogen peroxide
• Photocatalytic oxidation: Use of UV + solid photocatalyst such as TiO2

Photocatalysis over TiO2 or other semiconductor catalysts have been reported to
be quite effective for wastewater treatment [53, 54]. Another advantage of
photocatalytic oxidation-based processes lies in the possibility of using sunlight or
near-UV light for irradiation, which can result in considerable economic savings
especially for large-scale operations. Photocatalytic oxidation provides an interest-
ing route for the destruction of toxic and hazardous pollutants like pesticides, and
titanium dioxide (TiO2) is the most widely accepted photocatalyst for such treat-
ments [55, 56]. In the case of semiconductor catalyst like TiO2, the highest occupied
energy band (valence band) and lowest empty band (conduction band) are separated
by a band gap. When the catalyst absorbs a photon of energy higher or equal to the
band gap energy, an electron from the valence band is promoted to the conduction
band with simultaneous generation of a hole in the valence band. The
photogenerated holes have the ability to oxidize the organic molecule or they can
react with OH� or H2O present in the effluent to form hydroxyl radicals. On the other
hand, the photogenerated electrons can also react with oxygen to produce superoxide
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radical anion O2�• which can also lead to the formation of additional OH radicals
[13]. By employing sunlight, the common drawback of the relatively high cost of
UV lamps and operational electricity cost can be overcome.

The photocatalytic oxidation can also be combined with ultrasound for better
removal of complex chemicals like pesticides. The combination results in the
generation of sufficient quantity of hydroxyl radicals, which are able to completely
oxidize the majority of complex compounds including the pesticides.

Overview of Literature in Recent Years

In this section, an overview on the reports of photocatalytic processes either operated
alone or in combination with ultrasound for the treatment of pesticide-containing
wastewaters is discussed.

Wang et al. [57] studied the sonocatalytic degradation of methyl parathion in the
presence of micron-sized and nano-sized rutile titanium dioxide catalysts and observed
that sonocatalytic performance of micron-sized TiO2 powder was better than that of
nano-sized rutile TiO2 powder. Moctezuma et al. [58] investigated the photocatalytic
degradation of methyl parathion and identified the reaction pathways and intermediate
reaction products. It has been reported that the primary degradation product is methyl
paraoxon, which eventually degraded to 4-nitrophenol. Under alkaline conditions,
only 60 % of the TOC is converted to CO2 after 6 h of reaction whereas at low pH,
90 % of TOC is converted to CO2 in the same time. It has been also reported that the
photocatalytic degradation of methyl parathion in deaerated water takes place at
slower rates. Kitsiou et al. [59] studied the heterogeneous photocatalytic degradation
of imidacloprid using artificial UV-A or visible range illumination. It has been reported
that heterogeneous photocatalysis using TiO2 under UV-A irradiation was a relatively
slow process with measurable degradation of imidacloprid occurring in more than
240 min of reaction whereas the simultaneous use of TiO2, Fe

3+, and H2O2 leads to
significantly increased rates presumably due to the combined effects of homogeneous
Fenton and heterogeneous photocatalytic reactions.

Malato et al. [17] studied the technical feasibility and performance of
photocatalytic degradation of four water-soluble pesticides (diuron, imidacloprid,
formetanate, and methomyl) at pilot-scale and reported that the degradation rate of
organic pollutants was strongly accelerated by the combination of Fenton with
UV–Vis light. The initial concentration levels investigated in the work were
50 mg/L for the case of imidacloprid, formetanate, and methomyl, whereas it was
30 mg/L for the diuron pesticide. The catalyst concentrations were 200 mg/L and
0.05 mM for the case of TiO2 and iron, respectively. Total disappearance of the
parent compounds and 90 % mineralization have been reported for all the pesticides
studied in the work. Cernigoj et al. [24] investigated the effect of pH and ozone
dosage on TiO2 photocatalysis (combined process of O3/TiO2/UV). Aqueous solu-
tions of neonicotinoid insecticides (thiacloprid and imidacloprid) were chosen as the
model pollutants, since they exhibit a high threat for the aquatic systems. The
combined photocatalytic ozonation (O3/TiO2/UV) was found to be the most efficient
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process irrespective of the operating pH and also the degradation rate constants
showed an increasing trend with an increase in the flow rates of ozone. Synergistic
effect of ozone and TiO2 photocatalysis was noticed at acidic and neutral pH, but the
synergism was lost under basic conditions, probably due to the dominant self-
decomposition of ozone under alkaline conditions. Under acidic conditions, the
oxidation of chloride anions to chlorate (V) was also noticed in O3/TiO2/UV and
O3/UV processes.

Aungpradit et al. [60] investigated the photocatalytic degradation of triazophos in
aqueous titanium dioxide suspension and reported that the degradation of triazophos
followed first-order kinetics with a half-life of 4.76 � 0.42 h at a TiO2 loading of
10 mg/L. Different degradation products were also identified based on the analysis
using HPLC-UV, GC/MS/MS, HPLC/MS/MS, and IC. Two routes were proposed
on the basis of observed transformation products, one based on the initial oxidative
cleavage of P = S bond to P = O bond and the other on the basis of initial cleavage
of the ester bonds. It has been reported that the photocatalytic degradation of
triazophos showed great promise as a cost-effective treatment technology.

Evgenidou et al. [61] studied the removal of dichlorvos and dimethoate using a
titanium dioxide-mediated photocatalytic process. The analysis of intermediates
formed during the process led to the development of reaction mechanism. The
results demonstrated that some of the formed transient intermediates (oxon deriva-
tives, disulfide, chlorinated fragments), were more toxic as compared to the parent
compounds though most of the other products were less toxic than the parent
compounds. The increased toxicity of the dichlorvos-treated solution might be
attributed to the presence of chlorinated photoproducts. The degradation of organic
molecule followed Langmuir–Hinshelwood model. It was observed that the initial
rate increases linearly with an increase in the amount of catalyst till an optimum
loading beyond which no effect is seen. Above the optimum value, the suspended
catalyst particles block the UV light passage and increase the extent of light
scattering. Thus, any further increase in the amount of the catalyst has no positive
effect on the photodegradation efficiency. At small concentrations, titanium dioxide
appears to be more effective probably due to its larger surface area, but as the
concentration increases, the light scattering, which is greater in the TiO2 suspensions
due to the smaller particle size, reduces the photocatalytic efficiency. It has also been
established that temperature and pH also play a key role in deciding the rate of
reaction. The addition of oxidants (H2O2 or K2S2O8) to the TiO2 suspension led to an
increase in the extent of degradation. On the contrary, the addition of hydrogen
peroxide in ZnO suspensions resulted in lower extents of degradation.

Photocatalyzed degradation of two selected pesticides, dichlorvos and
phosphamidon, in aqueous suspensions of titanium dioxide was studied by Rahman
and Muneer [62]. The degradation kinetics was investigated under different condi-
tions of pH, catalyst concentration, substrate concentration, type of TiO2, and
addition of electron acceptor such as hydrogen peroxide (H2O2) besides molecular
oxygen. It has been reported that the degradation rates were strongly influenced by
all these parameters. The photocatalyst Degussa P25 was found to be most efficient
as compared with other forms of TiO2. Evgenidou et al. [63] also studied
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semiconductor-sensitized photodegradation of dichlorvos in water using TiO2 and
ZnO as catalysts. Degradation of linuron by ultrasound combined with photo-Fenton
treatment was studied by Katsumata and coworkers [64], and it was established that
the degradation rate was strongly influenced by the initial concentration of Fe
(II) and solution pH. The optimal Fe (II) concentration and pH were found to be
1.2 � 10�4 mol L�1 and 3.0, respectively [64]. Madhavan et al. [65] studied the
application of different approaches based on ultrasound and ultraviolet irradiations
for the degradation of monocrotophos in the presence of TiO2 and Fe

3+ and reported
that the photocatalytic degradation rate using TiO2 was lower than that of sonolysis
alone due to the interference of phosphate ions formed as an intermediate product.
On the other hand, a 15-fold enhancement in the degradation rate was found when
photolysis was carried out in the presence of Fe3+ as compared to the rate observed
with photolysis alone [65].

Sonophotocatalytic degradation of pesticides has not been studied by many
authors, but some reports are available on the use of sonophotocatalysis for different
organic compounds, which is discussed here to get an idea about the important design-
related information. Bejarano-Perez and Suarez-Herrera [66] studied the sonochemical
and sonophotocatalytic degradation of malachite green and compared the performance
of different approaches such as sonolytic, photocatalytic, and sonophotocatalytic
oxidation in the presence of carbon tetrachloride under a low-power ultrasonic field
(<15 W) and using titanium dioxide as a photocatalyst. It has been reported that the
simultaneous use of photocatalysis and sonolysis results in faster elimination of
reaction intermediates. Oxidative degradation of dinitrotoluenes (DNTs) and 2, 4,
6-trinitrotoluene (TNT) in wastewater using ultrasonic irradiation combined with
UV/TiO2 was studied by Chen and Huang [67]. It was reported that the nitrotoluene
contaminants could almost be completely eliminated by virtue of sonophotocatalysis,
wherein TiO2 serves both as photocatalyst and as nuclei for enhancing the quantum of
cavitation bubbles. The mechanism of sonophotocatalytic degradation of methyl
orange and its products in aqueous solutions has been studied by He et al. [68]. It
was concluded that sonophotocatalysis is capable of yielding a more complete and
faster mineralization of organic pollutants than the individual processes. Kaur and
Singh [69] studied the visible light-induced sonophotocatalytic degradation of Reac-
tive Red dye 198 using dye-sensitized TiO2 and reported that a significant acceleration
of the degradation of dye is achieved as activation of dye-sensitized TiO2 under visible
light has been achieved by ultrasonication.

Critical Analysis and Recommendations for Design Parameters

Based on the detailed review of the existing literature, following important recom-
mendations can be drawn for the combined use of ultrasound and photocatalysis.

In the case of photocatalytic oxidation, the most common problem associated is
the reduced efficiency of photocatalyst with continuous operation possibly due to the
adsorption of contaminants at the surface and blocking of the UV-activated sites,
which makes them unavailable for the degradation. Cavitational effects can induce
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continuous cleaning of the catalyst surface during the operation and hence combi-
nation of these techniques can lead to higher extents of degradation. Also if the two
modes of irradiation are operated in combination, more free radicals will be available
for the degradation resulting into an increased rate. The different mechanisms for the
expected synergism for the combination of these modes have been well explained by
Gogate and Pandit [70] and summarized as below:

• Cavitational effects lead to the release of high energy (high temperature, high
pressure, and intense turbulence) at the localized cavity implosion sites, which
can enhance the rates of transport processes.

• Due to acoustic microstreaming, cleaning of the TiO2 surface takes place, which
gives more active catalyst sites.

• Surface area of catalyst is increased by fragmentation or pitting of the catalyst.
• Many radical intermediates are formed due to the high-temperature reactions

under cavitating conditions, which participate in the destruction of organic
compounds.

• The organic substrate reacts directly with the photogenerated surface holes and
electrons under cavitating conditions.

Important factors that need to be considered while designing the reactors for
sonophotocatalytic degradation and subsequent operation for better efficiency in
terms of extent of degradation and energy requirement have been discussed in the
following sections:

1. Reactor design
The different reactor designs used so far for evaluating the synergism between
ultrasound and UV irradiation have been mainly based on batch operations and at
laboratory-scale operation. It has been established that the direct or indirect mode
of UV radiation does not affect the expected synergism, which is an important
point in the design particularly for having annular location of the UV tube. Design
of continuous reactors rather than batch reactors or at least reactors operating in
recirculating mode is preferred for the wastewater treatment application, as large
quantities of effluents will have to be treated. In the case of design of
photocatalytic part, usually immobilized or supported catalyst reactors are pre-
ferred but slurry reactors can also be used if better separation characteristics or
lower loading of photocatalyst are achieved based on the use of ultrasound in
synergy. The main point to be noted in the designing of photocatalytic reactor
configuration is that uniform irradiation must be received by all the particles to get
better results in terms of degradation efficiency. The sonochemical reactor con-
figuration should be designed with power dissipation over a wider area, and hence
ultrasonic bath-type reactors or parallel-plate reactors with multiple transducers
are recommended.

2. Ultrasonic power intensity
It is well known that the power intensity is an important operating variable in
deciding the ultrasonic degradation of pollutants. The rate of degradation
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generally increases with an increase in ultrasonic power intensity till an optimum
level of power dissipation. An increase in the power intensity beyond the
optimum results in a decrease in the rate of degradation. This may be attributed
to the significant increase in the number of cavitation bubbles, close to the
emitting surface of probe, due to a sharp increase in the power intensity. The
considerable accumulation of bubbles around the emitting surface results in
decoupling losses reducing the net cavitational intensity and hence lower extents
of degradation are observed. Overall, it is recommended to optimize the ultra-
sound power for the specific geometry of the sonochemical reactor as well as the
pollutant system under consideration.

3. Sequential/simultaneous approach of irradiation
Combination of ultrasound and photocatalysis can be operated either in sequen-
tial or simultaneous approach. It is very important to operate simultaneously
rather than having sequential irradiation of ultrasound followed by the
photocatalytic oxidation, because the catalyst surface is kept clean continuously
in the simultaneous operation due to the cleaning action of ultrasound in the
operation. It results in maximum sites being available for the reaction and also the
number of free radicals generated with simultaneous irradiation will be the
maximum as compared to the sequential operation, thereby increasing the overall
rates of degradation.

4. Catalyst dosage
The generally used catalyst for the sonophotocatalytic degradation is TiO2 though
some studies have been reported with ZnO, CuO, and Al2O3. An increase in the
dosage of catalyst till optimum loading results in an increase in the extent of
degradation which may be attributed to the formation of more cavitating bubbles
as the catalyst provides additional nuclei for the cavitation. Employing a signif-
icantly higher dosage of catalyst may result in the lower extents of degradation, as
the higher concentration of catalyst powder may coagulate to form large particles,
which may reduce the transfer of ultrasound energy leading to the reduction in the
cavitational intensity. It is recommended to optimize the loading of catalyst based
on the laboratory-scale studies as the optimum value will be dependent on the
reactor configuration and the effluent composition.

5. Stability of photocatalyst
Under ultrasonic irradiation, the crystal structure may be affected which may
change the adsorption characteristics of pollutant molecules on the catalyst
surface which in turn affects the rate of photocatalytic degradation. The stability
of photocatalyst in terms of the size and shape and the structure are the important
factors. The stability of catalyst support in case of supported photocatalyst is
another critical factor affecting the extent of degradation. Accordingly, the aim
should be at the development of proper supports for catalyst which are stable even
in the presence of turbulence and acoustic streaming generated due to ultrasonic
irradiation.

6. Operating temperature
It is important to determine the suitable optimum temperature at which the
maximum degradation efficiency of pollutants can be achieved. A careful
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analysis of literature reveals that the degradation rate is higher at lower operating
temperatures. This may be ascribed to cavitation intensity which reduces with an
increase in the temperature possibly due to an increase in the solvent vapor
pressure. Higher temperature also results in a decrease in the adsorption capacity
of pollutants on the catalyst lowering the availability of the pollutants for the
actual reaction in the adsorbed conditions.

7. Operating pH
The operating pH is another crucial factor in deciding the rates of degradation and
hence the overall efficacy of the treatment process. The effect of initial pH on the
extent of degradation has been investigated in the past for an individual operation
of ultrasonic irradiation as well as for photocatalytic oxidation. It has been
observed that the extent of degradation is higher under acidic conditions as
compared to that obtained under basic conditions for the sonochemically induced
degradation [71]. The effect of pH on the rate of degradation is also dependent on
the state of the pollutant molecule, i.e., whether the pollutant is present as ionic
species or as a molecule. At a relatively lower pH, the pollutant is present in the
molecular state and hence can easily enter the gas–water interfaces of bubbles and
even vaporize into the cavitation bubbles, thereby enabling degradation by
thermal cleavage along with free radical attack. Thus, the pollutant should be in
the molecular state and the operating pH must be kept lower than the pKa value
for the specific pollutant. Similar analysis is also valid for the photocatalytic
oxidation and hence for the combined sonophotocatalytic degradation.

8. Use of additives
Use of different additives either as inert solids or catalysts can result in an
enhanced degradation. Different gases or solids have been used as additives
with different degrees of intensification, and the following is the discussion
about few of the important additives that are useful for the sonophotocatalytic
oxidation.

Addition of oxygen in the sonophotocatalytic process results in an enhanced
degradation of components present in the wastewater because oxygen gas pro-
motes the cavity formation by providing additional nuclei. The intensification
may also be partially attributed to the enhanced generation of hydroxyl radicals
through a series of reactions involving dissociation of molecular oxygen in the
cavitation bubbles, formation of hydrogen peroxide at the gas/liquid interface of
the bubbles, and subsequent dissociation into hydroxyl radicals.

Introduction of air also results in higher extents of degradation in the case of
the sonophotocatalytic oxidation. In addition to providing enhanced nuclei for the
cavitation phenomena, one of the mechanisms explaining the observed enhance-
ment is the possible formation of ozone as an additional oxidant based on the
radical reactions driven by both ultrasound and UV irradiation. Aeration can also
enhance the rates of ultrasonic degradation of organic pollutants possibly due to
the availability of oxygen.

The rate of sonophotocatalytic degradation can also be increased by the
addition of H2O2, which can be attributed to the dissociation of hydrogen
peroxide due to ultrasound and ultraviolet irradiation resulting in the generation
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of enhanced quantum of free radicals. These radicals attack the pollutants and
result in a higher degradation. Beyond a certain limit, an increase in the concen-
tration of H2O2 does not result into an enhanced degradation as the undissociated
excess H2O2 reacts with free radicals and reduces their usage for oxidation of the
target pollutants. Besides, the free radicals if formed in excess undergo recombi-
nation thereby limiting the extent of available free radicals for the target oxida-
tion. The optimum value of concentration of hydrogen peroxide will also depend
on the initial concentration of pollutants and the type of pollutant.

Case Study: Combination of Ultrasound and Photocatalysis
for the Degradation of Dichlorvos

A detailed case study based on our recent work on the application of the combined
process of ultrasound and solar-based photocatalysis for degradation of dichlorvos
[72] is presented for better understanding into different aspects of the optimization
for the combined operation.

The sonochemical reactor equipped with a horizontal ultrasonic transducer (oper-
ating at a frequency of 36 kHz with the rated power output of 150 W) was procured
from Roop Telsonic Ultrasonix Ltd., India. Schematic representation of the reactor is
depicted in Fig. 1. The internal body of the reactor is made of stainless steel and
dimensions of the reactor are 35 cm length, 12 cm width, and 20 cm height. A
drainage valve is provided at the bottom of the reactor. For the photocatalytic and
sonophotocatalytic approaches, solar irradiations have been used and the experi-
ments were conducted between 11:00 AM to 2:00 PM when the solar intensity was
the maximum and perpendicular to the surface.

The initial concentration of dichlorvos solution was kept constant, i.e., 20 mg/L in
all the experiments. The reactor was filled with 7 L of dichlorvos solution in all the
experimental runs. All the experiments were performed at pH 3 which was an
optimized value as per the earlier laboratory-scale studies [45]. For obtaining
uniform suspension of catalyst, a stirrer at an operating speed of 1300 rpm was
used in all the experiments. The influence of addition of hydrogen peroxide as a
process-intensifying additive on the degradation of dichlorvos in the presence of
ultrasound was studied at different ratios of dichlorvos: H2O2 as 1:1 (20 mg/L
H2O2), 1:10 (200 mg/L H2O2), 1:25 (500 mg/L H2O2), and 1:50 (1000 mg/L
H2O2). In order to study the extent of intensification of degradation of dichlorvos
using titanium dioxide, experiments were conducted using different amounts of TiO2

as 0.01 g/L, 0.075 g/L, 0.1 g/L, and 0.2 g/L combined with sonication and also solar-
based photocatalysis.

The concentration of dichlorvos was determined using nano-HPLC comprising of
an autosampler, UV detector, and an HPLC column eclipse plus C18 having
2.1 � 50 mm cross section. Acetonitrile and deionized water (50:50) with a flow
rate of 1 μL/min was used as the mobile phase for detection of dichlorvos. The
wavelength used for UV detection was 210 nm and the retention time of dichlorvos
in the analysis was around 2.35 min. The withdrawn samples were immediately
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analyzed using HPLC and the concentration was determined from the calibration
chart obtained with known concentrations. All the experiments were repeated in
duplicate and the experimental errors were within 2 % of the reported average value
of the extent of degradation. Integral method of analysis was followed for fitting the
kinetics of reaction. Extent of total organic carbon (TOC) removal was analyzed by
using ANATOC II total organic carbon analyzer obtained from SGE International
Pvt. Ltd., Australia.

The initial experiments were concentrated on analyzing the efficacy of individual
treatment approaches. Degradation of 20 mg/L dichlorvos solution was studied
using only sonication at an initial pH of 3. The variation in the extent of degradation
with the treatment time has been depicted in Fig. 2. Only 6.4 % degradation of
dichlorvos was achieved in 120 min with pseudo first-order rate constant of
0.54 � 10�3 min�1. It is interesting to note that Golash and Gogate [45] reported
a much higher extent of degradation using an ultrasonic horn at a laboratory scale
with much higher values of power density (power dissipation per unit volume). In
the present case, the power dissipation per unit volume is substantially lower as
compared to ultrasonic horn and hence lower extents of degradation are expected as
the cavitational effects are directly dependent on the power density. As the extent of
degradation obtained by using only sonication was very low, combination of differ-
ent AOPs has been attempted.

Combination of sonication and hydrogen peroxide was studied at different
loadings of H2O2, i.e., 20, 100, 500, and 1000 mg/L using the ratios of dichlorvos,
H2O2 as 1:1, 1:10, 1:25, and 1:50, and the obtained results are depicted in Fig. 2. It
could be observed that the extent of degradation increased from 6.34 % (only
sonication) to 20 % for the combination of sonication and hydrogen peroxide
(1:25 ratio). As the loadings of hydrogen peroxide increased from a ratio of 1:1 to
1:25, extent of degradation also increased from 11.4 % to 20 % beyond which it
decreased to 16.9 % for the ratio of 1:50. The maximum extent of degradation was
observed at a loading of 1:25 and at this optimum loading, 12.5 % TOC removal was
also observed from the TOC analysis studies. Thus, it has been established that there

Generator

Reaction mixture

Transducer

Fig. 1 Schematic representation of ultrasonic bath (Reprinted from Patil and Gogate [72] Copy-
right (2015), with permission from Elsevier)
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exists an optimum concentration of hydrogen peroxide where the extent of decom-
position of hydrogen peroxide into hydroxyl radicals is appreciable and scavenging
action of residual hydrogen peroxide is not dominating. The optimum concentration
of H2O2 also depends on the type of compound under study. Hydrogen peroxide is a
strong oxidizing agent and has the capacity to oxidize the pollutants. Hence,
experiments were conducted at the same optimized loading of H2O2 without cavi-
tation to measure the effect of peroxide alone, but the total degradation obtained was
only about 2 %. Thus, it can be concluded that ultrasonic irradiation results in a
significant dissociation of hydrogen peroxide leading to the formation of hydroxyl
radicals which have higher oxidizing action as compared to the individual oxidizing
effect of hydrogen peroxide.

The kinetic studies (Table 1) for the combined approach of ultrasound and
hydrogen peroxide showed that pseudo first-order rate constant increased from
0.9 � 10�3 min�1 to 2.03 � 10�3 min�1 with an increase in ratio of pollutant-to-
hydrogen peroxide loading from 1:1 to 1:25 beyond which it decreased to
1.44 � 10�3 min�1 at a ratio of 1:50. Mishra and Gogate [73] investigated the
ultrasonic degradation of Rhodamine B in the presence of different concentrations of
hydrogen peroxide ranging from 200 to 800 mg/L and reported that the extent of
degradation increased with an increase in the H2O2 concentration till an optimum
loading of 500 mg/L. The results are also consistent with the results reported by
Behnajady et al. [74] and Merouani et al. [75]. It is important to note here that the
actual optimum value of hydrogen peroxide will be different depending on the
pollutant and needs to be established using laboratory-scale studies. The results
presented in the table 1 also confirm the enhanced degradation obtained based on
latent remediation approach where the treated pollutant is kept for significantly
longer durations for possible oxidation by the generated in situ oxidizing agents.

Fig. 2 Effect of loadings of H2O2 on extent of degradation of dichlorvos (Reprinted from Patil and
Gogate [72] Copyright (2015), with permission from Elsevier)
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Experiments involving sonophotocatalytic degradation of dichlorvos using TiO2

as the catalyst were conducted at different loadings of TiO2 (0.01 g/L, 0.075 g/L,
0.1 g/L and 0.2 g/L). All the experiments were also conducted in the presence of only
solar light. The obtained results with different loadings of TiO2 are depicted in Fig. 3.
It was observed that as the loading of TiO2 increases from 0.01 to 0.1 g/L, the extent
of degradation also increases from 34.7 % to 78.5 % beyond which the extent of
degradation is nearly constant (77.5 % for 0.2 g/L). The maximum degradation in the
presence of solar radiation is obtained at a TiO2 concentration of 0.1 g/L (78.5 %) at
2 h of treatment time which then increased when the treatment time was increased to
3 h (total degradation was 91.3 %). It was also observed that the psuedo first-order
rate constant increased with an increase in the loading of TiO2 as shown in Table 2.
Experiments were also performed using a combination of TiO2 (0.1 g/L) and
sonication, and it was observed that only 7.5 % degradation of dichlorvos was
obtained. As shown in Table 2, highest degradation of 83.0 % was obtained by the
combined operation involving sonication, solar light, and TiO2 (0.1 g/L) in 120 min
of reaction time with TOC removal of 71 %. Similar results have been reported by
Taghizadeh and Abdollahi [76] for the degradation of chitosan using ultrasound/
ultraviolet irradiation and its combination with heterogeneous catalyst (TiO2). It has
been reported that TiO2-based sonophotocatalysis led to complete chitosan degra-
dation in 60 min at an optimum catalyst loading.

In summary, the detailed study related to the degradation of dichlorvos using
combined treatment processes based on ultrasonic cavitation at an operating capacity
of 7 L revealed the following important findings:

• Addition of H2O2 for the treatment is not effective enough for degradation of
dichlorvos since it gives only 20 % degradation at the optimum loading of
hydrogen peroxide. The concept of latent remediation could be cost-effective
using the sonication at industrial scales of operation.

• Use of the catalyst titanium dioxide results in an increased extent of removal only
when combined with solar radiation. Treatment using titanium dioxide combined
with sonication is not that effective as compared to the activation of titanium
dioxide in the presence of solar radiation.

Table 1 Effect of loadings of hydrogen peroxide on kinetics of dichlorvos degradation (Reprinted
from Patil and Gogate [72] Copyright (2015), with permission from Elsevier)

Experimental details: volume, 7 L; operation time, 120 min; temperature, 40 � 1 �C; initial
concentration of dichlorvos, 20 mg/L; feed pH, 3 � 0.5

Dichlorvos: H2O2 Extent of degradation (%)
Pseudo first-order rate
constant k � 10�3 min�1 R2

1:1 11.4 0.9 0.96

1:10 19.0 1.73 0.99

1:25 20.0 2.03 0.96

1:50 17.0 1.44 0.97

1:25 after 15 h 38.3 4.23 0.96

1:50 after 15 h 30.2 3.30 0.96
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• An optimized treatment scheme based on photocatalyst combined with ultrasonic
irradiation in the presence of solar radiation can be used effectively for removal of
dichlorvos at an operating capacity of 7 L.

Conclusions and Future Directions

A detailed analysis into different aspects of degradation of pesticides using ultra-
sonic cavitation in combination with photocatalysis has been performed. It was
observed that cavitation in combination with different additives is more effective
as compared to the individual process. The main principle of using these techniques
in combination is to enhance the formation of free radicals in the water and also

Fig. 3 Effect of TiO2 loadings on degradation of dichlorvos in the presence of solar irradiation
(Reprinted from Patil and Gogate [72] Copyright (2015), with permission from Elsevier)

Table 2 Effect of loadings of TiO2 on the kinetic rate constant for degradation of dichlorvos
(Reprinted from Patil and Gogate [72] Copyright (2015), with permission from Elsevier)

Experimental details: volume, 7 L; operation time, 120 min; temperature, uncontrolled; initial
concentration of dichlorvos, 20 mg/L; feed pH, 3 � 0.5

Different approaches with
varying loadings of TiO2 (g/L) Extent of degradation (%)

Pseudo first-order rate
constant k � 10�3 min�1 R2

0.01 TiO2+ solar 34.7 3.31 0.98

0.075 TiO2+ solar 60.7 7.25 0.98

0.1 TiO2+ solar 78.5 11.50 0.96

0.2 TiO2+ solar 77.5 10.80 0.94

0.1 TiO2+ sonication 7.5 0.59 0.97

0.1 TiO2+ sonication + solar 83.0 13.33 0.96
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eliminate the drawbacks associated with individual operations. Based on the analy-
sis, the following important recommendations can be given for the use of cavitation
in combination with photocatalysis.

• In the designing of the photocatalytic reactor, it is necessary that the uniform
irradiation must be received by all the particles, whereas the sonochemical part
should be designed with power dissipation over a wider area to get better results
in terms of degradation efficiency.

• The effect of temperature on the extent of degradation in cavitation reactor is by
way of two counteracting effects, viz., increased kinetic rates of reaction and
reduced cavitational intensity due to higher volatility of the substances. Due to
this dual effect, it is very important to optimize the operating temperature for
specific compound under study.

• pH is the another important operating parameter that needs to be optimized as this
has a major effect on degradation induced by cavitation as well as photocatalysis.
Generally, under alkaline conditions, the extent of degradation is much lower than
that observed under acidic conditions, though the exact recommended value will
be dependent on the specific compound (pKa value) and also the natural pH of the
solution.

• In the case of operation involving combination of cavitation and solar irradiation,
enhanced extent of degradation is generally observed which can be attributed to
the enhanced generation of hydroxyl radicals in combined cavitation /solar
process as compared to cavitation and photocatalysis operated alone. Optimum
loading of catalyst is required for synergistic results for the combination of
cavitation with photocatalysis. The problem of catalyst fouling can also be
avoided due to the turbulence generated under the cavitating conditions.

Overall, it can be said that the degree of intensification and requirement of oxidant
loading is different for each compound and hence performing optimization studies
for specific compound is very important for better reproducibility of treatment
efficiency at commercial-scale operations. It can be said that combined processes
based on cavitation offer significant promise for industrial wastewater treatment and
can be a useful alternative to the conventional treatment approaches. The existence
of synergism also points toward the important fact that the treatment costs at
commercial scale of operation can be reduced by using the combined approaches.
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Abstract
Biodiesel synthesized with solid acid catalysts tolerates water and free fatty acids
in the feedstock and can be easily separated versus alkaline homogeneous
catalysts. Furthermore, corrosion rates are lower. Nevertheless, they are more
than 4,000 times less efficient than basic catalysts. Ultrasound accelerates the
conversion of oils to biodiesel in homogenous systems by a factor of 300 times
(a few seconds of sonication) and reduces the time required by the acid-catalyzed
heterogeneous reaction to less than 1 h. Cavitation bubbles form on solid

D.C. Boffito (*) • G.S. Patience
Département de Génie Chimique, Polytechnique Montréal, Montréal, QC, Canada
e-mail: daria-camilla.boffito@gmail.com; daria-camilla.boffito@polymtl.ca;
gregory-s.patience@polymtl.ca

E. Martinez-Guerra • V.G. Gude
Department of Civil and Environmental Engineering, Mississippi State University, Mississippi
State, MS, USA
e-mail: em826@msstate.edu; gude@cee.msstate.edu; vgg25@msstate.edu

# Springer Science+Business Media Singapore 2016
M. Ashokkumar (ed.), Handbook of Ultrasonics and Sonochemistry,
DOI 10.1007/978-981-287-278-4_12

931

mailto:daria-camilla.boffito@gmail.com
mailto:daria-camilla.boffito@polymtl.ca
mailto:gregory-�s.�patience@polymtl.ca
mailto:em826@msstate.edu
mailto:gude@cee.msstate.edu
mailto:vgg25@msstate.edu


particles, but at the same time, the particles shield the ultrasonic waves so they do
not penetrate as deeply into the liquid. Multiple transducers and designing the
reactor can distribute the acoustic cavitation better. The literature focuses on
classical sonochemical reactors for heterogeneous biodiesel production (baths
and horns), whereas several optimized designs are available for homogeneous
mixtures. We review the literature on heterogeneously catalyzed systems and
include alternative reactor configurations for liquid mixtures that researchers have
not yet adopted for solid catalyst systems. We report the effect of various alcohols
and the combined action of ultrasound and microwaves to transesterify oil to
biodiesel. Also, we discuss several catalyst/ultrasound systems that accelerate the
reaction rates.

Keywords
Biodiesel • Transesterification • Esterification • Microwaves • Heterogenous
catalysis • Kinetic modeling

Introduction

Biodiesel has long been criticized as a renewable fuel because the feedstock,
vegetable oil, competes with food and diverts arable land from edible crop cultiva-
tion. However, biodiesel commercial facilities are established worldwide with over
7,500 ML year�1 in the United States and about the same capacity in the European
Community [1, 2]. Biodiesel is a biofuel with a low carbon footprint (closed CO2

cycle), biodegradable. The emissions after combustion have 75–90 % less carcino-
gens compared with petrodiesel [3]. Transesterifying triglycerides is the only process
at the commercial scale that converts nearly 100 % of the feedstock to liquid
biofuels. Ethanol yields from biomass approach 50 % and yields from gasifying
biomass followed by Fischer-Tropsch synthesis are even lower.

The drawbacks associated with biodiesel production on an industrial scale are
well known and are mostly related to the limited miscibility of methanol and oil,
which translates to low mass transfer rates. Homogeneous basic catalysts such as
KOH, NaOH, and CH3ONa are 4,000 times more efficient than acid catalysts; they
require lower operating temperatures and are soluble in alcohol [4]. However,
commercial processes to produce biodiesel still take up to 8 h per batch and suffer
from drawbacks such as the need to dispose of the homogeneous catalyst after each
batch operation, energy-intensive catalyst-product separation, and corrosion. More-
over, alkalis react with free fatty acids (FFA) to form soap. Both vegetable and waste
oils contain FFA [5]. Refined vegetable oils can contribute up to 80 % of the overall
biodiesel production cost [4]. Nonedible and waste oils are less expensive but require
refining before the transesterification step. Therefore, alkali-catalyzed transesteri-
fication only accepts limited feedstocks, with low FFA and low moisture [2]. Acid
catalysts, both homogeneous and heterogeneous, are FFA tolerant and active in the
presence of water [6]. However, an acid catalyst would further slow down a reaction
that is already both mass transfer limited (at the beginning) and then kinetically
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controlled, as it approaches equilibrium [7]. A solid catalyst adds a phase which
would reduce the mass transfer rate further.

Several process intensification techniques, among which the most common are
cavitation (acoustic [8, 9], hydrodynamic [10]), microwaves [11]), and supercritical
operation [12] increase the efficiency of both the traditional homogeneous alkali-
catalyzed process [13–20] and the reactions promoted by acids and solid acid
catalysts [6, 21–23].

The two main challenges of biodiesel production are:

• Increasing the mass transfer rate through process intensification
• Replacing homogeneous catalysts with heterogeneous catalysts

For the reasons highlighted above, these two objectives clash with respect to the
additional phase that reduces global reaction rates.

Sonochemical techniques and ultrasound (US), in particular, increase the mass
transfer rate, which addresses the major concern with heterogeneous catalysts.

Acoustic cavitation increases the transesterification by disrupting the boundary
layer between the oil and the alcohol phases, which contains the catalyst. This
creates an oil-alcohol emulsion that is finer than that generated by traditional
mechanical stirring [8]. In the presence of an extended surface, such as a solid
catalyst, acoustic cavitation bubbles form at the liquid-solid interface and collapse
asymmetrically toward the solid surface. Therefore, in the case of a solid, there is a
higher probability that the acoustic cavitation phenomenon is located in the vicinity
of the reactive event, i.e., on the surface of the catalyst, than for a homogeneous
catalyst. Moreover, solids act as cavitation bubble nuclei [24]. On the other hand,
solids dissipate the power of the sound waves [25]. An optimized reactor design
distributes the ultrasonic radiation minimizing the attenuation of the solid phase.

In this chapter, we review several reactor configurations to produce biodiesel
from various feedstocks but emphasize solid-liquid systems. We examine both the
FFA esterification and the triglyceride transesterification. Most of the data available
in the literature on heterogeneous systems concern classic ultrasonic reactor config-
urations, such as ultrasonic baths (indirect sonication) and horns (direct sonication).

Ultrasonic Reactors for Biodiesel Production

Ultrasonic reactor’s design criteria include:

• Type of sonication, (i) direct and (ii) indirect
• Batch, continuous, and semicontinuous operation type
• Reactor geometry
• Geometry of the transducers and their disposition
• Power
• Frequency
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Ultrasonic horns or probes immersed in a solution generate the mechanical waves
directly in the reaction medium, whereas ultrasonic baths have larger transducer
areas that coincide with the bottom of the bath. The area where the cavitation is most
efficient corresponds with the bottom of the bath and propagates toward the surface.
Ultrasonic baths are indirect sonicators. The main challenge is to distribute the
acoustic cavitation uniformly in the reactor whether or not it is with direct or indirect
sonication.

An additional phase, such as a heterogeneous catalyst, adds more resistance to the
mass transfer and attenuates the sounds waves, impeding their propagation [9].

Gole and Gogate [8] report that a direct sonicator penetrates into the liquid by
3–5 cm from the tip. Boffito et al. review many batch and continuous reactors for the
production of methyl esters from vegetable oils [26]. They suggest that in the case of
direct sonicators, loop technologies are the most promising to scale up. In loop
technologies, high power fluxes are delivered to a small portion of the reactor, and
the reagents are circulated frequently to this area (semicontinuous). Boffito et al. [27]
report canola oil transesterification with selectivity to FAME (fatty acid methyl
esters) over 90 % in 18 s of pulses (2 s on and 2 s off) with a Sonitube® loop-type
reactor (Synetude, Chambery, France). Similarly, Somnuk reports FAME selectivity
above 90 % in 18 s in a loop reactor from pre-esterified palm oil [28]. A typical loop
reactor includes one or two feeding tanks for the oil and/or the alcohol (containing
the catalyst), a pump, a tubular reactor hosting the direct sonicator (US horn), and a
collecting tank (thermostated or not) that is larger than the reactor volume (Fig. 1).

Boffito et al. also report a new ultrasound semicontinuous loop-reactor design to
treat vegetable and waste oils [29] (Fig. 2). The motor of the ball mill (A) rotates a
mixing chamber, that is sonicated by a US horn. The rotation of basket creates
turbulence in the mixing chamber. A rotative pump (2) feeds the reagents and the
catalyst to the mixing chamber. The design ensures that oil and MeOH circulate in
the vicinity of the US tip. US pulses (1 s on and 1 s off) convert more than 90 % of
the oil to methyl esters in 1 min.

MeOH
+KOH

Oil

Dotted Line:
1st Passage

Rotary Pump

Reactor

Thermostated
Bath

US
Horn

Fig. 1 Continuous ultrasonic
reactor equipped with a
Sonitube® device [27, 29]
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Though loop technologies have proven to be efficient contactors for homoge-
neous systems, their efficacy for heterogeneous systems is undocumented. Gogate
et al. [9] review sonochemical reactor designs and emphasize heterogeneous sys-
tems, including catalytic nanomaterials. They conclude that the presence of several
phases in the system results in cavitational effects that are more pronounced with
respect to systems with fewer phases, provided that the reactor configuration is
optimized. Gole and Gogate also refer to the positive impact of impurities – solids
act as cavitation nuclei [24]. On the other hand, the solid phase attenuates the kinetic
energy of the mechanical waves [25]. Gogate et al. [9] also concluded that the
tubular and hexagonal disposition of multiple transducers possibly operating at
multi-frequencies is the best solution for large-scale operations. Calorimetry is an
excellent tool to measure the extent of the dissipation [30] in both homogeneous and
heterogeneous reactive systems. Gogate et al. [9] recommend intensities in the range
5–20 W/cm2, depending on the reactor size and application.

At the lab scale, reactor designs that host heterogeneous systems are still limited
to simple direct or indirect sonication devices, US horns, and baths, respectively
(Table 1).

The literature on innovative ultrasonic reactor configurations for homogeneously
catalyzed transesterification is abundant (Table 2). Besides the two configurations
mentioned above [27, 29], (Figs. 1 and 2), several others are mentioned in the

Fig. 2 Mini-fer (Netzsch) ball mill with an ultrasonic horn. (a) Ball mill (b) direct sonicator –
ultrasonic horn (1) feed tank (2) feed pump (3) charging point (4) mixing chamber (5) discharging
point (6) cooling water (7) micronizer motor (8) ultrasound control (Reprinted with permission from
[29]. Copyright 2015 AIDIC)
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Table 1 Direct and indirect sonication of heterogeneous transesterification

Ultrasonic
variables

MeOH/oil mol ratio

T, �C
SFAME,
%

Optimal
condition
time RefCatalyst weight %

20 kHz Jatropha c. 5–28 Uncontrolled 7–94 MeOH 28 [6]

21–90 % of
400 W (n),
direct

HPA/AC 2.5–4.5 3.5 cat

60 % Ampl.

900 on 300 off 30 min

20 kHz Jatropha c. 20 Uncontrolled 71–87 20 %
loading

[21]

75 % of
400 W (n),
direct

15–25 %
tungstophosphoric acid
(TPA) supported on
activated carbon (AC) 4 %

40 min

1000 on 300 off
20 kHz Jatropha c. 2–20

H3PW12O40.
nH2O)/γ-Al2O3 3–4.5 %

Uncontrolled 34–84 25 %
loading

[22]

45–90 % of
400 W (n),
direct

MeOH 19

3.5 % cat

900 on 300 off 60 % Ampl.

50 min

30–90 % of
400 W (n),
direct

Jatropha c. 5–20 Uncontrolled 13–88 MeOH 25 [23]

CsxH3�xPW12O40 (x =
1–3)

Cat x = 1.5,
3.5

1000 on 300 off 2.5, 3.5, 4.5 60 % Ampl.

Recycle 30 min

22.5 kHz,
37 W
(e) continuous

Alga Scenedesmus
sp. 30–60

40–60 9–71 MeOH 60 [50]

WO3/ZrO2 2–4 3 %

60 �C
20 min

20 kHz,
500 W (n),
direct
continuous

Nagchampa 6–12 40–60 53–79 MeOH 10 [56]

CaO 1–5 CaO 5 %

60 �C,
150 min

20–25 kHz,
9–36 W (e),
direct
continuous

Soybean, Jatropha c. 50–65 51–95 MeOH 7 [57]

5–9 5 %

Na2SiO3@Fe3O4 /C 1–9 55 �C
100 min

20 kHz,
25–45 W
(e) direct
continuous

Soybean 9–18 30–50 70–95 MeOH 12 [58]

9KF/γ-Al2O3 0.5–3 2 %

50 �C
40 min

(continued)
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literature. Gole and Gogate [8] report 90 % conversion of Nagchampa oil in 40 min
in a US bath with transducers in a triangular disposition. Boffito and coauthors
achieved 95 % conversion of canola oil to FAME in 5 min with a Rosett cell reactor
and US pulses [27]. In 5 min with a multi-frequency system with an ES300C
SONOCHEMIST processor, 91 % of soybean oil reacts to biodiesel. The design of

Table 1 (continued)

Ultrasonic
variables

MeOH/oil mol ratio

T, �C
SFAME,
%

Optimal
condition
time RefCatalyst weight %

22 kHz,
187.5 W
(n) direct
continuous

WCO 4–9 30–60 36–93 MeOH 6 [59]

K3PO4, Na3PO4,
Na2HPO4,

K3PO4 4 %

NaH2PO4, KH2PO4 1–4 60 �C
120 min

22 kHz, 40 W
(e),
continuous

WCO 50–60 62–98 MeOH 9 [60]

MeOH n.a. Catalyst
3 %

Na+/SiO2 waste sponge
0, 1, 3, 6, 9

55 �C
30 min

35 kHz, 35 W
(e),
continuous

Jatropha c. 6–18 45–75 22–93 MeOH 11 [61]

CaO 3–7 5 %

64 �C
120 min

35 kHz,35 W
(e),
continuous

Soybean 6–18 40–60 1–85 MeOH 10 [62]

CaO 1–7 CaO 6

60 �C
60 min

35 kHz Sunflower 6–20 75 39–56 MeOH 15 [63]

Power n.a.,
indirect
continuous

Mesoporous tin-triflate
based catalysts 1.5

SnTf-
UVM-7a

1200

35 kHz Sunflower 4 72 8–51 20 %
KF/Al2O3

activated at
450 �C

[64]

Power n.a.,
indirect
continuous

10–30 % KF, LiF, CsF
supported on MSU-Al2O3

b

T activation = 350, 450 �C
1.2

35 kHz Sunflower, rapeseed 4 70 20–90 Sunflower [65]

Power n.a.,
indirect

MgO nanosheets (111),
MgO,

MgO
activated at
500 �Ccontinuous MgO aerogel 1.5

T activation = 310, 500 �C

SFAME selectivity to fatty acid methyl esters. The values of the power are meaningful if considered
as power density (normalized by the volume), n nominal power, e effective (measured)
aSnTf-UVM-7 (Sn triftalate supported over bimodal mesoporous silica)
bMSU-Al2O3 mesoporous alumina
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Table 2 Direct and indirect sonication of homogeneous transesterification

Ultrasonic variables

MeOH/oil
mol ratio

T, �C
SFAME,
%

Optimal
condition time Ref

Catalyst
weight %

20 kHz, 150 W (n),
pulse direct

WCOa

4.5–13.5
Uncontrolled 96–98 MeOH 9 [4]

NaOH, 0.5–2 NaOH 1.25 %

100 % power

2 min

20 kHz, 120 W (n) WCO
4.5–13.5

Uncontrolled 88–90 MeOH 9 [13]

NaOH 0.5–2 NaOH 0.5 %

100 % power

1.5 min

20 kHz, 150 W (n),
continuous direct

WCO
4.5–13.5

Uncontrolled 88–90 MeOH 9 [14]

NaOH 0.5–2 NaOH 0.5 %

100 % power

1.5 min

24 kHz, 400 W (n),
direct continuous

Beef tallow 6 60 92 70 s [15]

KOH 0.5

20 kHz, 150–250 W
(n), indirect
continuous

WCO 4–6 35–55 46–89.5 MeOH 6:1 [16]

KOH
0.5–1.25

KOH 1 %

200 W 45 �C
40 min

20 kHz, 2,200 W (n),
continuous and pulsed

Soybean 5 40 87–96 Amplitude:
120 μmpp,
pulses 1.5 min

[17]

NaOH 1

20 kHz, 14.5 W (e),
direct continuous

Soybean 3–9 25–60 82–92 MeOH 6 [18]

KOH 1.5 40 �C
15 min

Pulsed frequency, 0.4,
– 200 W (n)

Soybean
3–16

25–45 69–100 MeOH 6 [19]

NaOH, KOH
na

1–100 W

45 �C
20 min

28, 40 kHz, 60 % of
720 W (n), indirect
continuous

Edible oil 6 36 75–98 NaOH, KOH
0.5 %

[20]

NaOH, KOH
0.5–1.5

40 kHz

20 min

SFAME selectivity to fatty acid methyl esters. The values of the power are meaningful if considered
as power density (normalized by the volume), n = nominal power, e effective (measured)
aWaste cooking oil
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the ultrasonic reactor including a vessel with a parabolic bottom and a polyethylene
acoustic membrane window concentrates US radiation in the reaction medium [31].

Push-pull sonicators have a design such that they vibrate longitudinally and
produce an ultrasonic field that is more homogeneous compared to other types of
applicators. Stavarache et al. report 95 % conversion of triglycerides to biodiesel in
10 min in 30 L to 75 L vessels [32].

Ultrasonic flow cells are flexible for both batch and continuous systems. In a
batch flow cell, multiple transducers emit from several locations in the reactor to
generate standing flow patterns [9]. In a continuous flow cell, the reagents circulate
in and out of the reactor and the number and disposition of the transducers vary.

Manickam et al. adopted a flow cell with a hexagonal geometry and six trans-
ducers connected to each of the plates constituting the cell. The transducers on
opposite walls had the same frequency, namely, 28, 40, and 70 kHz. The system
operated at single, double, or triple frequency for a total of seven vibrating modes
[33]. The authors report 93 % selectivity to biodiesel from palm oil in 15 min with a
stoichiometric MeOH/oil ratio, and a mass fraction of catalyst of 1 %.

Another innovative design consists of a flow cell composed of a rectangular
reaction chamber with three high-efficiency prestressed piezoelectric rings com-
pressed between two ergal blocks as transducers, all operating at a maximum of
21.5 kHz. The authors report complete conversion of soybean oil to biodiesel in 1 h
at a power density of 3 W/cm2 [34].

Ultrasonic-Assisted Esterification and Transesterification

Ultrasound accelerates both homogeneous and heterogeneous reaction rates. In
homogeneous solutions, the thermal effects of the acoustic cavitation produce
radicals (reactive radicals such as H• and HO• from reactants or solvent molecules
at the moment of bubble collapse) in most solvents that react or combine with other
substrates or intermediates to generate products. In heterogeneous liquid-liquid
systems (such as triglycerides and methanol), ultrasound forms fine emulsions that
increase the available surface area between the two phases, thereby the reaction rate
increases. In liquid-solid systems (such as heterogeneous catalysts for oil transester-
ification), the rapid and violent collapse of cavitational bubbles near the solid surface
causes localized high temperatures and pressures that produce high-speed liquid jets
near the solid surface and promote liquid-solid mass transfer [35]. More specifically,
the chemical effects of ultrasound originate from the acoustic cavitation which is
formation, growth, and implosive collapse of bubbles. In heterogeneous conditions,
ultrasound reportedly increases reactivity up to 106 times [36]. For metal oxide
catalysts such as barium oxide or strontium oxide in fine particulate form, the
cavitational collapse produces shock waves that cause the particles to collide. For
example, at 20 kHz, the diameter of the collapsing bubble is 150 μm, so microjets on
particles smaller than this diameter will not form on the surface nor will the solids
perturb the ultrasonic field [36], but will be influenced by the aforementioned
phenomena.
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Among the different types of catalysts to transesterify oils (alkali, acid, homoge-
neous, heterogeneous, and enzymatic), homogeneous ones (KOH, NaOH, CH3ONa)
are the least expensive. However, these catalysts are highly hydroscopic and absorb
moisture from air during storage and transesterification. They also form water when
mixed with an alcohol donor, which affects the biodiesel yields adversely. Hetero-
geneous catalysts, on the other hand, can be separated easily from the reaction
mixture by settling or filtration. These catalysts are capable of simultaneously
esterifying and transesterifying fats and oils and there is no need for
pre-esterification. This renders these catalysts suitable for oils with high free fatty
acids. The disadvantage is that the reaction rate is lower because it is limited by mass
transfer between the liquid and solid phases, which can be overcome with
ultrasound.

Other factors affecting the ultrasound-mediated reactions are ultrasound fre-
quency, acoustic power, solvent, ultrasonic intensity, system vapor pressure, external
temperature, and pressure. An increase in the frequency will decrease the cavitation
effect mainly due to short rarefaction cycles which cannot produce large enough
cavitation bubbles to collapse as well as creating a negative pressure. For this reason,
the most commonly used frequencies vary between 20 and 50 kHz. Finally,
different forms of energy can be generated through ultrasound application. When
electrical energy passes through an ultrasonic probe, it is converted into heat
and vibrational energy (i.e., mechanical energy). This vibrational energy is
converted to cavitational energy in the reaction medium, and some of the vibrational
energy is lost through sound reflection via harmonics and subharmonics [37]. The
cavitational energy is further converted into chemical, physical, and biological
energy depending on the application and reaction environment. In biodiesel pro-
cesses, chemical and physical (thermal) effects have been noted by many researchers
through a significant rise in the reaction temperature, reaction yields, and intense
mixing in transesterification reactions using pure or used oil feedstock [11, 13,
38–41]. In some applications, destruction of cell membranes results in oil extraction
such as in algae biodiesel production, which can be considered a biological effect
[42–47].

Free Fatty Acid Esterification

Free fatty acids (FFA) react with KOH and NaOH to form soap [48, 49]. Which
reduces the transesterification rate. FFA and methanol react over acid catalysts to
fatty acid methyl esters (FAME): lowering the FFA concentration will increase the
reaction rate and yield of biodiesel. Acid catalysts promote oil transesterification at
temperatures beyond 120 �C [48]. However, transesterification at temperatures
higher than 65 �C requires continuous addition of fresh MeOH [48] or pressures
above atmospheric. Concurrent FFA esterification and triglyceride transesterification
in one step with an acid heterogeneous catalyst are the main challenges of biodiesel
production.
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Most articles concerning biodiesel production from raw or waste oils by ultra-
sonic transesterification report a FAME yield that includes FFA esterification and
triglyceride transesterification [6, 21–23, 50]. However, none of these papers report
the different extent of the two reactions as a contribution to the final biodiesel yield.

Tungstated zirconia transesterifies Scenedesmus sp. oil [50] with an acid value of
30 mg KOH/g, which suggests that the esterification occurred as well as transester-
ification. In fact, acid catalysts would activate the esterification rather than the
transesterification at temperatures below 120 �C. Similarly, Badday et al. claim the
transesterification of Jatropha curcas oil with a FFAweight concentration of 10.5 %.
FFA esterification contributed without doubt to the overall oil conversion [6, 21–23].

As a conclusion, both homogeneous and heterogeneous acid catalysts tolerate the
presence of FFA in the feedstock, and heterogeneous ones also the presence of
moisture during the transesterification [6].

Few papers report the results exclusively related to FFA esterification in the
presence of solid catalysts and ultrasound, in particular on immobilized lipase [51]
and acid ion-exchange resins [52]. Jadhav and Gogate [51] report 97 % conversion
of 100 % FFA of Nagchampa oil to FAME in 7 h at 30 �C in a batch reactor equipped
with a US probe. The mechanical stirred process takes up to 8 h to achieve the same
conversion above 60 �C [48]. Boffito et al. report [52] the conversion of FFA in
tobacco and canola oil and a pure stream of oleic acid in 6 h in a batch reactor by
direct sonication. Conversion was 70 %, 90 %, and 60 % at 63 �C, respectively. The
catalyst was Amberlyst®46 (A46 – Dow Chemical). A46 is a copolymer of styrene
cross-linked with divinylbenzene (DVB) functionalized with strong sulfonic acid
groups, which are the active sites responsible for the esterification of the FFA. The
A46 beads were 0.5–0.7 mm in diameter (Fig. 3).

A46 is sulfonated on the outer surface and not inside the pores [49]. This reduces
the formation of subproducts, such as dialkyl ethers, from the auto-condensation of
the molecules of the alcohol inside the pores [52]. Moreover, a high concentration of
active sites located on the outer surface of the catalyst is beneficial for reactive
systems that contain highly sterically hindered molecules, such as FFA [53].

Fig. 3 Sulfonic ion-exchange resins of the Amberlyst®46 type as described in the reference [52]
(Reprinted with permission from [52]. Copyright 2014 Elsevier)
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For this system, Boffito et al. report that the Eley-Rideal kinetic model charac-
terizes the experimental data (R2 >0.97 for canola and tobacco oils and >0.99 for
oleic acid). The expression of the concentration of the reacting species takes into
account the mass transfer between the phases (Eq. 1):

r ¼
k CFFA, sCMeOH, s � CH2O, sCME, s

Keq

� �

1þ K1CFFA, s þ K3CH2O, s
(1)

where Ci and Ci,s are the concentration of each of the four reacting species in the bulk
and on the surface of the catalyst, k is esterification reaction constant, Keq is the
equilibrium constant between the esterification and hydrolysis reactions, and K1 and
K3 are the equilibrium constants of the adsorption/desorption of the FFA and of the
desorption/adsorption of H2O on the catalyst (A46), respectively.

US increases the mass transfer rate by more than two times. They calculated the
relative improvement, km,US/km, and the best fit parameters (Table 3). US increased
the mass transfer coefficient in the raw tobacco oil 6.7 times and 4.1 times at 20 �C
and 40 �C, respectively (Fig. 4).

Transesterification

Homogeneous Transesterification
Transesterification rates increase significantly with reaction temperature. However,
ultrasound can transesterify oils at room temperature. In fact ultrasonic cavitation
increases the medium temperature, thus an external heat source may be unnecessary.
In conventional heating, the optimum temperature to transesterify oil is 65 �C, which
is MeOH’s boiling temperature. The temperature is higher for ethanol. During
uncontrolled ultrasound transesterification, the bulk temperature of the emulsion
does not necessarily represent the actual temperature since ultrasound produces
localized high temperatures and pressures at a microscale and the heating and
cooling cycles are so rapid that accurately measuring the surface temperatures is
impossible. Table 2 compares studies using direct and indirect ultrasound under
controlled and uncontrolled reaction temperature conditions. Higher reaction tem-
peratures are unsuitable for ultrasound-mediated transesterification since the ultra-
sound energy drops increasing the solvent vapor pressure. At lower temperatures,
ultrasound increases mass transfer rates both in liquid-liquid systems (homogeneous
catalysis) and liquid-solid (homogeneous catalysis) systems. Therefore, solvents
with a lower vapor pressure are better to transesterify oils and fats.

Heterogeneous Transesterification
Ultrasound-assisted heterogeneous transesterification is more efficient than mechan-
ical stirring and requires a lower alcohol input [54]. The number of articles
researchers are publishing increases year by year (Table 1). Most articles are about
optimizing the reaction variables (alcohol/oil molar ratio, catalyst loading, and
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temperature) rather than ultrasound variables (power, US pulses) and catalyst
development.

Salamatinia et al. [55] report that the molecular composition of biodiesel obtained
by US-assisted transesterification is the same as the one obtained by mechanical
stirring. However, the former exhibits better clarity, less FFA, and less catalyst
(traces).

The process with heterogeneous catalysts operates at 10–15 �C higher than the
homogeneous processes (to achieve the same productivity) even in the presence of
US. US does not compensate for the higher activation energy of heterogeneous
versus homogeneous systems (compare Tables 1 and 2). Similarly, the required
alcohol/oil molar ratios are higher for heterogeneous systems than homogeneous
(>10 vs. <10). US finely emulsifies the methanol-aqueous phase – which contains
the homogeneous catalyst – and the oil, whereas traditional mechanical stirring does
not. As a consequence, US-assisted transesterification requires less alcohol to
completely convert the oil in one step [27]. In heterogeneous systems, the catalyst
is in a different phase than the MeOH-oil emulsion. Therefore, the reaction requires
more alcohol to shift the equilibrium toward the products.

The power density (W/cm3) to maximize triglyceride conversion is independent
of the catalyst [6, 22, 23]. In most cases, it varies from 40 % to 70 % of the maximum
power. The nominal power of commercial US is between 400 W and 1,500 W
[26, 27]. The transesterification of triglycerides is slightly exothermic. Temperatures
up to the boiling point of MeOH favor the kinetics and the solubility of MeOH in oil.
Increasing the US power increases the temperature of the reaction medium and, as a
consequence, the transesterification kinetics. US power increases the violence of the
collapse of the cavitation bubbles, enhancing acoustic cavitation. However, there is

t, h
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Fig. 4 Conversion with US and without US of tobacco seed oil. Catalyst: Amberlyst®46 [52]. The
lines represent the model (Reprinted with permission from [52]. Copyright 2014 Elsevier)
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less dissolved gas to form cavitation bubbles and bubbles may exit the system before
they cavitate [26, 27].

For homogeneously catalyzed systems, increasing the mass of catalyst (such as
NaOH and KOH) dampens the conversion of triglycerides to biodiesel (Table 2) in
both mechanically and ultrasonically stirred systems [29]. NaOH and KOH may
saturate the oil-MeOH interface and hinder the contact between the reagents, in
particular between the mono- or diglycerides and MeOH. In heterogeneously cata-
lyzed systems (Table 1), the conversion of triglycerides to biodiesel reaches a
maximum with respect to catalyst loading and remains constant thereafter rather
than decreasing: heterogeneous catalysts do not interfere with the oil-MeOH
interface.

Few papers report data on both basic [55–65] and acidic [6, 21–23, 50, 64, 65]
heterogeneous catalysts. Verziu et al. [64] report that the activity of KF and CsF is
higher compared to LiF supported on mesoporous bimodal alumina (MSU-Al2O3).
KF/MSU-Al2O3 and CsF/MSU-Al2O3 are more basic than LiF. Increasing the
loading of the active component on the support up to 20 % converts more tri-
glycerides. Higher loadings decrease the conversion in the presence of US but not
microwaves. The authors ascribed it to the leaching of the active components that is
promoted by US but not MW and mechanical stirring.

Cesium-doped heteropoly acids (CsxH3-xPW12O40, x = 1–3 %) convert 13–88 %
of triglycerides to biodiesel in 30 min [6, 21, 23]. Replacing H with more Cs atoms in
the heteropoly acid decreases the surface acidity and increases the specific surface
area (SSA) [23]. As a general trend, the selectivity to biodiesel increases with the
ratio surface acidity/SSA. High SSA does not increase the catalytic activity [53]. In
fact, acidic or basic active sites should be located on the outer surface of the catalyst
to be accessible for the triglycerides, which are sterically hindered.

Water leaches acid active groups from the support [48] making it less active, but
also triglyceride hydrolysis may remove reagents from the transesterification reduc-
ing conversion.

Effect of Type of Alcohols

Methanol is more common as an alcohol donor [66] than ethanol, propanol, or
butanol. The stoichiometric ratio of alcohol to oil is 3:1, but higher alcohol concen-
trations shift the equilibrium toward the products. Alcohol to oil ratios in the range of
4.5:1–15:1 are optimal for biodiesel yields with conventional heating. Lower molar
ratios of 4.5: to 9:1 are optimal for ultrasound-mediated transesterification.

Reaction rates and yield are higher with methanol and ethanol compared to
alcohols with a higher carbon number. Considering the long term, ethanol is a
more environmentally friendly reactant for sustainable biodiesel production since
it is derived from plants and crops [67, 68]. The extra carbon atom in the ethanol
molecule slightly increases the heat content and the cetane number of ethyl esters
compared to methyl esters. In addition, the ethyl esters generally have lower cloud
and pour points than methyl esters [68]. Isopropyl esters lower the biodiesel pour
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point and cloud point by about 10 �C and 20 �C, respectively, compared to methyl
esters [69, 70].

Transesterification is limited by mass transfer at the beginning, and as the reaction
proceeds, it is limited by reaction kinetics in the oil-methanol phase [71, 72]. Mass
transfer between two organic phases (methanol and oil) plays a critical role during
methanolysis and controls the reaction kinetics. Three kinetic regimes characterize
the transesterification rate:

(i) An initial mass transfer-controlled regime (slow)
(ii) A chemically controlled regime (fast)
(iii) A final regime, close to equilibrium (slow) [7]

Therefore, the reaction consumes methanol inefficiently, due to the interfacial
mass transfer resistance [73]. Efficient mixing, such as ultrasonic mixing, helps
overcome the mass transfer limitations. Ultrasound increases the mass transfer rate
between the two immiscible liquids [74]. Cavitation mainly affects the mass transfer
rates and ensures a uniform distribution of the reactants. This enhances both the
reaction rate and the equilibrium conversion, which is only observed after a few
hours, when the biodiesel acts as a cosolvent (compatibilizer) [75].

Methanol is poorly miscible in oil, which limits mass transfer rates. However,
methanol has a higher equilibrium conversion than any other alcohol, due to the higher
reactive intermediate methyl group. On the other hand, ethanol has better solvent
properties, besides the possibility to obtain it from renewable sources [76]. However,
the emulsion of oil with ethanol makes the separation of ester difficult. The limitations
with each of these alcohol donors can be overcome by combining the two alcohols to
result in a beneficial effect. Methanol/ethanol mixtures in the transesterification
reaction have both better solvent properties than methanol alone, and reaction kinetics
are faster compared to ethanol itself. Moreover, esters of alcohols with a higher carbon
number than MeOH have better lubricating properties. Finally, replacing methanol
with ethanol will also make biodiesel production more sustainable by reducing the
dependence on non-renewable methanol production [77].

Ultrasound provides superior mixing compared to conventional stirring in the
transesterification reaction, promoting mass transfer between the oil and alcohols
bigger than methanol.

A recent paper on the effect of pulsed sonication in the transesterification reaction
of waste vegetable oil compares different alcohols [78]. The optimal conditions for
ethanol or methanol or alcohol mixture (ethanol and methanol) were 9:1 alcohol to
oil ratio, 1 % by weight of catalyst and nominal powers between 75 and 150 W.
Methanol and ethanol transesterification gave similar selectivity to biodiesel (96 %)
at an ultrasonic intensity of 10 W/cm2, while ethanol-methanol (50–50 %) mixtures
gave a higher biodiesel yield compared to ethanol or methanol, due to the combi-
nation of acoustic cavitation effect with the better solubility of ethanol at lower
power density and US intensity.

Another recent paper by Boffito et al. reports canola oil conversion to methyl,
ethyl, and propyl esters of 90 %, 65 %, and 40 %, respectively, within 1 min, at room

946 D.C. Boffito et al.



temperature, and with US pulses in the reactor described in the section “Ultrasonic
Reactors for Biodiesel Production” [29]. Conversion in the presence of continuous
US was 5–15 % lower. After 1 min with traditional mechanical stirring, no isopropyl
esters were detected. Hanh et al. report a conversion less than 5 % in 25 min with
i-propanol, at the same experimental conditions (1 % by weight of KOH as a
catalyst, oil/iProH molar ratio = 1:6) [79, 80].

The benefits of ultrasonic irradiation, together with an optimized reactor design,
increase process operational flexibility and productivity in larger-scale reactors.
Since the biodiesel properties are reportedly better for the ethanol-methanol mix-
tures, additional research in this area would have a profound impact on current
commercial processes. Finally, ethanol can be produced from renewable materials,
which reduces the stress on existing methanol sources and associated gasoline price
fluctuations, enhancing the sustainability of biodiesel production.

Ultrasound-Assisted Transesterification Kinetics

The scientific literature includes the kinetics of the transesterification reaction (also
known as alcoholysis) with conventional methods for different feedstocks, including
palm oil, rapeseed oil, soybean oil, vegetable oils, sunflower oil, Jatropha curcas,
waste cooking oil, non-catalytic transesterification of soybean oils, oleic acid,
Pongamia oil, and palm fatty acids [7, 81–94]. However, few studies report the
kinetics of ultrasonic transesterification [18, 95]. Colucci et al. report a pseudo-
second-order kinetic model for the hydrolysis of oils and reaction rate constants 3�
to 5� higher than those of mechanical agitation [18]. Parker et al. compared the
ultrasonic transesterification of soybean oil with conventional alkali-catalyzed reac-
tion with mechanical stirring. They report the interrelation between mechanics of
ultrasound/cavitation and the intrinsic behavior (represented by specific rate con-
stant) of the transesterification reaction and propose a first-order kinetic model
[95]. Mahamuni and Adewuyi [31] claim that the methanolysis of soybean oil to
biodiesel in the presence of ultrasound at 35 �C is a second-order reaction (first order
with respect to both oil and methanol). On the other hand, Georgogianni et al. [96]
report the first- and second-order reaction rates with respect to TAG (triglycerides)
for the base-catalyzed methanolysis of sunflower and cottonseed oils, at both low
frequency ultrasonication and mechanical agitation, with the first-order reaction
kinetics giving a better fit. Deshmane et al. [97] verified the agreement of experi-
mental data with a first order followed by a second-order kinetic model with respect
to fatty acids for the ultrasound-assisted acid-catalyzed esterification of palm fatty
acid distillate. In another study, they also report a pseudo-first-order reaction kinetics
for the transesterification of soybean oil over calcium methoxide [97]. Avramovic
et al. report the results of the empirical modeling of ultrasound-assisted base-
catalyzed sunflower oil methanolysis kinetics [98]. Vyas et al. measure the effects
of molar ratio, alkali catalyst concentration, and temperature on the transesteri-
fication of Jatropha oil with methanol under ultrasonic irradiation by a first-order
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kinetic model [99]. The transesterification of used soybean frying oil follows a first-
order reaction kinetic [100].

Grant and Gude report the kinetics of waste cooking oil transesterification under
ultrasound and with basic catalysts [101]. They estimate reaction rate constants and
reaction orders with conversion versus reaction time data with the equations derived
from the proposed model, considering eight different cases. In temperature-
controlled reactions, the activation energy derives from reaction rate constants at
different temperatures (45, 55, and 65 �C) for the base-catalyzed transesterification.
The same study also proposed a mathematical model that could be applied to any
biodiesel feedstock. The model reports the reaction rates with respect to individual
reactants (oil and methanol), since they can assume different reaction orders in the
transesterification.

Mathematical Analysis
Since the effect of ultrasound on the triglycerides and methanol (or other alcohol)
can be different, reaction kinetic equations that include individual reaction
rate orders with respect to the reactants in the reagents mixture (oil and methanol)
must be considered [102]. The development of the reaction kinetic equations is as
follows:

Aþ 3B $ Pþ R (2)

Here, A refers to triglycerides; B, P, and R refer to methanol, biodiesel (fatty acid
methyl esters), and glycerol, respectively.

The general rate equation for the transesterification reaction is:

� dCA

dt
¼ kCα

AC
β
B (3)

where dCA/dt is the consumption of reactant A per unit time, k is a rate constant, CA is
the concentration of A after time t, CB is the concentration of B after time t, α is the
order of reactant A, and β is the order of reactant B. In addition,

CA ¼ CA0 1� Xð Þ (4)

CB ¼ CA0 θB � 3Xð Þ (5)

θB ¼ CB0

CA0
(6)

where CA0 and CB0 are the initial concentrations of A and B, X is the conversion of
triglycerides, and θB is the ratio of CB0 to CA0. Equation 3 can be rewritten as:

dX

dt
¼ kCA0

αþβ�1 1� Xð Þa θB � 3Xð Þβ (7)
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Eight different cases were considered to obtain the reaction order. These cases
were (α = 0, β = 0), (α = 1, β = 0), (α = 0, β = 1), (α = 1, β = 1), (α = 2, β = 0),
(α= 0, β = 2), (α= 2, β = 1), and (α= 1, β = 2). For each case, definite integrals of
Eq. 6 were calculated from a conversion of X = 0 to a conversion of X = X in the
time span of t= 0 to t= t. The calculated equation for each case was then transferred
into a linear equation passing through the origin (y = mx). The transferred equations
for each of the case are as follows:

(a) Case 1: (α = 0, β = 0)

CA0X ¼ kt (8)

(b) Case 2: (α = 1, β = 0)

ln
1

1� X

� �
¼ kt (9)

(c) Case 3: (α = 0, β = 1)

� 1

3
ln
θB � 3X

θB

� �
¼ kt (10)

(d) Case 4: (α = 1, β = 1)

1

θB � 3ð Þ ln
θB � 3Xð Þ
1� Xð ÞθB

� �
¼ kCA0t (11)

(e) Case 5: (α = 2, β = 0)

X

1� Xð Þ ¼ kCA0t (12)

(f) Case 6: (α = 0, β = 2)

X

θB � 3Xð ÞθB ¼ kCA0t (13)

(g) Case 7: (α = 2, β = 1)

1

θB � 3ð Þ
X

1� Xð Þ �
3

θB � 3ð Þ ln
θB � 3Xð Þ
1� Xð ÞθB

� �� �
¼ kC2

A0t (14)

(h) Case 8: (α = 1, β = 2)

1

3� θBð Þ
3X

θB � 3Xð ÞθB �
1

3� θBð Þ ln
1� Xð ÞθB
θB � 3Xð Þ

� �� �
¼ kC2

A0t (15)
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Equations 10, 11, 12, 13, 14, and 15 are in the form y=mx, where t (for Eqs. 8, 9,
and 10), CA0t (for Eqs. 11, 12, and 13), and CA0

2t (for Eqs. 14 and 15) are the
abscissas. The y variable was plotted against the corresponding x variable and the
coefficient of determination was estimated. In all cases for Eqs. 8, 9, 10, 11, 12, 13,
14, and 15, the slope is the reaction rate constant. The case that gave the highest
correlation coefficient R2 was used to determine the reaction order and reaction rate
constants. Activation energy can be determined by using the Arrhenius equation
which gives a relationship between the specific reaction rate constant (k), absolute
temperature (T), and the energy of activation (Ea) as

k ¼ A � exp � Ea

RT

� �
(16)

where A is the frequency factor and R is universal gas constant (J mol�1K�1). This
equation can be rewritten as:

ln kð Þ ¼ � Ea

RT
þ ln Að Þ (17)

A number of experiments need to be conducted at different reaction temperatures
to develop a plot of ln (k) versus 1/T (the Arrhenius plot) that gives a slope equal to
(�Ea/R) from which activation energy can be determined.

Use of Model Equations
Grant and Gude [101] conducted several experiments to study the effect of reaction
temperature on the conversion of waste cooking oil into biodiesel under ultrasonic
irradiation. The reaction temperatures varied between 35 �C and 65 �C at 10�

intervals. Figure 5 displays the biodiesel conversion as well as the glycerol, tri-,
di-, and mono-glycerides concentrations for reaction times between 0 and 15 min. As
reported in other papers [18, 81, 103], the transesterification reaction rate does not
improve significantly after 10 min of reaction time, suggesting that shorter reaction
times can be enough. Biodiesel conversion profiles and kinetics under ultrasonic
mixing follow two regimes, the mass transfer-limited regime and the kinetics-
controlled regime [97]. The profile (shape) corresponding to the two types of regime
follows a sigmoidal curve during the products formation (i.e., FAME conversion).
The data was divided into two sets to represent the two different regimes of the
conversion profile (Fig. 5). The very fast triglyceride conversion in the first 2 min of
reaction time followed by a slow conversion pattern between 2 and 15 min reaction
time can be seen in (Fig. 5). In ultrasonic transesterification, higher temperatures do
not reduce the time to reach the equilibrium, as other articles confirm [81, 97]. While
the overall conversion of the transesterification did not change with temperature, the
rate of the transesterification process increases with temperature. This means that the
temperature improves the mass transfer thereby increasing the transesterification
rate [104].
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Reaction Rates and Constants
Equations 8, 9, 10, 11, 12, 13, 14, and 15 can be used to determine the best fit of the
reaction kinetics using eight different cases considering different reaction orders
with respect to the individual reactants. These reaction orders represent different
levels of activities of individual reactants (i.e., oil or methanol) under ultrasound
irradiation. Table 4 reports the coefficients of correlation (R2 values) for different
cases at four reaction temperatures. The reaction order at each temperature was
2 with respect to oil at all the temperatures. It was 0 with respect to MeOH at all
temperatures. The overall reaction order varied (Table 5). The reaction rate constants
for both data sets at low reaction temperature (35 �C) were higher compared to the other
temperatures. This is because the collapse of the cavitation bubbles is more powerful at
low temperatures, although the viscosity is higher. At lower reaction temperatures, the
physical effects of cavitation bubble dynamics (viz., micro-convection and shock

Time, min
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55 °C
65 °C
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DMG

TAG

Fig. 5 DMG (di- and
monoglycerides), TAG
(triglycerides), FAME (fatty
acid methyl esters),
conversion profiles for waste
cooking oil at different
temperatures, catalyst: NaOH
(Reprinted with permission
from [101]. Copyright 2013
Elsevier)

Table 4 The values of “R2” for all eight cases of each data set in ultrasonic transesterification

Coefficient of correlation, R2 for the eight cases for
data set I R2 for the eight cases for data set II

Temperature (�C) 35 45 55 65 35 45 55 65

Case 1 0.68 0.55 0.50 0.56 0.93 0.91 0.82 0.880

Case 2 0.93 0.70 0.61 0.78 0.93 0.92 0.84 0.883

Case 3 0.70 0.56 0.50 0.55 0.93 0.91 0.82 0.88

Case 4 0.85 0.64 0.56 0.70 0.93 0.91 0.84 0.88

Case 5 0.99 0.88 0.77 0.97 0.93 0.92 0.85 0.88

Case 6 0.34 0.39 0.41 0.39 0.93 0.91 0.82 0.88

Case 7 0.99 0.85 0.74 0.95 0.93 0.92 0.85 0.88

Case 8 0.71 0.55 0.51 0.60 0.93 0.92 0.84 0.88
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waves) are more pronounced [95, 101]. The reaction at a temperature of 65 �C has
about the same reaction rate constant, which can be attributed to the improved
miscibility of heterogeneous mixture of oil and alcohol at higher temperature The
reaction rate constants for different temperatures (35, 45, 55, and 65 �C) were 10.5 g2

mol�2 min�1 (reaction order 2 w.r.t. oil and 0 w.r.t. methanol), 7.1 (2, 0), 8.0 (2, 0), and
11.0 (2, 0) g mol�1 min�1, respectively. The overall reaction order of the ultrasonic
transesterification follows a second-order reaction kinetic, as the conventional
transesterification process. Some papers report that a second-order or a pseudo-second-
order mechanisms are more suitable for predicting FAME conversion at any reaction
time [93]. The activation energy for the first data set was 19.6 J mol�1K�1, which was
lower than the conventional heating method [18, 97, 100, 101]. In conclusion, the
activation energy depends on the reaction mixture (quality of oil, alcohol catalyst) and
the reaction conditions.

Synergistic Effects of Ultrasound and Microwaves

Microwaves, as well as ultrasound, increase the reaction rates in organic processes.
The effect of microwaves in organic systems relates to both thermal and nonthermal
effects. Microwaves enact phenomena such as dipolar momentum, ionic conduction,
and dipolar polarization, which are a combination of both phenomena. Microwaves
transfer energy into materials by dielectric heating (more specifically by dipolar
polarization, ionic conduction, and interfacial polarization) and uniform and rapid
heating of the reaction mixture [105, 106]. Methanol molecules have a dipole
moment; therefore, when under microwave irradiation, the dipole tries to align
with the applied electric field. Since the electric field is oscillating, the dipoles
constantly try to realign to follow its movement. At 2.45 GHz, molecules have
time to align with the electric field but not to exactly follow the oscillating field. This
continual reorientation of the molecules results in frictions and consequently releases
thermal energy. If a molecule is charged, then the electric field component of the
microwave irradiation moves the ions back and forth through the sample while
colliding at the same time. This movement, again, generates heat. In addition,
since the energy continuously interacts with the molecules, they cannot reach a
relaxation state, and the heat generated at a microscopic level by this phenomenon
can be much greater than the overall recorded temperature of the bulk reaction
mixture in the short time. In a word, there is instantaneous localized superheating.

Table 5 Reaction order for each of the reactants, overall order, and rate constants. Rate constants I
and II refer to data sets 1 and 2, respectively

Temperature (�C) Overall order Rate constant I Rate constant II Unit

35 2 10.5 1.00 g mol�1 min�1

45 2 7.1 0.47 g mol�1 min�1

55 2 8.0 0.72 g mol�1 min�1

65 2 11.0 0.20 g mol�1 min�1
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Therefore, the bulk temperature is not an accurate measure of the temperature at
which the actual reaction takes place. The interfacial polarization method can be
considered as a combination of the conduction and dipolar polarization mechanism,
which may also contribute to heat generation [107, 108].

Although microwaves accelerate thermal energy transfer, the inability to enhance
mass transfer among the reactants is a limitation. Similarly, the inability to create
high thermal energy to enhance process chemistry is a drawback of ultrasound.
Simultaneous ultrasound and microwave irradiation can help overcoming the rela-
tive limitations. This combination of the two techniques provides the mechanical
mixing required for mass transfer and high thermal energy at the same time. Both
microwave and ultrasound irradiation can be controlled to deliver appropriate power
effects to achieve desired reactions.

Abundant literature reveals that microwave and ultrasound have traditionally
been adopted individually for various chemical applications. Although a few studies
attempted to measure the effects of combining microwaves and ultrasound, detailed
investigations are yet to be reported. Chemat et al. [109] first investigated the
possibility of esterifying propanol in a microwave-ultrasound reactor followed by
pyrolysis of urea. The combination of ultrasound and microwaves improved remark-
ably the products yield. Cravotto [110] later reported the combined effect of ultra-
sound and microwaves on the transesterification of vegetable oil and algal oil
extraction. He reported that the two irradiation types, either alone or combined,
give higher conversions and yields within short reaction times. Martinez-Guerra and
Gude report in detail the effects of the combined technology in the biodiesel
production process [14]. The beneficial effects are synergistic, meaning that the
combined effect of both irradiations results in a greater effect than the sum of the
individual irradiation effects (Fig. 6). Power density is defined as the ratio of the
power supplied to the entire volume of the reaction (mL). In the work of Martinez-
Guerra, the amount of sample included the methanol volume and the catalyst,
besides the oil. Microwave and ultrasound irradiations had a total power output of
400W (200W for 20 reaction time). The power densities were 3.8 W/mL, 5.1 W/mL,
7.7 W/mL, and 15.3 W/mL for volumes of 80, 60, 40, and 20 mL, respectively.
Power density tests help optimize the approximate power output for a desired
reaction. Higher power outputs do not necessarily result in higher reaction yields
but rather in an increase of the energy cost and offset the net energy benefits,
especially in biodiesel production [38, 111].

Energy Comparison and Design Considerations

Combining MW and US irradiation could significantly reduce the energy require-
ments for the transesterification compared to conventional heating and mixing such
as water or oil baths or heating plates and mechanical mixers. The energy require-
ments depend on several factors such as the sample volume, nature of the medium
(solvents), dissipation level of the microwave/ultrasound irradiation, and the depth
of the reaction volume. Table 6 compares the energy requirements for different
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heating and mixing methods [13, 111–114]. Patil et al. [111] found that transester-
ification of the Camelina sativa oil was even successful at reduced microwave power
levels using a domestic microwave unit. The efficient utilization of microwave
power leads to process energy savings. The energy requirements for transesteri-
fication reaction are between 0.3 and 1.3 kJ/g for simultaneous MW-US irradiation,
lower than other heating and mixing mechanism [114].

Simultaneous MW and US irradiations have a synergistic effect in small reactor
systems, resulting in improved reaction rates and lower energy consumption. In large
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Fig. 6 Fatty acid methyl esters (FAME) yield as a function of power density and volume treated for
combined MW/US and single MW and US processes, catalyst: NaOH (Reprinted with permission
from [106]. Copyright 2014 Elsevier)
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batch reactors, ultrasound cannot always convey the desired chemical/physical
effects to the entire reaction mixture, due to the difficulty in the scale up. The
same applies to microwave irradiation [108]. The ability of microwaves to interact
with different materials also limits its applications. Better process control logistics
should be developed for microwave-ultrasonic reactors and process operations.

Ragaini et al. [115] report for instance a new type of US/MW reactor in which a
coaxial dipole antenna delivers the MW, and a US horn delivers the sound waves. In
the design by Pirola et al., both the US and MWemitters are at the same height from
the bottom of reactor (5.5 cm) with a distance of 5 mm from each other. The axes of
the emitters are nearly perpendicular. Ragaini et al. demonstrate that with the design
proposed, the effects of US+MW are more than additive when US emits at 71 % of
the nominal power (295 W). In this case the energy delivered to an organic system
with low dipolar moment (cyclohexane) is more than 4 times and 3 times greater
than US and MWalone (any MW power), respectively, at equal power consumption.

Ultrasonic-Assisted Synthesis of Catalysts for Oil Conversion

Few articles report the ultrasound-assisted synthesis of catalysts for oil conversion,
either by transesterification or esterification, using ultrasound. The benefits of
ultrasound in one or more steps of the manufacturing process of a nanomaterial
and, in general, of a catalyst include:

• Increase of the rates of intercalation of a variety of species in a pre-existing
structure.

• Increase of the nucleation rate, which is useful in the sol-gel syntheses.
• Increase of the specific surface area.

Table 6 Comparison of energy requirements for transesterification reaction by different methods

Method Experimental conditions
Energy
consumption kJ/g Ref

Conventional
heating

Camelina sativa oil (500 W, 150, 9 g of oil, KOH
1 % w/w)

50 [67]

Ultrasonic-
assisted
reactor

Vegetable oil (130 W, 30.70, 52 g of oil, SrO
2.8 % w/w)

4.6 [70]

Direct
sonication

Waste vegetable oil (300 W, 20, 9 g of oil, NaOH
0.5 % w/w)

4 [16]

Microwave
irradiation

Acidified waste cooking oil (360 W, 1200, 20 g
oil, cation ion-exchange resin 3 g)

130 [69]

Microwave/
ultrasound

Waste vegetable oil (200 W (100 MW/100US),
20, 18 g of oil, NaOH 0.75 % w/w)

1.3 [62]

Microwave/
ultrasound

Waste vegetable oil (200 W (100 MW/100US),
20, 72 g of oil, NaOH 0.75 % w/w)

0.3 [62]

Pulse
sonication

Waste vegetable oil (150 W, 10n, 9 g of oil, NaOH
0.74 M)

1.0 [17]
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• Improvement of the distribution of the active phase.
• Production of surface defects. The implosion of the cavitation bubbles on an

extended surface or the impact with the mechanical waves or with other particles
erodes the surface of the catalyst. This creates an uneven surface that is more
likely to contain the active sites than a “smooth” surface. [49, 116].

Ultrasound is beneficial even when powered in a solution containing the finished
catalyst [49], because it can still improve the dispersion of the active phase on the
support.

Boffito et al. [53] report the increase of the specific surface area, porosity, and
acidity for sulfated ZrO2-TiO2 systems and test them in the free fatty acid esterifi-
cation. US pulses longer than 0.300 increases the acidity significantly along with the
specific surface (Table 7). However the conversion of free fatty acids (FFA) was
greater for the catalyst obtained with continuous US. In fact, for this catalyst the
concentration of active sites normalized by specific surface area was the highest.
Reactions as esterification and transesterification involving sterically hindered mol-
ecules such as triglycerides require catalysts that do not have a high surface area but
that have a high concentration of active sites located on the external surface.
Continuous ultrasound helps achieve these characteristics. However, ultrasonically
assisted synthesis of catalysts for oil transformations still remains largely
unexplored.

Table 7 Acid capacities, specific surface areas (SSA-BET) and porosity features (pore volume Vp

and average diameter Dp), and elemental composition (EDX). Samples termed USZT refer to
sulfated 80 %ZrO2–20 %TiO2 obtained with US. The name is followed by the US power, by the
length of US pulses, and by the molar ratio of H2O over precursors. For example, USZT_40_0.1_30
indicates a sample manufactured with US at 40 % of the maximum nominal power, with 0.100 on
0.900 off US pulses and H2O/precursors molar ratio equal to 30 (Reprinted with permission from
[53]. Copyright 2013 Elsevier)

Catalyst meq H+/g
SSA,
m2/g�1

Vp,
cm3g�1

Ave
BJH Dp,
nm

Zr:Ti
weight
ratio

S/(Zr+Ti)
atomic
ratio

SZ 0.30 107 0.20 6.0 100 0.090

SZT 0.79 152 0.19 5.0 79:21 0.085

SZT_773_6h 0.21 131 0.20 5.0 n.d. n.d

USZT_20_1_30 0.92 41.7 0.12 12.5 80:20 0.095

USZT_40_0.1_30 1.03 47.9 0.11 9.5 81:19 0.067

USZT_40_0.3_30 1.99 232 0.27 4.5 81:19 0.11

USZT_40_0.5_7.5 1.70 210 0.20 5.0 78:22 0.086

USZT_40_0.5_15 2.02 220 0.20 5.0 80:20 0.13

USZT_40_0.5_30 2.17 153 0.20 5.0 78:22 0.12

USZT_40_0.5_60 0.36 28.1 0.10 10 79:21 0.092

USZT_40_0.7_30 1.86 151 0.16 5.0 78:22 0.11

USZT_40_1_15 3.06 211 0.09 7.0 80:20 0.15

USZT_40_1_30 1.56 44.1 0.09 7.0 80:20 0.17

956 D.C. Boffito et al.



Pulsed US contributes to the increase of the surface area as well as to the increase
of active sites on the surface (such as the sulfates in the work of Boffito et al., last
column in Table 7). The outcome of this study is important to tune the properties of
solid acid catalysts that activate many reactions such as isomerizations, alkylations,
and esterifications.

Conclusion and Future Directions

Ultrasound increases the reaction rates of both free fatty acid esterification and
triglyceride transesterification. Heterogeneous catalysts add an extra phase to a
reactive system that is already limited by mass transfer. Nevertheless, the benefits
of heterogeneous catalysts, in particular solid acids, are many: tolerance to free fatty
acids (FFA) and moisture in the feedstock, eliminating a pre-esterification step, and
no corrosion. Acid catalysts are 4,000 times less efficient than basic catalysts.

• Ultrasound helps overcome, at least in part, the drawbacks associated with
heterogeneous acid catalysts. The presence of an additional phase is beneficial
rather than negative in an ultrasound-fed system, because the solid surfaces act as
active nuclei for the cavitation.

• Ultrasound and microwaves synergy increases the thermal energy delivered to the
system with respect to either system alone. However, further efforts should be
devoted to improving the design.

• Ultrasound to fabricate catalysts to treat oils could increase the dispersion of the
active phase on the outer surface as well as increasing the concentration of the
active sites on the outer surface. The active sites would be readily available to
activate sterically hindered molecules like free fatty acids and triglycerides,
neglecting the internal diffusion limitation phenomena. Further efforts should
be devoted to use US to fabricate catalyst specifically designed to reduce mass
transfer limitation, i.e., suitable to treat oils.
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Abstract
In this chapter we review the antimicrobial functionalization of textile with
nanoscale metal oxides. In view of the growing demands for the high-quality
textile, much research has focused on the antimicrobial finishing of the fabrics
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protecting customers from pathogenic or odor-generating microorganisms. The
metal nano-oxides have a large surface area and can be finely spread on the
fabrics. This fact makes them a good alternative to the triclosan, quaternary
ammonium salts, and other synthetic organic compounds that now dominate the
antimicrobial market. The first section of the review scopes new publications on
nano-oxides as antimicrobial agents in the textile finishing. The second section of
the chapter explains the mechanism of the ultrasound-assisted deposition of
nanoparticles on textile. The coating can be performed by an in situ process
where the nanoparticles are formed and immediately thrown to the surface of the
fabrics. This approach was used for ZnO, CuO, and Zn-CuO nanoparticles. In
addition, the sonochemical process can be used as a “throwing stone” technique,
namely, previously commercially synthesized nanoparticles will be placed in the
sonication bath and sonicated in the presence of the fabric. The last achievements
in the antimicrobial finishing of textile with metal nano-oxides by sonochemical
method are provided in the third section. One of the proofs that the sonochemical
method is one of the best coating methods is that the sonochemically coated
fabrics were washed 65 cycles in hospital washing machines (75 or 92 �C) and
have shown excellent antibacterial properties at the end of the process.

Keywords
Sonochemistry • Nanoparticles • Metal oxides • Coating • Antibacterial activity •
ROS • Textiles • Washing durability

Introduction

With increasing population, the bacterial infection problems increased dramatically
worldwide and affected the markets for the antimicrobial products [1]. Clothing and
textile materials are good media for growth of microorganisms such as bacteria and
fungi. Antimicrobial finishing of textiles protects users from pathogenic or odor-
generating microorganisms, which can cause medical and hygienic problems, and
protects textiles from undesirable aesthetic changes or damage caused by rotting,
which can result in reduced functionality. As a consequence of their importance, the
number of different antimicrobial agents suitable for textile application increased
dramatically in the market [2].

The achievements in the field of antibacterial textiles in the previous decade were
briefly described in a review of Gao and Cranston [3]. According to this data, metal
and metal salts are one of the major classes of antibacterial and antifungal agents.
Other organic compounds such as quaternary ammonium compounds, triclosan,
chitosan, chlorine-containing N-halamine compounds, etc. are also widely used.
The textile industry providing the antimicrobial finishing should consider not only
the antimicrobial efficiencies of the agents that are important but the environmental,
health, and safety aspects of their use [2]. Taking these worries into account, much
research was focused on the synthesis of novel low toxic and effective antimicrobial
agents.
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In recent years, nanotechnology became one of the most important and exciting
forefront fields in physics, chemistry, engineering, and biology. It showed great
promise for providing in the near future many breakthroughs that will change the
direction of technological advances in wide range of applications. One of the
progressive applications of nanotechnology is the production of the antimicrobial
textiles based on metals and metal oxides in their nanoscale [4–6].

The methods reported for stabilizing inorganic nanostructured materials on textile
surfaces are based on multistep preparation processes that are time consuming for
upscale consideration [4, 7–9]. Sometimes the binding molecules are toxic, for
example, isocyanate groups, epoxides, acrylic acid esters, fluoropolymers, etc.,
and have to be applied to the textiles for the adherence of the nanoparticles
[10–12]. Therefore, search for a new effective and environmentally friendly method
for the antimicrobial finishing of the fabric is of high importance. This paper will
scan the results in the field of antimicrobial functionalization of textile with nano-
scale metal oxides for the last few years.

The current chapter is focused on the progress in the sonochemical coating of
different kinds of textiles, such as cotton, wool, nylon, polyester, etc. with antimi-
crobial inorganic nano-oxides ZnO, CuO, and MgO and with a novel Zn-CuO. It is
worth mentioning that ZnO, CuO, and MgO are recognized by the FDA as nontoxic
for the human body.

In a previous review by our group, we described the development of the
sonochemical technique for doping/deposition of nanoscale metal and metal oxides
on ceramic and polymer substrates [13] and explained the unique properties that
make ultrasound radiation an excellent technique for the adherence of nanoparticles
to a large variety of substrates. Herein the advantages of sonochemistry as a
one-step, environmentally friendly method for antimicrobial finishing of textile
will be demonstrated.

Antimicrobial Functionalization of Textile with Nano-metaloxides

ZnO is one of the multifunctional inorganic nanoparticles exhibiting excellent
electrical, optical, chemical, and antibacterial properties [14–17]. The advantage of
using this inorganic oxide as an antimicrobial agent is that it is biocompatible and
contains mineral elements essential to humans [18, 19]. Therefore, the application of
ZnO nanoparticles to textile materials was the object of several studies aimed for
producing antibacterial textiles.

Nanostructured inorganic oxides can be incorporated into textile by sol-gel
technique, magnetron sputter coating, plasma sputtering, layer-by-layer coating,
and other methods. One of the widely used techniques for coating textile substrates
is the combination of the sol-gel synthetic procedure with the “pad-dry-cure”
method. The synthesis process usually involves two main steps: synthesis of
nanoparticles and their deposition on the fabric. For instance, for the incorporation
of the ZnO nanorods on the cotton, the growing seeds were formed by coating ZnO
nanosol using dip-coating, dip pad-curing, or spraying methods, and then the
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hexagonally ordered ZnO nanorod arrays might be grown on fiber substrates [20]. In
order to stabilize the precursor solution, triethylamine, with the same molar ratio as
zinc acetate, was added to form a transparent homogeneous solution. The deposition
of nano-ZnO onto cotton fabric was also performed by padding the textiles in the
colloid formulation of the zinc oxide-soluble starch nanocomposite to impart the
material with the antibacterial and UV-protection functions [21]. The conventional
pad-dry-cure method was applied for grafting of reactive preformed polymers (PFP)
along with ZnO nanoparticles to the cotton fabrics. PFP refers to monochlorotriazine
β-cyclodextrin grafted with butyl acrylate [22].

A superhydrophobic ZnO nanorod array film on a cotton substrate was fabricated
via a wet chemical route of subsequent modification with a layer of n-
dodecyltriethoxysilane [23]. ZnO particles were prepared by the wet chemical
method using zinc nitrate and sodium hydroxide as precursors and solubilized starch
as a stabilizing agent. These NPs were impregnated onto cotton fabrics by the “pad-
dry-cure” method using an acrylic binder.

Recently, some new publications reported on the modified wet chemical route
antimicrobial functionalization of the textiles. The hydrolysis of zinc nitrate with
ammonium chloride and urea at elevated temperature in presence of fabric was applied
for finishing of cotton textile with ZnO nanostructures providing antimicrobial activity
and ultraviolet (UV) protection [24]. To increase the stability of ZnO-coated textiles to
the leaching, the polymer binding was applied. Thus, the bamboo pulp was impreg-
nated with colloidal solution of ZnO nanoparticles with multi-amide polymer to
provide the fabric with antibacterial and UV protective properties [25]. The effects
of pretreatment with some polymeric binders to enhance chelation of nano-ZnO to
viscose fabric for imparting antibacterial activity against E. coli and Staphylococcus
aureuswere reported in [26]. The authors claimed that the preliminary treatment of the
textile or ZnO nanoparticles with polymer binders prolongs the superior reduction in
the bacterial growth even after 20–40 washing cycle.

Copper is one of the relatively small numbers of metallic elements that is essential
to human health. This element, along with amino and fatty acids and vitamins, is
required for normal metabolic processes [27]. After the works of Gabbay et al. [28,
29], who prepared the cotton and polyester fibers with antifungal and antimicrobial
properties by impregnation of CuO powder into polymer fibers during the master-
batch stage, some new publications appeared on the direct deposition of CuO
nanoparticles on textile by wet chemical method.

Using copper sulfate and sodium hydroxide as precursors and soluble starch as
stabilizing agent, the nano-copper oxide was microencapsulated by an ionic gelation
and applied to plain weave cotton fabric by exhaustion as the first step and in the
second step by the pad-dry-cure method [30]. High-purity and crystalline CuO
nanoparticles were synthesized in situ by a direct precipitation method with particle
size in the range 40–60 nm and were successfully applied onto cotton to obtain
antimicrobial activity. The durability of the antimicrobial activity was increased up
to 15 washings with the help of 1 % acrylic binder [31].

The antibacterial fixing of MgO nanoparticles is less studied compared to ZnO
and CuO, because of high solubility of magnesium oxide in aqueous solution. Very
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recently, the electrospinning method was applied for incorporation of MgO into
Nylon 6, and the antibacterial activity of the obtained composite against S. aureus
and E. coli was demonstrated [32]. The authors of [33] coated MgO nanoparticles on
the cotton fabric using the silica nanosol as a binder. In other work, for the
antibacterial and antifungal finishing of cellulose fabric with MgO nano-oxide,
first the grafting of poly-N-vinyl-2-pyrrolidone polymer was cross-linked with
cotton fabric using citric acid as cross-linker by pad-dry-cure method, and then
MgO nanoparticles were deposited using starch as a stabilizing agent [34].

It can be resumed that most of the methods for finishing of textile with nano-oxide
materials are based on a multistage procedure, including the preliminary synthesis of
nanoparticles following the application of some templating agents for anchoring
antibacterial nano-oxides to the substrates. This approach is rather complicated and
can result in the release of some toxic compounds into the waste. The sonochemical
method enables avoiding the use of the toxic binders and makes the coating
procedure shorter, effective, and environmentally friendly.

Sonochemistry as a Perspective Method for Producing
Antibacterial Fabrics

Sonochemistry is the scientific field that studies the chemical reactions that occur
under ultrasound irradiation. In liquids, the sound waves generate bubbles that grow
in size until they become unstable. Ultrasonic waves with the frequency range of
20 kHz to 1 MHz are responsible for the process of acoustic cavitation, i.e., the
formation, growth, and explosive collapse of the bubbles. There are a number of
theories that explain how 20 kHz ultrasonic radiation can break chemical bonds [35,
36]. One of the theories that explain why, upon the collapse of a bubble, chemical
bonds are broken is the hot spot mechanism [37]. This theory claims that very high
temperatures (5,000–25,000 K) are obtained upon the collapse of the bubble. Since
this collapse occurs in less than a nanosecond, very high cooling rates in excess of
1011 K/s are obtained. These extreme conditions developed when the bubbles’
collapse cause the chemical reactions to occur. The high cooling rate prevents the
crystallization of the products. This is the reason why amorphous nanoparticles are
formed when volatile precursors are used and the gas phase reaction is predominant.

However, from this explanation the reason for the formation of nanostructured
material is not clear. Our explanation for the creation of nanoproducts is that the fast
kinetics does not permit the growth of the nuclei, and in each collapsing bubble, a
few nucleation centers are formed whose growth is limited by the explosive collapse.
The dynamics of cavity growth and collapse during sonication is strictly dependent
on the local environment. Cavity collapse in a homogeneous liquid is very different
from cavitation near a liquid-solid interface. Suslick and Price [38] demonstrated
that microjets and shock waves produced by acoustic cavitation are able to drive
metal particles together at sufficiently high velocities to induce melting upon colli-
sion. This approach was developed further in our experiments on the deposition of
NPs on different types of solid substrates [13]. Typically, the solid substrate was
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introduced into the sonication cell containing the precursor solution, leading to the
fabrication of nanoparticles under ultrasonic waves. The ultrasonic irradiation passes
through the sonication slurry under an inert or oxidizing atmosphere for a specific
period of time. This synthetic route is a single-step effective procedure. The
microjets formed after the collapse of the bubble throw the just-formed NPs at the
surface of the substrate at such a high speed that they strongly adhere to the surface,
either via physical or chemical interactions, depending on the nature of the substrate,
i.e., ceramic, polymer, or textile. The excellent adherence of the nanoparticles to the
substrate is reflected, for example, in the lack of leaching of the nanoparticles from
the substrate surfaces after many washing cycles. If, instead of forming the NPs
sonochemically, we purchase them and use ultrasonic radiation just for “throwing
stones” at a solid surface, a good adherence is still obtained, but the amount of the
deposited material found on the surface is smaller by a factor of 3–4.

Our group developed ultrasound-assisted antimicrobial finishing of various kinds
of textile with Ag nanoparticles [39], ZnO [40], CuO [41], and TiO2 [42] nano-
oxides by one-step “in situ” process and deposition of MgO nano-oxides by the
“throwing stones” method [43]. The excellent antimicrobial properties of the coated
fabrics as well as strong adherence of the nanoparticles to the textile substrates were
demonstrated [44]. Recently, we developed a new method for formation and depo-
sition of extremely effective antimicrobial Zn-CuO nanocomposite [45]. The fol-
lowing part of the current review will describe the details of the production of
antibacterial textile by sonochemical method and our new achievements in this field.

It should be mentioned that the same sonochemical route was later used by other
authors for antibacterial finishing of cotton with ZnO [46] and CuO
nanoparticles [47].

Deposition of Metal Oxide Nanoparticles on Textiles by
Ultrasound Irradiation

Synthesis and Deposition of ZnO

The antimicrobial activity of ZnO depends on the particle size: decreasing the
particle size leads to an increase in the antimicrobial activity [48]. We have devel-
oped a simple new method for the preparation of cotton bandages with antimicrobial
properties by immobilizing ZnO NPs on the fabric’s surface via ultrasound irradia-
tion [40]. The coating reaction was carried out with a high intensity ultrasonic horn
(Ti horn, 20 kHz, 750 Wat 70 % efficiency) under a flow of Ar. The sonication flask
was placed in a cooling bath maintained at a constant temperature of 30 �C during
the reaction. Our studies indicated that the yield of the product and the particle size
are strongly dependent on the rate of particle collision and on the concentration of
the reagents during sonochemical synthesis. Due to this, the experimental parameters
such as time and concentration of the precursor were selected as important factors for
the optimization of the sonochemical coating reaction. The aim of this work was to
obtain a homogeneous coating of small ZnO NPs on the fabrics with a narrow size
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distribution and to reach a minimal effective ZnO concentration that will still
demonstrate antimicrobial activity. This process involves the in situ generation of
ZnO under ultrasound irradiation and its deposition on fabrics in a one-step reaction.
The sonication was performed in a water-ethanol solution in the presence of a cotton
bandage. Zinc acetate was used as a precursor, and the pH was adjusted to 8–9 with
the addition of NH3

.H2O.
Previous studies indicated that the product yield and particle size are strongly

dependent on the rate of interparticle collision and on the concentration of the
reagents during the sonochemical synthesis [49]. For this reason, experimental
parameters such as time and concentration of the precursor were selected as impor-
tant factors for the optimization of the sonochemical reaction. The XRD demon-
strated that the ZnO NPs on the coated bandage are crystalline and the diffraction
patterns matched the hexagonal phase of the wurtzite ZnO structure. No peak
characteristics of any impurities were detected. The particle size estimated by the
Debye-Scherrer equation is 30 nm. The morphology of the coated bandage before
and after the deposition of ZnO NPs studied by HR-SEM is presented in Fig. 1.
Figure 1a demonstrates the smooth texture of the pristine cotton bandage. After
sonication, the bandage fibers were homogeneously coated with NPs (Fig. 1b). The
inset image in Fig. 1b was taken at a higher magnification in order to obtain the
particles’ size distribution. The distribution of the particles is quite narrow, and
primary particles are in a very low nanometric range (about 30 nm) that matches
well with the XRD results. The selected-area HR-SEM image studied with the
elemental dot-mapping technique is shown in Fig. 1c. The distribution of zinc and
oxygen in the mapped area is presented in parts d and e of Fig. 1, respectively. These
images verify a homogeneous coating of the fibers with ZnO NPs.

We considered the coating mechanism as follows: it involves the in situ genera-
tion of ZnO NPs and their subsequent deposition on fabrics in a one-step reaction via
ultrasound irradiation. Zinc oxide is formed during the irradiation according to the
following reactions:

Zn2þ aq½ � þ 4NH3
:H2O aq½ � ! Zn NH3½ �4

� �2þ
aq½ � þ 4H2O (1)

Zn NH3½ �4
� �2þ

aq½ � þ 2OH�
aq½ � þ 3H2O ! ZnO s½ � þ 4NH3

:H2O aq½ � (2)

Ammonia works as the catalyst of the hydrolysis process, and the formation of zinc
oxide takes place through the ammonium complex [Zn[NH3]4]

2+. The ZnO NPs
produced by this reaction are thrown at the surface of the bandages by the
sonochemical microjets resulting from the collapse of the sonochemical bubble.

As already mentioned above, the sonochemical irradiation of a liquid causes two
primary effects, namely, cavitation (bubble formation, growth, and collapse) and
heating. When the microscopic cavitation bubbles collapse near the surface of the
solid substrate, they generate powerful shock waves and microjets that cause the
effective stirring/mixing of the adjusted liquid layer. The after effects of the cavita-
tion are several hundred times greater in heterogeneous systems than in
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homogeneous systems [35]. In our case, the ultrasonic waves promote the fast
migration of the newly formed zinc oxide nanoparticles to the fabric’s surface.
This fact might cause a local melting of the fibers at the contact sites, which may
be the reason why the particles strongly adhere to the fabric.

Here, the question rises as to whether sonication doesn’t damage the fabric’s
substrate. Thus, the tensile mechanical properties of a cotton-impregnated fabric

Fig. 1 HR-SEM images of (a) pristine bandages (magnification �2K), (b) bandage coated with
ZnO NPs (magnification�1,500; the inset shows a magnified image (�50K) of the ZnO NPs on the
fabric), (c) selected image for X-ray dot mapping, (d) X-ray dot mapping for zinc, (e) X-ray dot
mapping for oxygen
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were studied on a universal testing machine, Zwick 1445. A fourfold fabric sample
with a gauge length of 60 mm and a width of 40 mm was placed in special grips. The
tensile force for the zinc oxide-coated sample was observed to be ~11 % less than
that of the pristine bandage (Fig. 2). The observed changes in the mechanical
behavior of the yarn are in a range that is acceptable for standard cotton fabrics.
According to this result, we conclude that the sonochemical treatment of the bandage
doesn’t cause any significant change in the structure of the yarn.

One of the factors influencing the commercial exploitation of the antimicrobial
bandages is the release of NPs into the surrounding environment. In light of a recent
paper [50] where it has been found that silver NPs of 10–500 nm in diameter leach
from sock fabric, we attempted to find the leached ZnO NPs in the washing solution.
In the control experiments, we treated the coated bandages with an aqueous solution
of 0.9 wt.% NaCl overnight at 37 �C. The leaching experiment indicated that only
16 % of the deposited zinc was removed under these conditions in an ionic form that
is dictated by the low Ksp of zinc oxide in water. The dynamic light scattering (DLS)
and TEM studies didn’t reveal the presence of any nanoparticles in the washing
solution. This indicates that the sonochemically deposited ZnO nanoparticles are
strongly anchored to the textile substrate.

The excellent studies by Sawai and coworkers [51, 52] clearly showed that ROS
concentrations increased with the ZnO content of slurries. Following the same
paradigm, Applerot et al. [53] in an innovative study using electron spin resonance
(ESR) coupled with the spin trapping probe technique monitored ROS, namely,
hydroxyl radicals, and production in water suspensions of ZnO NPs. Their findings
showed that hydroxyl radicals were present in water suspensions of ZnO and their
amount was closely related to the size of the ZnO particles, with smaller sizes having

0 10 20 30 40 50 60 70 80

Elongation, %

F
o

rc
e,

 N
450

400 pristine bandage

ZnO coated bandage
350

300

250

200

150

100

50

0

Fig. 2 Mechanical properties of the cotton bandage before and after the deposition
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greater amounts of •OH on the basis of equivalent ZnO mass content. These results
were correlated with the increase in the antibacterial effect of the small NPs. Thus,
the small size and large specific surface area endow them with high chemical
reactivity and intrinsic toxicity. Interestingly, combining Gram-negative bacterium
E. coli and ZnO NP suspensions immediately enhanced the generation of •OH for up
to an average of 142 % (Fig. 3). It appears that sublethal amounts of ROS may
induce excessive intracellular oxidative stress, probably by disturbing the balance
between oxidant and antioxidant processes.

We determined the antibacterial activity of the sonochemically coated cotton
fabrics with 0.75 wt.% ZnO using the Gram-negative bacterium E. coli and the
Gram-positive bacterium S. aureus. As shown in Table 1, treatment for 1 h with the
coated cotton leads to the complete inhibition of E. coli growth. Regarding S. aureus,
a 100 % reduction in viability was reached after 3 h, while after 1 h of treatment, a
reduction of 60 % could be seen.

Zinc is an essential micronutrient for prokaryotic organisms. However, at super
physiological levels, zinc inhibits the growth of many bacteria [54]. According to a
leaching experiment with 0.9 wt.% NaCl, the concentration of Zn2+ in solution
corresponds to 36.7 μM [40]. Compared to the minimum inhibitory concentration
reported in the literature of 4–8 mM [55], the amount of zinc released from fabrics in
our work is lower at least by a factor of 2. Therefore, we assume that the Zn ions have
a minor influence on antibacterial activity. The major components responsible for the
bactericidal effect are the ZnO nanoparticles. Although ZnO nanoparticles were not
found in the solution, they can generate some species of oxyradicals [56]. In light of
these results, the difference in the antibacterial action of ZnO-coated bandages on
two strains of bacteria can be explained by the difference in their sensitivity toward
oxyradicals. In this respect, it has been found recently that S. aureus contains a large
amount of carotenoid pigment, which promotes a higher resistance to oxidative
stress [57].

Fig. 3 ESR spectra demonstrating changes in hydroxyl radical concentrations upon antibacterial
treatment of E. coli with a water suspension of ZnO

976 I. Perelshtein et al.



Ta
b
le

1
A
nt
ib
ac
te
ri
al
ac
tiv

ity
te
st
of

Z
nO

-c
oa
te
d
co
tto

na

S
am

pl
e

D
ur
at
io
n
of

tr
ea
tm

en
t

C
F
U
(m

l�
1
)

N
/N

0
V
ia
bi
lit
y
re
du

ct
io
n
(%

)
C
F
U

(m
l�

1
)

N
/N

0
V
ia
bi
lit
y
re
du

ct
io
n
(%

)

1
h

2
h

E
.c
ol
i

P
ri
st
in
e
fa
br
ic

1.
02

�10
�
7

0.
98

0.
98

1.
34

�10
�7

1.
28

�2
8.
23

N
o
fa
br
ic

1.
17

�10
�
7

1.
14

�2
8.
57

1.
23

�10
�7

1.
35

�3
5.
16

0.
75

w
t.%

Z
nO

on
fa
br
ic

1.
71
�10

�
7

1.
58

. 1
0�

3
99

.8
4

0
0.
9�1

0�
8

10
0

S.
au

re
us

1
h

3
h

P
ri
st
in
e
fa
br
ic

0.
7�1

0�
7

0.
71

20
.4
6

0.
99

�10
�7

1.
12

5
�1

2.
5

N
o
fa
br
ic

0.
98

�10
�
7

1.
10

�1
0.
11

0.
67

�10
�7

0.
75

24
.7
2

0.
75

w
t.%

Z
nO

on
fa
br
ic

3.
9�1

0�
6

0.
34

66
.4

7.
6�1

0�
3

6.
55
�10

�
4

99
.9
3

a T
he

vi
ab
le
ba
ct
er
ia
w
er
e
m
on

ito
re
d
by

co
un

tin
g
th
e
nu

m
be
r
of

co
lo
ny

-f
or
m
in
g
un

its
[C
F
U
];
N
/N
o:

su
rv
iv
al
fr
ac
tio

n

Ultrasonic Coating of Textiles by Antibacterial and Antibiofilm. . . 977



Synthesis and Deposition of CuO

We extended the sonochemical approach for the deposition of CuO NPs on the
textile fabrics, and, as in the case with ZnO NPs, the formation of copper oxide takes
place through the ammonium complex. Copper ions react with a solution of ammo-
nia to form a deep blue solution containing [Cu[NH3]4]

+2 complex ions [41]. This
complex is hydrolyzed and crystalline CuO NPs are obtained. The CuO NPs
produced by these reactions are thrown at the surface of the fabric by the above-
described mechanism of the sonochemical microjets and are deposited on the surface
of the substrate.

The morphology of the fiber surface before and after the deposition of copper
oxide was studied by XRD and HR-SEM methods. The XRD revealed the mono-
clinic structure of CuO nanocrystals. The difference between pristine and coated
cotton fabric is clearly demonstrated in Fig. 4. The inset image in Fig. 4b at higher
magnification shows that the primary particles are in a very low nanometric range
(~10–20 nm).

While Cu+2 is considered an environmentally safe ion, a much more important
and serious issue is the leaching of CuO nanoparticles. DLS and TEM studies of the
washing solution after treatment of the CuO-coated fabrics in 0.9 wt.% NaCl didn’t
reveal the presence of any nanoparticles. This means that the sonochemically
deposited CuO nanoparticles are strongly anchored to the textile substrate, probably
due to a local melting of the fibers at the contact sites. Similar results were obtained
for the coating of various types of textiles, such as nylon, polyester, and composite
types of textiles with ZnO and CuO NPs.

We tested the antimicrobial activity of the cotton bandages coated with CuO via
ultrasonic irradiation against E. coli and S. aureus. Detailed investigations showed
that after 1 h, the growth of both the strains was completely inhibited. One of the
factors influencing the antibacterial activity of the developed coating is the release of
the active phase into the surrounding medium, namely, copper ions and/or copper
oxide nanoparticles. The examination of the leaching of the copper ions indicated
that only a very low amount (~1.3 %) of the deposited copper was removed by
washing with a 0.9 wt.% NaCl solution that corresponds to a concentration of Cu2+

0.15 ppm. The slight solubility of copper oxide can be explained by the very low Ksp

of CuO that dictates the very low concentration of Cu+2 in the solution. In order to
examine the influence of copper ions on the antibacterial effect, a control
antibacterial test was performed using a supernatant with the same concentration
of Cu2+ instead of the coated cotton. After incubation for 24 h at 37 �C, no reduction
in E. coli after 2 h was observed (Fig. 5).

This result indicates that the Cu2+ ions have no influence on the antibacterial
activity. Thus, the antibacterial effect can be attributed to the copper oxide
nanoparticles. It should be emphasized that no leaching of CuO nanoparticles to
the environment was detected in these experiments. Although CuO nanoparticles
were not found in the solution, they can generate some active species that are
responsible for damaging the bacterial cells. These active species were detected in
ESR studies conducted with and without the bacteria present in the ESR tube.
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Deposition of MgO

MgO is well known to have a strong antibacterial activity [58, 59]. Different
methods have been reported on the synthesis of magnesium oxide NPs, such as
the controlled speed of formation following the heating procedure [58], microwave-
assisted synthesis [60], the formation of MgO from aqueous droplets in a flame spray
pyrolysis reactor [61], sonochemically enhanced hydrolysis followed by supercrit-
ical drying [62], etc. However, there is no reported literature related to the deposition
of magnesium oxide on textiles.

Fig. 4 HR-SEM images of cotton fibers: (a) pristine cotton; (b) cotton coated with CuO NPs
(magnification �20,000, inset images – magnification �100,000)
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We have developed a method for depositing MgO nanoparticles on fabrics by
ultrasound irradiation. In this case, ultrasound is used just for “throwing stones” at
the fabric [43]. Namely, we took commercial MgO nanopowder (Aldrich, <25 nm)
and sonicated it in the presence of a cotton fabric. The microjets formed after the
collapse of the bubble throw the nanoparticles at high speed at the cotton yarn. This
process is different from the deposition of ZnO and CuO where the nanoparticles
were in situ generated and deposited on fabrics in a one-step reaction. The anchored
amount for the commercial NPs was found to be smaller by a factor of 2–3 as
compared to the one-stage deposition due to the fact that not all of particles are
pushed by the microjets to the fabric surface. Nevertheless, using ultrasound as a
“throwing stones” technique is an efficient process especially for nanoparticles that
cannot be synthesized sonochemically.

The morphology of the fiber surface after the deposition of magnesium oxide
nanoparticles studied by HR-SEM is presented in Fig. 6. Fibers after sonication are
homogeneously coated with nanoparticles. The particle size was in the low
nanometric range (~10–15 nm), and no aggregation was observed.

The antibacterial activity of cotton fabrics coated with 0.8 % of MgO was
determined using the Gram-positive bacterium Staphylococcus aureus and the
Gram-negative bacterium Escherichia coli. Treatment for 1 h with the
MgO-coated cotton leads to a complete growth inhibition of E. coli. Regarding
S. aureus, a 100 % reduction in viability was reached after 3 h, while after 1 h of
treatment a reduction of 90 % could be seen.

Fig. 5 Antibacterial test of CuO-coated cotton against E. coli
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Sonochemical Synthesis of a Novel Zn-Doped CuO Nanocomposite:
An Inhibitor of MDR Bacteria

Zinc oxide is known for its significant bacterial growth inhibition on a broad
spectrum of bacteria, initiated by the formation of reactive oxygen species (ROS)
produced in water [53, 63]. Very recently, it has been found that doping ZnO with
Mg or Sb leads to a slight increase in the antibacterial activity of nanosized zinc
oxide.

However, the effect of doping on the antibacterial activity of copper nano-oxide
has not yet been reported. Prabhakaran et al. has reported on the synthesis of a
Zn-doped CuO composite and characterized it only by chemo-physical properties
such as its crystalline structure and magnetization as a function of temperature.
During interaction with water, metal oxides produce reactive oxygen species (ROS)
that are known to kill bacteria. The creation of ROS by metal oxides depends on the
presence of defect sites in the structure of the metal oxide nanoparticles. The doped
metal oxides are characterized by increased structural defects [64] that can make
them rather effective antibacterial agents due to higher ROS production.

In the current part, the sonochemical synthesis and the antibacterial properties of
zinc-doped copper oxide (Zn-CuO) were examined in powder or by deposition of the
nanoparticles (NPs) on a cotton substrate [45]. This doped compound was also
sonochemically deposited on teeth implant and had shown excellent antibiofilm
properties against Streptococcus mutans bacteria [65].

In order to obtain the most active antimicrobial composite, various reaction
conditions were tested. Mainly, the molar ratio between the reagents copper and
zinc acetates was varied between 1:3, 1:2, 1:1, 2:1, and 3:1, respectively. Our results
revealed that the highest antibacterial activity was obtained at a 3:1 M ratio (Cu:Zn),
and this combination was further characterized.

The structure of the deposited material was studied by XRD, and the patterns are
presented in Fig. 7. For comparison, the XRD patterns of sonochemically

Fig. 6 SEM images of (a) pristine cotton bandage; (b) MgO-coated bandage
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synthesized ZnO and CuO are also presented (Fig. 7a, b). The peaks at 2θ angles =
32.8, 35.621, 38.851, 48.246, 58.077, 66.506, 67.850, 75.104 are assigned to the
(111), (�111), (202), (204), (120), (313), (221), (315) reflection lines of the ZnO
hexagonal wurtzite structure (PDF file 89-7102). The peaks at 2θ = 32.47, 35.49,
38.68, 48.65, 58.25, and 61.45 are assigned to the (110), (�111), (111), (�202),
(202), and (�113) reflection lines of monoclinic CuO, respectively (PDF file
80-1916). Figure 7c presents the powder XRD of the material collected after the
sonochemical reaction of a mixed solution of copper acetate and zinc acetate in a
molar ratio of 3:1. All the peaks in the XRD spectra are assigned to monoclinic CuO.
No peaks related to ZnO or any impurities were observed. It is apparent that the
peaks of CuO were slightly shifted and broadened. The cell parameters of the CuO
lattice were changed from a = 4.6890, b = 3.4200, and c = 5.1300 for CuO to
a = 4.6829, b = 3.4201, and c = 5.1429 for the synthesized material. Calculations
of the cell parameters were performed by the Rietveld method. The observed
differences in the CuO lattice parameters can be explained as a result of the changes
in the atomic composition of the lattice. One of the possible explanations for this
phenomenon is that during the sonochemical reaction, the Zn+2 ions are doped in the
unit cell of the monoclinic CuO lattice replacing the Cu+2 ions. This leads to
formation of doped particles, marked as Zn-CuO. The doped structure is the pre-
ferred arrangement upon forming a mixture of separate phases of CuO and ZnO. The
width of the diffraction patterns of Zn-CuO increased as compared to those of ZnO
or CuO, indicating the formation of smaller particle grains, as well as due to defects
and dislocations.

According to the XRD results, the crystalline phase of ZnO is not found in the
product when a solution ratio of 3:1 between Cu and Zn was applied. Taking into
account that the kinetics of [Cu(NH3)4]

2+ complex formation is faster as compared to
the rate of formation of the [Zn(NH3)4]

2+ complex, we hypothesize that the CuO
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Fig. 7 XRD diffraction patterns of a ZnO, b CuO, and c Zn-CuO
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particles are formed initially and the zinc ions are later incorporated into the just-
formed crystalline lattice of CuO. In support of this, we observed that when the ratio
between Cu and Zn was varied as 1:1, 2:1, and 4:1, 2 separate phases of the CuO and
the ZnO were revealed by XRD. Higher than 12 % Zn ions cannot be accommodated
in the CuO unit cell. For lower concentrations of Zn+2ions, similar XRD results are
obtained, namely, ZnO diffraction peaks are not observed.

The Zn-doped CuO was characterized by the DSC method. DSC analysis, under
both inert and oxidizing conditions, demonstrated one endothermic peak at 100 �C
assigned to water evaporation and two exothermic peaks, a broad peak in the
temperature range of 130–165 �C and a strong sharper exothermic peak at 240 �C
(Fig. 8). The only difference between the two curves is the sharp exothermic peak
appearing at 420 �C under air. The exothermic peaks at 130–165 �C and 240 �C are
irreversible and don’t appear in a second heating cycle. The two exothermic peaks
can be attributed to the reordering of the crystals and the rearrangements of the
vacancies formed due to the doping of Zn into the CuO crystal. Another possibility is
that in addition to crystalline Zn-doped CuO, an amorphous product is also obtained.
One of the DSC peaks most probably the 240 �C represents the crystallization of this
product. Amorphicity by its nature means a less organized and more perturbed solid,
adding to the formation of ROS. The appearance of the irreversible, very sharp peak
at 420 �C under air can be explained by the filling of the defects in the crystal lattice
by oxygen.

In order to emphasize that the defect sites in the nanoparticle crystal lattice are
responsible for the formation of ROS, ESR measurements were performed on
samples heated at various temperatures in air or nitrogen. It was revealed that after
heating the NPs in air to 300 �C, no reduction in the ROS intensity was observed
(Fig. 9b) within the experimental error (�10 %). However, increasing the temper-
ature up to 550 �C under nitrogen led to a complete washout of the ESR spectrum

m
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T°C

300 350 400 450 500 550

a

DSC
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Fig. 8 DSC curves of the Zn-CuO composite: a under nitrogen; b under air
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(compared to DMPO control – Fig. 9e) or the complete elimination of the ROS
formation (Fig. 9d). Antimicrobial activity was not observed for the heated
nanoparticles. The reason for this phenomenon can be attributed to the reorganiza-
tion of the crystal lattice and the loss of the defects that are responsible for ROS
formation. When the sample was heated to 550 �C under air, the subsequent
reduction in the peak intensity was seen (Fig. 9c), unlike the heating under nitrogen,
ROS still exist. It shows that the oxygen vacancies are only a minor factor in ROS
formation, and the major factors are defects and dislocations in the crystal. From the
results discussed above, it is clearly seen that the disappearance of the defects in the
crystal by heating caused a reduction in ROS production, proving that the defects in
the crystal are responsible for their formation. It is also clear that when compared to
CuO, the crystal is more disturbed as a result of the presence of Zn. The importance
of the unique activity of the Cu0.88Zn0.12O is due to replacement of 12 % of the Cu
atoms in the unit cell by Zn ions. The crystal cannot accommodate a higher number
of zinc ions, which results in a lower number of ROS.

The antibacterial properties of the Zn-doped CuO were tested against E. coli and
S. aureus. For both bacteria, after only 10 min of treatment with Zn-CuO, an
inhibition of 6.1 and 5.37 orders of magnitude is observed for S. aureus and
E. coli, respectively (Fig. 10). Pure CuO or ZnO nanoparticles induce much lower
inhibition; one- and two-log reduction was observed on S. aureus for ZnO and CuO,
respectively, and almost no effect was seen in E. coli. The viable bacteria were
monitored by counting the number of colony-forming units (CFU). The results
presented are an average of at least three independent experiments. As a control,
an untreated (not coated) bandage was used.

These promising results led us to examine the antimicrobial activity of Zn-doped
CuO nanoparticles against multidrug-resistant (MDR) bacteria. A methicillin-
resistant S. aureus (MRSA) and a MDR E. coli were chosen for this characterization.

Fig. 9 ESR of (a) Zn-CuO (b) Zn-CuO after 300 �C under air (c) Zn-CuO after 550 �C under air
(d) Zn-CuO after 550 �C under N2 (e) DMPO control
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These bacteria are highly resistant to many of the commercially available antibiotics
and thus are extremely hard to eradicate. The results presented in Fig. 10 clearly
show that the Zn-doped CuO composite is more active than the CuO and ZnO
treatments. For MRSA, complete killing was already evident in the Zn-doped CuO
composites after ten minutes (the CuO only showed three-log killing, while the ZnO
showed only one log reduction in bacteria CFUs during this time). For MDR E. coli
complete killing was achieved after 30 min by both Zn-doped CuO and CuO;
however, after 10 min the Zn-CuO already reduced the CFU by five logs, while
CuO hardly affected cell viability. Taken together these results show superior
activity for the Zn-doped CuO nanoparticles against multidrug-resistant bacteria.

To summarize, Zn-CuO NPs are capable of producing a larger amount of ROS as
compared to the pure CuO or ZnO NPs. Using the DMSO scavenging, we suggest
that OH radicals (�40 % of total ROS) are formed in Zn-CuO NPs. In pure CuO, the
amount of OH• is lower than 15 %, while ZnO produces only OH radicals and no

Fig. 10 Antimicrobial activity of Zn-CuO against bacteria. The antimicrobial activity of
nanoparticle-coated fabrics was tested against sensitive (a) S. aureus and (b) E. coli and resistant
(c) MRSA and (d) MDR E. coli
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superoxide anions. OH radicals, in addition to the singlet oxygen, may be formed
through the interaction of Zn+2 and O-2 in the Zn-CuO unit cell. The results point out
to the higher antimicrobial activity of the doped materials, as compared to ZnO and
CuO nanoparticles. The higher activity is due to the higher total ROS production and
subsequently higher OH radical, superoxide anions, and singlet oxygen formation by
Zn-CuO NPs.

The Sonochemical Coating of Cotton Withstands 65 Washing Cycles
at Hospital Washing Standards and Retains Its Antibacterial
Properties: Upscaling of the Sonochemical Coating Process

Hospital-acquired nosocomial infections are a major health, and consequently finan-
cial issue, in the world healthcare system. The problem of bacterial infections in
general, and in hospitals in particular, has led to extensive scientific and industrial
efforts to fabricate antibacterial textiles. A sonochemical coating machine was
developed and built and its ability to coat antibacterial nanoparticles (NPs) onto
40–50 m length of materials on a roll to roll basis at a speed of 22 cm/min
[66]. Cotton coated sonochemically with copper oxide nanoparticles (CuO NPs)
was found to maintain its antibacterial properties even after 65 cycles of washings
[44] according to hospital protocols of hygienic washing (75 �C). This demonstrates
the good quality and high stability of this sonochemically produced NP coating on
textiles. Durable antibacterial textiles such as these may be suitable for widespread
use in future hospital environments where hygiene control is of paramount
importance.

Strips of cotton (10 m long and 10 cm wide) were coated with CuO NPs using a
roll to roll feed with a machine that has been described elsewhere [66]. In Fig. 11, the
photo image of the pilot installation during the coating of the cotton by CuO is
presented. The front panel was open to show the change in the color of the fabric
after coating with CuO nanoparticles. In the inset, one can observe that with the
deposition of CuO nanoparticles, the color of the textiles was changed from white to
brown. The configuration of the sonochemical coating machine allows coating of
both sides of substrate.

The coated cotton fabric was sent to a commercial company which carried out the
washings according to standard hospital practices at 75 �C using an ECOS detergent
(Free & Clear Liquid Laundry Detergent/Earth Friendly Products, USA). For textile
washing, the European standard EN ISO 6330 “Textiles – Domestic washing and
drying procedure for textile testing” was applied.

The initial amount of CuO on fabrics was measured by ICP and was found to be
~0.7 % (wt%). In Fig. 12, the amount of CuO retained on the washed fabric as a
function of the number of washing cycles as determined by ICP is presented. The
error of the ICP method is around 8 %. A main decrease in the amount of coating
occurs after 15 cycles of washing. Additional cycles don’t affect significantly on the
amount of the well-deposited coating. Although the amount of CuO after 65 cycles
was reduced by half, we have already demonstrated in our previous study that this is
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not due to the leaching of nanoparticles. According to our explanation, the reduction
in the amount of CuO on the fabric is due to the dissolution of Cu+2 ions in the
washing solution. The slight solubility of CuO can be explained by the very low Ksp
of CuO (~10�21 at room temperature) that dictates a very low concentration of Cu+2

in the solution. The washing in industrial washing machines is carried out at a high
temperature (75 �C) that has led to an increase in the solubility of the copper.

Fig. 11 Photo image of the pilot installation. In the inset of the figure, the CuO-coated and
uncoated spools are shown
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To substantiate the ICP measurements and demonstrate that the CuO NPs are
retained on the cotton fabric after washing, SEM measurements were carried out.
The SEM images of cotton after 65 cycles illustrated in Fig. 13 indicate that the
fibers are coated with NPs. The inset in Fig. 13 shows the coated fabric under higher
magnification. A homogeneous monodispersed coating is observed with particles
ranging in size from 20 to 50 nm. The particle size of the CuO NPs after the
deposition was observed to be 60–80 nm; a few larger aggregates were also
observed. It appears that the washing cycles and consequent dissolution of Cu
have led to the reduction of the particle size and the elimination of aggregates. We
have already shown that the particle size has a major effect on the antibacterial
properties, and smaller NPs kill the bacteria more efficiently. It is therefore not
surprising that the results obtained after washing were as good despite the loss of
copper as measured by ICP.

One of the most efficient techniques available for the coating substrates in terms
of stability is sonochemistry. This is due to the chemistry associated with acoustic
cavitation collapse near to surfaces. This generates powerful shock waves and
microjets that cause effective stirring and mixing of the liquid layer next to the
surface. In our case, the ultrasonic waves promote the fast migration of the newly
formed metal oxide nanoparticles to the fabric surface. The coating is not based on
the creation of chemical bonds between the surface and the metal oxides but rather
due to the physical impregnation of the NPs. This physical phenomenon is a result of
the conditions developed by ultrasound irradiation.

Fig. 13 SEM of CuO-coated cotton following 65 wash cycles. The inset image was taken in a
higher magnification (MAGX50K)
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In Fig. 14, the antibacterial activity of the CuO-coated cotton against five
different bacterial species is shown. An excellent level of antibacterial activity was
observed against each of the test bacterial species. In each case, a greater than five-
log reduction in bacterial numbers on CuO-coated cotton compared to plain cotton
control samples was observed.
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Fig. 14 Antibacterial activity values of CuO-coated fabrics against bacterial species commonly
associated with hospital-acquired infections. The error bars show standard deviation, n = 3
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Fig. 15 Antibacterial activity values of washed CuO-coated fabrics against Staphylococcus aureus
(ATCC 6538). Testing was carried out according to the absorption method from BS EN ISO
20743:2007. The error bars show standard deviation, n = 3
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The antibacterial efficacy levels of the CuO-coated cotton against Staphylococcus
aureus following 0, 5, and 65 washing cycles are shown in Fig. 15. The levels of
activity observed were very high in all cases with a greater than four-log reduction in
bacterial numbers on CuO-coated cotton compared to uncoated plain cotton.
Although there was some decrease in antibacterial activity after 65 wash cycles, the
level was still well above the minimum acceptable antibacterial activity level of 2.

The antibacterial activity levels of the fabrics against the Gram-negative bacte-
rium Escherichia coli, as indicated in Fig. 16, were not as good as against Staphy-
lococcus aureus (which is a Gram-positive bacterium). The antibacterial activity
decreased after each set of 20 wash cycles by nearly 60 %. After 25 washes, the
fabrics had a good level of antibacterial activity, but this decreased to a poor value
(0.5) after 65 wash cycles.

The two species of bacteria differ in that E. coli has a second outer lipid membrane.
Once the antibacterial activity of the fabrics has been reduced by washing, this extra
barrier layer may be enough to protect E. coli from the membrane damaging effects of
the nanoparticles [28]. The amount of coating after 25 and 65 cycles is found to be
almost the same and sufficient for the inhibition of S. aureus after 65 washing cycles,
but not of E. coli. The explanation for the reduced killing of E. coli, despite the
presence of the same amount of NPs on the fabric, might be because the production of
ROS species after repeating washings is decreased and not enough ROS are formed for
the inhibition of bacterium having two lipid membrane structure.

The results presented here show that by application of a sonochemical coating
technology, it is possible to produce antibacterial fabrics that are durable enough to
withstand 65 wash cycles under hospital washing conditions. The NPs are effectively
embedded in the fabric and are resistant to removal by the washing cycles. The only
loss appears to be due to the dissolution of Cu+2 ions which is very small even at 75 �C.
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Fig. 16 Antibacterial activity values of washed CuO-coated fabrics against Escherichia coli
(ATCC 8739). The error bars show percentage error, n = 3
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Conclusion

Nanoparticles with intrinsic antibacterial properties (ZnO, CuO Zn-CuO, and MgO)
can be synthesized and uniformly deposited onto the surface of different kinds of
textiles by the sonochemical method. The coating was performed by a simple,
efficient, one-step procedure using environmentally friendly reagents. The physical
and chemical analyses demonstrated that nanocrystals are finely dispersed onto the
fabric surfaces without any significant damage of the structure of yarns. The
mechanism of nanoparticle formation and adhesion to the textile was discussed. It
is based on the local melting of the substrate due to the high speed at which the
nanoparticles are thrown at the solid surface by sonochemical microjets causing
local melting of the surface due to the high temperature. The performance of fabrics
coated with low content of active nanomaterial (<1 wt.%) as an antibacterial agent
was investigated, and their excellent bactericidal effect was demonstrated. The
strong adhesion of metal nano-oxides to the substrate was demonstrated in terms
of absence of leaching of the NP into the washing solution after 65 washing cycles.
The washed coated textiles show high antibacterial activity.
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Abstract
Natural polyphenols are a class of compounds that are available in quantities from
renewable resources. Natural polyphenols, among them especially lignins and tan-
nins, thus represent important precursors for a variety of valorizations, ranging from
the production of biofuel via the use as source for bulk aromatic chemicals to
applications in material science areas. Ultrasonication has been used both for
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isolating and for subsequently valorizing natural polyphenols. This chapter intro-
duces important structural characteristics of lignins and tannins in order to set the
background for a series of applications of ultrasound in connection with polyphenols;
these applications comprise isolation methods as well as valorization approaches.

Keywords
Lignins • Tannins • Ultrasonication • Isolation • Valorization

Introduction

The efficient use of biomass is essential for achieving the long-demanded sustainable
way of life. Natural polyphenols, mainly present in nature in the form of lignins and
tannins, are valuable renewable resources with a potential yet not fully exploited.
Lignins and tannins offer a rather diverse selection of structural features besides their
polyphenolic character. They thus represent emerging biomass-derived substrates for
material science and chemistry. Both isolation and subsequent valorization can
benefit from ultrasonication.

Hence this chapter will first briefly outline important characteristic features of the
most important natural polyphenol “substrates,” i.e., lignins and tannins, as well as
important aspects of ultrasonication, before more specific examples are discussed in
which ultrasonication was used either for isolating the polyphenols, or converting
them in higher value substances and products.

Natural Polyphenols

The term “natural polyphenols” comprises a wide variety of polyphenolic com-
pounds that are available from different types of biomass. In terms of abundances,
lignins and tannins are the most important ones. Agricultural and forest biomasses
contain large amounts of these substances, in monomeric, oligomeric, and polymeric
forms, and utilization of these substances in the context of using renewable, hence
sustainable resources is a long-standing issue. Natural complexity causing chemical
peculiarities render the development of lignin and tannin-based applications a
challenge.

Lignin

Payen scientifically described in 1838 a wood component that from our current
perspective must have been a lignin-carbohydrate complex (LCC), connecting the
term “lignin,” which was introduced already before, closely to an isolable natural
substance. In 1865 lignin was finally chemically defined by Schulze, who wrote
about lignin as a polymer that was different from the cellulose components [1].

996 E.D. Bartzoka et al.



Lignin is the second most abundant component in forest biomass after cellulose.
In contrast to cellulose, lignin is a comparably complex natural polymer, and this fact
still hampers its exploitation. Old, “traditional” views on its structure and an
admittedly tedious initial effort necessary to get an idea of the characteristics of a
given lignin sample are significant facets of the problem. The isolation of lignin, its
structural characterization, and its utilization have been subject to research activities
around the globe for decades. Quite some of knowledge has been accumulated
regarding lignin and its characteristics, and this knowledge is constantly refined
with respect to technological advances in adjacent fields such as biorefinery, bio-
technology, spectrometry, spectroscopy, etc., and the achievements are updated and
regularly summarized in dedicated monographs and handbooks [1–3].

Lignin accounts for 15–35 % of the dry mass of wood, depending on the type of
wood; it is thus the second most abundant natural polymer in forest biomass after
cellulose in absolute numbers [4]. The rather hydrophobic polymer lignin is present
in plant cell walls, where it interacts chemically and/or physically with cellulose and
hemicellulose [5]: it is located in form of a mixture together with hemicellulose
between the cellulose fibrils, putatively being fixed in lignin-carbohydrate com-
plexes (LCCs) [6]. The tight interplay between these three major plant biopolymers
results in an increased impermeability, mechanical strength, and rigidity of the plant
cell walls, and thus serves to give stability to the plants; it also gives the cells a
greater resistance to microbial attacks. Lignin content and lignin distribution vary in
the plant between stem, branching points, branches, and leaves and between the
different walls of the plant cells themselves [7]. The concentration of lignin in the
middle lamella and the primary wall is higher than the concentration in the secondary
wall. Nonetheless, the majority of the total amount of lignin present in the plant,
75–85 %, is located in the secondary wall, due to its considerably larger volume. The
amount of lignin present in the plant varies from species to species, ranging from
ca. 20 % in hardwoods, ca. 28 % in softwoods and herbaceous angiosperms, and
ca. 15 % in monocots [5].

Accumulated current findings do at best contain hints of a sort of regulating
system for lignin biosynthesis. Unlike cellulose, however, due to the absence of such
a regulating system that would control the complex cascade of radical reactions
underlying lignin formation, lignin does not display a regular repetition motif but a
variety of different interunit bonding motifs, in which no preferred stereochemical
pattern can be identified until now [8–11]. Moreover, structural variations are
commonly found across plant types, plant parts, and even geographical origins of
the same plant.

This natural variation is further fanned out by structural variations caused during
the peculiarities of the various biorefinery processes yielding lignin streams. Often,
the features inherent to the isolation process determine drastically the chemical and
physical characteristics of lignins that are commercially available nowadays.

Current efforts utilize genetically modified model plants like Arabidopsis
thaliana to improve understanding of the formation of lignin, its role in and for
the plants, and its interaction with the other components in the cell walls
[12–15]. The structure of lignins can, however, ultimately be described as a polymer

Ultrasound-Assisted Functionalization of Polyphenols 997



constructed of three monomers, called monolignols (Fig. 1a), namely, coumaryl
alcohol (H-type lignin), coniferyl alcohol (G-type lignin), and sinapyl alcohol
(S-type lignin), which are synthesized by the plants starting from L-tyrosine [8, 9,
16]. In vivo, these monolignols are enzymatically activated to undergo oxidative
coupling reactions. Oxidative coupling of the monomers occurs preferentially at
positions O-4, C-1, C-3, C-5, and C-β (IUPAC numbering), thus reflecting at least
some selectivity of the activating enzymes involved in the lignin biosynthesis. The
initial reaction is followed by downstream reactions that effectively yield the various
interunit bonding motifs (Fig. 1b).

Depending on the natural source from which the lignin is isolated, the distribution
of the different monomer types, as well as the nature and the distribution of the
interunit bonding motifs, differ. Three different general types of lignin are distin-
guishable in spite of the natural differences: (i) softwood lignin, which is mainly
comprised of G-type monomers and a small percentage of H-type monomers;
(ii) hardwood lignin, which shows all three types of monomers in the typical ratio
H/G/S = 1/1/3; and (iii) grass lignin, which contains all three monomer types with
H-type monomers being the dominant one. It is currently still controversially
discussed in the community which type of lignins are branched, and thus three-
dimensional polymers, and which types rather consist of linear oligomeric chains
(Fig. 2) [17, 18]. None of the isolated lignins available nowadays truly reflect the
lignin oligomer/polymer as it is present in the living plant. Part of the research on
lignin is thus directed to a better understanding of lignin formation in vivo and to
structurally analyze lignin without eventually damaging and degrading isolation
procedures in vivo.

Structurally understanding lignin is of obvious importance for rationalizing its
physicochemical behavior; this is especially true for commercially available lignins
such as kraft lignins, organosolv lignins, or steam explosion lignins, since a more
rational understanding of the “structure-reactivity” relationships in lignin will foster
meaningful valorizations, including ultrasonication-mediated approaches. Currently
discussed and slightly outdated structures of some important commercially available
lignins are given in Fig. 2.

Biological degradation of lignin can be effected by organisms outside the plant
that host a special group of enzymes, which are called lignocellulolytic enzymes,
namely, cellulases [19], hemicellulases [20], and ligninases [21–24]; the term
ligninases thereby refers to enzymes that are selectively attacking lignin motifs
and comprise laccase (phenol oxidases) and peroxidases (lignin peroxidase (LiP)
and manganese peroxidase (MnP)) [25, 26]. Evolution of the enzymes and their
parent organisms that serve to back-feed the different elements of woody biomass
into the different element cycles of the planet started when the first vascular plants
grew on dry landmass in the first half of the Paleozoic Era [26, 27]. The lignocel-
lulolytic enzymes are commonly found in fungi, e.g., Trichoderma reesei (ascomy-
cetes), Phanerochaete chrysosporium (white rot), and Fomitopsis palustris (brown
rot) (both basidiomycetes phyla); in organisms specialized only on lignin degrada-
tion, e.g., Ceriporiopsis subvermispora [28], Phlebia spp. [29, 30], Physisporinus
rivulosus [31], and Dichomitus squalens [30]; as well as in pathogenic species like
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Fusarium solani f. sp. glycines [32]. The interested reader is encouraged to consult
the recent literature on lignin degradation for further information on mechanistic
details and adoption of underlying chemistries for the development of putative
industrial processes for lignin valorization [33–36].

Tannins

A compound mixture exhibiting a bitter taste was reacted with iron solutions around
the middle of the seventeenth century by the Italian chemist Giovannetti; these
“astringents” were later shown to contain gallic acid, and further additional exper-
iments finally led to the classification of these compounds that vary in the amount of
gallic acid equivalents and its reactivity as tannins.

The name “tannins” thereby originated from the use of this class of compounds in
the tanning process, based on their characteristic properties for the tanning. Tannins
are usually brown, light yellow, or white amorphous powders or shiny, nearly
colorless, loose masses, with a characteristic smell and astringent taste [1].

Tannins are natural polyphenols found in most of the higher plants around the
globe, produced in almost all parts of the plant, such as seeds, roots, bark, wood, and
leaves. Their fundamental role is to defend the plant against insects, infections,
fungi, or bacteria, relying on a very characteristic feature of tannins: the capability to
form non-reversible complexes with proteins [37, 38].

Traditionally, one distinguishes between tannins like gallotannins and
ellagitannins on the one hand and “non-hydrolysable” or “condensed” tannins on
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Fig. 2 Lignin structures showing characteristic interunit bonding motifs and functional groups for
different types of lignin: (a) branched polymeric lignin (outdated view), (b) linear chains of
oligomeric milled wood lignin (actual view), (c) kraft lignin (outdated view, revised structure to
be published in due course), and (d) lignosulfonate
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the other. While the first class of tannins is comprised of polyphenols that are soluble
and cleavable into their components in hot water or in the presence of tannase, the
second class comprises tannin species without carbohydrate moieties, i.e., proantho-
cyanidins, polyflavonoid tannins, catechol-type tannins, and pyrocatecholic-type
tannins, which are stable under these conditions.

The most commonly used method to isolate tannins is their extraction using
aqueous solutions of methanol, ethanol, ethyl acetate, or acetone [39–41], depending
on the nature and the molecular weight of the target tannins. Commonly used
extraction techniques comprise simple submersion of the tannin-containing material
in a suitable solvent system under reflux conditions [42], maceration of the plant
materials [41, 43], and classical Soxhlet extraction [44], with optional addition of
inorganic salts to increase yields. For separating the tannins from other (poly)
phenolic compounds present in the plants, i.e., lignans, lignols, and low molecular
weight lignins, chromatography is most often used, employing as stationary phase
C-18-type polymers and Sephadex LH-20, and as liquid phases ethanol followed by
acetone/water.

Just as lignins, tannins are natural polyphenols that comprise a rather wide
selection of particular structural motifs. Unlike the lignins, which are classified
according to their origin and isolation methods, tannins are classified according to
their reactivities into hydrolysable and non-hydrolysable species, as just discussed.
These reactivities go hand in hand with structural features. Hydrolysable tannins are
derivatives of gallic acid (3,4,5‐trihydroxybenzoic acid), further subclassified
according to the products of hydrolysis into gallotannins comprised of gallic acid
and glucose and ellagitannins comprised of ellagic acid and glucose [45]. Most of the
gallotannins isolated from plants contain a polyol residue derived from D-glucose
[46]. Figure 3 gives an overview over the most important structural features of
hydrolysable tannins.

Tannic acid [47] (10) is one of the most prominent representative of hydrolysable
tannin(s). Tannic acid is nowadays understood to be a mixture of very similar
substances, e.g., of penta-(digalloyl)-glucose and tetra-(digalloyl)-glucose or
tri-(digalloyl)-di-(galloyl)-glucose [48]. Gallotannins are biologically synthesized
in a cascade of five enzymatic reactions starting from the conversion of gallic acid
to galloylglucose: enzyme studies by Hofmann and Gross have provided substantial
evidence that 1-galloyl-β-D-glucose (β-glucogallin) serves as the general acyl donor
in the entire biogenetic sequence from simple galloyl esters to complex gallotannins
[49, 50].

The transition from “simple” galloylglucoses to complex gallotannins is marked
by the addition of further galloyl residues to form first 1,2,3,4,6-pentagalloylglucose,
that plays then a role as immediate precursor of more complex gallotannins [51], a
process that can be formally seen as a continuation of the esterification reactions of
the preceding steps [52]: formation of gallotannins, or depsidic metabolites, is
essentially the galloylation of pentagalloylglucose to hexa-, hepta-, octa-, etc.
galloylglucose derivatives by exploiting exclusively the phenolic hydroxyl
groups [53].
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With respect to gallotannins, ellagitannins contain additional bonding motifs that
stem from additional oxidative coupling reactions between galloyl moieties (Fig. 3).
Ellagitannin biosynthesis is thus an oxidative enzymatic progression of gallotannins
comprising the formation of hexahydroxydiphenoyl (HHDP) units [54] and further
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oxidation to form the dehydrohexahydroxydiphenoyl (DHHDP) motif. Moreover,
subsequent oxidative transformations of the DHHDP motif yield several other sub-
classes of ellagitannins [55].

Condensed tannins are oligomeric and polymeric proanthocyanidins consisting of
differently coupled flavan-3-ol (catechin) units (polymers with more than 50 units
have been found), linked by carbon-carbon bonds not susceptible to hydrolytic
cleavage. They are, however, decomposed to anthocyanidins through acid-catalyzed
oxidation reactions upon heating in acidic alcohol solutions [56]. Condensed tannin
rings are conventionally named as A, B, and C, and the most common interflavanol
linkages are C-C bonds established between the C-4 of one flavanol unit (“exten-
sion” or “upper” unit) and the C-8 or C-6 of another unit (“lower” unit) (Fig. 4) [57].

Substitution may occur in either α- or β-position to C-4, depending on the
stereochemistry of C-4. Linkage can also occur between C-4 of the upper unit and
C-6 of the lower unit. In A-type proanthocyanidins, linkages occur between both C-2
and C-4 of the upper unit and the oxygen at C-7 and positions C-6 or C-8,
respectively, of the lower unit [58], leading to differences in the reactivities based
on differences in conformational flexibility [59, 60].

The substituents of the aromatic rings are either hydroxyl groups or hydrogen
atoms; depending on the substitution pattern, different classes of flavanol polymers
with differing responses to various assays (vide infra) can be distinguished. For
example, procyanidins can be distinguished from prodelphinidins because
prodelphinidins have a hydroxyl group at position 5 of the B-ring [61]. For example,
an increase in the prodelphinidin/procyanidin ratio in a condensed tannin increases
the ability of this tannin to complex with proteins [61]. The chemistry of the
condensed tannin B-ring is closely related to that of the parent phenols like phenol,
catechol, and pyrogallol [62, 63]. With respect to the use and the chemical modifi-
cation of tannins, also the A-ring is important; also here, the hydroxyl groups play a
crucial role. Biologically, production of condensed tannins follows the flavonoid
pathway; in contrast to the hydrolysable tannins, they can occur as monomers or
oligomers.

The first part of their biosynthesis coincides with the synthesis of anthocyanins:
dihydroflavonol is first converted into leucoanthocyanidin by the dihydroflavonol
reductase; then leucoanthocyanidin is reduced by the leucoanthocyanidin reductase
to 2,3-trans-flavan-ol (catechin). Leucoanthocyanidin, however, is also the substrate
for anthocyanidin synthase (ANS) that produces colored anthocyanidin, which is
subsequently converted by anthocyanidin reductase (ANR) into the second precur-
sor for condensed tannin, 2,3-cis-flavan-ol (epicatechin). Additionally,
anthocyanidins can be glycosylated to form anthocyanins [38, 58]. The final steps
in the biosynthesis of proanthocyanidins with various hydroxylation patterns, ent-
isomers, and various coupling products are yet to be understood [64].

The second part of the biosynthesis of non-hydrolysable tannins is the polymer-
ization of the precursors. It is, however, not clear whether this polymerization of the
soluble precursors proceeds enzymatically, mediated by a phenol-oxidase like
laccase, or nonenzymatically [65].
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The scaffold of the subclass of tannins called catechin tannins is very similar to
that found in condensed tannins. Addition of a third phenolic group on the B-ring
yields epigallocatechin and gallocatechin, while flavan-3-ols with a single phenolic
group on the B-ring are less common [66–68]. Representative structures are given in
Fig. 4c. Catechins are generally colorless, astringent, water-soluble compounds.

Gallocatechin (GC) 19 is a flaven-3-ol with gallate moiety in trans-configuration.
The cis-configured isomer is called epigallocatechin (EGC) 20; gallocatechin gallate
(GCG) (23) and epigallocatechin gallate (EGCG) (24) are esters of gallic acid and
GC and EGC, respectively.

The cis-configuration can be generally converted into its trans-configured epimer.
This epimerization between such a pair of catechins is reversible [69]. It was found
that this epimerization (as well as the degradation) of tea catechins follow first-order
kinetics and that the rate constants of reaction kinetics for catechins followed the
Arrhenius equation [70].

Elucidating Structural Features of Natural Polyphenols

As already emphasized before throughout the text, elucidation of structural features
in lignins and tannins is essential for understanding physicochemical properties and
thus for identifying promising valorization protocols by evaluating structural
changes caused by various treatments. In case of lignins, structural elucidation is
only possible by using a combination of different types of analysis techniques.
Traditionally, systematic degradation and chemical modification using solvolytic
methods such as acidolysis [71] and thioacidolysis [72] or oxidative methods like
ozonolysis [73, 74] or the alkaline nitrobenzene oxidation [75] were used to deter-
mine structural features and composition of lignins in terms of the H/G/S ratios.
Classic elemental analysis serves to determination the characteristic C9 formula of
lignins.

Nondestructive methods such as ultraviolet (UV) and infrared (IR) spectroscopy,
but especially nuclear magnetic resonance (NMR) spectroscopy are, however, the
preferred analysis tools nowadays in order to gain structural insight.

Significant advances in the structural understanding of lignins and tannins were
achieved by the use of advanced NMR spectroscopy on polyphenols, namely, in the
form of quantitative 13C NMR, quantitative 31P NMR, and quantitative 1H-13C
HSQC measurements [18, 76, 77].

Quantitative 31P NMR spectroscopy basically substituted UV-based difference
spectroscopy for the quantification of phenolic groups, ethylenic double bonds,
non-condensed phenolic groups, and phenylcoumarans [78–80]: quantitative 31P
NMR on phosphitylated samples – 2-chloro-3,3,4,4-tetramethyl-1,3,2-dioxapho-
spholane [81] is usually used as 31P source – in the presence of an internal standard
– e.g., cholesterol or N-hydroxy-5-norbornene-2,3-dicarboximide – is suitable to
determine both the nature and the abundance of the various hydroxyl groups present
in a natural polyphenols [76, 82]. Especially in the case of tannins, quantitative 31P
NMR on phosphitylated samples represented a huge step forward in delineating
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structural features of pure tannins and compositions in case of mixed or polluted
samples [83, 84]. Convenient monitoring of the various hydroxyl groups present in
the natural polyphenols by means of quantitative 31P NMR after phosphitylation is
particularly interesting also with respect to valorizing these biomass components via
ultrasonication methods, since the hydroxyl groups represent reactive centers.

Quantitative two-dimensional NMR spectroscopy is used nowadays for qualita-
tively and quantitatively determining interunit bonding types as well as H/G/S ratios
in lignins. A quick-quantitative HSQC (QQ-HSQC) pulse sequence [85] or an
approach consisting of a series of HSQC measurements with incremented repetition
times and mathematical backward extrapolation, called HSQC0 [86], can be adopted
for the acquisition of lignin spectra [87]. While the results are comparable, the
QQ-HSQC method has the drawback of being more difficult to be implemented,
while the HSQC0 method is significantly more time-consuming and bears an addi-
tional error source due to the necessary extrapolation. In any case, quantification is
achieved based on the intrinsic standard represented by the distinct shifts of the
aromatic hydrogen atoms in 2-position, which can be easily detected, summed up,
and used as reference. Eventual solubility issues are conveniently evaded by work-
ing with acetylated samples [18, 87].

Quantitative 13C NMR spectroscopy and in case of tannins also quantitative 13C
MAS NMR spectroscopy are used for validating results obtained by
two-dimensional NMR studies and for determining structural features that are not,
or simply not well visible in the aforementioned NMR techniques [76, 88, 89].

The determination of the molecular weight key figures for various polyphenols is
nowadays achieved using size exclusion chromatography (SEC) in form of gel
permeation chromatography (GPC) [90–93]. GPC is one of the major tools for
following changes in the molecular weight key figures of natural polyphenols during
a valorization protocol, despite some practical challenges: i) calibration of GPC
setups with adequate standards reflecting the hydrodynamic volume properties of
natural polyphenols; ii) setup depending solubility issues [94, 95]; and iii) despite a
high sensitivity with respect to the choice of the detector system – commonly used
UV-based detectors and refractive index detectors were shown to perform less well
compared to molecular weight-sensitive detectors based on viscosimetry [96] or
laser light scattering detectors [97–101]. More recently, MALDI-TOF mass analysis
techniques were used for the determination of molar mass key data of lignins and
tannins [102, 103]. At this point, the interested reader should once more refer to more
dedicated literature for getting a complete overview regarding the analytical methods
used for characterizing natural polyphenols.

Sonication

Sonochemistry is a term used to describe the use of sound energy to affect chemical
processes. It is associated with sonication or ultrasonication, which is a technique
based on the use of sound frequencies beyond the human hearing (16–18 kHz) to
agitate particles in a liquid sample [104]. Ultrasound frequencies lie between 20 kHz
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and many megahertz. Different frequency ranges have been applied in different
fields ranging from 20 kHz to 1 MHz, to exploit both physical and chemical effect
induced by sonication [105].

The main chemical and mechanical effects of ultrasonic energy arise from
acoustic cavitation [106]. Acoustic cavitation is generated when moderate and
high sound intensities are applied in a liquid as follows: as the ultrasound crosses
the medium, dissolved gas in the liquid is forced to grow, forming bubbles. The
bubbles then continue to expand by rectified diffusion [107] or coalescence path-
ways through a few acoustic cycles to reach resonance size, before collapsing
violently on compression. The rapid collapse of the cavitation bubbles leads to the
generation of localized “hot spots,” in which high temperatures and pressures are
created instantaneously, despite the normal conditions in the bulk solution
[108]. Besides that, light is also emitted during the acoustic cavitation process, a
phenomenon termed “sonoluminescence” [109].

High-power low-frequency waves favor the occurrence of physical and mechan-
ical reactions that include microjets, shear forces, shock waves, and turbulence and
enhance the movement of the reaction medium and the mass transport leading to
higher reaction rates [110].

In low-power low-frequency waves, chemical reactions prevail. Highly reactive
radical species are generated within the cavitation bubble in the liquid medium. In
water, primary radicals such as OH· and H· are formed, whereas the presence of
other volatile solutes, such as alcohols, induces the formation of various oxidative or
reductive radicals that may initiate secondary chemical reactions [111].

More specifically, the ultrasound technique can be applied for the synthesis of
new materials as eventual delivery nanosystems, since it reduces their size at the
nanoscale, i.e., nanoemulsions or nanoparticles [112], and facilitates their loading
with active agents. It is also used for degassing solutions, or in the extraction of
valuable products, such as phytochemicals or microfossils [113] using appropriate
solvents by concomitant mechanical agitation. Apart from the laboratory use, it is
often utilized to assist industrial operations in pharmaceutical, cosmetic, water, food,
fuel, wood product industries in order to maximize the efficacy of various chemical
processes including emulsification, dispersion, grinding, milling, homogenization,
and crystallization [114]. In biological applications, sonication can be used to disrupt
biological materials [115] like membranes and urge the release of internal
contents [116].

As a result, sonochemistry offers unique experimental conditions for a number of
chemical and physical processes, as it offers simplified ways to achieve reactions that
would otherwise require extreme reaction conditions as well as to avoid the use of
toxic reagents or solvents. Controlling the parameters of the sonication treatment is,
however, a rather challenging task as they are interdependent. Hence, a thorough
understanding of the different cavitation processes is of paramount importance
[117]. In higher frequencies (1–10 MHz) no chemical or physical reactions are
noticed, rendering this range ideal for diagnostic purposes (diagnostic ultrasonics)
in medicine [118].
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Bond Cleavage Induced by Sonication/Isolation of Polyphenols

In addition to the generation of primary and secondary radicals that favor and
accelerate chemical reactions and are mainly responsible for the synthesis of parti-
cles, cavitation also generates violent physical forces that include microjets, shear
forces, shock waves, and turbulence that may cause disintegration and mass transfer
of solid materials to a liquid system containing appropriate solvent or the disruption
of cell walls due to bond cleavage that ease homolytic reactions and lead to better
isolation of products. Ultrasound-induced cavitation bubbles present hydrophobic
surfaces within the extraction liquid that increase the net hydrophobic nature of the
extraction medium [119]. More in detail, shear forces induced by ultrasound waves
support the diffusion solvents into the tissue, favoring the break of the cell and
facilitating the mass transfer from the cell to the solvent. The abovementioned
phenomenon is called “sponge effect” and is responsible for the liquid movement
through the microchannels formed in the solid. Moreover, the particle size reduction
that is induced by the cavitation increases the surface area in contact between the
solid and the liquid phase and leads to increased extraction rates [120].

Food Processing

Ultrasound has proven to be a useful and effective tool in food processing, without
affecting the food nature and quality. The food industry has shown great interest in
developing novel emerging technologies such as sonication, as a result of the ever-
increasing demands of the consumers for fresh food of high quality.

Ultrasound-Assisted Extraction (UAE)
Due to the abovementioned prevailing mechanism, ultrasound technology facilitates
and renders more efficient the extraction of substances in food processing. Conse-
quently it constitutes an appealing versatile technique that can be easily combined or
adapted to other extracting approaches or even used as a pretreatment procedure.
This type of food processing is called ultrasound-assisted extraction (UAE) and has
been widely applied, due to the numerous advantages that it offers compared to
conventional extraction methods. It is an effective way to increase extraction rates in
shorter times that eventually result in worthwhile economic gains [121].

More specifically in the extraction of polyphenols, numerous applications in the
food industry have been reported and involve the extraction of polyphenolic sub-
stances from fruits and juices. The key issues relating UAE have been identified and
reviewed by Vilkhu et al. and refer to UAE mechanisms, application approaches,
performance, process development, equipment, and design. Additionally, this review
highlights the main concerns due to ultrasonic cavitation that propagate free radicals
and can cause potential oxidative damage, as well as drawbacks on the potential
scale up use of the UAE, as it is relatively easy to achieve on a lab scale whereas the
industrial application still remains a challenging issue [122].
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Various comparative studies have been carried out in order to achieve maximum
amounts of phenolic extracts from pomegranate peel (Punica granatum L.) [123] or
orange peel (Citrus sinensis L) [124] by sonication in the presence of appropriate
food grade solvents. The latter study highlights optimized conditions for the method
and demonstrates suitability for antioxidant-rich plant extraction.

Several other studies have focused on the optimisation of extraction conditions
and the effect of different parameters on extraction kinetics and yield in order to
achieve highest levels of polyphenols (from black chokeberry, Aronia melanocarpa
berries) [125] and antioxidant activity that has been proved to be retained in elevated
degrees through the ultrasound-assisted approach.

Furthermore, it has been underlined that UAE constitutes a nondestructive
method regarding visual or chemical properties of the extracting material, as illus-
trated in the case of polyphenolic extraction from pomegranate juice [126]. Another
study on the UAE has been realized in order to elucidate the differences in the
sonication power and further assess the effects of direct and indirect sonication on
the extracting material in comparison to more common thermal pretreatment
methods. The conclusions of this work showed increased levels in the polyphenolic
content extracted on olive paste upon ultrasound pretreatment [120].

Besides that, degradation pathway studies of polyphenolic compounds from
various food origins demonstrated relatively low levels of degradation in the case
of sonicated samples compared to conventional thermal processes that will eventu-
ally result in retention of nutritional quality [127]. Other advantages of the UAE
process are mentioned in comparative studies of polyphenol extractions form grape
seeds and include lower solvent consumption and decreased extraction times. In the
case of wine processing, the extraction of aromatic and phenolic compounds from
grape seeds is realized due to intense ultrasonic forces. All in all, UAE appears to be
a rather rapid, repeatable, linear, and thus appealing process for the extraction of
valuable polyphenols from grape seeds [128].

Extractions of tannins from Caesalpinia coriaria and Anacardium occidentalis
has been studied using various methods including reflux extraction, microwave
extraction, and sonication, and the results were confronted to those obtained by
typical aqueous extraction methods. Similar results were obtained in the case of
phytochemical extraction from the fruits of Terminalia catappa L [129] and extrac-
tion of tannins from Rubus idaeus, Cydonia oblonga, and Rumex acetosa [130].

To summarize, polyphenolic substances have been isolated via UAE processes
from various plants, trees, and juices such as strawberries (Fragaria x ananassa
Duch) [111], raspberry (Rubus coreanus Miq.) [131], star fruits [132], Chokanan
mango (Mangifera indica L.) [133], and apple (Malus x domestica) [134], and their
determination via UV showed elevated polyphenolic groups present, rendering this
method ideal for this type of food processing.

Improvement of Food Quality
Sonication treatment has been reported to enhance the quality of the extracted
compounds. Various studies on the potential application of ultrasound energy on
food processing showed that a combination of blanching and sonication may in fact
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be employed in the food industry to produce high-quality juices such as carrot juice
with improved nutritional characteristics [135]. However, the sonochemical condi-
tions shall be carefully controlled for the successful introduction of ultrasound
technology in food processing, so as to avoid sonochemically induced hydroxylation
of chemicals – this undesirable result can be eventually quenched by the addition of
suitable radical chemicals [136]. Among various fruit juices, apple juice has been
thoroughly investigated with respect to changes in its quality characteristics upon
sonication treatment [137]. Another example is the use of ultrasonication as
postharvesting treatment of grape fruits in order to obtain resveratrol-enriched
grape juice [138]. Different studies suggest that sonication technique may be applied
to improve phytonutrients content in fruit juices [134].

Lignocellulosic Conversion to Bioethanol

The pretreatment of lignin is an important initial phase in the biorefinery operation
and the exploitation of lignocellulosic biomass. It separates the principal compo-
nents of the biomass and degrades the extended polymer to smaller compounds. The
structure of isolated lignin depends mainly on the nature of the pretreatment method.
Success of biorefinery streams is highly dependent on the efficiency of biomass
transformation. Hence, the isolation operations should ideally result in consistent
types of lignin of high quality and purity that are representative of the native lignin.

Several methods have been developed to isolate lignins from biomass, such as acid
or alkaline treatments, organosolv, pulping, pyrolytic, or steam explosion processes.

Ultrasound energy has been applied to increase lignin extraction yield and purity
or to remove the major inorganic matter from the alkali lignin with no significant
alteration in the characteristics of the isolated lignin samples, which is a promising
result for the implementation of ultrasound treatment in biorefinery operations [139,
140]. Similar results were obtained by studies on organosolv lignin that also
underline the potential use of ultrasound treatment as a pre-intensification step
within the biorefinery process [141].

Seino et al. suggest that the majority of β-O-4 bonds are homolytically cleaved to
some extent when ultrasonic irradiation of certain frequencies is applied [142].

More specifically, one type of application of ultrasound-assisted isolation of
lignin within the biorefinery process that has been studied includes the conversion
of lignocellulosic biomass into bioethanol by the exploitation of ultrasound energy
for the homolysis of lignin-carbohydrate bonds [143]. This way, lignin and hemi-
cellulose are released and cellulose is hydrolysed into sugars, hence improving the
production of bioethanol based on lignocellulosic plant biomass [144].

Ultrasound technology can be used as a pretreatment step in the delignification
process of lignocellulosic biomass. Alkaline pretreatments can be further enhanced
by the application of ultrasound energy. This way, the process is optimized and
higher yields of delignification and sugar reduction are achieved. Thus, sonication
provides an environmentally friendly way for the isolation and exploitation of
polyphenolic substances from the lignocellulosic biomass [145].
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Bond Formation Induced by Sonication

Sonochemical formation of various types of nanostructures has been extensively
studied in the last decades. The synthesis of nanomaterials is feasible mainly due to
the unique reaction pathways and mechanisms induced by acoustic cavitation.

This versatile synthetic approach provides the possibility to obtain all types of
nanomaterials by controlling various sonication factors, such as time, power, tem-
perature, or consistence of bulk solution (i.e., mono- or biphasic system). These
parameters are interdependent, rendering the control of the sonication synthetic
method a rather challenging task [146]. However, this straightforward method offers
numerous advantages such as shorter reaction times, no need for cross-linking agents
or removal of non-biocompatible templates, as well as a narrower size distribution
compared to other synthetic approaches [112].

Lignin

Lignin possesses an amphiphilic backbone due to the aliphatic and aromatic
hydroxyl groups and the lipophilic aromatic rings that are abundant in its structure.
Furthermore, lignin is known for its unique π-stacking and complexing properties
[147, 148]. The supramolecular behavior and cross-linking characteristics of lignin,
as well as the increased polydispersion index (PDI) in sonicated lignin samples
[149], highlight the dynamic of the ultrasonic irradiation technique to functionalize
such a natural polyphenol by the formation of nanostructured lignin-based materials.

Lignin Particles
Nanoparticles, micelles, and capsules possess great potential for the development of
new materials. Wheat straw and sarkanda grass lignins were treated by sonication
and the nanoparticles obtained had a significant reduction in diameter compared to
untreated lignin samples [150]. This work presents a physical method to
functionalize lignin by ultrasound energy in order to obtain particles in the range
of 0.01–0.05 μm, along with a morphological and structural characterization due to
sonication. The results imply that the modifications on lignin structures are due to the
different nature and not due to the intensity applied. Additionally, a proposed
mechanism for the possible degradation of lignin, consisting essentially in simulta-
neous oxidative processes that can alternatively produce side-chain cleavage with
depolymerization or oxidative coupling with corresponding polymerization
reactions.

Lignin is also reported to form supracolloidal particles from oil/water
microemulsion precursors formed by sonication. More specifically, lignin particles
in the size range of 1 μm were obtained as a result of emulsification induced by
ultrasonic power followed by subsequent cross-linking of the lignin backbone
achieved by the addition of cross-linking agents [151].

Another study on lignin functionalization via sonication focused on the synthesis
of nanostructured lignin by ultrasound treatment that is afterwards embedded on

1012 E.D. Bartzoka et al.



linen fabrics to be used as a UV-blocker, endowed with additional considerable
properties such as antibacterial and antistatic [167].

Studies of Thomas et al. on the joint sonication of lignin-carbon nanotubes
(CNT), as well as on the sonication of solely lignin solutions, demonstrate conse-
quences for the morphology of lignins upon sonication treatment and provides a
rather elucidating view on the lignin-CNT interactions [152].

Another work focused on the modification of the surface properties of wood
fibers by free radicals generated by high-frequency ultrasound waves illustrates
comparative experiments on the sonication of only hydrolytic lignin. The study
summarizes changes in the surface properties of the sonicated samples and points
up the effects of different operating parameters [153].

Lignin-Based Capsules
Recently lignin capsules were developed and investigated as promising carriers for
hydrophobic active molecules, eventually applicable in the biomedical and cosmetic
field (Fig. 5) [154]. Oil-filled microcapsules were efficiently obtained by sonicating a
Kraft lignin emulsion containing a biocompatible oil, as a result of two ultrasound-
induced phenomena: emulsification of the oil droplet in the aqueous solution which
contained the polyphenolic matrix, followed by cross-linking of the lignin backbone
at the oil/water interface.

The architecture of the capsules and the mechanism concerning the lignin orien-
tation around the oily template, as well as the oxidative patterns that lignin

micelle 
formation cross-linking

lignin chains

oil phase

aqueous phase

Fig. 5 Ultrasonication-based formation of lignin-based microcapsules (Adopted from Ref. [154])
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undergoes during sonication, are asserted and presented in the published work by
Tortora et al.31P NMR analysis of phosphitylated lignin samples (vide supra) after
sonication indicate that capsule formation is mainly attributed to lignin cross-linking
along with polymerization and oxidative coupling reactions. The capsules could be
filled with hydrophobic molecules which in turn could be released by the addition of
surfactants. The development of such a system constitutes an encouraging discovery
for the exploitation of natural polyphenols in general by the development of
polyphenol-based capsules as delivery systems.

Tannins

Tannins are the second most abundant biopolymer in forest biomass after lignin. Up
to date some studies on the sonicated assisted functionalization of tannins have been
reported.

Tannic acid nanoparticles (NPs) have been obtained without stabilizers via a
sonochemical route and have been subsequently deposited onto cotton substrates in a
one-step process. The study describes the application of the sonication method for
the formation of antimicrobial textiles coated with tannin nanoparticles that notably
retained their initial functional features after the sonication treatment [155].

Another study demonstrates the functionalization of complex tannins with the
polysaccharide hyaluronan (HA) via the combination of sonication and ultracentri-
fugation techniques to achieve the sedimentation of the tannin-HA complexed
system and elucidates the interactions between the two substances by means of
various analytical methods [156].

The compressive strength and impact resistance of tannin foams are reported to
improve by the addition of small percentages of multiwalled carbon nanotubes after
sonication treatment of a mixture of the components. This work focuses on the
microscopical analysis of the functionalized system and assesses the distribution of
nanotubes imbedded with respect to the different cell walls zones [157].

Ultrasonic Functionalization of Phenolic Compounds Mimicking
Natural Polyphenols

A simple, versatile, one-pot sonochemical synthesis of polydopamine (PDA)
nanocapsules from dopamine has been reported. Nanocapsules of 250 nm are
obtained and their loading capacity of hydrophobic molecules has been
evaluated [158].

A new approach for the preparation of drug nanocolloids based on the natural
phenol curcumin that is individually isolated from plant extracts has been proposed
via a sonication-assisted technique to initiate crystal nucleation in the presence of
aqueous polycation. The nucleation is followed by polyelectrolyte layer-by-layer
(LbL) technique to form the nanoshell. Higher intensities are proven to promote the
drug particle growth in the initial steps [159].
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The isoflavone genistein, which is commonly known as a phytoestrogen and
chemoprotective agent, has been submitted under differential functionalization by an
ultrasound treatment. The ultrasound-promoted functionalization of the phenolic
groups in the genistein led to the synthesis of regioselective derivatives (esters and
corresponding acids) and eliminated the need of phase-transfer catalysts or addi-
tional chemicals as protective groups. This study highlighted for the first time the
potential use of this method in the selective structural modification of natural poly-
phenols in general, with subtle deviations that emerge from differences in acidity and
spatial accessibility of phenolic hydroxyl groups [160].

Functionalization/Encapsulation Based on Polyphenols

Sonication of polyphenols may result in the encapsulation of these bioactive mole-
cules either in mononuclear capsules or in a more aggregated system (particles). This
modification may eventually improve some of their features, as the unpleasant taste
can be easily masked before incorporating them to foods. The abundant work on
encapsulation of polyphenols has been summarized and various features and mor-
phologies of the system produced by the different encapsulation methodologies have
been reviewed [161].

Liposomes obtained by combination of various methods with sonication were
reported by various research groups and have efficiently encapsulated polyphenolic
compounds, such as trans-resveratrol [162, 163].

Studies on the incorporation of catechins in phospholipids based on ultrasound-
created microbubbles for ultrasound-triggered delivery exhibited satisfactory load-
ing capacity and illustrated a promising method for the generation of potential
ultrasound-promoted delivery systems [164].

Degradation

The two main ultrasound-induced phenomena that are responsible for the extraction
processes are mass transfer intensification and increase in the fine grinding together
with deagglomeration [165]. The positive effect of ultrasound technology is also
reported in the sonochemical degradation of the monomeric phenolic compounds
p-coumaric acid (CA) and p-hydroxybenzaldehyde (HBA). The degradation pro-
ceeds mainly due to the formation of hydroxyl radicals that lead to aromatic and ring
cleavage reactions. As a result this method enhances the aerobic degradability of
phenolic substances and eases the removal of p-CA and p-HBA, when used either as
a standalone method or a pretreatment step to convert initially bioresistant com-
pounds to more easily biodegradable ones. Furthermore, coupling of the ultrasound
methodology with suitable catalyst or extra oxidant agents (such as H2O2 or Fe

2+/
Fenton-like processes), as well as the control of temperature and concentration of
bulk solution, are supposed to improve the efficacy of this approach [165].
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The sonodegradation and isolation of tannins have also been studied. Compara-
tive results on the removal of total phenolics from grape-condensed tannins with and
without sonication and in the presence and absence of oxidizing chemicals (e.g.,
hydrogen peroxide) introduced the most appropriate combination of conditions that
would eventually provide maximum efficiency concerning destruction of polyphe-
nols in general [166].

Conclusions and Future Directions

Natural polyphenols, especially lignins and tannins, are important compounds avail-
able in quantities from agricultural and forest biomass. Despite their complex
structural features, it is possible to use ultrasonication for valorization purposes of
these natural oligomeric and polymeric substances. Sonication allows the isolation
or targeted removal of natural polyphenols from other biomass components in the
processes of biorefinery and food processing. Sonication allows further the targeted
functionalization of natural polyphenols, their conversion into fuels, as well as the
exploitation of their unique structural features and related chemistries in more
innovative fields of research like micro- and nanoparticle formation, encapsulation,
and delivery vehicles. Encouraged by the promising results obtained by applying
ultrasonication features for achieving the valorization of polyphenols, this emerging
field is expected to see more seminal developments in the next years.
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Abstract
Ultrasound technique provides a simple, fast, versatile, and green pathway for
synthesizing functionalized polymeric nanometer- and micrometer-sized core/
shell structures. The core materials include gas, liquid, and solid materials. The
microspheres’ shell is composed of biopolymers such as proteins, polysaccha-
rides, and biocompatible synthetic polymers. In this chapter, an overview of
various reports available in the literature on ultrasonic synthesis and characteri-
zation of polymer-shelled microspheres is provided. Specific focus is given to
how various experimental conditions could be used to fine-tune the physical and
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functional properties of polymeric nano- and microspheres. It has been shown
that their properties could be controlled by the power and frequency of ultra-
sound, the type of ultrasonic horn, and post-sonication technique. The importance
of thiol functional groups for enhancing the stability of shell is also highlighted.
The examples and discussion provided in this chapter indicate that ultrasound
technology is versatile, simple, and efficient for synthesizing stable polymeric
nano- and microspheres that have potential applications in biomedical and other
areas.

Keywords
Sonochemistry • Cavitation • Microspheres • Microcapsules • Core–shell struc-
ture • Biopolymers

Introduction

Polymer-based microspheres have been used for a wide range of applications
including biomedical, food, and cosmetics. Polymer-shelled microspheres are suit-
able for encapsulation of contrast agents, drugs, dyes, flavors, and fragrances
[1–4]. Different types of polymeric microspheres have been reported, including
hollow polymer microbubbles [5–7] and core–shell polymer microspheres [8] as
shown in Fig. 1.

Recently, ultrasonic technology has been applied for synthesizing biodegradable
and biocompatible microspheres. Ultrasound synthesis offers a fast and facile
pathway. In 1986, air-filled protein-shelled microbubbles were synthesized by
Feinstein et al. [9–11] and used as contrast agents in echo sonography. Since then,
intensive research has been conducted to develop a variety of biocompatible-shelled
microspheres using proteins such as bovine serum albumin (BSA) and human serum
albumin (HSA) [6, 7]. In 1990, liquid-filled microspheres were first made by Suslick
and coworkers [12, 13] using BSA [12], HSA [6], and hemoglobin (Hb) [7] to
encapsulate n-dodecane, n-hexane, and cyclohexane. These developments opened
up a novel research pathway to explore new types of microspheres with a variety of
functional shell and core materials. Recently, Cavalieri et al. reported on the syn-
thesis of air-filled lysozyme [14] and thiolated poly(methyl methacrylate), PMASH

[15] microbubbles. These systems can be used as contrast agents and drug and
nutrient delivery systems due to their unique biodegradable and biocompatible
properties. Zhou et al. [16] further investigated liquid-filled lysozyme and
polymer-shelled microspheres. The core liquid materials included tetradecane,
dodecane, sunflower oil, and perfluorohexane. Water-filled [17], oil-filled [16],
solid-filled [18], and surface-functionalized [19] polymeric microspheres were
developed using synthetic polymers for food and pharmaceutical applications.

The microspheres’ shell material could also be post functionalized for imaging
and drug delivery purposes. For example, air-filled lysozyme microbubbles were
prepared for the immobilization of gold nanoparticles and an enzyme, alkaline
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phosphatase. These core–shell materials could be used as antimicrobial and
biosensing devices [20]. A similar procedure was used for loading vitamin C for
intravenously administrating high concentrations of vitamin C [21]. Overall, ultra-
sonic technique allows a one-step and efficient production of polymer-shelled
microspheres to encapsulate a variety of compounds. The main focus of this chapter
is to provide an overview of recent developments in ultrasonic/sonochemical syn-
thesis of polymer-shelled nano- and microspheres and hybrid microspheres with
particular attention to the mechanism, synthesis, and characterization. Although it is
generally recognized that ultrasonic synthesis of colloidal systems generates parti-
cles with a wide size distribution, elegant and sophisticated ways to use ultrasonic
equipment ranging from 20 kHz to 1 MHz to synthesize, modify, and characterize
ultrasound-responsive micro-nanoparticles are discussed in this chapter.

Mechanism of Microsphere Formation

There are two key steps involved in the formation of air/oil-filled core–shell struc-
tures, which are ultrasound-induced emulsification and cavitation processes, as
proposed by Suslick and coworkers [6, 13]. Ultrasonic emulsification creates
micro-air bubbles or oil droplets dispersed in a protein solution to form protein
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Fig. 1 Polymeric core/shell microspheres (gas-filled, oil-filled, water-filled, solid-filled, or surface
functionalities) and their specific applications
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microspheres. However, merely emulsification is not sufficient. Emulsions generated
a same protein solution by vortexing failed to form stable polymeric microspheres.
Suslick [6] found that protein microspheres are formed because of specific chemical
reactions involving O2 and other phenomena associated with the sonication treat-
ment. Acoustic cavitation produced by ultrasonic irradiation in aqueous solution
generates H• and OH•, which can react further to produce H2O2 or HO2 (in the
presence of O2) [22–24]. OH and HO2 radicals are potential cross-linking agents.
Through examination of the effects of various chemical traps [13], it was found that
superoxide is responsible for microsphere formation. Superoxide is known to oxi-
dize free cysteine [25]. The mechanism of the sonochemical formation of stable
microspheres is due to the cross-linking of cysteine residues through disulphide
bond formation.

Based on the mechanism discussed above, stable biopolymeric microspheres
could be generated using those proteins bearing cysteine residues. For example,
BSA, HSA, and Hb can form stable microspheres (Fig. 2) by ultrasound through
chemical cross-linking of cysteine residues, whereas proteins, such as myoglobin,
with no cysteine residues could not form the stable microspheres.

Cavalieri et al. [14] reported a new way to use a protein that does not have any
free SH group to synthesize stable protein microspheres by ultrasound. Lysozyme,
for example, has no free SH group in the molecular structure. Lysozyme is a globular
protein containing 129 amino acids with four intramolecular disulfide bonds. When
experiments were carried out with native lysozyme, stable microspheres could not be
produced ultrasonically, possibly due to the absence of free thiol groups. It has been
shown [26] that active thiol groups cannot be generated by thermal denaturation
process. However, when a chemical reducing agent such as DL-Dithiothreitol (DTT)
is used, partial denaturation of the protein could be achieved resulting in the
formation of free thiol groups. Cavalieri et al. [14] used partial chemical denaturation
by DTT to achieve stable microbubble formation. In addition to partial denaturation,

Fig. 2 SEM images of air-filled BSA microbubbles
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DTT treatment also increased the hydrophobicity of the protein, which is another
important parameter for stable microbubble formation. The hydrophobic property
would lead to the formation of surface active protein aggregates that migrate to
air/liquid interface. Figure 3 shows a schematic representation of the events involved
in the formation of protein-shelled microspheres. Another important finding in this
study [14] was the establishment of a relationship between the extent of chemical
reduction and the degree of cross-linking. DTT concentration and denaturation time
significantly affected the stability, yield, and the size of microbubbles. The shorter
chemical denaturation time resulted in the formation of larger size microbubbles. It is
speculated that the degree of cross-linking is less under these experimental
conditions.

In order to identify the importance of –SH functional groups for the formation of
stable microspheres, Cavalieri et al. [15] used a synthetic polymer, poly(methacrylic
acid) (PMA). In this study, PMA was thiolated to different extents. Stable micro-
spheres could not be produced using pure PMA; however, using thiolated PMA
stable microspheres could be ultrasonically produced (Fig. 4).

Using PMA and cystamine via carbodiimide coupling and subsequent reductions
[27–30], PMA with 5–30 % -SH groups were produced. It was observed that
non-thiolated PMA or PMA containing < 5 mol% thiol content did not produce
stable microbubbles. It has been observed in this study that the amount of –SH
substitution affected the size of the microspheres as well as the thickness of the
polymer shell. Microbubbles made of PMASH30 possessed a thicker shell compared
to those prepared using PMASH10. In this study, Cavalieri et al. [15] have demon-
strated for the first time that synthetic polymers containing sulfhydryl groups or
disulfide bonds may be employed for the preparation of disulfide cross-linked shells.
The sulfhydryl groups may preexist within the polymer structure or they may be
introduced by a chemical reaction. However, a balance between the polymer hydro-
phobicity and the number of sulfhydryl moieties per chain was a crucial parameter
for the successful synthesis of stable microbubbles. This is because sealing a gas
phase into a microcavity by cross-linking a polymer at the air-water interface
requires fine control over the chemical and physical properties of both the polymer
and gas phase. Table 1 summarizes the possible mechanisms of the formation of
stable polymeric microspheres in various studies.

Denatured protein Sonication Crosslinking

Disulfide bonds

Air Air

- SH group

Fig. 3 Scheme of the formation of microspheres through cross-linking of disulfide bonds by
ultrasound method
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Table 1 Summary of mechanism of formation of microspheres

Shell
materials

Free
SH
group

S-S
bond

Type of cross-
linking

Core materials
Year/
author/refGas Liquid

Bovine
serum
albumin
(BSA),
human
serum
albumin
(HSA), and
bovine
hemoglobin
(Hb)

Yes Yes/
no

Free SH groups – n-dodecane,
n-decane,
n-hexane,
cyclohexane,
toluene

1990/
Suslick/
[12, 13]

Lysozyme, No Yes Breaking the S-S
bond into two free
SH groups

Air – 2008/
Cavalieri/
[14]

Poly
(methacrylic
acid)

No No Chemically
modified with free
SH groups

Air Perfluorohexane 2011/
Cavalieri/
[15]

Streptavidin
Chitosan
DNA

No No Hydrophobic
interaction,
hydrogen bond,
intermolecular
imine bond, van der
Waals, electrostatic
interactions

– Decalin,
soybean oil,
dodecane

2002,
2010,
2011/
Gedanken
/ [31–33]

Fig. 4 (a) Optical microscopy image of PMASH microbubbles and microcapsules synthesized by a
one-pot ultrasonic synthesis. The smaller spheres (b) are microcapsules (labeled with fluorescent
TRITC) and the larger spheres (c) are microbubbles (Reprinted with permission from Ref. [15])
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Apart from Suslick’s disulphide cross-linking mechanism, Avivi and Gedanken
[31] proposed other possible mechanisms of microspheres formation for those pro-
teins that do not contain –SH groups. For example, it was found that hydrophobic
interactions are responsible for the formation of poly(glutamic acid) and streptavidin
microspheres in the absence of cysteine. In non-SH-containing polymers, such as
chitosan, intermolecular imine cross-linking is found to be responsible for the
generation of stable microspheres. Recently, Gedanken proposed [34] that the
conversion of single-stranded DNA into microspheres is stabilized by electrostatic
interactions while the conversion of long double-stranded DNA (ds-DNA) is
prompted by a new covalent bond formation.

Gas- and Liquid-Filled Microspheres

Gas-filled microspheres (microbubbles) are used as contrast agents for ultrasound
imaging [35–37]. Microbubbles with diameters between 1 and 5 μm have optimal
acoustic responses in the MHz range. Microbubbles can change the acoustic imped-
ance of the blood flow dramatically improving the echo contrast with the surround-
ing tissues [38, 39]. In addition, microbubbles made of biocompatible biopolymers
could be used in drug and gene delivery applications [40]. In this respect,
multifunctional and targeted microbubbles are uniquely suited as theranostic agents
that allow molecular diagnosis, targeted drug delivery, and simultaneous monitoring
and treatment of diseases. Nevertheless, when injected, micrometer-sized bubbles
are constrained to the intravascular space because they are too large to exit the
vasculature. Consequently microbubbles can access only targeted sites located either
in the bloodstream or on the vascular endothelial surface. The development of
nanobubbles for tumor imaging and therapy is therefore an attractive not yet pursued
objective.

Liquid-filled microspheres are applied in biomedical fields and agriculture for the
delivery of drugs, dyes, pesticides, and magnetic materials. The properties of
microspheres generated could be controlled by selecting appropriate experimental
conditions. The details of sonication conditions for preparing air-filled and liquid-
filled microspheres with different shell materials are summarized in Tables 2 and 3. It
could be seen in Table 2 that a slight variation in solution temperature could
significantly affect the size of microsphere. In addition, acoustic power density,
sonication time, and the size of horn were found to affect the size of polymeric
microspheres.

Similar to air-filled microspheres, the size of oil-filled microspheres was also
influenced by acoustic power, sonication time, and other experimental parameters as
shown in Table 3. In most cases, a combination of protein denaturation, the extent of
cross-linking, and the strength of shear forces were found to be responsible for the
observed variations in size and size distribution of microspheres under the experi-
mental conditions used in these studies.
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Solid-Filled Hybrid Microspheres

Solid-filled microspheres can be synthesized using a similar one-step ultrasonic
procedure to encapsulate solid metals or metal oxides into polymer-shelled micro-
spheres. For example, chitosan–TiO2 hybrid microspheres [18] were generated by
high-intensity ultrasound for antibacterial and photocatalytic applications. The
experimental conditions were appropriately tuned to generate microspheres loaded
with TiO2 nanoparticles either in the shell or core. To encapsulate TiO2 nanoparticles
in the core, TiO2 nanoparticles were first dispersed in an organic liquid (tetradecane).
On the other hand, TiO2 nanoparticles are dispersed in chitosan solution to entrap
them in the shell as schematically shown in Fig. 5.

In this study, it has been shown that ultrasonic preparation technique is very
simple and versatile. This procedure could be used to synthesize a variety of metal or
metal oxide microspheres with hollow and porous structures for applications in
paints and catalysis.

Fig. 5 Possible mechanism for the formation of TiO2-loaded chitosan microspheres: (a)
tetradecane layered on TiO2 dispersed in aqueous chitosan solution, (b) TiO2 dispersed in
tetradecane layered on aqueous chitosan solution, (c) ultrasonically generated tetradecane droplets
coated with TiO2/chitosan, (d) ultrasonically generated TiO2-loaded tetradecane droplets coated
with chitosan, (e) TiO2 loaded on chitosan shell of the microspheres, and (f) TiO2 loaded in the core
of chitosan microspheres (Reprinted with permission from Ref. [18])
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Controlling the Properties of Polymeric Microspheres

The features of polymeric microspheres can be broken down into three categories: size,
shell, and core materials. Each of these categories can be experimentally controlled and
analyzed using different characterization techniques that are summarized in Fig. 6.

Size

The size and size distribution of polymeric microspheres can be controlled by
sonication power, length of sonication time [42], different types and diameters of
sonication horns [48], and post-sonication treatment [49]. Scanning electron micros-
copy (SEM) is used for the identification of the size changes in response to the
sonication conditions.

Our recent investigation has shown that ultrasonic power and length of sonication
could be used to control the size and size distributions of the microbubbles [42]. In
Fig. 7, experimental data observed on the size and size distribution at various
experimental conditions are shown. The corresponding SEM images are shown in
Fig. 8. With an increase in ultrasonic power and length of sonication, it was observed
that the size increases, the size distribution widens, and the size distribution changes

Fig. 6 Summary of characterization of polymeric microspheres
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from monodispersion to a bi-/polymodal dispersion. The possible reasons have been
discussed below.

As mentioned earlier, the sonochemical synthetic process for microbubbles
involves two ultrasound-induced phenomena: emulsification and cavitation. It is
expected that higher power generates stronger shear force creating small air bubble
(droplet) emulsion in the sonication solution and also generates higher amount of
HO2 radicals to promote efficient cross-linking between the protein aggregates
adsorbed at the interface of air and liquid solution, consequently, leading to the
formation of small size of microbubbles.

However, in a real system, the influence of these two experimental parameters on
the size and size distribution is more complex. As could be expected, efficient cross-
linking between proteins would require a certain amount of oxidizing radicals that
would lead to the formation of a stable shell. At very low power levels and short
sonication times, there may not have been enough radicals generated due to acoustic
cavitation. The results suggest that 10 s sonication time and 40 Wacoustic power are

Fig. 8 SEM images of lysozyme microbubbles sonicated at 160 W for 20 s (I), 30 s (II), and 50 s
(III) and powers of 80 W (a), 120 W (b), 160 W (c), 180 W (d), 200 W (e), and 240 W (f) for 30 s
(Adapted from Ref. [42])
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minimum requirements to produce stable microbubbles. Another aspect that is
noticed in Fig. 7 is the narrow size distribution at 40 W independent of the length
of sonication. It has been speculated that the physical forces generated are constant at
a given power level independent of the length of sonication. At higher power levels,
relatively monodisperse size distribution of microspheres is observed at short son-
ication times due to stronger shear forces. However, at long sonication times,
bimodal distribution observed is linked to possible coalescence between bubbles
[50–52] caused by strong shear forces and shockwaves generated during acoustic
cavitation.

The synthesis of monodisperse stable nanobubbles is challenging task as the
Laplace equation predicts that nanoscale bubbles have a very high inner gas pres-
sure, and gas inside the nanobubble would rapidly dissolve in ambient liquid. A
flow-through sonication technique was, for the first time, proposed by Zhou et al. for
synthesizing stable nanometer-sized polymeric bubbles exploiting the confinement
of acoustic cavitation processes.

Zhou et al. have shown that the size and size distribution of microspheres could
be controlled by the type of ultrasonic horn used [48]. They [48] prepared lysozyme
microspheres using 1 cm, 3 mm, and flow-through horns and discovered that the size
and size distribution of microspheres were significantly affected by the type of horn
used. As shown in Fig. 9, they found that 1 cm horn produced microspheres with a
wide size distribution and relatively larger size range followed by 3 mm horn that
produced smaller and narrow size distribution. Surprisingly, about 400 nm micro-
spheres with a very narrow size distribution were produced when a flow-through
horn was used. The observed results were discussed in terms of the active cavitation
zones. They showed that the flow-through horn produced a two-dimensional cavi-
tation zone leading to a relatively uniform physical force, which was responsible for
the observed trend (Fig. 10).

A post-sonication method [49] was developed to control the size distribution of
ultrasonically synthesized microbubbles. The size and shell properties of
microbubbles are the most important factors for their acoustic response. The selec-
tive breakage of certain size microbubbles at selected ultrasound frequency has been
used to modify the size distribution of microbubbles. The microbubbles with a
certain size range might be broken under selected ultrasonic experimental conditions
due to the acoustic force expanding the bubbles during the rarefaction cycles. The
resonance size of the cavitation bubbles decreases with an increase in ultrasound
frequency [53]. Polymer-shelled microbubbles may have a different resonance
frequency compared to those of free cavitation bubbles [54]. However, the general
size trend should be the same. Figure 11 shows that the size distribution of
microbubbles can be selectively modified by post-sonication at various frequencies
in the range 213–1056 kHz at 20 W for 20 s. For lysozyme microbubbles with an
initial broad size range of 1.0 to 8.0 μm, most of large microbubbles were broken
after sonication at all frequencies applied, and a relatively narrow size distribution of
microbubbles was obtained. For instance, after post-sonication at 213 kHz, the
average size of microbubbles was reduced to around 1.5 μm while for 647 and
1056 kHz to around 1.5–2.0 μm. Using post sonication technique, Smaller and
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narrower size distribution of microbubbles can be obtained at low frequencies. The
observed results were interpreted in terms of the physical forces generated by
cavitation bubbles. It was speculated that the shear forces generated at lower
frequencies are strong enough to break larger microbubbles. At very high frequen-
cies, the shear forces are relatively weaker, and hence many larger bubbles survived
the post-sonication process. The post-sonication not only changes the size distribu-
tion but also affects the population of microbubbles. The relative bubble population
that survived after the post-sonication increases with an increase in the frequency
(Fig. 11).

Shell

When controlling the properties of the shell of microspheres for a desired function,
we must consider the following factors: stability, surface morphology, and thickness.
Characteristics of microspheres are controlled by varying experimental conditions

Fig. 9 SEM images of lysozyme microbubbles synthesized using (a) a 1 cm standard horn
(160 W), (b) a 3 mm standard horn (120 W), and (c) a flow-through horn (240 W). Inset (c):
Broken nanobubbles. Size distribution of lysozyme bubbles (d): (1) a flow-through horn, (2) a 3 mm
standard horn, and (3) a 1 cm standard horn (Reprinted with permission from Ref. [48])
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Fig. 10 Photographs of horns and SCL images: (a) a1 and a2 are side and head-on views,
respectively, and a3 is a SCL image for a 1 cm horn; (b) b1 and b2 are side and head-on views,
respectively, and b3 is a SCL image for a 3 mm horn; (c) c1 and c2 are side and head-on views,
respectively, and c3 shows the (absence of) SCL image for a FT horn; (d) d1 is an enlarged bottom
(head-on) view, and d2 is a SCL image (head-on) for a FT horn (Reprinted with permission from
Ref. [48])

Fig. 11 Size distribution (%) of lysozyme microbubbles (MB) as a function of post-sonication
ultrasound frequencies at 213, 647, and 1056 kHz (Adapted from Ref. [49])
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and assessed using techniques such as sonoluminescence (SL), SEM, and zeta
potential measurements. A novel pulsed sonoluminescence technique [55] was
developed to determine the strength of microbubble shell. It is known [56] that the
initial growth of active cavitation bubbles takes a certain number of acoustic pulses.
This is due to the fact that the gas bubbles present in a liquid are well below the
resonance size and they grow by rectified diffusion over a number of acoustic cycles.
As can be seen in Fig. 12, it takes about 20 acoustic pulsed for SL to reach a steady
state in air-saturated water. When degassed water is used, no SL could be observed
even after hundreds of acoustic cycles due to the absence of gas nuclei. The approach
of the pulsed SL method is to use ultrasonically generated microbubbles as cavita-
tion bubble source. If a protein-shelled microbubble is sonicated, gas trapped inside
the microbubble could act as a source for cavitation bubbles provided the shell is
broken and the gas is released. Obviously, a stronger shell would need higher
acoustic pressure for breaking the shell and vice versa. Knowing the pressure
required to break the shell, the relative strengths of shells of microbubbles generated
under various experimental conditions could be determined using the pulsed SL
technique. It is shown in Fig. 12 that microbubbles need higher acoustic pressures to
break the shell. At 3.6 W, no SL could be observed whereas SL growth could be
observed at 10.8 W.

Thus using pulsed SL technique, the relative strengths of ultrasonically generated
microbubbles could be evaluated. In order to show that the bubbles are broken under
high-frequency ultrasonication, SEM images were recorded. These images were also
used to measure the shell thickness and surface morphology. Figure 13 shows SEM
images of pre- and post-sonicated microbubbles.

Fig. 12 Initial growth for lysozyme microbubbles at different acoustic power (Reprinted with
permission from Ref. [42])
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Morphology and Thickness of Microbubbles by Using SEM

The versatile applications of ultrasonically synthesized microspheres strongly
depend upon their morphological characteristics, for example, drug-loading capac-
ity, targeted delivery of the loaded drug, echogenic properties, etc.; microspheres
could be significantly improved by controlling their morphological properties.
Recent studies have shown that the morphology of polymeric microspheres could
be controlled by varying the ultrasonic experimental conditions. Figure 14 shows
that a rough surface morphology could be produced at low ultrasonic power and
smooth-surfaced microspheres could be formed at higher power levels. It has been
speculated that the strength of shear forces generated during acoustic cavitation
plays a major role in controlling the surface morphology. A strong shear force at
higher power levels leads to the generation of smoother surface and vice versa.

In addition to the acoustic power, the extent of cross-linking was also found to
influence the morphology of the shell of polymeric microspheres [15]. It can be seen
in Fig. 15 that the extent of thiolation in PMA and hence the extent of cross-linking
affect the morphology. It was speculated that a higher –SH content in PMA lead to
the formation of excess aggregation of polymeric nanoparticles on the surface
leading to the formation of a rougher surface.

A similar observation was made in another study [42] where the ultrasonic power
and length of sonication were found to influence the morphology of polymeric
microspheres. With an increase in sonication power and time, the amount of oxidizing
radicals increases. This would lead to an increase in the extent of cross-linking between
protein nanoaggregates on the shell leading to a rougher surface. It can be seen in
Fig. 16 that a rough surface morphology is obtained at higher power levels. It has also
been observed in this study that the shell thickness decreased with an increase in the
sonication power and sonication length. For instance, the thickness of microbubbles
was approximately 110 nm for samples sonicated at 120 W for 20s, while samples
sonicated at 240 W for 20 s–60 s resulted in microbubbles with 75 nm–20 nm thick-
ness. These results indicate that higher power and longer sonication time led to a thinner
shell. These results indicate that longer sonication time led to a thinner shell. The reason
for this observation may be due to the coalescence within the sonication system and the

Fig. 13 SEM images of microbubbles before sonication (a) and post-sonication (b)
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Fig. 14 Morphology of lysozyme microbubbles varied with sonication power and time (a) 40 W
50 s, (b) 80 W 20 s, (c) 120 W 30 s, and (d) 240 W 40 s (Reprinted with permission from Ref. [42])

Fig. 15 SEM images of microbubbles composed of (a) PMASH30 and (b) PMASH10, respectively
(Reprinted with permission from Ref. [15])
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cavitation shear forces removing the protein aggregates from the surface of the
microbubbles prior to cross-linking.

Characterization of the Core Materials

The ability of microspheres to release the oil core can be studied using fluorescence
spectroscopy and microscopy. In order to probe the hydrophobic liquids encapsu-
lated inside the microspheres, organic dyes could be used. For example, Nile red was
used as a model fluorescence dye to characterize tetradecane core lysozyme-shelled
microspheres [16]. Fluorescence optical microscopy and the confocal laser scanning
microscopy (CLSM) were used to identify the dye-loaded tetradecane core. Fig-
ures 17 and 18 show that the fluorescence color is distributed homogeneously across
the cross-section of Nile red/tetradecane-filled lysozyme microspheres, indicating
that the microsphere is filled with tetradecane.

While the encapsulation of the core could be readily confirmed by microscopic
images, the release of the core into a medium when required needs a bit more careful
study. Steady-state fluorescence spectroscopy was used for this purpose [16].
Figure 19 shows the fluorescence spectrum of Nile red in tetradecane, which has
two main emission bands centered around 532 and 573 nm. The ratio between these
two bands seems to be influenced by the hydrophobic environment around Nile red.
Figure 19b shows that the ratio increases with an increase in the hydrophobicity of
the solvent environment.

The ratio observed for Nile red in encapsulated tetradecane core is similar to that
observed when Nile red is simply dissolved in tetradecane confirming that
tetradecane is protected by the protein shell when dispersed in water or
tetradecane/water mixture. However, when the shell is broken (by high intensity
ultrasound) and tetradecane is released, Nile red is exposed to the aqueous

Fig. 16 SEM image of
broken microbubbles
sonicated at 120 W for 30 s
(Reprinted with permission
from Ref. [42])
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environment, and hence the ratio is increased as shown in Fig. 19b. These results
prove that the encapsulated core materials could be released when needed.

Functional Properties of Polymer-Shelled Microspheres

Polymer-shelled microspheres offer a platform for further surface functionalization
with biomolecules. The surface coating of positively or negatively charged micro-
spheres is obtained using a deposition of proteins or polysaccharides, Alternatively,
biomolecules can be coupled to the microspheres’ surface exploiting chemical
functionalities such as thiol, amine, or carboxyl groups. For instance, alkaline
phosphatase was coupled to the surface of lysozyme microbubbles to obtain a
floating biosensor for the detection of organophosphorus-based pesticides such as

Fig. 18 Confocal laser
scanning microscopic images
of Nile red/tetradecane-filled
lysozyme microspheres
(Reprinted with permission
from Ref. [16])

Fig. 17 Optical (left) and fluorescence (right) microscopy images of tetradecane-filled lysozyme
microspheres
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paraoxon [20]. Gold nanoparticles were immobilized on microbubbles (Fig. 20) by
exploiting the electrostatic interactions between serum albumin-stabilized gold
nanoparticles and lysozyme microbubbles. In this work an ultrasound-responsive
antimicrobial microdevice has been engineered for the first time by Cavalieri
et al. [20]. Lysozyme microbubbles’ antimicrobial activity is attributed to the strong
interaction between microbubbles and bacteria. Microbubbles’ surface hydropho-
bicity and cationic properties promote the interaction with the bacterial cell wall
compromising its integrity and functions.

Gold nanoparticles immobilized on lysozyme microbubbles significantly
improved the antimicrobial efficacy against M. lysodeikticus. Gold nanoparticles
play a role in accelerating bacterial cell wall breakdown by acting as binding sites for
bacteria and consequently increasing the interaction of M. lysodeikticus with the
surface of microbubbles. The addition of gold nanoparticles and alkaline phospha-
tase did not compromise the echogenicity of lysozyme microbubbles.

Cavalieri et al. investigated the [57] association of lysozyme-shelled
microbubbles (LSMB) and oil-filled lysozyme-shelled microcapsules (LSMC)
with human breast adenocarcinoma cells (SKBR3). These studies showed that the
positively charged LSMB and LSMC are not cytotoxic and can be readily internal-
ized and degraded by the SKBR3 cells. The cellular internalization kinetics of
LSMB and LSMC was evaluated using flow cytometry and confocal and scanning
electron microscopic analyses (Fig. 21). Interestingly, LSMBs and LSMCs showed a
different uptake kinetics and intracellular degradation pattern. Authors speculated
that the assembly and deposition of the protein at the air–liquid or oil–liquid
interfaces is different, resulting in a different biological behavior.
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Fig. 19 (a) Fluorescence spectrum of nile red in tetradecane and (b) the intensity ratios of peak at
532 nm (I1) and peak at 573 nm (I2): � nile red in tetradecane mixed with 0, 50,

75, and 100 v/v% water. – unbroken nile red/tetradecane-filled lysozyme micro-

spheres in tetradecane and water mixtures v/v % 50:50, 25:75 and 0:100. – broken

nile red/tetradecane-filled lysozyme microspheres in tetradecane and water mixtures v/v% 50:50
and 25:75 (Reprinted with permission from Ref. [16])
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Fig. 20 (a, b) TEM image shows the presence of Au nanoparticles on lysozyme microbubbles
surface; (c, d) SEM image confirms the presence of Au nanoparticles on the rough surface of
microbubbles; (e) AFM image of lysozyme microbubbles decorated with Au nanoparticles
(Reprinted with permission from Ref. [20])
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Conclusions and Future Perspectives

A review of the work carried out by many researchers in the last decades to optimize
the experimental parameters and fine tune the structural features of polymer-shelled
microspheres and microcapsules is presented. A cross-linked polymer shell allows to
control the mechanical properties of the microspheres and liquid-filled microcap-
sules providing a greatly increased stability and a higher loading capacity. The
mechanisms involved in the formation of microbubbles and microcapsules
highlighted the importance of the presence of thiol moieties on the polymer back-
bone for the ultrasonic synthesis of stable microspheres. Finally, innovative appli-
cations of polymer-shelled microspheres in different areas have been also
highlighted. Although considerable advances have been made in the areas of syn-
thesis and characterization of polymer-shelled microsphere, there are still significant
issues that remain a challenge. For instance, in enhancing the versatility, the ultra-
sonic technique should be trialed using a variety of macromolecules with suitable
amphiphilic properties and biocompatibility to generate multifunctional delivery
vehicles.
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Abstract
Ultrasound has been safely utilized in the medical field for a long time, and its
application range is still growing widely nowadays.

Analyses of interactions between ultrasound and aqueous solution were stud-
ied for a long time. Free radical formation, an important chemical effect of
ultrasound, which causes a major impact on bioeffects was discovered more
than 30 years ago. However, the bioeffects caused by ultrasound cannot be
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attributed only to free radical formation. They are interactions between the living
body and a wide variety of very complex effects caused by ultrasound. Thus, one
would have to say that mechanism underlying the ultrasound bioeffects is a long
way from full clarification. However, analyzing how the living body could
respond to ultrasound at a biomolecular level has become possible. Obtained
results out of such analyses have advanced therapeutic ultrasound through its
development, improvement, and assurance of safety. Thus, ultrasound in the
medical field will be more and more dispensable from this time forward.

In this chapter, first we take a look at physical and chemical effects of
ultrasound, which may provide some influence to the ultrasound bioeffects.
Then, we move to ultrasound bioeffects and responses of cells and living tissues
to ultrasound, particularly we review them at a biomolecular level. Later on, we
discuss the therapeutic applications of ultrasound, including HIFU and LIPUS,
which have already been applied clinically for cancer therapy and bone fracture
healing, respectively. In addition to those, we also describe the latest research
findings such as ultrasound-mediated gene therapy and drug delivery systems.

Keywords
Reactive oxygen species • Signal transduction • Gene expression profile change •
Thermal ablation • Membrane permeability change

Introduction

The irradiation induced by ultrasound generates various effects. In particular, chem-
ical effects may have strong bioeffects. The chemical effects of ultrasound using
aqueous solutions are mainly caused by the impact of acoustic cavitation. Cavitation
represents a complex phenomenon associated with the formation of small gas
bubbles, which grow and eventually collapse in the medium. The very high temper-
ature and pressure generated in connection with gas bubble collapse cause the
pyrolysis of water molecules into hydroxyl (*OH) radicals and hydrogen
(H) atoms. It should be stressed that investigations to understand the chemical effects
of ultrasound in aqueous solutions are very important in terms of safety with respect
to the use of ultrasound in addition to optimizing the therapeutic effects of ultrasound
treatments. With knowledge of sonochemistry, the adverse events of ultrasound as a
tool for diagnosis and therapy can be anticipated and minimized. In this chapter, we
discuss the bioeffects of ultrasound associated with cell membrane and DNA
damage in addition to gene expression profile changes and cell death resulting
from chemical as well as other effects, including mechanical impacts.

Recently, analyses of the bioeffects of ultrasound at the molecular level have been
widely conducted, and the obtained results have been used to advance clinical
applications. Ultrasound has long been used as an imaging tool for diagnosis in
medicine. Subsequently, taking advantage of the thermal and mechanical effects of
ultrasound, high-intensity focused ultrasound (HIFU) cancer therapy and extracor-
poreal shock wave lithotripter therapy (ESWLT) were developed. These modalities
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involve medical instruments that exert therapeutic effects by directly and violently
acting on cells and/or tissues. The concept underlying the therapeutic use of ultra-
sound, in which energy is imparted to a target, has been advanced to the molecular
level. For example, in terms of erectile dysfunction (ED), therapy with shock wave
and bone fracture treatments with low-intensity pulsed ultrasound (LIPUS) provide
feedback regarding the therapeutic effects and corresponding molecular mechanisms
to advance the methodologies of these therapies. Meanwhile, other types of therapy
applying ultrasound in which a bioactive substance is activated via sonication in a
target area within a living body, including sonodynamic therapy and ultrasound-
mediated gene therapy, facilitate drug activation and gene introduction (Fig. 1).
Although many of these therapies remain under research, they are also being widely
developed. Ultrasound is capable of noninvasively penetrating deep in the body and
conferring energy to these locations. In addition, since ultrasound can be focused in
small areas, it has the advantage of precisely providing the desired quantity of energy
to small target areas within the body. Therefore, ultrasound is expected to be
continuously and widely used in medicine.

In this chapter, the physical and chemical effects generated by ultrasound are
reviewed, followed by the effects of ultrasound on cells and living tissues and finally
recent advances in the therapeutic applications of ultrasound.

Bioeffects of Ultrasound

Bioeffects of Ultrasound
The biophysical modes of ultrasound can be divided into thermal- and nonthermal
effects. Nonthermal effects are subsequently divided into cavitational and
non-cavitational effects. All of these effects are dependent on the intensity of
ultrasound. Cavitational effects are responsible for most of these consequences and

Fig. 1 Summary of medical applications of ultrasound
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can be seen only above a certain intensity of ultrasound treatment. There is a
threshold depending on the frequency, exposure time, medium composition, and
so on. The intensity of ultrasound (I) is expressed by the following equation:

I ¼ P2=ρc

where P is acoustic pressure (Pa), ρ is medium density (kg/m3), c is the speed of
sound (m/s), and ρc is the natural acoustic impedance (kg/m2/s). The I in the SI unit
is expressed in kg/m2/s. The effects of ultrasound tend to be reflected at the interface;
therefore, the equation reflects the intensity between two different tissues in the
living body and provides a base for ultrasonography.

Ultrasound involves compression waves that, when traveling through biological
tissues, shake and displace the molecules in the tissue. In addition, the adsorption of
sound waves results in heat generation. The temperature rise per unit time is propor-
tional to the ultrasound intensity times the adsorption coefficient. When applying
focused ultrasound for diagnosis, heat is mainly generated at the focal point and
subsequently diffuses due to the impact of thermal conduction and blood circulation.

The chemical effects of ultrasound in aqueous solutions are mostly attributed to
the consequences of acoustic cavitation, which involves the formation, growth, and
collapse of small gas bubbles. When such bubbles collapse, the generated high
temperature and pressure result in the pyrolysis of water molecules, thus forming
two free radical species of *OH radicals and H atoms. Sonochemical reactions
progress at three different sites in cavitation bubbles. The first includes a reaction
similar to that of combustive chemistry progressing at sites with high temperatures
within collapsing gas bubbles. The second reaction is ongoing at the interface
between the gaseous phase and aqueous phase. The third reaction progresses under
usual temperatures in the aqueous solution around the gas bubble. In the last
reaction, free radicals derived from inside the bubble react with solutes, including
organic material in the aqueous solution, thereby producing substances such as those
observed in aqueous radiation chemistry. It is reported that the physical impact of
ultrasound resulting from the oscillation of cavitation bubbles is essential for the
occurrence of the observed bioeffects. In addition, sonoporation occurring due to
microjets generated when cavitation bubbles collapse is an important phenomenon
for introducing macromolecules, including DNA, into cells.

The number of generated cavitation bubbles depends on the frequency and
intensity of the applied ultrasound. The higher the ultrasound frequency, the smaller
the size of formed cavitation bubbles. Ultrasound applied at higher frequencies is
required for cavitation to occur. In cases treated with pulse ultrasound, the effects of
rectified diffusion may make it difficult for cavitation bubbles to grow, as the
duration is insufficient. Therefore, higher intensities are necessary for the generation
of cavitation bubbles when using pulse ultrasound versus continuous ultrasound.
Ultrasound with a frequency of 3–10 MHz is commonly used for the purpose of
medical diagnosis at an intensity of 100 mW/cm2. Under these conditions for
ultrasound irradiation, cavitation bubbles should not form in vivo. Therefore, no
ultrasound chemical effects are observed with diagnostic ultrasound irradiation.
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In addition to the thermal and cavitation effects of ultrasound, there are the effects
of radiation pressure, radiation force, radiation torque, and acoustic streaming. The
contribution of these parameters to the biological effects of treatment depends on the
experimental setup and usually requires special arrangements. Hence, there have
been no previous studies explaining these effects comprehensively.

Free Radical Generation by Ultrasound
The very high temperature induced by cavitation bubble collapse facilitates the
pyrolysis of water, resulting in the formation of *OH radicals and H atoms. This
phenomenon can be confirmed according to the spin-trapping method with electron
spin resonance (ESR). The ESR spin-trapping method using 5,5-dimethyl-1-
pyrroline-N-oxide (DMPO) and alpha-4-pyridyl-1-oxide-N-tert-butylnitrone
(POBN) as spin trap agents is a very strong tool for detecting free radicals [1]. For
instance, by dissolving a rare gas with different thermal conductivity, it is possible to
assess temperature-dependent processes in detail, such as the start of redox reactions
attributable to *OH radicals and the generation of H atoms by ultrasound, in addition
to pressure-dependent processes causing macromolecule dissociation or cell lysis.

The H atoms generated via ultrasound irradiation to aqueous solutions react
immediately with oxygen molecules to form *H2O radicals, even without the
presence of oxygen molecules, thus producing superoxide (*O2

�). We previously
showed that ultrasound irradiation applied to an ubiquinone solution saturated with
Ar facilitated ubiquinol generation and that the reducing reaction was inhibited by an
enzyme of superoxide dismutase [2]. It has also been reported that, under similar
circumstances without oxygen molecules, the cytochrome C present in an
Ar-saturated solution is reduced by *O2

� following ultrasound irradiation. These
results indicate that *O2

� is formed after the application of ultrasound irradiation to
solutions without oxygen molecules, as indicated in the following formula:

�OHþ �OH ¼> Oþ H2O, 2O ¼> O2
�Hþ O2 ¼> �H2O ¼> �O2

� þ Hþ

Artificial microbubbles of echo contrast agents used for ultrasonography enhance-
ment significantly modify cavitational effects. Accordingly, the chemical effects of
ultrasound are also modified. For instance, the echo contrast agents of Levovist
(galactose crystal containing 0.1 % palmitic acid), PVC-AN (polyvinylidene
chloride-acrylonitrile copolymer), and Albunex (albumin-coated small particles) at
concentrations similar to those used to enhance ultrasonography decrease the thresh-
old intensity required to generate hydrogen peroxide (H2O2) in air-saturated solu-
tions. Meanwhile, it has been found that some contrast agents work as scavengers for
*OH radicals and H atoms, suppressing the formation of H2O2 in an Ar-saturated
solution following ultrasound treatment. Therefore, it should be taken into consid-
eration that hazardous reaction products may be produced, even in the living body,
when evaluating the effects of ultrasound as a modality applied in the clinical setting.

The sonolysis of sodium acetate, sodium propionate, amino acids, and sugars in
Ar-saturated solutions has been investigated using the spin-trapping method over a
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large range of concentrations. 3,5-dibromo-2,6-dideutero-4-nitrosobenzene sulfo-
nate is used to detect potentially generated new radicals in the high-temperature
zones surrounding the collapsing cavitation bubbles. At lower concentrations of
these solutes, no evidence for specific new radicals has been found, and only radicals
formed by *OH radical and H atom are detected. The radicals produced by UV
photolysis in the presence of H2O2 are detected to identify the radicals present in
Ar-saturated solutions by comparison. At higher concentrations of these solutes, new
radicals, such as methyl radicals, are formed as a result of the high temperature
generated by cavitation in some solutions. These findings indicate that the radicals
generated by pyrolysis may be detected when nonvolatile solutes are present at high
concentrations in the interfacial regions of cavitation bubbles.

The formation of pyrolysis radicals in sonicated Ar-saturated DNA solutions
has also been examined. At lower nucleotide concentrations (0.05 mM or less),
radicals detected with spin trapping are the products of reactions with H atoms and
*OH radicals, mostly additional reactions to the 5,6 double bond of the base
moiety. At a high concentration (1.0 mol dm�3), pyrolysis radicals, mainly methyl
radicals, for thymidine 50-monophosphate, 20-deoxy-uridine 50-monophosphate,
cytidine 50-monophosphate, and uridine 50-monophosphate are detected. These
findings indicate that pyrolysis radicals can be formed due to high temperatures
associated with cavitation when these nucleotides are present [3].

Ultrasound-Mediated Membrane Injury and Macromolecule
Introduction into Living Cells
Ultrasound apparatuses with frequencies of 20–50 kHz have long been used for cell
disruption in laboratories assessing cell biology and biochemistry. Therefore, ultra-
sound apparatuses are recognized by many researchers as tools for cell disruption.

Injury to the cell membrane is a frequent event, even under usual circumstances.
The addition of mechanical stress to cells or living body tissues commonly results in
membrane disruption, and the cells survive by repairing a certain level of such injury
via various Ca2+-dependent and Ca2+-independent mechanisms [4]. Feccheimer and
colleagues studied the effects of introducing macromolecules into cells, taking
advantage of membrane damage repair mechanisms after sonication. They applied
20 kHz ultrasound irradiation to living amoebae of the cellular slime mold
Dictyostelium discoideum at an intensity at which approximately 40 % of the cells
survived and found that 10 % of the surviving cells were loaded with 40 kDa dextran
labeled with fluorescent substances derived from the medium [5]. The authors
successfully applied this technique for the transfection of mammalian cells, conse-
quently sonicating adherent cells and floating cells in medium containing DNA
[6]. Therefore, ultrasound can be used for transfection. Although the underlying
mechanism has not been completely elucidated, gene transfer is considered to take
place due to the mechanical effects generated when cavitation bubbles collapse as a
result of ultrasound, presumably including microjets. Small pores may be formed on
the cell membrane induced by microjets. If the pore is small enough, it is quickly
repaired. At the time of pore formation and repair, macromolecules, including DNA,
may be contained in the cell if such molecules exist in the vicinity. The streaming
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force generated by the microjet might press the molecules into the cell through the
pores (Fig. 2). This phenomenon is sometimes referred to as sonoporation, which
may be analogous to electroporation. The macromolecule delivery facilitated by
acoustic cavitation has become an active area of research as a non-viral gene transfer
method aimed at gene therapy application. Further advancements in transfection
efficiency achieved by increasing the dose of ultrasound irradiation exceeding a
certain intensity may result in complete cell membrane disruption beyond restora-
tion, leading to the disintegration of the cells. Therefore, the degree of cell viability
should be taken into consideration when using this ultrasound-mediated transfection
method.

Cell death induced by ultrasound is dependent upon the extent of injury and repair
of the cell membrane. Figure 3 indicates the relationship among cell death, mem-
brane damage, and membrane repair.

DNA Damage Caused by Ultrasound
For mammalian cells, just one double-strand break (DSB) of DNA may be lethal if
not repaired. Therefore, DSB is one of the most severe forms of damage to life. It
has long been known that ultrasound irradiation is capable of inducing DSBs if the

Fig. 2 A schematic illustration of a possible mechanism of ultrasound-mediated transfection.
Microjet or microstreaming generated by cavitation may form transient pores on the plasma
membrane through which plasmid DNA molecules put into cytoplasm or protruded into the nuclei
of a cell. Completion of pore resealing after that results in transfection
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DNA is irradiated in solution, but not in the nuclei of a cell. This idea was
established based on data obtained using a classical assay method called the neutral
elution assay. However, this method is not completely reliable, as it can detect DSB
only after cells are irradiated with approximately 100 Gy of ionizing radiation. We
therefore applied a recently developed method to detect DSBs in cells induced by
ultrasound. The aim of this method is to detect γH2AX foci with a corresponding
antibody formed when DSBs occur. γH2AX foci are readily detected after sonica-
tion with 1 MHz ultrasound in cell lines derived from leukemia. This result was
confirmed with a neutral comet assay that can detect DSBs when cells are irradi-
ated with ionizing radiation at more than 2 Gy [7]. The DSBs induced by ionizing
radiation are formed directly by the ionization of DNAwith radiation or indirectly
by the interaction of DNA with free radical species generated in the vicinity by
radiation. The generation of DSBs in the cells induced by ultrasound irradiation is
suggested to be involved in the process of cavitation, since they are not induced
when N2O, a triatomic gas, is saturated in the medium to suppress cavitation.
Although the mechanical and chemical effects were found to be associated in this
study, the addition of free radical scavengers, such as dimethyl sulfoxide (DMSO)
or N-acetyl-L-cysteine (NAC), hardly affected the formation of γH2AX foci,
indicating that ultrasound-induced DSB is not provoked by free radicals, unlike
the effect that occurs with single-strand breaks [7]. Although the detailed mecha-
nisms of DSB induction as a result of ultrasound have not been completely

Fig. 3 Summary of membrane injury induced by ultrasound irradiation and their possible out-
comes. This shows relations between membrane damages induced by ultrasound and mode of cell
death subsequently caused. The membrane repair mechanism plays a critical role in a life-or-death
decision
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elucidated, the mechanical effects caused by cavitation, including shear stress and
high pressure, are expected to be involved.

Apoptosis Induced by Ultrasound
Apoptosis is a form of cell death controlled by genes. The process of cell death is
regulated by programmed sequences of the gene expression, and fragments of the
cells are finally phagocytosed by surrounding cells, thereby not releasing harmful
substances into the environment. Apoptosis is a process of homeostasis, maintaining
healthy individual cells and removing old, unnecessary, and damaged cells without
changing the environment. Although it is widely known that stimulation, including
ionizing that by radiation, chemicals, and hyperthermia, induces apoptosis, the
induction of apoptosis by mechanical stimulation has scarcely been evaluated.
Ultrasound-induced apoptosis was first reported by Ashushu and colleagues. They
observed apoptosis in cells derived from leukemia exposed to focused 750 KHz
frequency ultrasound at spatial-peak temporal-average intensities of 103.7 and
54.6 W/cm2 [8]. Following this first observation, many reports on ultrasound-
induced apoptosis assessed using different acoustic parameters have emerged. In
one of these studies, for example, ultrasound was used at a frequency of 1.8 MHz
and 0.22 W/cm2 [9].

We performed analyses to identify the mechanisms underlying ultrasound-
induced apoptosis using U937 cells, a cell line derived from human lymphoma.
Using flow cytometry, apoptosis-related endpoints were examined 6 h after U937
cells were sonicated with 1 MHz ultrasound of continuous waves at an intensity of
4.9 W/cm2. A fraction of cells with low mitochondrial membrane potential were
observed after sonication. Additionally, significant *O2

� and peroxide formation,
increased caspase-3 activity, and DNA fragmentation were detected. Furthermore,
as the incubation time increased, the rates of early apoptosis and secondary
necrosis increased. In the results obtained 6 h after sonication, the ratio of early
apoptosis reached the maximum when the cells were sonicated for 2 min and
gradually decreased as the duration of sonication increased. On the other hand,
secondary necrosis increased as the duration of sonication increased. When the
effects of the dissolved gases Ar, N2, O2, air, N2O, and CO2 on free radical
formation due to inertial cavitation were investigated with ESR spin trapping, H
atoms and *OH radicals were detected in solutions saturated with Ar, N2, O2 and
air, but not N2O and CO2. The apoptosis induced by ultrasound was found to be
dependent on the dissolved gases in the approximate order of Ar = N2 = O2 = air
>> N2O = CO2. These discoveries suggest that the ultrasound-mediated mito-
chondria-caspase pathway of apoptosis is involved in cavitation. However, the
amount of generated free radicals was not affected by either early apoptosis or
secondary necrosis. In addition, when ultrasound was irradiated to cells in the
presence of Levovist, an echo contrast agent, at a dose of 20 mg/ml or more, the
treatment synergistically enhanced secondary necrosis while being additive to
early apoptosis. This result suggests that the agent worked to promote the forma-
tion of cavitation nuclei and enhance secondary necrosis due to the resulting
increase in membrane damage.
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The involvement of intracellular calcium ions ([Ca2+]i) in addition to reactive
oxygen species (ROS), in the induction of apoptosis by ultrasound, has also been
investigated. In one study, [Ca2+]i was detected using digital imaging in addition to
assessments of other apoptosis-related endpoints, including early apoptosis, second-
ary necrosis, loss of mitochondrial membrane potential, *O2

� formation, caspase-3
activation, and DNA fragmentation. We also investigated the effects of BAPTA-AM
(a [Ca2+]i chelator), NAC (an antioxidant), verapamil (a calcium channel blocker), a
buffer solution without [Ca2+]i, and Levovist. The results indicated (1) the
mitochondria-caspase pathway and [Ca2+]i-dependent pathway may be involved,
as BAPTA-AM treatment partially inhibited DNA fragmentation, mitochondria
membrane potential loss, and caspase-3 activation; (2) ROS generated secondarily
from mitochondria rather than directly via ultrasound irradiation are involved, as
NAC treatment after sonication effectively suppressed apoptosis; (3) the increase in
[Ca2+]i may be derived from nonspecific influx, as the increase in [Ca2+]i was not
observed when a buffer solution without [Ca2+]i was used [10] (Fig. 4).

Gene Expression Profile Changes Assessed Using Ultrasound
In 2004, the nucleotide sequence of human genomic DNA was read completely,
which provided the basis of current bioinformatics, including DNA microarray
analyses. DNA microarray is a very strong technique that can identify the gene
expression profile of a whole genome. Moreover, microarray technologies
coupled with bioinformatic tools have been used to obtain information regarding

Fig. 4 Ultrasound bioeffects caused by a variety of microbubble actions and causing phenomena as
results
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genome-wide expression profiles, relevant biological functions, and gene networks
according to gene expression data. We have continued analyses of the gene expres-
sion changes noted in cells in response to ultrasound stimulation.

The first trial to analyze gene expression changes in response to ultrasound
stimulation was conducted among U937 cells of human lymphoma. The cells were
sonicated with 1 MHz ultrasound in the presence of Ar or N2O dissolved in medium,
and gene expression changes were analyzed using a microarray.

Of the 9,182 genes whose probes were mounted on an array slide, only a
decrease in the keratin gene expression was detected in the U937 cells sonicated
in N2O-containing medium without inertial cavitation. On the other hand,
increases in five genes and decreases in two genes were detected in cells sonicated
in Ar-containing medium with cavitation. Six of the seven genes were confirmed
to be significantly increased using the RT-PCR method. The most upregulated
gene was the heme oxygenase 1 (HO1) gene, showing a 6.6-fold expression and
4.0-fold expression after sonication using a microarray and RT-PCR, respectively.
It is known that the HO1 gene expression is upregulated under oxidative stress
conditions and demonstrates defensive functions in cells. These results indicate
that inertial cavitation may affect the gene expression profile by modifying the
expression of genes by changing their expressions in response to oxidative
stress [11].

The gene expression profile changes in the Molt-4 cells of human leukemia were
then investigated after nonthermal LIPUS treatment at a dose of 0.3 W/cm2. The
LIPUS treatment induced minimal cell lysis and approximately 24 % of apoptosis. In
an analysis using a GeneChip type of microarray, genes encoding BCL2-associated
athanogene 3, DnaJ homolog subfamily B member 1, heat shock 70 kDa protein 1B,
and heat shock 70 kDa protein 6 showed increased expression levels, whereas those
encoding isopentenyl-diphosphate delta isomerase and 3-hydroxy-3-methylglutaryl-
coenzyme A synthase 1 showed decreased expression levels 3 h after LIPUS
treatment. The expression levels of these six genes were further confirmed using a
real-time PCR analysis. These two studies employing human leukemia cells are
pioneering works on the application of microarray technologies to the field of
medical ultrasound. Therefore, the changes in the gene expression profiles in
response to LIPUS causing apoptosis were shown successfully. These findings
provide the basis for achieving further clarification of the molecular mechanisms
underlying the observed bioeffects of LIPUS [12].

In another study, Sonazoid was employed to determine how it modifies the
bioeffects of ultrasound at concentrations similar to those used for clinical purposes.
Sonazoid is a new echo contrast agent that is chemically stable and ultrasound
resistant. The changes in the expression levels of genes responsive to ultrasound
were evaluated by taking advantage of microarray technology and computational
gene expression analysis tools. It was found that this combination enhanced cell
killing, the mitochondrial pathway of apoptosis induction, and DNA damage.
Furthermore, the addition of Sonazoid enhanced the expression of genes related to
apoptosis and genes responsive to ultrasound. In the absence of ultrasound
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treatment, Sonazoid alone had almost no effect on the cells or gene expression.
Therefore, Sonazoid may be useful in the setting of cancer therapy when used in
combination with ultrasound [13].

Application of Ultrasound for Therapy

Application of Ultrasound for Therapy
Ultrasound has long been used for application as a diagnostic modality in the clinical
setting. Recently, it has been variously utilized as a therapeutic modality. For
example, ultrasonic surgical devices and ultrasonic scalpels have been used in
surgeries of digestive and cardiovascular organs, utilizing vibratory motion, a
mechanical effect of ultrasound with a frequency of 20–40 kHz. Such devices are
used for dissection and ablation and can be controlled with weak power in addition
to stanching bleeding while being used for the purposes of dissecting and ablating.
Therefore, this technique is very accurate and safe. In the field of ophthalmology, the
crystal lens ultrasonic aspiration technique for treating cataracts has been widely
used. This technique is performed with ultrasound of relatively low acoustic output.
Ultrasound with a similar energy output has many clinical applications, such as tartar
dental calculus scaling, liposuction, and thrombolysis. Moreover, low-intensity
ultrasound is used in elastography for the purpose of diagnosis.

Ultrasound has also been employed as a heating device for treating hyperthermia,
as applied for cancer therapy and physiotherapy. In addition, the application of
intense focused ultrasound has been approved for extracorporeal lithotripsy and
tissue ablation. Recently, LIPUS has been widely applied for bone fracture treatment
in the field of orthopedics to accelerate bone regeneration and healing.

In the following sections, we discuss therapeutic modalities using ultrasound,
both those routinely used in clinical practice, as mentioned above, and those still in
the laboratory stage.

Focused Ultrasound Applications for Therapy
HIFU therapy is a type of thermal ablation therapy that removes diseased or
damaged tissues scorched with heat of more than 90 �C generated by focusing the
energy of high-intensity ultrasound. Although it requires very accurate control of
ultrasound irradiation aided with a computer in addition to constant monitoring by a
clinician, this method has little side effects on surrounding tissues, as the temperature
drastically drops to approximately 50 �C in an area 5 mm apart from the focus.
Moreover, it causes few complications and can be applied in a repetitive manner.
This technique can be applied for therapy in elderly people and patients with
recurrence after radiation therapy, as it carries only a small burden. The therapeutic
HIFU system is usually composed of a probe involving a single- or multi-transducer
system and a bag containing degassed water called a bolus in addition to a computer
system that controls the ultrasound irradiation and focus localization. A magnetic
resonance imaging (MRI) system installed in a parallel fashion to the HIFU system is
commonly used for monitoring by the clinician. HIFU is a therapy utilizing the
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thermal effects of ultrasound, the intensity of which surpasses the threshold required
to generate cavitation. Cavitation reinforces target tissue breakdown but prevents
sound wave transmission. Therefore, cavitation may be an obstacle to therapy and
should thus be avoided. While HIFU was originally applied to treat benign diseases,
such as uterine myoma and prostatic hyperplasia, the range of applications has
widened to many kinds of malignant diseases, including prostate cancer, breast
cancer, liver cancer, renal cancer, and pancreatic cancer.

Bone Fracture Therapy with LIPUS
Recently, LIPUS bone fracture therapy at a specific frequency, pulse width, pulse
length, and intensity has been developed. It has been reported that this therapy
facilitates a cure by significantly shortening the treatment duration up to 40 %.
However, the target and sonication conditions must remain constant (in vitro or
in vivo, methods of sonication, with or without standing wave, species of model
animals, etc.). In addition, truly important factors mostly remain unknown. There-
fore, making comparisons among experiments is difficult and standardization is an
urgent necessity. Applying sonication for cells or animals with 1.5 MHz ultrasound
at 30 mW/cm2, 20 % duty factor (20 % pulse repetition frequency, thus 200 ms of
pulse duration) for 20 m daily is a condition that may be appropriate from the aspect
of the therapeutic effect and is frequently employed [14].

The biological phenomenamainly observed during ultrasound bone fracture therapy
include cell proliferation and differentiation. However, small changes in the microen-
vironment of bone cells and tissues caused by the thermal and mechanical effects of
ultrasound may also contribute to facilitating bone fracture healing [15]. Fracture
healing involves a very complex process and involves four major events: (1) inflam-
mation, (2) soft callus formation, (3) bone formation, and (4) bone remodeling
[16]. LIPUS is considered to affect all of these phases to facilitate bone formation.
Indeed, LIPUS has a positive effect to some extent in all phases. For instance, LIPUS
mitigates the soft tissue phase in phases 1 and 2 and accelerates bone formation in
phase 3. Moreover, it has been shown that LIPUS affects the biochemical properties of
reformed bone tissues in phase 4. As mentioned above, it has been pointed out that, in
the process of bone fracture healing, LIPUS affects the migration, proliferation, and
differentiation of different types of cells, in addition to many other processes of bone
reformation, including extracellular matrix generation and repair.

The use of in vitro cell culture systems remains of central importance for research
at the cellular and molecular levels. In terms of bone fracture healing, many different
effects of ultrasound may be involved. When sonicating cells with an ultrasound
apparatus, the temperature of the interface between the transducer and cell culture
dish may be raised to a few tenths of a degree to a few degrees. This temperature
increase is sufficient to activate enzymes, including metalloproteinase, that could be
involved in bone reformation [17]. The nonthermal effects of ultrasound may
provide cells with strain and tense, in addition to the effects of liquid streaming
arising from ultrasound irradiation. These effects are very important since their
energy can be conveyed through a mechanosensing element into the cell, resulting
in up- and downregulation of the gene expression. Once mechanical stimulation
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generated by ultrasound irradiation is received by the mechanotransduction system
of a cell, it is converted into chemical signals, thus activating the signal transduction
pathway, which in turn induces gene expression profile changes in the cell. This
causes phenotypic changes in the cell (or living body) for adaptation to the stimuli.
Mechanoreceptors residing on the cell surface receive mechanical energy, which
then activates molecules on the membrane and reorganizes the cytoskeleton net-
work. These processes then increase [Ca2+]i and activate a number of signal trans-
duction pathways mediated via integrin-mediated focal adhesion with integrin
molecules as the nucleus. It has been reported that LIPUS modifies the integrin
activity [18] and contributes to the activation of molecules in the phosphatidy-
linositol 3-OH kinase/AKT pathway [19] downstream of integrin. Moreover,
LIPUS facilitates the phosphorylation of ERK 1/2 of MAPK, which is further
downstream. Activation of this pathway leads to the upregulation of genes, including
MCP1, MIP1, and RANKL [18]. There are studies reporting that LIPUS has effects
on healing bone fractures as mediated by the extracellular matrix.

In the inflammation phase, which begins immediately after bone fracture, LIPUS
increases the proliferation of fibroblast cells [20] and facilitates the recruitment of
osteoprogenitors and osteogenic precursor cells [21]. Moreover, LIPUS treatment
induces osteoblastic cells of mouse or human origin to secrete IL-8 [20] and human
osteoblastic cells and periphery monocytes to produce VEGF [20, 22], both of which
are involved in angiogenesis. Likewise, LIPUS facilitates human osteoblastic cells to
produce NO, probably due to iNOS activation [22].

In the relatively early period of bone fracture healing induced by LIPUS, the
expression of IGF has been recognized in rat osteoblasts and a cell line derived from
mouse bone marrow. Indeed, it has been reported that OSX, a gene downstream of
IGF, which is involved in the differentiation of osteoblasts, is upregulated
[23, 24]. Furthermore, it has been shown that c-Fos, c-Myc, and Egr-1 are involved
in the proliferation and differentiation of osteoblasts and are upregulated in rat
mesenchymal stem cells (MSCs) and osteoblasts after LIPUS treatment [25]. Oste-
ogenic marker genes, including COL-1, OPN, BMB2, and ALP, have been found to
be upregulated in osteoblastic cells within 24 h of LIPUS treatment [23].

The effects of LIPUS then advance to a stage in which the therapy facilitates
osteoblast proliferation and differentiation. However, there are many contradictory
reports regarding the proliferation of osteoblasts, in addition to effects on differen-
tiation, and this finding is still controversial. Hence, the mechanism underlying the
promotion of bone fracture healing induced by LIPUS in vivo is not clear as to
whether the beneficial effects can be attributed to differentiation only or to a more
complex activity associated with the proliferation of osteoblast cells.

It has been reported that a transcription factor called RUNX2, which plays an
essential role in the process of ossification, is significantly increased a few days after
LIPUS treatment applied to osteoblasts or MSCs [24]. It is known that RUNX2
regulates the differentiation of MSCs to the osteogenic lineage by directly control-
ling genes, including BSP, ALP, COL-1, MMP-13, OPN, and OC. Indeed, it has
been observed that MC3T3-E1, a mouse osteoblast cell line, mouse MSCs, or other
osteoblast-like cells upregulate the Alp, Opn, and Mmp-13 gene expression 10 days
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after LIPUS treatment [26]. BMP-2, BMP-4, and BMP-7 are important proteins for
bone fracture healing, as they regulate the differentiation of MSCs into the osteo-
blastic or chondroblastic lineage. BMP protein signals are transmitted through the
SMAD transcription factor family, followed by MAPK members, such as p38 and
ERK. It has been recorded that rat osteosarcoma cells upregulate the production of
these proteins 5–7 days after treatment with LIPUS [24].

As the healing process reaches this stage, MSCs begin to differentiate into
chondrocytic cells and ossification begins. One to a few weeks after LIPUS treat-
ment, the production of COL-1, COL-2, COL-10, proteoglycan, and SOX-9, a
transcription factor involved in cartilage differentiation, which are chondrogenic
markers, is prominently increased [27]. Furthermore, both the differentiation and
proliferation of rat, pig, and human chondrocytic cells are facilitated a few weeks
after treatment [27]. Differentiated chondrocytic cells become hypertrophic and start
to secrete ALP and initiate the mineralization process. Mineralized chondrocytic
cells become scaffolds for osteoprogenitors to differentiate into bone tissue after
forming bone-like tissue. Many studies evaluating bone fracture healing induced by
LIPUS treatment have shown the expressions of OC and BS, mature osteoblast
markers, and the deposition of calcium in the final process of ossification [28].

As described above, the effects of LIPUS are evident; however, the mechanisms
by which LIPUS promotes bone fracture healing at the cellular and molecular levels
have not been clearly clarified.

The gene expression changes that occur in response to LIPUS in MC3T3-E1 cells
were recently analyzed using microarray technology. Although a single application
of 20 min of LIPUS treatment with 1.5 MHz ultrasound at 30 mW/cm2 was not
shown to affect cell growth or the ALP activity, the mRNA expression levels of the
Bglap gene in addition to those of 38 genes were upregulated, while those of
37 genes were downregulated more than 1.5-fold at 24 h after LIPUS treatment. A
computational analysis performed with the Ingenuity Pathway Analysis tool showed
that most of the upregulated genes belonged to a gene network of bone morphology
in the category of the biological functions of skeletal and muscular system devel-
opment. On the other hand, the downregulated genes were related to a gene network
of the cell cycle as well as connective tissue development and functions [29].

Shock Wave for ED Therapy
The initial drug of choice for ED therapy is a phosphodiesterase type 5 inhibitor
(PDE5i). This drug is a broadly prescribed medicine, with an improvement rate of
approximately 70–80 % and showing high efficacy without pronounced side effects.
However, in cases of organic ED associated with post-pelvic surgery and severe
diabetes and/or cardiovascular disease, it is often difficult to obtain sufficient
efficacy with PDE5i. In addition, this agent cannot be used with concomitantly
administered oral medicines, such as nitrates. In such cases, although other remedies
are available, their efficacy is usually not satisfactory for the patient. Moreover, all of
these remedies, including PDE5i, are applied on demand and are often only effective
for sexual intercourse just after application. These remedies are used for symptom-
atic treatment, not as a permanent cure to recover the penile function. Therefore,
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currently available remedies for ED have not been developed as therapies designed
to regain spontaneous penile erections. Although there are some studies reporting
progressive improvements in the endothelial function with the daily oral adminis-
tration of PDE5i, this treatment may have limitations.

Recently, LISWT has attracted attention as a new therapy for recovering the
penile function or curing ED. The efficacy of LISWT to ED was first reported by
Vardi et al. in a clinical study of 20 middle-aged vascular ED patients (average
56.1 years) whose international index of erectile function-erectile function (IIEF-EF)
domain score was mild to moderate and who were identified to be responders to
PDE5i [30]. Using a LISWT apparatus with shock wave irradiation at an intensity of
0.09 mJ/mm2 and a repetition frequency of 120 waves/min, the treatments were
performed following a protocol involving two 3-week applications consisting of two
rounds of irradiation of 300 waves at five points (total 1,500 waves) in a region from
the penis to the crus penis per week followed by a 3-week period of no treatment
between the two treatment cycles. The average IIEF-EF domain score of the treated
patients significantly increased, and the improved scores were maintained 6 months
after treatment. In addition, improvements were observed on the nocturnal penile
tumescence test (NPT) and in the flow-mediated dilatation (FMD) indicating the
penile vascular endothelial function. Furthermore, 50 % of the patients regained their
erectile ability without PDE5i. Subsequently, in an open-label single-arm prospec-
tive study including 29 ED patients (average 61.3 years) who were poor responders
to PDE5i, the IIEF-EF domain scores, erection hardness scores, and penile vascular
endothelial function all improved significantly, indicating the efficacy of LISWT in
treating severe ED as well as mild ED [31]. There are two research groups reporting
the results of prospective, randomized, double-blinded, placebo-controlled studies
with treatment protocols identical to that mentioned above. Vardi et al. observed
significant improvements in organic ED patients shown to be responders to PDE5i.
Notably, the IIEF-EF domain scores in the treatment group versus the sham group
were 6.7 � 0.9 points versus 3.0 � 1.4 points above the baseline, respectively,
indicating a significant improvement in the treatment group [32]. Yee et al. also
reported the results of their research in ED patients, including approximately 30 %
severe ED cases based on a sexual health inventory for men score of ≦7 points, in
which the IIEF-EF domain scores in the severe ED treatment group were most
significantly improved versus that observed in the sham counterparts according to
a subgroup analysis (7.1 points) [33].

Although the effects of LISWT in improving ED have not been completely
elucidated, facilitation of the expressions and activities of factors related to angio-
genesis, including VEGF, FLT-1, eNOS, and PCNA, may be involved [34]. Few
studies have reported the findings of basic research on LISWT ED therapy. There are
reports confirming these findings published after the clinical trials mentioned above.
Qui and colleagues reported their results obtained with diabetic rats treated with
streptozotocin. The authors used a LISWT apparatus with shock wave irradiation at
an intensity of 0.1 mJ/mm2 and repetition frequency of 120 waves/min applied to the
rats in two sets of three 300 waves a week and subsequently evaluated the efficacy
2 weeks after the last treatment. The results confirmed a recovery of the
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intracavernous pressure (ICP)/mean arterial pressure (MAP) index in addition to the
proliferation of nNOS-positive cells, vascular endothelial cells, and smooth muscle
cells detected using immunohistochemical staining. Furthermore, they confirmed an
increase in the recruitment of MSCs, suggesting that the effects of LISWT treatment
on ED may depend on a mechanism mediated via endogenous MSCs [35].

We previously found that ultrasound irradiation to vascular endothelial cells
induces the HO1 gene expression. Approximately 33-fold upregulation of HO1
mRNA was observed when endothelial cells were exposed to 1 MHz ultrasound at
0.3 W/cm2, DF 10 % for 20 s. The data obtained using a promoter and microarray
analysis suggested that the NRF2/StRE signal pathway was involved in the observed
upregulation. In addition, ultrasound stimulation to endothelial cells changed the
gene expression profile, which modified the anti-inflammatory, antioxidant, and
vasodilatory activities in addition to the pro-angiogenic and vascular reconstitution
activities of endothelial cells [36]. As ultrasound irradiation upregulates the HO1
gene expression, we expect that this modality could be utilized for ED therapy via
the induction of vasodilation as well as LISWT. As shown in Fig. 5, the CO
produced by a hydrolysis reaction of heme stimulated by HO1 activates sGC,
which in turn facilitates cGMP production, subsequently provoking vasodilation.
Genes related to angiogenesis, including VDGF, are also downstream of HO1.
Therefore, we consider that ultrasound might be useful for application to achieve a
permanent cure in addition to symptomatic treatment.

LISWT treatment for ED is a promising technology, although it is still in its
infancy, as only basic and clinical research has been started.

Application of Ultrasound for Gene Therapy
Gene transfer into mammalian cells via ultrasound was first reported by Fechheimer
in 1987, as mentioned above, and 30 years has since passed [6]. This technique
initially drew attention as a phenomenon and the mechanism gathered much interest,
and continuous research has led to an increase in the efficiency and extension of
applications, reaching one step short of practical realization.

It is expected that artificial microbubbles may facilitate transfection via
low-intensity ultrasound, as it has been shown that these bubbles enhance the
bioeffects of ultrasound. Hence, it is also expected that combining low-intensity
ultrasound with such microbubbles will lead to site-specific gene transfer. In addi-
tion, we reported that the pretreatment of cells with local anesthesia or hyperthermia,
which are known to be membrane fluidity facilitators, enhances the efficiency of
ultrasound-mediated transfection in vitro and in vivo [37]. The enhancement of
transfection efficiency requires cavitation (addition of Levovist) for both treatments.
In addition, there are reports that both treatments promote the fluidity of the cell
membrane. Therefore, the repair of pores formed on the cell membrane as a result of
cavitation is presumed to be facilitated due to membrane fluidity, thereby repressing
cell death via membrane disruption.

Although cavitation is essential for ultrasound-mediated transfection, it is difficult
for this process to occur in a living body due to high viscosity. However, gene
transfer into a living body is the first step forward for such therapy. Therefore,
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transfection has been applied with a high intensity of ultrasound and/or to tissues
adjoining fluids, including the interior of the bladder and vascular endothelium as
targets. Some authors have continued their research by conducting ex vivo transfec-
tion experiments targeting tissues or organs removed from animals. With respect to
these problems, the potential of microbubbles has drawn the attention of researchers
for ultrasound transfection, as they decrease the threshold for the onset of cavitation.
Introducing and developing microbubbles has drastically improved the efficiency of
transfection using ultrasound in a living body. A broad array of examinations for
achieving higher transfection efficiency has since been applied, including the use of
ultrasound irradiation with microbubbles, conditions varying the size and composi-
tion of microbubbles, targeting via the modification of surface molecules and
combination therapy with other methods, and so on.

Initially, contrast agents for use in ultrasonography were mixed with genes and
then applied for ultrasound-mediated transfection, successfully enhancing transfec-
tion efficiency. It is considered that these agents probably decreased the threshold
intensity of ultrasound needed for cavitation. Furthermore, the transfection effi-
ciency is further increased when negatively charged DNA molecules are attached
to the surface of positively charged microbubbles. This may be because DNA is
concentrated in the vicinity of pores formed on the cell membrane, as DNA

Fig. 5 A schematic illustration of a possible mechanism of vasodilation induced by HO1
upregulation by ultrasound. The hydrolysis reaction of heme by HO1 upregulated by ultrasound
generates carbon monoxide (CO). It then stimulates soluble guanylyl cyclase (sGC) activity to
facilitate cyclic guanosine monophosphate (cGMP) accumulation, inducing vasodilation
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accumulates around cavitation bubbles as a result of the electrical force, even though
the bubbles oscillate vigorously. Unglar and colleagues proposed the application of
positively charged microbubbles to achieve tumor regression by introducing the
IL-12 gene using a microbubble developed by this group [38]. Later, it was shown
that a positively charged microbubble enhances the efficiency of ultrasound-
mediated transfection 10- to 100-fold compared to that seen with an electrically
neutral microbubble, although the degree of charge or other conditions may affect
the findings [39]. The bubble liposome developed by Maruyama and colleagues is a
microbubble formed with a water-soluble core that contains perfluoropropane drop-
lets encapsulated with a positively charged lipid bilayer membrane [40]. The DNA to
be delivered is electrostatically bound to the surface of the microbubble or encap-
sulated inside the microbubble. Specific targeting is also possible by adding ligand
molecules to surface receptors or antigens [40]. Other microbubbles for transfection
have also been developed, such as eLiposome, which is similar to the bubble
liposome, although it contains perfluoropentane, and an echogenic liposome,
which was originally designed as an echo contrast agent carrying a multi-membrane
structure. It is also possible to mount the ligand molecules on the surface for
targeting. Microbubbles consisting of lipid shell encapsulating gas are most fre-
quently used for ultrasound-mediated transfection. The type of microbubbles can be
prepared relatively easily. Therefore, improvements and modifications are also
possible in the laboratory, and new microbubbles are expected to be developed
continuously for different purposes.

Although almost all tissues and organs are targets for ultrasound-mediated trans-
fection, the heart, muscle tissue, and vascular endothelium are targets that have been
studied for a long period of time. Generally, it is difficult to introduce DNA into the
blood vessel wall using a non-virus carrier as a result of prevention by the blood
flow. However, ultrasound is effective for introducing DNA into the inner wall of the
heart and inner wall of vascular vessels, since the process of formation and recovery
of transient pores is rapid. It was succeeded that efficient gene introduction was
achieved by providing ultrasound irradiation after administering a mixture of the
stromal cell-derived factor-1 (SDF-1) gene with microbubbles into the blood vessels
of ischemic muscle, effectively inducing capillary blood vessel formation. In another
case, experimental therapy was conducted with ultrasound-mediated transfection for
postischemic cardiac chamber dysfunction using mice as model animals. The
researchers successfully introduced the tissue inhibitor of metalloproteinase-3
(Timp-3) gene, which appeases the symptoms of cardiac infarction in the myocar-
dium, taking advantage of microbubbles mounted with anti-matrix
metalloproteinase-2 antibodies on the surface targeting myocardium post-cardiac
infarction. They consequently observed a significant increase in the volume of blood
pumped out of the heart compared with that observed in mice treated identically
except for microbubbles. In order to examine the ultrasound-mediated transfection of
therapeutic genes into the heart or vascular endothelium, studies using small ani-
mals, such as mice and rats, as well as large animals, such as dogs and sheep, have
been conducted applying the data for human use [41]. For instance, Yuan
et al. introduced the hepatocyte growth factor (HGF) gene into the canine
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myocardium using ultrasound and observed increases in capillary vessel density and
blood flow, which successfully improved symptoms after cardiac infarction.

There are many published studies on the use of gene or drug delivery employing
ultrasound and microbubbles designed for cancer therapy. Genes to be delivered
include cytokine genes, such as the interferon-β gene, anti-angiogenesis peptide
genes, so-called suicide genes, and others. Recently, there have been an increasing
number of reports of the ultrasound-mediated delivery of siRNA or miRNA against
genes promoting cancers, such as anti-apoptotic genes or oncogenes. In addition,
there have also been many studies on cancer targeting microbubbles by mounting
such bubbles on the surface with antibodies against cancer-specific antigens. Negishi
and colleagues employed the AG73 peptide, which is composed of 12 amino acids
derived from laminin α1 binding to syndecan 2, an antigen expressed on the
endothelial surface of newly formed vessels, and placed the peptide on the surface
of the bubble liposome. The application of this bubble liposome makes it possible to
visualize tumors using diagnostic ultrasound, as they can bind to the endothelial cells
of tumor vessels [42]. Furthermore, the authors reported successful gene introduc-
tion into primary endothelial cells via therapeutic ultrasound with bubble liposomes.
It is expected that these bubble liposomes will serve as a new type of microbubble
that may be used for diagnosis and therapy simultaneously [43].

One of the goals of gene therapy is to maximize the treatment efficacy and
minimize hazardous side effects by expressing the required quantity of therapeutic
genes in the tissue of greatest need when necessary. Therefore, a therapeutic system
allowing for spatial control was recently developed by employing a tissue-specific
and disease-specific promoter. Alternatively, using gene expression control with
physical stimulation, it may be possible to develop a therapeutic system in which
the gene expression is spatially and temporally controllable. Ultrasound energy can
be precisely delivered to the deep portion of a living body without inducing
prominent hazardous effects. Hence, using a promoter responsive to ultrasound,
the expression of an introduced gene of interest may be spatially and temporally
controlled.

Ultrasound energy can be easily converted to heat. Madio et al. took advantage of
this phenomenon to control the gene expression using ultrasound [44]. They
employed the promoter of the Hsp70B gene, whose degree of activation sensitively
reflects the heat applied. As the rise in temperature determines the degree and
duration of activation, the timing and quantity of transcription can be finely con-
trolled with ultrasound irradiation. In addition, since the promoter has low tissue
specificity, this gene regulation system has been successfully applied to treat differ-
ent tissues, including the skin, muscle, prostate, and liver. MRI can be used to obtain
reliable quantification of temperature changes in vivo using a relatively simple
technique. Some of the latest HIFU systems are equipped with MRI to monitor its
operation, and it has been reported that this technique can be applied to regulate the
expression of genes of interest [45]. It has also been shown that the marker gene
expression is steadily regulated by the promoter and that the therapeutic gene
expression is controlled, showing curative effects in model animals [46]. Although
there remain several problems left unresolved, including the thermotolerance of the
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promoter and activation of the promoter by other forms of stimulation, it is a
promising technology, as ultrasound irradiation into a living body has been
conducted safely for a long period.

We developed an artificial promoter, other than the Hsp70B promoter, responsive
to ultrasound. First, we focused our attention on intracellular oxidative stress caused
by ultrasound and found that ultrasound stimulation activates an artificial promoter
responsive to intracellular oxidative stress caused by ionizing radiation. We then
constructed a promoter library by linking the TATA box to randomly combining
binding sequences for NF-κB, AP-1, NF-Y, and CBF-A. Of 62 promoters in the
library, we obtained two promoters responsive to ultrasound for which the expres-
sion of the luciferase gene linked downstream in HeLa cells of human cervical
carcinoma was upregulated by more than tenfold after exposure to 1 MHz ultrasound
at 0.5 W/cm2, 10 % duty factor for 60 s [47]. Different types of cells respond
differently to intracellular oxidative stress. Therefore, we chose OCT1, NF-κB,
AP-1, p53, and NRF2 and successfully constructed a responsive promoter to ultra-
sound in LNCaP cells of human prostate cancer. The promoter similarly enhanced
the expression of the luciferase gene linked to this promoter after sonication. A gene
cassette composed of the promoter and the fcy::fur gene, a suicide gene, was
successfully used for suicide gene therapy simulation in vitro, inducing a high cell
death rate among cells transfected with the gene cassette after sonication in medium
containing 5-FC, a prodrug processed by the product of the fcy:fur gene [48]. These
newly developed promoters are still in the laboratory stage and may be improved or
modified relatively easily, since they are artificially constructed promoters.

As microbubbles see further improvements by introducing a charge or mounting a
ligand molecule on their surface, the realization of clinical application is
approaching. However, there remain novel challenges, for instance, achieving fine
control of sonication to deep targets in a living body, fusing ultrasound-mediated
transfection in combination with other methods and/or preparing microbubbles made
of novel materials. Further development is expected as researchers seek a safe and
sophisticated method for gene therapy.

Application of Ultrasound for Drug Delivery Systems
The cellular membrane is the most important structure for interactions among
ultrasound waves, drugs, and cells in the living body. Modes of interaction include
(1) increased permeability, (2) transient pore formation (sonoporation), (3) drug
release from carriers, and (4) drug activation. The effects of ultrasound on the lipid
bilayer constitute potential benefits of therapeutic ultrasound. Ultrasound has been
shown to disrupt packing of the bilayer, generating transient membrane pores. As
discussed above, macromolecules, including DNA, are incorporated into cells, as
mediated through (2) transient pore formation. We will now take a look at how these
four modes are involved in drug delivery.

First, regarding (1) and (2), because the lipid bilayer is a highly effective barrier to
the transport and exchange of substances between the cell interior and surrounding
environment, the use of ultrasound to induce such deformations and/or pores would
essentially enhance the uptake of molecules hardly trespassing the membrane owing
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to size restrictions, such as that of DNA and RNA, solubility issues, such as that
associated with hydrophilic drugs, and/or intended extrusion. The mechanism by
which ultrasound affects membrane permeability can be attributed to the occurrence
of inertial cavitation. Bubble oscillation and implosion result in microstreaming and
the formation of high-speed microjets, respectively, which disrupt the cell membrane
in the vicinity. These effects can irreversibly damage membranes and thus under-
mine the use of ultrasound as an adjuvant for drug delivery. Bubble oscillation alone
may be adequate to temporarily perturb the membrane structure. Although the
pressure gradient generated in the acoustic field has been suggested to be another
mechanism for increasing membrane permeability, it may not have a significant
contribution [49]. In addition, microstreaming and/or high-speed microjet formation
may plunge molecules into the cell interior through sites of membrane perturbation
or pores formed by cavitation. Such streaming forces may be very important on some
occasions to internalize DNA or drugs since the cytosol is a colloidal solution and
the diffusion of molecules occurs approximately fourfold slower than that seen in
pure water. Therefore, it may be difficult to internalize DNA or drugs using only
membrane deformation or pore formation.

As for (3), the use of ultrasound for delivery purposes in therapeutic applications
enhances drug release from so-called ultrasound-responsive drug delivery systems.
These systems include microbubbles, nanobubbles, liposomes, and micelles. The
application of ultrasound with such systems enables the spatial and temporal control
of drug release, which thus enhances bioavailability, decreases drug side effects, and,
if combined with simultaneous membrane permeabilization, may boost therapeutic
efficiency. Regarding (4), in addition to membrane modification, sonosensitizers are
drugs activated by ultrasound irradiation and thereby manifest their effects on target
cancer tissues in response to sonication, even in the living body. The combination
treatment of ultrasound and a sonosensitizer is known as sonodynamic therapy
(SDT). SDT has not been completed and is currently under development. If this
technology is successfully completed, it would have advantages over currently
available cancer therapies. Since this process is activated in response to ultrasound
irradiation, the therapy can deliver its effects deep in the body, as long as ultrasound
waves can reach these locations. The mechanisms required to activate the sensitizers
remain to be elucidated, although some researchers have suggested the involvement
of ROS. There is more than simply one universal mechanism explaining all actions
of SDT, as different kinds of drugs have been suggested as possible sonosensitizers
[50]. More investigations are needed to understand the mechanisms and complete
this technology.

Conclusions and Future Directions

In this chapter, we reviewed the bioeffects and therapeutic applications of ultra-
sound, particularly for recent progresses. We took a look at many different very
complex physical and chemical phenomena induced when ultrasound is irradiated
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to aqueous solutions. We explored the detailed mechanisms underlying such
phenomena, particularly related to clinical applications. In addition, we mentioned
phenomena observed in cells or living tissues in the acoustic field of ultrasound
and discussed possible interactions between ultrasound waves and cells or the
living body. Ultrasound, of course, does not yield its effects individually on these
tissues. In most cases, the various effects affect one another and induce complex
interactions with the cells and living tissues. Moreover, ultrasound involves
mechanical waves with a wide range of frequencies of more than 20 kHz and a
combination of different conditions of intensity, duration, pulsation, and standing
wave formation, giving rise to various effects. Therefore, the interactions between
the effects of ultrasound on the organism are exceptionally complex. As a result, as
ultrasound induces a broad array of bioeffects, we could not cover all of these
topics, including immunomodulation, thrombolysis, blood-brain barrier opening,
and wound healing. Although the biomolecular mechanisms of such bioeffects are
progressing at a rapid rate, it is difficult to elucidate them completely due to their
complexity. Indeed, some clinical applications are already available without
knowing the underlying mechanisms, such as applications for bone fracture
healing and ED therapy. As ultrasound is an easily accessible tool with low cost,
research analyzing ultrasound bioeffects will continue. Novel ideas have shown
that it is possible that ultrasound may activate the human brain or speed up the
growth of fish. In particular, researchers have reported that the bioeffects of the
latter issue may be obtained with whole-body ultrasound irradiation to the fish. It is
of great interest to determine the effects when the whole human body is exposed to
ultrasound, although this is a large challenge since its safety is not well
established.

Ultrasound has a long history of use for diagnosis in the clinical setting and has
obtained a reputation for safety at a diagnostic level. How safe is ultrasound with
high intensity? HIFU is a therapy used to burn away the lesion. Therefore, its power
is fierce at its focus. Irradiation to a normal tissue causes severe tissue damage.
However, in a portion 5 mm apart from the center, the temperature difference is
about 50 �C. Therefore, HIFU can be considered to be safe in terms of heat if the
dose of irradiation is properly managed. Although there seems to be no hazardous
effects of LIPUS used for bone fracture healing, this technique surely affects the
gene expression profile. Hence, how safe is ultrasound for gene therapy and drug
delivery, which require stronger intensity? Severe hazardous side effects have not
been reported in the more than three decades that have passed since LISWT was
introduced; however, it has been found that ultrasound irradiation induces DNA
DSBs in cells. Does the same phenomenon occur in the living body? Answering
these questions depends on the findings of future research.

Ultrasound is a modality that is superior in many ways to other modalities, and
unknown bioeffects of ultrasound may be discovered in the near future. Taking
advantage of these aspects of ultrasound techniques should lead to the development
of unique and sophisticated therapies. Ultrasound will surely occupy a more impor-
tant position in medicine in the future.
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Abstract
Lipid-coated microbubbles and nanodrops are used in many applications of
biomedical ultrasound. They serve as ultrasound contrast agents, molecular
imaging probes, targeted drug delivery vehicles, nucleic acid vectors, gas carriers,
and enhancers of thermal ablation. Each application has a unique set of perfor-
mance criteria – there is no “one size fits all” microbubble formulation. Rational
design can be accomplished using the composition ! processing ! structure !
property ! performance paradigm first described by DH Kim for lipid-coated
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microbubbles over a decade ago. One notable example has been the synthesis of
longer circulating microbubbles through centrifugal isolation of larger diameter
microbubbles coated with long acyl chain phospholipids. The purpose of this
chapter is to inform the reader of current knowledge of the effects of lipid
composition and processing on microstructure, as well as the effects of micro-
structure on important physical properties, such as microbubble size and shell
viscoelasticity. More research is necessary to further elucidate these interrelation-
ships and to exploit them for innovative microbubble designs.

Keywords
Lipid-coated microbubbles • Rational design • Nanodrop fabrication

Introduction

The lipid monolayer is nature’s solution to the problem of stabilizing a gas/water
interface. The most prominent example is the lung: phospholipid is the main
component of lung surfactant, which stabilizes the lung alveoli by reducing surface
tension and providing mechanical rigidity [1]. Premature infants born without
functional surfactant are unable to breathe properly and suffer from acute respiratory
distress syndrome (ARDS). The treatment for neonatal ARDS is surfactant therapy,
in which animal-derived and lipid-fortified surfactant is aspirated into the patient’s
lung. Another example is the eye: a lipid membrane coats and stabilizes the aqueous
tear film against evaporation and rupture [2]. Dysfunction in the lipid layer of the eye
can lead to ocular disease, such as dry eye. Lipids synthesized by specialized cells
and excreted into the aqueous subphase spontaneously assemble into a monolayer at
the air/water interface to provide these functions. It is therefore not surprising that
scientists and engineers have utilized the lipid monolayer as an ideal self-assembling
biomaterial to stabilize microbubbles and nanodrops used for applications in
ultrasonics.

Lipid-coated microbubbles (1–10 μm) are used as echogenic contrast agents to
illuminate the blood compartment on the ultrasound video screen [3–5]. Without
microbubbles, the presence of blood is obscured by tissue scatter. When
microbubbles are injected intravenously, the vascular structures and perfused tissue
suddenly light up. The brightness on the video screen comes from the strong
scattering amplitude of the microbubble. Microbubbles have a gas core that is highly
compressible and pulsates with the passage of each mechanical acoustic wave. In
fact, microbubbles resonate when driven at acoustic frequencies used by common
diagnostic imaging scanners (1–10 MHz). Each microbubble is like a tiny bell, and
modern ultrasound scanners employ specific pulse sequences to filter out the echo of
each microbubble based on its peculiar tone. This has enabled enhanced ultrasound
imaging of the blood pool in cardiology and radiology [6, 7], and more recently there
has been a strong interest in ultrasound molecular imaging to assess the physiology
of diseased vasculature [8]. Currently, a vast majority of the ultrasound contrast
agents approved for clinical use are lipid-coated microbubbles.
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Microbubbles are used also in ultrasound therapy. The response of a microbubble
to ultrasound transitions from ringing (stable cavitation) to banging (inertial cavita-
tion) as the acoustic intensity is increased. Inertial cavitation can be used to open up
pores in the vasculature that allow drugs to move from the blood pool to the tissue
compartment. Thus, the interaction of microbubbles with focused ultrasound allows
one to manipulate the pharmacodynamics of a drug with excellent temporal and
spatial control by virtue of when and where one points the acoustic focus. Addition-
ally, the microbubble can be engineered to carry a drug payload that is simulta-
neously released with the opening of the vasculature [9]. Ultimately, the imaging and
therapy functions of microbubbles can be combined for theranostic applications,
such as image-guided cancer therapy.

The rich variety of ultrasonics applications that employ microbubbles calls for
rational design, so that a specific microbubble formulation can be tailored to a
particular use (Fig. 1). Dennis Heejong Kim, a student of David Needham at Duke
University, first pioneered a set of design rules for lipid-coated microbubbles based
on the general material science paradigm of composition ! processing ! structure
! property ! performance [10]. DH Kim first showed how lipid acyl chain length
could be varied to control the surface shear properties of the monolayer film that
coats each microbubble. He then went on to show that processing affects micro-
structure, which in turn controls the surface shear properties. Subsequent research
has gone on to validate this approach by showing how other properties of the lipid
shell, such as gas permeability and surface dilatational elasticity, as well as biomed-
ical performance, depend on lipid composition and microstructure. The goal of this
chapter is to provide the interested reader with an overview of this rational design
paradigm for lipid-coated microbubbles and nanodrops.

Microbubble Composition

Uncoated Microbubbles Are Unstable

At the most basic level, a microbubble is simply a 1–10-μm-diameter gas sphere
suspended in an aqueous medium. However, there is tension (σ) at the gas/water
interface, and, owing to the spherical geometry, a pressure jump exists across the
interface (Laplace pressure) [11]:

Pb � P0 ¼ 2σ

R
(1)

where Pb is the pressure inside the bubble, P0 is the hydrostatic pressure of the
aqueous medium surrounding the bubble, and R is the bubble radius. For a 1.0-μm-
diameter air bubble in water ( σ ¼ 73mN=m ), the pressure inside the bubble is
�0.3 MPa greater than the surrounding medium. Thus, the gas molecules in the
bubble have a much higher fugacity than those dissolved in the surrounding medium
[12]. This sets up a chemical potential gradient that drives mass flux from the
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microbubble – the microbubble is thermodynamically unstable. The rate of dissolu-
tion can be modeled by the Epstein–Plesset equation [13]:

� dR

dt
¼ LD

R

1þ 2σ=P0R� f

1þ 4σ=3P0R

� �
(2)

where L is the Ostwald coefficient for the gas solubility, D is the gas diffusivity in
water, and f is the solubility fraction of the gas in water. Equation 2 neglects the time
to set up the concentration boundary layer, as this is very fast compared to the bubble
wall velocity [14]. Epstein and Plesset’s model predicts that, even when the aqueous
solution is saturated with gas (f ¼ 1) at hydrostatic pressure P0, the Laplace pressure
drives very rapid dissolution. Equation 2 predicts that a 1.0-μm-diameter air bubble
in water dissolves within three milliseconds (Fig. 2). One may use less soluble gases
to enhance stability. However, even perfluorobutane, which has a permeation coef-
ficient (LD) �300 times lower than that of air, cannot stabilize an uncoated
microbubble for more than a minute [9]. Therefore, one may conclude that the
uncoated microbubble is both thermodynamically and kinetically unstable.

The Lipid/PEG-Lipid Coating Provides Metastability

Needham et al. argued that a lipid monolayer coating between the gas and water
phases effectively eliminates tension in the interface (σ ¼ 0) in order to explain the
“indefinite” persistence of lipid-coated air microbubbles in air-saturated aqueous
media [14, 15]. Borden et al. initially disputed this claim, as the same lipid mono-
layers on the Langmuir trough were found to collapse at surface tensions well above
zero [16]. However, it was later revealed by Witten et al. that the Wilhelmy plate
method used with the Langmuir trough becomes inaccurate at very low surface
tensions [17]; the method assumes the monolayer is a liquid with an isotropic stress
distribution, but highly compressed lipid monolayers can act as solid elastic mem-
branes with an anisotropic stress distribution, leading to artifacts in the measurement.
The observation that most microbubbles are spherical under the microscope suggests
that the lipid monolayer has some tension. One can estimate a lower limit for the
surface tension by use of the Bond number (Bo), which is a ratio of the buoyant to
surface tension forces:

Bo ¼ ΔρgR2

σ
(3)

where Δρ is the density difference between the gas and aqueous phases and g is
gravitational acceleration. The buoyancy force flattens the bubble out against the
surface above, while the surface tension force contracts the bubble into a sphere. The
fact that a resting lipid-coated microbubble is observed to be a sphere suggests that
the Bond number is less than unity, and therefore the lower limit of the surface
tension must be:
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σ > ΔρgR2 (4)

For a 1.0-μm-diameter lipid-coated air bubble in water, this gives a lower limit of
� 3� 10�6 mN=m. It is interesting to note that �10-μm-diameter lipid-coated air
bubbles have been observed to flatten out during dissolution in unsaturated aqueous
media [18], indicating that the surface tension of the lipid monolayer coating may
become less than � 3� 10�4 mN=m under compression. Both of these values are
extremely low and would hardly drive the microbubble to dissolve very fast. The
fugacity difference of the gas molecules in the bubble and medium at this low surface
tension would be only �0.1 Pa. Thus, the gas core may be strictly thermodynami-
cally unstable, but the chemical potential gradient is very small.

The lipid monolayer also imposes an additional resistance to gas diffusion (Rshell

� 103 s=cm) [19], and this can be modeled by the following equation [18]:

� dR

dt
¼ L

Rshell þ R=D

1þ 2σ=P0R� f

1þ 4σ=3P0R

� �
(5)

Using the values for σ and Rshell imparted by the lipid shell, Eq. 5 predicts that the
microbubble will last �4000 years, an increase over the uncoated microbubble
lifetime by eight orders of magnitude! Thus, the lipid-coated microbubble is kinet-
ically trapped against dissolution, owing to the very slow diffusion. Since dissolu-
tion is a rate-limiting step in Ostwald ripening, this mechanism would likewise be
stalled by the lipid coating.

However, microbubble dissolution is driven not only by the chemical potential
gradient of the gas core but also that of the lipid molecules in the monolayer shell.
Lee et al. have measured the “equilibrium” surface tension of the lipid monolayer to
be�25 mN/m for lipids above their main phase transition temperature (Tm) [20]. The
equilibrium surface tension increases as temperature decreases further and further

microbubble dissolution
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below Tm, ultimately approaching the value for a clean air/water interface (σ ¼ 73

mN=m). This indicates that the lipid molecules are much more closely packed on the
microbubble surface than they would be on a flat air/water interface, which reduces
their translational entropy. The lipid molecules become packed this way on the
microbubble surface during Laplace pressure-driven dissolution. The work used to
condense the lipids is provided by the release in free energy as the gas molecules
diffuse down their chemical potential gradient. Part of this free energy is stored in the
compression state (reduced entropy) of the lipids. The system will tend to thermo-
dynamic equilibrium as this free energy is released by lipids desorbing from the
microbubble and reforming hydrated bilayers in the bulk aqueous phase. At present,
we do not have a quantitative value of the energy barrier for this desorption process,
but it must be rather high, as lipid-coated microbubbles have been observed to be
stable over long timescales (at least 1 year in the author’s laboratory).

Coalescence is another mechanism to release free energy stored in the
microbubbles. Rapid coalescence would lead to thermodynamic equilibrium: com-
plete phase separation of the gas and aqueous phases, where the lipids form bilayer
structures within the aqueous phase. Coalescence is inhibited by a hydrated poly
(ethylene glycol) (PEG) brush layer, extending away from the microbubble surface.
Once the PEG brushes of two approaching microbubbles overlap, a strong steric/
osmotic repulsion force arises that opposes the motion [21]. Thus, coalescence is
prevented unless the inertia of the colliding bubbles is extremely high, or the
approach is extremely slow (i.e., providing enough time to allow PEG-lipids to
diffuse out of the contact zone [22]). The thickness of the PEG brush on the
microbubble coating has been estimated from self-consistent field (SCF) theory to
be�10 nm [23]. Thus, the onset of this PEG brush-mediated repulsion is expected to
occur with �20 nm separation distance between the microbubble surfaces. It has
been found that PEG-lipid is necessary as an “emulsifier” to generate microbubbles;
lipid alone will not form a sufficient yield of microbubbles [24].

Lipid Composition and Molecular Structure

The discussion above concludes that two lipid components are necessary to form
metastable microbubbles: (1) a main phospholipid species capable of achieving very
low surface tension (σ << 1 mN=m) to inhibit dissolution and/or Ostwald ripening
and (2) a PEG-lipid emulsifier capable of forming a hydrated brush of sufficient
height and density to inhibit coalescence. Other emulsifiers may be substituted for
PEG, but the fact remains that a long-range (tens of nm) repulsion force is necessary
to inhibit coalescence over long and short timescales. PEG-lipid is the most common
emulsifier used to synthesize microbubbles used in ultrasonics.

The main lipid species is often a saturated diacyl phosphatidylcholine (PC). This
molecule has a cylindrical shape and self-assembles via hexagonal packing into
planar monolayers and bilayers [11] (Fig. 3a). The cylindrical geometry is ensured
by the roughly equivalent diameters of the acyl chains compared to the PC
headgroup; the structure of a single acyl chain PC (lyso-lipid) is conical, which
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induces curvature and disrupts the planar membrane geometry [25]. Additionally, the
extra acyl chain doubles the hydrophobic cavity energy of the lipid molecule,
thereby reducing its solubility (critical micelle concentration) by a factor of
e2 = 7.4, which helps pin the lipid to the gas/water interface. The fully hydrogenated
chains can straighten out in the all-trans configuration during packing; a double
bond would induce a kink that disrupts lipid packing. The acyl chain length can be
manipulated to modulate molecular hydrophobicity and intermolecular van der
Waals cohesion forces (Fig. 3a). In fact, PC acyl chain length is perhaps the most
valuable molecular parameter for controlling the structure, properties, and perfor-
mance of microbubbles in ultrasonics applications, as will be discussed throughout
this chapter. The lower limit is C16; this is the shortest acyl chain that provides a
lipid layer below Tm. PC lipids above Tm typically do not form stable microbubbles.
On the other end of the spectrum is C24, which is the longest acyl chain PC lipid that
is commercially available currently.

PC typically comprises 80–90 mol% of the lipid monolayer. The overall neutral
charge of the PC headgroup limits lateral charge repulsion, allowing the molecules to
pack tightly together. PC therefore acts as a monolayer matrix-forming lipid [10]. At
the same time, the zwitterionic PC groups interact strongly with water, which is
essential for reducing surface energy at the aqueous/lipid interface. The zwitterionic
PC surface also is resistant to protein adsorption and opsonization [26], which
ultimately helps biomedical performance.

Other lipid headgroups can be substituted for a fraction of PC, such as the
negatively charged phosphatidic acid (PA) present in the commercially available
ultrasound contrast agent Definity® (Lantheus Medical Imaging). The negative
charge can mimic the double layer repulsion of the glycocalyx to minimize unde-
sirable microbubble–cell interactions with red blood cells and endothelium. How-
ever, the negative charge can also promote opsonization [26]. On the other hand,
positively charged lipid headgroups such as trimethylammonium-propane (TAP) can
be used to adsorb negatively charged nucleic acids for gene delivery [27, 28]. These
charged lipids rarely exceed 20 mol% of the total lipid owing to lateral charge
repulsion that can destabilize the lipid shell, as well as the potential for increased
opsonization [26].

The second critical component is the emulsifier, which is typically PEG-lipid
(Fig. 3b). The PEG-lipid often comprises 10–20 mol% of the lipid coating. As
mentioned above, the PEG-lipid is critical for forming a hydrated brush that inhibits
microbubble coalescence. It appears that a PEGmolecular weight of at least 2000 Da
is necessary to stabilize the microbubbles [29]. At present, PEG molecular weights
greater than 5000 Da have not been reported for lipid-coated microbubbles. Longer
PEGs may lead to microbubble instability owing to the reduced overall hydropho-
bicity of the emulsifier molecule, allowing it to desorb more readily, as well as the
possibility of a less dense PEG brush. It is also important to keep in mind that the
PEG itself is polydisperse – there is a distribution of PEG chain lengths in most
commercially available PEG-lipids, although this is rarely quantified with a poly-
dispersity index.
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A secondary advantage of the PEG brush is that it may also inhibit opsonization
and unwanted microbubble–cell interactions. On the other hand, the PEG serves as a
tether for attaching targeting ligands [24] and nanoparticles [30–32]. Thus, the PEG
emulsifier serves as an extremely useful component for more sophisticated
microbubble designs.

Microbubble Fabrication

Now that the main lipid components have been identified and their use in
microbubble stabilization has been justified, the next step in the rational design
paradigm is to investigate processing techniques that lead to various microbubble
structures. First, the main techniques to synthesize microbubbles are briefly
reviewed. Then, a few postproduction processing steps are reviewed to fine tune
and enhance the overall structure.
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Fig. 3 Molecular structures of lipids commonly used to stabilize microbubbles and nanodrops. (a)
Saturated diacyl phosphatidylcholine (PC) is the main lipid component and often comprises
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Microbubble Synthesis

As discussed above, the microbubble is a thermodynamically unfavorable structure.
They do not self-assemble; equilibrium favors their disassembly into three separate
phases of gas, aqueous medium, and hydrated bilayers. Rather, one must design a
process that adds energy to synthesize them and then kinetically traps them in the
most desirable state. Three of the more common microbubble fabrication methods
are shown schematically in Fig. 4 and discussed in greater detail below.

Sonication
Sonication was the first method described to generate microbubbles for ultrasonics
[33]. Sonication involves the high-frequency vibration (typically 20 kHz) of a horn
tip at the gas/water interface. This vibration leads to entrainment and secondary
breakup through cavitation in the bulk aqueous phase [34, 35]. Unfortunately, there
is very little research into the details of bubble entrainment via sonication. It is
generally known that low-power sonication with the tip submerged inside the
aqueous medium leads to microbubble destruction (clarification) and breakup of
the lipid structures from multi-lamellar vesicles (MLVs) into small unilamellar
liposomes (SUVs). This is often a preparation step in generating microbubbles.
Microbubbles are then generated by moving the probe tip to the gas/water interface
and turning the system to full power. Sonication generates many microbubbles very
rapidly: for example, 1 L volume of 1012/L can be generated within 1 min. The
stochastic processes of entrainment and breakup lead to a fairly polydisperse size
distribution, which can be refined using centrifugation steps as outlined below
[36]. Thus, sonication is a simple and economical method of generating
microbubbles in high yield and admittedly is the preferred method used by the
author’s research group.

As mentioned above, low-solubility perfluorocarbon gases can be used to decel-
erate microbubble dissolution. This leads to higher microbubble yields, longer shelf-
life, and longer in vivo circulation persistence (i.e., the so-called second-generation
ultrasound contrast agents). In sonication, the gas is simply made to flow directly
over the aqueous suspension.

A critical step in microbubble generation and stabilization is the adsorption of
lipid onto the gas/water interface. This involves shuttling lipid from MLVs or SUVs
through the aqueous phase to the newly formed microbubbles. One can model the
adsorption process as a chemical reaction involving a particular collision frequency
and activation energy. The collision frequency can be increased through increasing
lipid concentration (e.g., more SUVs) and convection, which thins the concentration
boundary layer. It has been found that 1 mg/mL lipid usually is sufficient to generate
a microbubble suspension at 109/mL. Since the process necessarily exposes the
hydrophobic acyl chains of the lipid molecules to water, there also is an activation
energy barrier that limits the kinetics. Lipid adsorption to macroscopic interfaces
under static conditions can take minutes or even days. However, as mentioned
above, sonication can lead to lipid deposition rates of at least 10 m2/min and possibly
higher. Thus, sonication accelerates the reaction. Microstreaming and acoustic
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radiation forces induce fluid flow that may increase the collision frequency between
SUVs and the gas/water interface. Additionally, sonication may catalyze the reaction
by highly localized (pico-liter volume) heating events at cavitation sites within the
bulk phase. More research is necessary to better understand the bubble formation
process during sonication, as well as how the sonication parameters affect
microbubble size.

Shaking
Shaking is another process of mechanical agitation that is used to create
microbubbles. Typically, a small volume (�1 mL) of lipid solution is sealed in a
small vial with a gas headspace and placed in a dental amalgamator or similar mixing
device. The device vibrates along the long axis of the vial at�4000 Hz. This method
is used to generate Definity® microbubbles, for example. The benefit of the shaking
method is that it can produce microbubbles rapidly (�109 in less than one minute)
almost anywhere, on demand. The lipid suspension in the vial can be made at a

20 kHz

sonicator
horn

4-5 kHz

orifice

microbubbles

gas

liquid

co-flow
10mm

10mm

centrifugal sorting

a Sonication

b Shaking

c Microfluidic flow focusing

polydisperse

monodisperse

serum
vial

Fig. 4 Methods of microbubble synthesis and centrifugal sorting. Sonication (a) and shaking (b)
produce polydisperse microbubbles very rapidly and economically, but they must be centrifugally
sorted to a monodisperse size. Microfluidic methods (c) produce monodisperse microbubbles, but at
relatively slow rates
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central facility, sterilized, and then shipped to the end user, who simply places the
vial into the shaking device to generate the microbubbles. Thus, it is a very simple
and economical method for multiple uses of small quantities of microbubbles. As
with sonication, the bubble entrainment and breakup processes during shaking are
poorly understood, but it is known that they lead to a polydisperse size distribution.
Coincidentally, the size distribution of microbubbles formed by shaking tends to be
remarkably similar to that of microbubbles formed by sonication, despite the very
different geometry and characteristic frequency. More research is necessary to better
understand the bubble formation process during shaking, as well as how the shaking
parameters affect the microbubble size.

Microfluidics
More recently, researchers have begun investigating microfluidic techniques to
generate microbubbles [37]. This follows advances in the design and fabrication of
microfluidic devices, as well as empirical, theoretical, and computational work that
has developed correlations to simplify the analysis of fluid mechanics in microfluidic
flows. The main phenomenon exploited by microfluidic microbubble generation is
flow focusing, in which a thread of gas sheathed by a liquid layer is forced to flow
through a contraction and then expansion. The divergent flow leads to a capillary
instability that breaks off microbubbles in a very regular pattern, leading to a
monodisperse size distribution. The microbubble radius scales with flow rate in a
planar flow-focusing device operating at high Reynolds number according to the
following equation [38]:

R

w
/ Qgas

Qliquid

 !2=5

(6)

where w is the width of the nozzle and Qgas and Qliquid are the flow rates of the gas
and liquid streams, respectively (Qliquid > Qgas). Thus, increasing the flow rate of the
gas stream leads to a higher production rate, while increasing the relative flow rate of
the liquid stream leads to smaller microbubbles.

The control over microbubble size and the possibility of directed assembly for
more sophisticated structures are highly desirable aspects of microfluidic methods.
Additionally, the devices are relatively easy to observe during operation with current
high-speed imaging techniques, thus providing insight into the physics and engi-
neering of the bubble formation. The main drawback is the relatively low yield (up to
�106/s). Additionally, microfluidic methods are relatively difficult and expensive to
employ, as they require clean-room microfabrication facilities to build the device and
some trial-and-error tuning and optimization of the relative gas and liquid flows to
reproducibly generate the microbubbles. Typically, this is done with expensive
microscopy and high-speed camera tools. More research is necessary to better
understand the lipid coating process and how to engineer it for more efficient
generation of stable microbubbles.
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Postproduction Processing

Centrifugal Sorting
As shown below, size is a key structural feature of the microbubble that affects its
acoustic properties and biomedical performance. Control of diameter is therefore
essential to improving precision in ultrasonic applications employing microbubbles.
As mentioned above, size can be controlled during microbubble synthesis with
microfluidics by changing the gas and liquid flow rates and nozzle size [38]. How-
ever, microfluidics is not the only means of obtaining a monodisperse microbubble
suspension. One can take the polydisperse suspensions obtained from sonication or
shaking (or any other production method) and subject them to a series of centrifu-
gation steps to isolate microbubbles of a select size [36]. The principle of operation is
that microbubbles of different migration speeds under the centrifugal field fraction-
ate into either a “cake” layer at the top or the aqueous subphase below. The migration
rate of a microbubble is related to its size by the Stokes rise velocity (u) for low
Reynolds number:

u ¼ 2ΔρgR2

9μ
(7)

where μ is the viscosity of the aqueous phase. Note that the migration speed scales as
R2, which enhances the precision of this technique.

To isolate microbubbles above or below a certain size, one simply defines a cutoff
radius and centrifugal strength (g) and then calculates the residence time (t) from the
migration rate and height (h) of the centrifuge column (typically a stoppered syringe
of 1–10 cm).

t ¼ h

u
(8)

A centrifugal strength of 100–500 RCF (relative centrifugation to Earth’s gravita-
tional field) is sufficient to reduce the residence time to a few minutes without
inducing an overly destructive hydrostatic pressure (P0) on the microbubbles (see
Eq. 5 above). Equation 7 is valid because viscous drag causes the microbubbles to
accelerate and decelerate to the migration speed within a fraction of a second. One
important consideration is that the microbubble suspension should be below 20 vol.
% to avoid multi-bubble interactions that cause the migration rates to deviate from
Eq. 7.

To sort microbubbles by this method, one simply performs multiple centrifuga-
tion steps, defining cutoff sizes above and below the desired radius. Microbubbles
can be obtained from either the cake or the subphase; the PEG brush layer provides
osmotic/steric stability against coalescence within the cake to preserve the size
distribution. Once the desired size is isolated, the suspension can be refined by
repeating centrifugations until the polydispersity index (the ratio of the volume-
weighted mean radius to the number-weighted mean radius) drops to the desired
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value. This is typically accomplished within an hour. With sufficient experience,
very few microbubbles are lost during this procedure. Combined with sonication,
this economical method provides a very high yield of low-polydispersity
microbubbles of select size in a relatively short period of time.

Heat Treatment
As shown below, microstructure of the lipid coating can have a significant effect on
the microbubble properties. Microstructure arises owing to crystallization of the
lipids on the bubble surface to form domains (grains) surrounded by interdomain
regions (boundaries) [10, 15]. The crystallization process follows classical
nucleation–growth theory and terminates in a polycrystalline shell. Thus, one can
use concepts from metallurgy to characterize and engineer the microbubble shell.
Initially, crystallization occurs as the surface area is reduced (surface pressure
increased) during Laplace pressure-driven dissolution of the newly formed
microbubble, until it is stabilized by effectively zero surface tension. Since each
microbubble has undergone its own peculiar formation and stabilization history,
there may be a strong polydispersity in the microstructures. To improve uniformity
and control microstructure, one can heat the microbubble suspension to a tempera-
ture above Tm of the main lipid species to melt the coating. One then cools the
suspension at a certain rate, allowing the recrystallization. Slow cooling favors
growth over nucleation, leading to a smaller number of large domains and therefore
a low defect density. Rapid quenching favors nucleation over growth, leading to a
larger number of small domains and therefore a high defect density. One can also
anneal the polycrystalline shell (fuse the domains) by holding the microbubble
suspension to a few degrees just below Tm [15].

Since the lipid coating is at least a binary mixture of phospholipid and emulsifier,
there may be phase separation owing to the different nucleation and growth rates of
the different species. This has been observed on lipid shells as domains of PC
surrounded by interdomain regions of PEG-lipid [16, 29]. Fluorescent membrane
dyes often partition with the PEG-lipid in the interdomain region, and the
microbubbles appear like soccer balls under the microscope, with dark PC domains
surrounded by bright PEG-lipid-enriched regions (Fig. 5).

Additionally, the selection of the PC lipid may influence the domain morphology
and therefore defect density. For example, longer chain lipids may be kinetically
trapped at high cooling rates as highly ramified dendritic (snowflake) domains,
whereas shorter chains lipids may equilibrate to circular cloven domains when
subjected to the same heat treatment [16]. More research is necessary to better
understand and control the lipid crystallization process and the evolution of domain
morphology over time.

Functionalization
Once microbubble size and microstructure of the lipid domains are set, one can
further functionalize the microbubble by attaching molecules or nanoparticles to the
surface. The simplest method is simple electrostatic adsorption, which can be used in
layer-by-layer assembly to build polyelectrolyte multilayer shells [28]. Alternatively,
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Fig. 5 Fluorescent micrographs of microbubbles heated to melt the lipid coating and then cooled at
various rates. The lipid coating comprises a mixture of PEG40S:NBD-PC: (a–c) diC16:0PC, (d–f)
diC18:0PC, (g–i) diC20:0PC, (j–l) diC22:0PC, (m–o) diC24:0PC. Scale bars represent 20 μm (Taken
from Borden et al. [16])
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there are a variety of conjugation chemistries that have been described in the literature
[24], including ligand–receptor avidin–biotin and covalent maleimide–thiol coupling.
The advantage of these techniques is greater control over the loading density and
configuration by virtue of the inherent specificity and stoichiometry of the chemical
reactions. More sophisticated ligand expression can be achieved using tiered surface
architectures to enhance exposure [39] or concealment [40] of the ligand. Addition-
ally, there are many examples of nanoparticle loading onto microbubbles that have
been reported in the literature [31, 41], including polymer, gold and iron oxide
nanoparticles, quantum dots, liposomes, lipoplexes, and polyplexes.

Nanodrop Fabrication

Nanodrops are distinct from microbubbles in their size (submicron vs. micron) and
the phase state of the interior fluorocarbon phase (liquid vs. gas). Otherwise, they are
very similar in the sense that the lipid coating inhibits dissolution and coalescence to
stabilize the aqueous emulsions. The nanodrop itself is not very echogenic or
acoustically responsive owing to the relative small size and, more importantly,
incompressibility of the liquid core. However, the nanodrop can be extremely
ultrasound responsive if one can tune the composition and structure such that it
vaporizes into a microbubble upon insonation (or some other stimulation). This is
the so-called phase-change agent: a microbubble in a more compact form. Most
fluorocarbons experience a fivefold change in radius upon vaporization. Thus, a
200-nm-diameter droplet can form a 1-μm-diameter microbubble. The smaller size
of the droplets may provide new biomedical performance capabilities that were
previously unavailable to microbubbles, such as longer circulation and accumulation
in tumors owing to the enhanced permeability and retention effect. Additionally, the
vaporization event itself is highly energetic and can be used to facilitate imaging,
drug delivery, and ablation.

Two basic methods have been described to form phase-change nanodrops. The
first method reported for longer chain fluorocarbons (perfluoropentane and above)
was homogenization followed by extrusion [42]. All of the processing occurs with
the fluorocarbon in the liquid phase. Unfortunately, however, the more cohesive
fluorocarbons require relatively large acoustic energy (mechanical index) to induce a
phase transition. More recently, a new method has been described to generate
nanodrops of low-boiling fluorocarbons, such as F-propane and F-butane [42]. The
method involves first generating a suspension of microbubbles and then cooling and
pressurizating the suspension to induce a vapor-to-liquid phase transformation to
form nanodrops [43]. The nanodrops are then brought back to standard pressure and
temperature, where they remain remarkably metastable in the liquid form to phase
change unless they are stimulated by a relatively small acoustic energy (Fig. 6). The
superheated drops remain metastable owing to the need for homogenous nucleation
and growth of a vapor embryo, making 90 % of the critical temperature the main
trigger, rather than the boiling temperature [44]. Yet they can be vaporized acousti-
cally at a clinically relevant mechanical index [45, 46]. One important advantage of
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the superheated droplets is the ability to engineer the formulation via control over
microbubble composition and microstructure, as described throughout this chapter.

Structure–Property–Performance Relationships

Microbubble Size

Size is a key structural parameter of a microbubble that determines its acoustic
properties and biomedical performance. For example, the acoustic response of a
microbubble is most intense when driven at the resonance frequency [47]. The
linearized eigenfrequency for small-amplitude oscillations of an uncoated
microbubble (i.e., the Minnaert frequency) depends on the initial “resting” radius
of the microbubble (R0) according to the following equation [48]:

fluorescence mode

pressurization

de-pressurization

microbubbles

P = 83.8 kPa
T = 22.4°C

P = 83.8 kPa
T = 22.4°C

P = 320.4 kPa
T = 22.4°C

P = 89.8 kPa
T = 22.361°C

nanodrops

Fig. 6 Nanodrop synthesis by microbubble condensation. A relatively large microbubble (denoted
by the blue arrow) shown in both bright-field and fluorescent microscopy modes (left) is pressurized
to form a nanodrop (bottom right). Note the shedding of excess fluorescent lipid by this process.
Upon depressurization back to standard conditions (top right), the nanodrop remains metastable in a
superheated state (Images adapted from Mountford et al. [43])
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f 0 ¼
1

2πR0

3γP0

ρ0
þ 2 3γ � 1ð Þσ

ρ0R0

� �1=2

(9)

where γ is the ratio of specific heats for the gas inside the bubble, P0 is the hydrostatic
pressure, and ρ0 is the density of the surrounding aqueous phase. Equation 6 shows
that, for an uncoated microbubble, the surface tension term (second term in the
brackets) becomes significant as R0 approaches one micrometer. Thus, the resonance

frequency transitions from an R0
�1 dependence to an R0

�3=2 dependence as the
diameter decreases from 10 to 1 μm. Equation 9 predicts that the resonance frequency
increases from 0.7 to 12MHz as the microbubble diameter decreases from 10 to 1 μm.
Thus, we expect that the echogenicity of a microbubble is highly dependent on its size.
Indeed, it was found that 1–2-μm-diameter microbubbles provided a negative contrast
(attenuation) when imaged in vivo at 40 MHz, while 6–8-μm-diameter microbubbles
provided a positive contrast (scattering) under the same conditions [49]. This is partly
owing to damping, discussed below. Polydispersity in the microbubble size distribu-
tion therefore presents an obstacle for quantitative imaging (e.g., molecular imaging),
where it is desirable for the linearized video intensity to increase linearly with
microbubble concentration. For contrast-enhanced ultrasound imaging, it is thus
desirable to start with a microbubble suspension of uniform size matched to the
resonance frequency of the ultrasound device.

The microbubble interaction volume scales as Rmax
3 , where Rmax is the maximum

radius experienced by the microbubble during an acoustically driven oscillation.
Even when considering nonlinear bubble oscillations, Rmax scales with R0.
According to the Marmottant model, for example, a 6-μm-diameter microbubble
has an Rmax value of 9.6 μm when driven at 1 MHz and 0.5 MPa peak negative
pressure, whereas a 2-μm-diameter microbubble has an Rmax value of 6.6 μm under
the same conditions [50]. Thus, microbubble size is expected to significantly impact
therapeutic efficiency. Indeed, larger microbubbles were observed to be more effec-
tive in vivo at blood–brain barrier (BBB) opening [51].

Microbubble size also affects microbubble stability and pharmacodynamics. As
can be seen from Eq. 5, the dissolution rate increases with decreasing microbubble
radius owing to the greater Laplace pressure, greater surface area-to-volume ratio,
and a thinner concentration boundary layer; thus smaller microbubbles dissolve
faster than larger ones. Indeed, smaller microbubbles were also observed to be
more susceptible to destruction by fragmentation under acoustic stimulation
[52]. Additionally, it has been found that larger microbubbles circulate in vivo
much longer than smaller microbubbles [49].

Lipid Shell Elasticity

The elastic properties of the lipid coating can significantly affect the resonance
frequency of the microbubble. The surface elasticity (χ) of a lipid monolayer is
defined as [50]:
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χ ¼ A
dσ

dA

� �
(10)

where A is the monolayer area and σ is the surface tension, as above. The linearized
eigenfrequency of a lipid-coated microbubble with a shell elasticity undergoing
small-amplitude oscillations (where σ ¼ 0 at R0, as shown above) is given by the
following equation [53]:

f 0 ¼
1

2πR0

3γP0

ρ0
þ 4χ

ρ0R0

� �1=2

(11)

Typical values of the lipid monolayer shell elasticity have been measured to be
0.5–1.0 N/m [53, 54]. Under these conditions, the shell term (second term in the
brackets) dominates as R0 approaches one micrometer, and the resonance frequency

increases as R0
�3=2 . Experimental measurements have shown that the resonance

frequency of a lipid-coated microbubble increases from 1 to 10 MHz as the diameter
decreases from 10 to 1 μm [48]. It should be noted that microbubbles driven to large-
amplitude oscillations deviate from Eq. 11 owing to shell rupture and buckling [50],
which are not captured by the linearized model.

Elasticity of the lipid coating may affect not only the acoustic response but also the
stability and pharmacodynamics of microbubbles. Sarkar et al. predicted that lipid shell
elasticity may affect microbubble stability by resisting monolayer expansion and com-
pression [55]. For example, elasticity of the lipid coating may explain the remarkable
stability of small diameter (1–2 μm)microbubbles [56]. Experiments have confirmed that
the lipid coating does have a significant effect on the growth and dissolution of a
microbubble during gas exchange, and elasticity appears to be a function of both lipid
composition and domain microstructure [57]. More research is necessary to better estab-
lish the effects of lipid composition and microstructure on shell elasticity and the exploi-
tation of shell elasticity to achieve higher levels of performance in ultrasound applications.

Lipid Shell Viscosity

The surface viscosity of the lipid coating can affect the acoustic response and other
properties of the microbubble. DH Kim et al. showed that lipid composition and
microstructure have a profound effect on the surface shear yield and surface shear
viscosity (ηs) of lipid-coated microbubbles [15]. The surface shear viscosity is
expected to affect lipid buckling and folding during compression, thus altering
stability. It was shown that increasing ηs (i.e., in-plane rigidity) by increasing
phospholipid acyl chain length can cause a corresponding increase in microbubble
stability against dissolution, acoustic destruction, and contrast agent half-life [58].

Additionally, the surface dilatational viscosity (κs) can affect microbubble expan-
sion and is modeled to affect both expansion and contraction during oscillations
under ultrasound stimulation. The linearized damping term for the microbubble shell
is given by [53]:
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δshell ¼ 4κs
2πf0ρR

3
0

(12)

The shell damping term is a part of the overall damping coefficient:

δ ¼ δshell þ δrad þ δvisc (13)

where δrad and δvisc are the damping coefficients corresponding to acoustic reradia-
tion and viscous dissipation of the aqueous phase, respectively. These terms are
given by [53]:

δrad ¼ 2πf0R0

c
(14)

δvis ¼ 2μ

πρf0R
2
0

(15)

where c is the speed of sound in aqueous media. Note that all of the damping terms
depend on microbubble size, again pointing to the importance of monodispersity for
more precise acoustics. The resonance frequency deviates from the eigenfrequency
according to the following relationship [53]:

fr ¼ f0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� δ2

2

s
(16)

The effect of lipid shell damping on the resonance frequency is rather small [53];
however, damping does effect the ratio of acoustic energy that is either scattered or
attenuated (lost to heat dissipation). This explains the result mentioned above that
smaller microbubbles can provide negative contrast, while larger microbubbles
provide positive contrast for in vivo imaging at 40 MHz [49]. Damping also affects
the lifetime of the signal (ring down) after the termination of the ultrasound pulse.
Additionally, damping affects how much energy is converted from the acoustic wave
to the local microenvironment by the microbubble, thus affecting therapeutic appli-
cations such as sonoporation and thermal ablation. Microbubble shell damping is an
important property, but very little is known about the molecular mechanisms and
microstructural effects of lipid monolayer rigidity and friction, particularly on
microbubble shells. More research is needed to unravel these interrelationships
and to put this knowledge to practice for advanced acoustic applications.

Viscoelastic Effects on Microbubble Stability

Sarkar et al. showed theoretically that viscoelasticity of the lipid monolayer shell can
have a profound effect on microbubble stability [55]. Since changes in microbubble
surface area are relatively slow for dissolution compared to ultrasonic oscillations, the
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surface viscosity term often is assumed to have a negligible effect on microbubble
stability. The surface elasticity, however, is expected to contribute significantly to
microbubbles stability. In Sarkar’s model, the elasticity resists both compression and
expansion of the surface beyond the equilibrium state (equilibrium surface tension) of
the phospholipid shell. Sarkar estimated, for example, an increase in the ratio of elasticity
to the equilibrium surface tension (χ/σ0) from 1.0 to 20 can increase the lifetime of a 2.5-
μm-diameter air bubble from complete dissolution in �20 s to almost no dissolution
over 103 s [55]. Additionally, elasticity can explain the very long lifetimes observed for
individual microbubbles. Sarkar estimated, for example, that an increase of χ/σ0 from
1.0 to 1.05 was sufficient to explain the indefinite stability of submicron bubbles.

However, experimental data on microbubble growth and dissolution during gas
exchange have indicated that the true situation for surface elasticity is much more
complex than even the more advanced elasticity models employed by Sarkar [55, 59,
60]. In his doctoral dissertation experiment, JJ Kwan started with an SF6 gas-filled
microbubble suspended in an SF6-saturated aqueous medium and then suddenly
replaced the medium with air-saturated fluid. The microbubble was held in place
with a hollow cellulose microfiber (dialysis tubing), which is highly permeable to
dissolved gases, during the exchange of medium [61]. The medium exchange was
ensured by using a low-volume, laminar-flow perfusion chamber. The microbubble was
viewed under bright-field microscopy during the gas exchange process. Image analysis
of the captured video frames was used to generate radius–time curves. Interestingly, the
microbubble was found to initially grow owing to the influx of much faster diffusing
and more soluble O2 and N2. Once the partial pressures equalized, the microbubble
shank with the efflux of SF6 (which was absent in the surrounding medium). The
microbubble stopped shrinking near its initial radius. It then remained stable for some
time before again dissolving to a smaller diameter (typically �1–2 μm). These exper-
imental radius–time curves were compared to predictions from a theoretical model that
accounted for mass transport of each gas species to and from the microbubble. The
model had been previously validated with Kwan’s experimental setup by comparing
growth and dissolution curves for the soluble surfactant sodium dodecyl sulfate (SDS)
[61]. To fit the radius–time curves for lipid-coated microbubbles, the “apparent” surface
tension was varied for each time step. The surface tension was then plotted as a function
of microbubble surface area to determine the stress–strain relationships [57].

The resulting surface tension-area isotherms showed very complex elastic behavior.
During the initial microbubble growth phase, the surface tension increased linearly with
area, indicating a linear elastic regime. This linear behavior continued from essentially
zero surface tension to a surface tension approaching�72mN/m, the surface tension of
a clean air/water interface. Remarkably, the surface tension then started to decrease
exponentially to 25mN/m (curiously close to the equilibrium surface tension of a liquid
expanded-phase phospholipid monolayer [20]), even as the microbubble continued to
grow! Finally, during subsequent microbubble compression, the surface tension was
found to decrease from 25 mN/m back to�0 mN/m as the bubble approached its initial
diameter. The decrease in surface tension appeared to be a linear function of area, but the
slope (and therefore elasticity) wasmuch lower than that found for the expansion phase.
Thus, there is significant hysteresis between the expansion and compression curves.
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The following sequence of microstructural events were used to explain this highly
nonlinear elastic behavior: (1) the lipid monolayer expands elastically from the
resting state to rupture; (2) the monolayer ruptures into domains (islands) of con-
densed lipids, which slowly dissolve to fill in the vacuum of free gas/water interface
between the domains; (4) upon compression, the lipids repack into domains; and
(5) the domains repack and halt dissolution at the initial, resting surface area. The
latter step is a remarkable self-healing phenomenon. This explanation was supported
by Langmuir trough data of phospholipid monolayers slowly compressed to the
collapse plateau and then suddenly expanded. Taken together, these data show that
the lipid shell elasticity depends highly on its particular microstructure, which in turn
depends on the composition and processing history of the individual microbubble.
Similar behavior is expected for lipid-coated, liquid-filled fluorocarbon nanodrops.

Lipid Shell Permeability

Microbubble stability is not solely governed by the lipid shell elasticity. Another
property that affects the rate and extent of microbubble growth and dissolution is the
monolayer permeability to gases. As mentioned above, prior experimental evidence
showed that the lipid shell can impede oxygen transport [19]. This was shown using
an ultra-microelectrode (UME) juxtaposed to a microbubble held by a micropipette.
Voltage applied to the UME induced the reduction of dissolved oxygen in a
diffusion-limited process, which induced oxygen release and transport from the
nearby microbubble. The reaction rate could be monitored by following the current
applied to the UME. A simple mass transport model was used to back out the
permeability of the lipid monolayer shell from the steady-state current at each
UME-microbubble separation distance. It was found that the lipid monolayer per-
meation resistance increased exponentially with increasing phospholipid acyl chain
length, which confirmed prior work by VK La Mer and colleagues with fatty acids
and alcohols on retardation of water evaporation [62]. La Mer favored an energy
barrier model for monolayer permeation, in which it was predicted that increasing
lipid hydrophobic chain length would lead to a greater activation energy owing to a
deeper van der Waals intermolecular potential well. In other words, a smaller fraction
of the gas molecules colliding with the monolayer had enough kinetic energy to
punch through, according to the Boltzmann distribution, thus inhibiting gas trans-
port. The effect of the lipid shell permeability on gas transport has also been modeled
by Sarkar et al. [63, 64]. Again, similar effects are expected for lipid-coated,
fluorocarbon liquid-filled nanodrops.

Conclusion and Future Directions

Over a decade ago, DH Kim first described the materials science paradigm of
composition ! processing ! structure ! property ! performance for rational
design of lipid-coated microbubbles. Since then, a significant body of work has
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elucidated the effects of composition and processing on microbubble structure, as
well as some structure–property–performance relationships. For example, only after
centrifugal sorting to control size had been mastered was it possible to show that
longer acyl chain lipids lead to better microbubble stability, acoustic longevity, and
in vivo circulation persistence.

However, more research is necessary to fully unlock the mystery of how lipid
composition and processing affect lipid domain microstructure. Moreover, it is
important to further establish the interrelationships between lipid shell microstruc-
ture and key microbubble physical properties, such as the shell elasticity and
viscosity. For example, the molecular mechanism for lipid shell friction must be
elucidated, so that we can better avoid or exploit acoustic damping effects on
microbubble performance in ultrasound imaging and therapy. Ultimately, greater
flexibility and control over the lipid coating microstructure coupled with a better
understanding of key microbubble structure–property relationships will enable true
innovations in biomedical ultrasound.
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Abstract
The development of technologies that enable the fabrication of functional, artifi-
cial tissues is a major focus of the field of tissue engineering. Engineered tissues
hold promise for repairing or replacing damaged tissues and organs or for use
as in vitro tissue models for drug discovery and product testing. Ultrasound is
emerging as a valuable, enabling technology for tissue engineering. This chapter
focuses on innovative ultrasound-based technologies that have the capacity to
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guide the fabrication of artificial tissues. Ultrasound fields are advantageous for
tissue engineering because of their ability to noninvasively direct thermal and/or
mechanosensitive processes within biological systems and scaffold materials with
spatial and temporal fidelity. The chapter includes specific sections that discuss
the development of ultrasound technologies with the capacity to affect scaffold
fabrication processes, to control cell patterning volumetrically, to fabricate micro-
vascular networks, and to control the spatial and temporal delivery of signaling
molecules or bioactive chemicals. By offering new, noninvasive approaches to
guide the fabrication of artificial tissues, ultrasound technologies hold exciting
promise to advance the field of tissue engineering and regenerative medicine.

Keywords
Ultrasound • Tissue engineering • Biomaterials • Scaffold • Regenerative
medicine

Introduction

The foundational goal for the field of tissue engineering is to fabricate living,
artificial tissues from fundamental, raw materials of cells, scaffold materials, and
bioactive signaling molecules. Development of tissue engineering strategies that
enable the successful fabrication of functional artificial tissues holds revolutionary
potential for replacing diseased or damaged tissues or organs. Engineered tissue
constructs that mimic native tissue structure and function would also offer high-
throughput, in vitro alternatives to animal models used currently for product testing
and toxicology screening. However, many challenges still remain in achieving these
transformative goals of tissue engineering. Critical obstacles in the field of tissue
engineering include the need for new, enabling technologies for (i) scaffold fabrica-
tion processes, (ii) rapid and volumetric cell patterning to recreate native tissue
architecture, (iii) fabricating physiologically relevant microvascular networks, and
(iv) controlling the spatial and temporal presentation of growth factors and signaling
molecules. Ultrasound-based technologies are emerging to offer novel solutions to
these challenges in tissue engineering. In particular, this chapter focuses on innova-
tive ultrasound techniques with exciting potential to guide the fabrication of func-
tional artificial tissues. Ultrasound technologies for tissue engineering capitalize on
the ability of ultrasound fields to interact with biomaterials through either thermal or
mechanical mechanisms and thereby influence thermosensitive or mechanosensitive
processes in biological systems or scaffold materials. Ultrasound offers numerous,
unique advantages, as it is rapid, noninvasive, nontoxic, cost-effective, and adapt-
able to tissue engineering environments.

This chapter provides an overview of the exciting potential of ultrasound tech-
nologies for the field of tissue engineering. The chapter begins with an introduction
to the goals, methodologies, and current challenges of tissue engineering and
regenerative medicine (section “Tissue Engineering”). This is followed by a discus-
sion of the advantages of ultrasound for tissue engineering and an introduction to
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ultrasound technologies (section “Developing Ultrasound for Tissue Engineering”).
A fundamental tutorial on the physical mechanisms by which ultrasound can interact
with materials is also provided in section “Acoustic Mechanisms” to set the stage for
discussions on how these acoustic mechanisms can be harnessed to develop new
ultrasound-based technologies for the fabrication of engineered tissues. Subsequent
sections provide discussion and representative examples of the development and
translation of ultrasound-based technologies for scaffold fabrication (section “Ultra-
sound for Scaffold Fabrication”), cell patterning (section “Cell Patterning with
Ultrasound”), microvascular tissue engineering (section “Ultrasound Technology
for Microvascular Engineering”), and local delivery of signaling molecules, pro-
teins, or bioactive chemicals (“Delivery of Biochemical and Signaling Molecules
with Ultrasound”). The chapter concludes with a summary and look to the future for
ultrasound technologies for tissue engineering and regenerative medicine.

Tissue Engineering

Introduction to Tissue Engineering and Regenerative Medicine

Severe organ damage or loss can result from a variety of conditions, including
infectious diseases, trauma, cancer, and congenital anomalies. For over 50 years,
tissue transplantation has been a successful therapy for treating end-stage organ
failure [1]. Unfortunately, present demand for donor organs far exceeds the available
supply, and future demand for replacement organs is expected to increase as the
population ages. Currently, over 120,000 patients in the United States are awaiting
organ transplantation; each day, an average of 20 patients die while waiting for donor
organs (Organ Procurement and Transplantation Network, US Department of Health
and Human Services). Additionally, for patients receiving organ transplants, treat-
ment with immunosuppressant drugs to reduce immunologic rejection increases the
risk of developing serious viral and fungal infections [2]. In response to these issues,
tissue engineering and regenerative medicine (TE/RM) have emerged as potential
therapeutic approaches to replace or regenerate diseased or destroyed organs and
tissues. TE/RM merges biological and chemical sciences with engineering
approaches to develop methods and materials that enable the reconstruction of
various replacement tissues and organs of appropriate physiological and morpho-
logical function. In addition, there are a growing number of applications for
engineered tissue outside of tissue replacement therapy. Engineered tissues would
provide alternatives to traditional animal models used currently in pharmaceutical
companies and government agencies for product and procedure testing, toxicology
screening, drug discovery, and biological and chemical warfare detection.

In its basic practice, tissue engineering combines cells with either naturally
derived or synthetic scaffold material to produce a three-dimensional
(3D) construct. Typically, these nascent tissue constructs are subsequently exposed
to a variety of different chemical and/or biophysical stimuli in an attempt to trigger
normal developmental processes that mediate early tissue formation or repair in the

Advancing Ultrasound Technologies for Tissue Engineering 1103



body. Using various combinations of cells and biomaterials, attempts have been
made to fabricate many different types of tissue [3]. As examples, bilayered artificial
skin substitutes have been produced by incorporating layers of neonatal fibroblasts
and epithelial cells into either decellularized dermal matrices or synthetic, semiper-
meable membranes [4]. Tissue-engineered blood vessels have been produced by
lining the inner wall of tubular scaffolds with endothelial cells, to provide a
non-thrombogenic surface for blood flow, and adding an outer layer of fibroblasts
and/or smooth muscle cells to provide vasoactive function [5]. The use of autologous
cells, typically obtained from patient biopsies, in artificial tissues reduces the risk of
complications arising from inflammation and immunologic rejection. However, this
approach may not be feasible for patients with late-stage organ failure or with adult
cell types that cannot be expanded in culture. In these cases, embryonic and adult
stem cells are promising alternatives [6]. Stem cells can be expanded in culture in an
undifferentiated state and then induced to differentiate into a wide variety of different
cell types. Moreover, adult stem cells can be extracted from a variety of tissue
sources, including bone marrow, fat, and placenta. Reprogramming of adult cells
into pluripotent stem cells is also emerging as an alternative cell source [3].

In addition to sourcing the appropriate cells for replacement tissues, successful
construction of engineered tissues requires the recreation of a biologically active
extracellular environment that supports cell viability, promotes key cell functions,
and enables 3D tissue development. During native tissue remodeling, the extracel-
lular matrix provides cells with critical biomechanical and biochemical signals that
control cell function and, in turn, guide tissue development. As such, Biomaterials
used for tissue engineering must provide similar tissue-specific structural features
and mechanical properties, as well as instructive cell adhesion sites to direct partic-
ular cell functions. In addition, tissue morphogenesis is carefully orchestrated by a
variety of different growth factors and signaling molecules that are released and
activated in complex spatial and temporal patterns [7]. As such, it has become
increasingly clear that recreating an appropriate and dynamic scaffold microenvi-
ronment for implanted cells or engineered tissues is a key step to converting basic
tissue engineering strategies into successful clinical treatments.

Scaffold materials under development for tissue engineering applications can be
divided into two general categories: naturally derived (biologic) and synthetic.
Natural biomaterials may be fabricated from individual proteins (e.g., fibrin, colla-
gen, or silk) or polysaccharides (such as alginate, chitosan, or hyaluronan) that are
readily extracted from tissues of vertebrates, invertebrates, or plants; these materials
have been studied extensively for tissue engineering applications [8]. Acellular
tissue matrices, derived from chemically and/or mechanically decellularized tissues
or organs, are also being explored as natural composite biomaterials that largely
retain the natural architecture and composition of the extracellular matrix of the
target organ [9]. In the body, extracellular matrices provide tissues and organs with
structural integrity and control cellular processes, including cell adhesion, migration,
proliferation, and differentiation. Thus, natural biomaterials extracted or derived
from extracellular matrices have a general capacity to support cell functions neces-
sary for tissue regeneration. Type I collagen is the primary structural component of
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native extracellular matrices and is the most abundant protein found in vertebrates
[10]. Several factors make collagen I an attractive scaffold material, including its
ease of isolation, low antigenicity and toxicity, and biodegradability [10]. Collagen
can be processed into sponges, fibers, and films and has been FDA-approved for use
in wound dressings and artificial skin [11]. However, much of the biological activity
and mechanical strength of collagen I are lost during extraction, and thus, much
effort has been directed at developing methods to produce a purified, biocompatible
form of fibrillar collagen with improved bioactivity and strength. Exciting new
technologies have also utilized a variety of natural biomaterials, including collagen,
alginate, and decellularized extracellular matrices, as “bio-inks” for 3D organ
printing [12].

Synthetic biomaterials are also widely utilized in tissue engineering applications
due to their high biocompatibility, biodegradability, and versatility. Examples of
synthetic materials include synthetic polymers, metals, and ceramics. A number of
different biodegradable polyesters, including poly(glycolic acid) (PGA), poly(lactic
acid) (PLA), polyethylene glycol (PEG), and poly(lactic-co-glycolic acid) (PLGA),
are FDA approved for a variety of clinical applications, including sutures, devices,
and joint replacements [13]. These polymers are composed of long chains of
repeating subunits, and their physical properties, including porosity, mechanical
properties, and degradation rate, can be customized through control of the chemical
polymerization processes [13]. Similarly, degradation rates of many synthetic poly-
mers can be predicted and controlled [13]. Three-dimensional synthetic scaffolds
having a variety of shapes and sizes can be manufactured on a large scale via
molding, extrusion, solvent casting, electrospinning, and gas foaming techniques
[3]. Although synthetic polymers have many structural and production advantages
over natural scaffolds, they lack the biological cues inherent in many naturally
derived biomaterials. Therefore, extracellular matrix proteins, peptides, polysaccha-
rides, and/or growth factors are often incorporated into synthetic biomaterials to
provide cell adhesion sites and improve biological activity [3]. Overall, advances in
both synthetic and natural scaffold design remain tempered by an inability to
spatially and temporally recreate the complex 3D microenvironment that drives
tissue regeneration in vivo.

Current Progress in Tissue Engineering and Key Challenges

Several promising TE/RM strategies have emerged during the past decade, including
injecting autologous or allogenic cells directly into damaged tissue, implanting
tissue analogs generated in vitro from cultured cells, and stimulating tissue regener-
ation in situ [14]. To date, only a few engineered tissues have reached clinical
implementation [8]. One of the most significant advances has been in skin engineer-
ing, where several allogenic cell-based products are in clinical use, including
Epicel®, Dermagraft®, and Apligraf®. An acellular alternative for skin regeneration
is Integra®, an acellular matrix composed of bovine collagen, shark chondroitin-6-
sulfate, and silicone [15]. In the United States, Carticel®, an autologous chondrocyte
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implantation therapy, is the only FDA-approved therapy for regenerating articular
cartilage. Several proprietary hydrogel matrices for chondrocyte culture and implan-
tation are currently in clinical trials [16]. Additionally, bladder analogs, urethral
segments, and vascular access grafts have been successfully implanted into patients,
and clinical trials for artificial blood vessels, bronchial tubes, cornea tissue sub-
stitutes, and vaginal replacement constructs are underway [8]. However, to date, the
fabrication of fully viable and functional organs that are of a larger size and possess a
more complex and hierarchical cell and extracellular matrix organization has been
unsuccessful [9].

It is widely recognized that the current lack of success in fabricating large, 3D
tissues and organs, such as the liver, kidney, pancreas, and lung, is due primarily to
two key challenges. Central to these challenges is the need to create 3D, bioactive
scaffolds in which the complex micro-architecture of target tissues is spatially
replicated, including the organization of various cell types, the organization and
composition of the extracellular matrix, and the spatial and temporal availability of
signaling molecules. A second critical factor involves the need to maintain cell
viability throughout the tissue volume as the diffusion limitation of oxygen is
exceeded. As such, advances in TE/RM strategies to produce complex tissues and
organs will require developing technologies that have the capacity to (1) fabricate 3D
scaffolds with appropriate biological activities and mechanical strength, (2) control
the spatial organization and function of cells and signaling proteins in these scaf-
folds, and (3) rapidly establish a microcirculatory network within the engineered
tissue for nutrient and gas exchange. Ultrasound technologies that aim to overcome
these key challenges in tissue engineering are discussed in sections “Ultrasound for
Scaffold Fabrication,” “Cell Patterning with Ultrasound,” “Ultrasound Technology
for Microvascular Engineering,” and “Delivery of Biochemicals and Signaling
Molecules with Ultrasound.”

Developing Ultrasound for Tissue Engineering

Advantages of Ultrasound for Tissue Engineering

Ultrasound is emerging as a versatile technology to advance the field of tissue
engineering and regenerative medicine because it offers numerous unique advan-
tages to direct artificial tissue fabrication [17, 18]. A prime advantage of ultrasound
is that it provides a noninvasive energy source that can be localized to affect cells,
scaffold materials, and/or signaling molecules. Ultrasound can be focused as a beam
within tissues or biomaterials to exert site-specific and temporally controlled
mechanical forces or heating that can be harnessed to influence thermosensitive or
mechanosensitive processes in biological systems or scaffold materials. Details of
the thermal and mechanical mechanisms for the interaction of ultrasound fields with
biological tissues and non-biological materials are discussed further in section
“Acoustic Mechanisms” below.
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The versatility of ultrasound and the ease of adaptability of ultrasound instru-
mentation also enable the development of new ultrasound technologies for tissue
engineering applications. Ultrasound instrumentation is relatively low-cost and
portable, and a wide range of acoustic source geometries can be readily fabricated
for specific tissue engineering design applications. Importantly, ultrasound devices
are noninvasive and compact and thus can be easily incorporated into the sterile
environments required for tissue engineering. Ultrasound exposure parameters (such
as frequency and pulsing parameters) are highly controllable, allowing precise
design of optimized spatial and temporal characteristics of ultrasound fields. Fur-
thermore, ultrasound technologies can be incorporated into individual bioreactors, as
well as scaled up to commercial fabrication processes. Overall, ultrasound-based
technologies hold exciting potential to provide innovative solutions to challenges
that currently limit advances in the fabrication of functional engineered tissues and
organs.

Acoustic Mechanisms

Ultrasound fields can interact with tissues and materials through either thermal or
nonthermal physical mechanisms [19–21]. Ultrasound is known to produce a wide
range of biological effects in native tissues in vitro and in vivo [19–21]. Knowledge
of acoustic mechanisms for effects of ultrasound on tissues provides the power to
predict exposure conditions that produce specific biological effects. Thus, identifi-
cation of the underlying mechanisms for effects of ultrasound on cells, tissues, and
biomaterials is critical for the effective design and development of new ultrasound
technologies for tissue engineering. The text below provides a short tutorial on the
thermal and nonthermal physical mechanisms by which ultrasound can interact with
tissues and biomaterials.

Absorption mechanisms convert ultrasound energy to heat. Heat can produce a
wide range of responses in biological materials [20], and ultrasound-induced heating
is the basis for the clinical use of ultrasound for physiotherapy and high-intensity
focused ultrasound surgery. The magnitude of ultrasound-induced heating is depen-
dent upon ultrasound field parameters and material properties of the medium
supporting sound propagation. Material properties of relevance include the absorp-
tion coefficient, specific heat, density, and perfusion. For low amplitude (i.e., linear
propagation) exposures, the absorption coefficient is simply a constant that is
characteristic of the material. In native tissues, bone and teeth are among the tissues
with the highest absorption coefficients. In comparison, soft tissues, such as liver and
muscle, have absorption coefficients approximately an order of magnitude less than
bone, while the absorption coefficient of water is comparatively minimal. Similarly,
for comparable ultrasound exposures, the resultant ultrasound-induced heating would
typically be greater in tissue engineering scaffold materials composed of plastics and
polymers compared to water-based hydrogels. Thus, the absorption coefficient of the
scaffold material and/or tissue is an important design parameter to consider when
developing ultrasound technologies for tissue fabrication processes.
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Acoustic field parameters also influence the extent of ultrasound-induced heating.
Ultrasound exposure parameters of relevance to heating include the frequency,
pressure amplitude, beam width, intensity, pulse duration, pulse repetition frequency,
and total exposure duration. The magnitude of an ultrasound-induced temperature
rise is directly proportional to the temporal average intensity [20]. Absorption
coefficients of materials increase with increasing ultrasound frequency. At high
amplitudes, nonlinear processes can result in waveform distortion, harmonic gener-
ation, and increased absorption [22]. Thus, an advantageous feature of ultrasound for
tissue engineering is the ability to tune acoustic exposure parameters to noninva-
sively control heat generation and thermosensitive processes within tissues and
biomaterials temporally and site-specifically.

Ultrasound fields can also interact with tissues and biomaterials through direct
mechanical mechanisms [19]. Ultrasound is a mechanical wave, and propagation of
ultrasound in materials produces cyclic variations in pressure, particle displacement,
particle velocity, and particle acceleration. The forces associated with these particle
oscillations cycle at the fundamental frequency of the ultrasound field. Second-order
acoustic radiation forces can produce additional compressive, tensile, and shear
forces. Acoustic radiation forces result from the transfer of momentum from the
sound field to the medium of sound propagation [23]. These acoustic radiation forces
are time-averaged forces and thus cycle at the pulse repetition frequency of the sound
exposure. The magnitude and direction of the radiation force depend on character-
istics of the sound field and the object in the field [23]. For example, for a plane wave
incident on a perfect acoustic absorber, the radiation force acts in the direction of
sound propagation, and the magnitude is directly proportional to the total power in
the sound beam. In a fluid medium, the radiation force associated with a traveling
wave field can produce bulk fluid flow in the direction of sound propagation termed
acoustic streaming [20, 24]. In comparison, the radiation forces in a standing wave
field vary sinusoidally in space and can result in the movement of cells or particles to
the pressure nodes of the standing wave field [25–28]. Radiation torques exerted on
particles can produce spinning or alignment of the particles in the sound field
[20]. Harnessing the ability of ultrasound to exert site-specific forces noninvasively
provides an innovative platform to exert biophysical stimuli during artificial tissue
fabrication.

Acoustic cavitation is a general term that describes the interaction of a sound field
with an existing gas bubble. In response to an ultrasound field of small amplitude, a
gas bubble in liquid will oscillate radially around an equilibrium radius. The
maximum response of a bubble to a sound field occurs when the acoustic frequency
is equal to the resonance frequency of the bubble system. The resonance frequency is
dependent on the initial radius of the bubble, as well as material parameters of the gas
within the bubble and suspending medium. The radii of resonant bubbles are on the
order of a few microns at frequencies relevant for biomedical ultrasound. The
dynamic response of a gas bubble to sound exposure can be highly nonlinear, and
many theoretical models have been developed to simulate microbubble cavitation
[29]. Although a comprehensive discussion of acoustic cavitation is beyond the
scope of this chapter, in general, the response of a gas bubble to ultrasound depends
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upon the initial bubble size, acoustic pressure amplitude, frequency, and various
damping mechanisms. Noninertial cavitation describes repetitive oscillations of a
microbubble where the maximum expansion radius is less than twice the equilibrium
bubble radius [20, 21]. The dynamics of noninertial cavitation are typically
nonlinear, and the bubble oscillations can produce microstreaming, shear stresses,
particle attraction, and heat generation, all of which are spatially localized near the
oscillating microbubble [20, 21]. Inertial cavitation describes the rapid expansion of
a microbubble to a radius greater than twice the equilibrium radius followed by a
violent collapse of the microbubble to a fraction of the initial radius [30]. The inertial
collapse of a microbubble can produce extraordinarily high temperatures and pres-
sures, while the rebound of the microbubble can serve as a source of acoustic shock
waves. High-speed liquid microjets can occur when microbubbles collapse asym-
metrically. These microjets are capable of pitting metals and damaging cells and
biomaterials. Inertial cavitation is also associated with a variety of sonochemically
driven reactions including the formation of free radicals [31]. The generation of
photons from inertial cavitation is termed sonoluminescence [20].

Acoustic cavitation is studied widely in biomedical and industrial fields, and
various biological effects in vitro and in vivo can be attributed to acoustic cavitation
[19–21, 32]. For in vitro experiments, gas nuclei capable of initiating cavitation are
likely present unless directed efforts have been made to degas culture media and/or
fluid samples. Tissues that naturally contain gas, such as those of the lung and
intestine, are particularly susceptible to damage from ultrasound fields [19, 33,
34]. Ultrasound contrast agents are gas-filled microbubbles that are stabilized by
protein, lipid, or polymer shells. The microbubbles are on the order of 1–10 μm in
diameter and are used clinically to enhance backscatter to improve diagnostic
imaging. Although initially developed for imaging applications, microbubble
contrast agents are finding new therapeutic applications in areas including drug
delivery, gene transfection, localized tissue destruction, and thrombolysis
[35, 36]. Ultrasound contrast agents can be introduced directly in vitro or in vivo
to enhance the extent of acoustic cavitation. Targeted contrast agents contain specific
ligands on the bubble surface to provide site-specific localization of microbubbles to
cells, proteins, or biomaterials. Acoustic radiation forces on microbubbles in a
traveling wave field can result in translation of the microbubbles in the direction
of sound propagation. Several manuscripts provide comprehensive reviews of the
wide range of biological effects of contrast agents and ultrasound in vitro and in vivo
[21, 32, 37].

Ultrasound Field Design

The previous section reviewed definitive physical mechanisms by which ultrasound
fields can affect tissues and materials. Ultrasound fields offer a noninvasive, con-
trollable source to spatially and temporally control localized heating, mechanical
forces, and physical phenomena associated with acoustic cavitation. New ultrasound
technologies for tissue engineering can harness these capabilities to affect
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thermosensitive processes, control scaffold structure, and improve biological
function. However, successful development of such ultrasound systems requires
careful design of acoustic sources and exposure scenarios to specifically control
desired heating, mechanical forces, and/or cavitation. Ultrasound exposure param-
eters that affect acoustic mechanisms include frequency, pressure amplitude, inten-
sity, pulsing parameters (i.e., pulse duration, pulse repetition frequency), beam
structure, and total exposure duration. Additionally, choice of scaffold material,
presence of liquid media, and ultrasound exposure environment can all influence
the extent of ultrasound-induced heating and/or the likelihood and extent of acoustic
cavitation.

It is important to provide some words of caution on the potential for the design of
sample holders and ultrasound exposure scenarios to influence acoustic mechanisms,
and thereby introduce confounding effects on biological and biomaterial systems.
Geometry and material properties of the sample holder employed for fabrication of
engineered tissue can affect ultrasound fields within the holder. If sample holders
made of materials with high absorption coefficients (such as plastics, polymers, and
metals) are within the ultrasound beam, significant temperature increases and/or
temperature gradients can occur by heat conduction in the biomaterial sample within
the holder. Acoustic streaming of culture media or fluid within confined holder
geometries can produce shear stresses that may affect mechanosensitive cells or
biomaterials. Additionally, sample holders with acoustically reflecting interfaces,
particularly from air interfaces, can produce complex sound fields within the holder
volume including ultrasound standing wave fields. Standing wave fields contain
pressure nodes (areas of minimum pressure) and antinodes (areas of maximum
pressure) and spatially varying acoustic radiation forces. As an example, ultrasound
exposure of samples within standard polystyrene well tissue culture plates can lead
to significant confounding effects on the acoustic fields within the wells [38,
39]. Investigations in the literature often describe experimental scenarios where an
ultrasound transducer is directly coupled to the bottom of a well in a tissue culture
plate. The well is then filled with some combination of cells, liquid culture media,
and/or scaffold material. In this exposure configuration, the interface between the
culture media and air will act as a reflecting interface, and a standing wave field will
be generated throughout the tissue well volume [38, 39]. Thus, depending on their
distance from the interface, cells can be exposed to various pressures ranging from
zero pressure amplitude at a nodal location to maximum acoustic pressure at an
antinode. Additional complications of this exposure scenario include mode conver-
sion and shear wave generation, reflections from the plate bottom, frequency-
dependent resonances, and generation of displacements in the well at both the carrier
frequency and pulse repetition frequency [38, 39]. Furthermore, acoustic coupling
between wells on the plate can lead to generation of ultrasound fields within wells
that are not the target of exposure [39]. Because of the many confounding effects that
can be introduced by direct coupling of an ultrasound transducer to the bottom of a
standard plastic tissue culture plate, cellular experiments in vitro employing such an
exposure configuration are beyond the scope of review of this chapter. In the
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development of new ultrasound technologies for tissue engineering, sample holders
and exposure configurations should be designed to reduce the potential for
confounding effects introduced by acoustic reflections and sample holder heating.

Ultrasound Imaging Technologies

Although this chapter focuses primarily on ultrasound technologies for artificial
tissue fabrication, it is important to highlight that ultrasound imaging techniques
are also providing new enabling technologies to advance the field of tissue engi-
neering [18]. Technologies capable of imaging and quantitatively characterizing the
properties of artificial tissues are critically needed to monitor the properties of
engineered constructs during the fabrication process and postimplantation. Even
though there are numerous imaging techniques available with unique imaging
capabilities, such as confocal microscopy, multiphoton microscopy, second har-
monic generation microscopy, and scanning electron microscopy, most of these
technologies have distinct limitations that restrict their utility for monitoring tissue
fabrication. Microscopy techniques typically have imaging depths less than �1 mm
and very narrow focal widths, thereby limiting their capacity for larger volumetric
imaging. Histology, biochemical techniques, and scanning electron microscopy are
destructive techniques requiring extensive processing steps. Therefore, these tech-
niques are not capable of longitudinal monitoring of tissue constructs during devel-
opment. Furthermore, although microscopic imaging techniques can offer precise
visualization of structure, they do not readily provide quantitative metrics of tissue
properties.

In contrast, ultrasound imaging and quantitative tissue characterization tech-
niques provide new capabilities for tissue engineering applications [18]. Ultrasound
imaging offers real-time, noninvasive, and nondestructive visualization of
engineered tissues and biomaterials. Conventional modalities, such as B-scan and
Doppler, can provide rapid, volumetric imaging of tissue structure and fluid flow.
High-frequency ultrasound imaging (nominally >20 MHz) offers improved spatial
resolution, while still providing volumetric capabilities within hydrogel-based
engineered tissue constructs [40, 41]. Importantly, quantitative ultrasound tech-
niques employ various acoustic parameters (such as sound speed, absorption, back-
scatter) as metrics to quantitatively characterize the structural, biological, and
material properties of engineered tissues. For example, the integrated backscatter
coefficient has been employed as a quantitative metric to noninvasively characterize
cell concentration [40] and collagen fiber microstructure [41] within engineered
constructs. Furthermore, high-frequency parametric images of the integrated back-
scatter coefficient can be used to quantitatively visualize volumetric variations in cell
concentration [40] or collagen microstructure [41]. Ultrasound elastography
describes a variety of quantitative techniques that offer the capability to noninva-
sively and nondestructively measure and image the modulus of tissues and bio-
materials [42]. In summary, ultrasound imaging and quantitative ultrasound
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characterization techniques offer innovative, nondestructive approaches that can be
employed to monitor the structural and mechanical properties of engineered tissues
and biomaterials during the fabrication process and postimplantation.

Ultrasound for Scaffold Fabrication

From section “Developing Ultrasound for Tissue Engineering,” it is evident that
harnessing the capability of ultrasound fields to site-specifically and noninvasively
influence thermal processes and exert mechanical forces presents exciting opportu-
nities for developing new ultrasound-based technologies to direct the fabrication of
engineered tissues. This section, and the subsequent three sections, present examples
of how ultrasound technologies are advancing to meet key challenges in tissue
engineering. This section focuses on how ultrasound techniques can be employed
during scaffold fabrication processes to enhance the structure and/or functionality of
biomaterial scaffolds. Developing new technologies that have the capacity to tune
biomaterial scaffolds in order to recreate the physical and biochemical characteristics
of native extracellular matrices is critical for advancing tissue engineering. Here, two
avenues are presented as examples of approaches that incorporate ultrasound tech-
nologies into scaffold fabrication processes: one employs ultrasound to noninva-
sively affect collagen fiber microstructure and thereby influence cell functions and a
second uses acoustic cavitation to affect the porosity of scaffold materials.

Type I collagen is the primary structural component of native extracellular
matrices. Collagen I is widely investigated as a scaffold material for tissue engineer-
ing, and collagen-based products have been employed for wound dressings and skin
substitutes. Importantly, the physical and biological properties of fibrillar collagens
are strongly tied to variations in collagen fiber structure [43–45]. In turn, collagen
fiber structure can be manipulated in vitro through mechanical forces, environmental
factors, or thermal mechanisms [10, 46]. Thus, developing technologies that can
direct collagen fiber structure noninvasively and site-specifically would provide a
breakthrough approach to regulate the mechanical and biological properties of
collagen-based biomaterials, and thereby control cellular responses during tissue
repair. Moreover, advanced biomaterials with regionally defined variations in colla-
gen fiber structure and function could provide spatial cues to instruct cell behavior
and drive 3D tissue formation.

One newly developed ultrasound technology provides a noninvasive modality to
control collagen fiber microstructure within 3D hydrogels during fabrication; this
technique may provide a method to site-specifically increase the bioactivity of
collagen hydrogels to drive cell responses, such as cell growth or migration
[47]. Exposure of type I collagen to ultrasound during the polymerization process
can alter collagen fiber size and density within the resultant hydrogel [47]. Scanning
electron microscopy and second harmonic generation microscopy images showed
that, under appropriate ultrasound exposure conditions, ultrasound exposure during
collagen polymerization produces shorter, thinner collagen fibers compared to
unexposed samples [47]. Ultrasound-induced temperature rises in the collagen gels
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were modest (final temperatures<30 �C), and effects of ultrasound on collagen fiber
microstructure were comparable to those produced by collagen polymerization at
different temperatures [47]. Using focused ultrasound beams provides the added
capability to site-specifically control collagen fiber structure to produce a single
collagen hydrogel with distinct, regional variations in collagen fiber microstructures.
For example, one study exposed the center of a cylindrical collagen sample during
polymerization to produce a central core of short, thin collagen fibers within the
beam volume, surrounded by longer, thicker collagen fibers outside the beam area
(Fig. 1) [47]. More complex spatial variations in collagen microstructure could be
produced by multiple-source configurations or ultrasound scanning capabilities.

Fig. 1 Controlling collagen microstructure with ultrasound. (a) Schematic of the approach used to
locally control collagen fiber microstructure within collagen hydrogels. A high-frequency, 8.3-MHz
transducer (TDR), with a narrow beam (�6 dB = 0.6 cm), was directed at the center of a collagen
sample. Exposures were performed during collagen polymerization. (b) Representative second
harmonic generation images of collagen fibers within the center and periphery of sham- and
ultrasound-exposed samples. Scale bar = 50 μm. (c) Representative scanning electron microscopy
images taken from the center of sham or ultrasound-exposed collagen gels. Scale bar = 1 μm
(Panels b and c reprinted with permission from Garvin et al. [47], Acoustical Society of America)
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Interestingly, cells respond to ultrasound-induced alterations in collagen fiber micro-
structure with increased rates of cell migration that were not observed in
nonexposed, temperature-controlled samples, suggesting effects of ultrasound on
collagen bioactivity occur through a nonthermal acoustic mechanism [47]. Thus, this
ultrasound technology provides a noninvasive approach to control collagen fiber
microstructure and thereby enhance biological activity of collagen hydrogels site-
specifically.

Porosity is an important design characteristic for scaffold fabrication. Porous
materials provide spaces and increased surface area for cell adhesion, proliferation,
and migration. Additionally, the porosity of scaffold materials influences mass
transport of nutrients and waste products within the scaffold volume. Although a
variety of methods have been developed for introducing pore structures in bio-
materials, many such approaches employ solvents that can compromise the biocom-
patibility of the resulting scaffold. Ultrasound-based technologies can provide
noninvasive methods for modifying the porosity of biomaterial scaffolds for tissue
engineering applications. Acoustic cavitation is typically the underlying mechanism
for effects of ultrasound on scaffold porosity. Physical phenomena associated with
acoustic cavitation, such as microbubble oscillation, generation of high local tem-
peratures, micro-jet formation, and microstreaming, can all alter scaffold porosity by
introducing new pores, increasing pore connectivity, or enhancing mass transport
through porous structures. Thus, to maximize cavitation activity, high-power,
low-frequency (�20–50 kHz) ultrasound sources are typically utilized for ultra-
sound technologies designed to modify scaffold porosity. These approaches are
typically only suitable for fabricating scaffolds prior to seeding cells, as cell viability
would be compromised by intense acoustic cavitation activity.

Several investigative teams have demonstrated the use of high-power,
low-frequency ultrasound to affect pore structure in polymer scaffolds. In one
approach, a solid-state foaming process was first used to prepare polylactic acid
(PLA) scaffolds containing primarily closed-cell pores [48, 49]. Subsequent exposure
of these prefabricated scaffolds to ultrasound (20 kHz, 750 W) increased inter-pore
connectivity [49] and increased permeability of the scaffolds [48]. Using an alternate
technique (supercritical CO2 foaming) for prefabricating PLA foam scaffolds, Watson
et al. [50] similarly found that low-frequency, high-power treatment of PLA scaffolds
led to an increase in pore size, pore connectivity, and fluid transport into the scaffold.
In another approach, ultrasound exposure of 3D electrospun polymer nanofibrous
scaffolds increased pore size, porosity, and fiber thickness of the scaffolds, leading to
enhanced cellular infiltration into the fibrous scaffolds [51]. Ultrasound techniques
also hold potential to increase recellularization of decellularized native tissue scaffolds.
Ultrasound exposure of decellularized patella tendon scaffolds increased spaces
between collagen bundles leading to an increase in porosity and enhancement of
recelluarization of the scaffold [52]. In summary, ultrasound technologies can provide
noninvasive approaches to increase pore size, enhance pore interconnectivity, and
improve fluid transport and cellular infiltration with biomaterial scaffolds.
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Cell Patterning with Ultrasound

Recreating complex tissue architectures that are present in native tissues is a key
challenge in the field of tissue engineering. Importantly, the spatial organization of
cells provides critical cues that can direct cell behaviors essential for proper function
of artificial tissues and organs. Various strategies are under development to control
the spatial positions of cells within engineered constructs, each with its own set of
limitations. Photolithography patterning of extracellular matrix proteins on sub-
strates provides spatially organized sites for cell adhesion, but this approach is
typically limited to two-dimensional patterning. Optical and magnetic forces have
been used as methods for cells patterning. However, magnetic techniques require the
attachment of magnetic particles to cells which can affect cell viability, while optical
techniques are typically applied for single-cell manipulation. 3D bio-printing
employs modified 3D inkjet printing technologies to pattern layers of spatially
organized cells and biomaterials. Current 3D printing processes are time consuming,
and temperatures and shear forces associated with 3D printing can affect cell
behaviors and viability. Thus, there is a clear need for new technologies to rapidly
and efficiently control the spatial organization of large volumes of cells within
3D-engineered constructs without producing adverse effects on cell function and
survival.

Ultrasound can offer new solutions for cell patterning technologies for tissue
engineering [17, 18]. Ultrasound standing wave fields (USWFs) can be employed to
trap, levitate, or spatially organize particles or cells in suspending fluids [53]. An
USWF is generated by the interference of two or more ultrasound fields. USWFs are
characterized by regions of minimum acoustic pressure (nodes) and maximum
acoustic pressure (antinodes). As an example, in an USWF generated between an
ultrasound source and an acoustic reflector, the pressure nodes are spaced at intervals
equal to one half the wavelength of the incident sound field. As discussed in section
“Introduction to Tissue Engineering and Regenerative Medicine,” acoustic radiation
forces associated with an USWF vary sinusoidally in space. These primary acoustic
radiation forces can actively direct particles or cells to pressure node locations [27,
28, 54]. Thus, by design of acoustic frequency, USWFs can predictably pattern cells
or particles at defined spatial intervals. The magnitude of the acoustic radiation force
depends upon the ultrasound exposure parameters and the material parameters of
both the suspending media and the particles or cells [27, 28, 54]. In general, the
magnitude of the acoustic radiation force on a particle in an USWF increases with
increasing acoustic pressure amplitude, acoustic frequency, and volume of the
particle [27, 28, 54]. Acoustic radiation forces exist only during sound exposure.
In industrial and biotechnology applications, USWFs can be used to rapidly separate
particles from suspending fluid media or direct particles to defined locations. When
the USWF is removed, cells or particles in a fluid will sediment or return to a random
distribution. In this way, filtration systems employ USWFs to rapidly sediment
aggregated cells or particles from suspending fluids. Half-wavelength USWFs
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have been used to create cell aggregates in suspension, and subsequently removal of
the aggregates was proposed as a method to develop cell culture systems [55]. Alter-
natively, suspending media that undergo a phase change from liquid to solid during
the ultrasound exposure can be employed to maintain the spatial patterning of cells
or particles after removal of the sound field [26, 56–59].

Acoustic radiation forces associated with USWFs are the basis of an effective
new technology for patterning cells in 3D tissue-engineered constructs [17, 26]. In
this technology, cells are suspended in a type I collagen solution and exposed to an
USWF to spatially pattern cells at pressure nodal locations [26]. A single transducer
and reflector can be used to pattern cells in planar bands that are perpendicular to the
direction of sound propagation and spaced at one half wavelength intervals (Fig. 2).
More complex patterning geometries can be achieved with more than one acoustic
source and/or reflector. Importantly, the acoustic patterning occurs rapidly and
volumetrically throughout the engineered construct [17, 26]. Type I collagen is an
abundant protein in native tissue, is widely utilized as a scaffold material for tissue

Fig. 2 Multicellular bands of endothelial cells form within 3D collagen hydrogels following
exposure to USWF. Endothelial cells were suspended in an unpolymerized collagen type I solution
and were exposed to a 1 MHz continuous wave USWF with 0.2 MPa peak pressure amplitude for
15 min. Sham samples were treated identically as USWF-exposed samples but were not subjected to
the USWF. Representative phase-contrast images, taken 1 h after USWF exposure, show the spatial
distribution of cells within USWF-exposed (a, c) and sham-exposed (b, d) collagen gels that were
examined from both the side (a, b) and top views (c, d). Arrows, endothelial cell band. Scale bars,
200 μm (Reprinted from Ultrasound in Medicine and Biology, 37/11, Garvin et al. [56], with
permission from Elsevier)
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engineering, and undergoes a phase change from liquid to solid as temperature is
increased. Thus, in this technology, USWF exposure is performed during the
collagen polymerization process to “lock” the spatial pattern of cells in place after
the sound field is removed. A key advantage of ultrasound is that the acoustic
patterning is achieved noninvasively, thus maintaining sterile conditions necessary
for tissue engineering. USWF exposures can be performed in modified tissue culture
plates [26] or specially designed sample holders [17]. Acoustic patterning with
USWF has been used to control the spatial organization of various cell types,
including fibroblasts [26], human umbilical vein endothelial cells [56, 60], and
human dermal lymphatic microvascular endothelial cells [17], within 3D collagen
hydrogels. Importantly, USWF patterning of cells enhances cell function and pro-
motes cell-mediated extracellular matrix reorganization, without adversely affecting
cell viability [26].

Another ultrasound technology, also utilizing acoustic radiation forces, has been
developed for patterning cells for tissue engineering applications. This technology
employs acoustic droplet ejection and aqueous two-phase exclusion patterning to
produce spatially patterned cocultures of cells on a substrate [61]. Specifically,
acoustic radiation forces exerted on a liquid/air interface can lead to the ejection of
liquid droplets from the liquid surface. In one study, the liquid used for droplet
ejection was a solution of dextran and cells [61]. A plate placed above the liquid/air
interface then captures the ejected droplet. Subsequent droplet ejection, combined
with precise movement of the plate, can be used to fabricate defined patterns of cell-
embedded droplets on the plate [61]. Employing more than one liquid/cell reservoir,
each with a different cell type, provides the capability for multiplexed cell patterning
[61]. Furthermore, after acoustic droplet patterning is complete, a final solution of
polyethylene glycol (PEG) containing a final cell type can be added over the
patterned droplets [61]. This ultrasound-based micropatterning technique provides
a rapid, noncontact system for fabricating spatially patterned cell cocultures on a
solid substrate.

Ultrasound Technology for Microvascular Engineering

A significant challenge to engineering complex tissues is the need to rapidly develop
a vascular system to provide oxygen and nutrients to cells and remove metabolic
waste products from the tissue construct. Some engineered tissues, such as skin
substitutes, have relatively thin geometries that allow for mass transport by simple,
passive diffusion. However, the fabrication of larger, 3D tissues requires new
strategies for fabricating functional microvessel networks within engineered tissue
constructs. Furthermore, vascularized 3D-engineered tissue constructs could provide
realistic 3D in vitro models for drug discovery, toxicology testing, and product
screening. Technologies capable of producing functional, small microvascular net-
works within 3D constructs are limited and remain in early stages of development.
Vascularization strategies currently being pursued include scaffold functionalization,
soft lithography and molding, 3D printing, and modular assembly. These approaches
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face distinct limitations, as they can be time consuming, necessitate extended
incubation times and secondary assembly processes, utilize sophisticated equipment
and manufacturing processes, have confined geometry and/or limited dimensional-
ity, and cannot be readily reduced to noninvasive applications.

To address this gap in technology, a new ultrasound technology has been devel-
oped to rapidly fabricate complex, microvessel networks within 3D-engineered
collagen constructs [17, 56, 60]. In this approach, USWF-based acoustic patterning
techniques (described in section “Cell Patterning with Ultrasound”) are used to
spatially organize endothelial cells within collagen hydrogels noninvasively [17,
56, 60]. Acoustic patterning occurs rapidly and hydrogels polymerize in approxi-
mately 15 min, thereby capturing the 3D endothelial cell patterns within the solid-
ified gel. Importantly, USWF patterning of human endothelial cells into planar bands
within collagen hydrogels leads to the rapid (1 day) emergence of capillary sprouts
from the cell bands [56, 60]. Collagen fibers aligned in the direction of capillary
sprout outgrowth, indicating USWF-patterned endothelial cells remodel their sur-
rounding collagen matrix similar to natural capillary sprouting [56]. Over several
days post-ultrasound exposure, USWF-fabricated microvessels continue to develop
and mature into complex, anastomosing, lumen-containing microvessel networks
throughout the full 3D volume of the collagen hydrogel (Fig. 3) [56, 60].

An important advancement of this ultrasound-based vascularization technology is
that the morphology of the fabricated microvessel networks can be controlled by

Fig. 3 Acoustic exposure parameters control microvessel network morphology. Unpolymerized
solutions of type I collagen and endothelial cells were exposed to a 1-MHz ultrasound standing
wave field with pressure amplitudes of either 0.1 MPa (a) or 0.3 MPa (b). Samples were incubated
for 10 days and then stained for CD31 (red) to visualize endothelial cells. Cell nuclei were
visualized by co-staining with DAPI (blue). Representative multiphoton z-stack images are
shown. Scale bar, 50 μm (Reprinted with permission from Garvin et al. [60], Acoustical Society
of America)
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design of the USWF exposure parameters used for the initial cell patterning [56,
60]. Specifically, distinct microvessel morphologies have been fabricated by chang-
ing acoustic pressure amplitude [17, 56]. For example, USWF patterning (1 MHz) of
endothelial cells at 0.1 MPa resulted in microvessel networks consisting of dense
capillary-like morphologies throughout the collagen hydrogel [17, 56]. In compar-
ison, USWF patterning at 0.3 MPa produced hierarchically branching, anastomosing
networks between aligned vessel structures [17, 56]. Recall from section “Ultra-
sound Technology for Microvascular Engineering” that the frequency of an USWF
controls the spacing between the patterned planar bands and the amplitude of the
USWF controls the density of cells within each band. Thus, microvessel network
morphology can be designed by appropriate choice of frequency and/or amplitude
used for initial cell patterning. The ability of this USWF technology to noninvasively
guide the fabrication of distinct microvessel network morphologies is a unique
advantage of this vascularization technique.

Microvascular systems in native tissues are complex, consisting of arterioles
branching to capillary beds that then give rise to venules. A further adaptation of
this USWF-vascularization technology holds promise to fabricate such complex,
physiologically relevant microvascular systems. In this method, sequential acoustic
patterning is employed to fabricate a single, composite hydrogel-containing regions
with distinct microvessel morphologies [17]. Specifically, a collagen/gel solution is
placed in a holder and exposed to an USWF to pattern the cells to produce a desired
microvessel network morphology [17]. Following polymerization, a second colla-
gen/cell solution is overlaid over the first gel and exposed to a different USWF to
pattern cells to produce a second desired microvessel network morphology [17]. In
this fashion, composite hydrogels have been fabricated with distinct regions of
hierarchically branching arteriole- or venule-like networks adjacent to regions
containing capillary-like networks [17]. Note that exposing cell-embedded collagen
gels to USWF after polymerization does not alter the initial cell patterning or affect
cell viability [26].

An added complexity of native tissues is that they contain two independent
vascular networks: the blood circulatory system and the lymphatic vascular system.
Acoustic patterning of human dermal lymphatic microvascular endothelial cells has
also been demonstrated to lead to rapid microvessel formation originating from cell-
banded regions [17]. Thus, this USWF-vascularization technology has broad appli-
cability for fabricating microvessel networks using different types and lineages of
endothelial cells.

Delivery of Biochemicals and Signaling Molecules
with Ultrasound

Tissue morphogenesis relies on the spatially and temporally orchestrated presenta-
tion of various signaling molecules to cells, including growth factors and extracel-
lular matrix proteins. Thus, technologies that enable dynamic, controlled delivery of
signaling molecules and/or bioactive chemicals are critical for advancing tissue
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engineering. Ultrasound technologies are advantageous because they offer noninva-
sive approaches to control delivery. Furthermore, focused ultrasound beams provide
excellent site-specific delivery capabilities, beam scanning allows for larger volumes
of activation, and design of ultrasound exposure pulsing parameters and total
exposure duration offers temporal control of delivery. Acoustic cavitation,
ultrasound-induced heating, and/or acoustic radiation forces are the underlying
physical mechanisms for different types of ultrasound-based delivery technologies.
Thus, depending upon the underlying mechanism, ultrasound-based delivery
methods may incorporate thermosensitive and/or mechanically sensitive materials
or drug carriers. This section describes a variety of ultrasound-based delivery
techniques, including those directed at controlling the expression of growth factors
within engineered hydrogels, providing on-demand drug delivery with engineered
constructs, and enabling intracellular delivery of drugs or genetic material.

A variety of ultrasound-based delivery technologies harness the mechanical
activity associated with acoustic cavitation in their design. To maximize cavitation
activity, these approaches can employ ultrasound contrast agents as a source of
stabilized microbubbles. In these methods, ultrasound exposure of microbubbles,
sometimes in combination with a drug delivery vehicle, provides spatial and tem-
poral modulation of delivery. As an example of on-demand, ultrasound-induced drug
release, one group developed a delivery system comprised of dye-carrier liposomes
and microbubbles incorporated into an injectable cross-linking hydrogel [62]. Ultra-
sound exposure (20 kHz) of these microbubble/liposome constructs led to dye
release in both in vitro and in vivo systems [62]. Furthermore, microbubbles
themselves can be engineered to serve as drug delivery vehicles [63–65]. Addition-
ally, coupling specific protein ligands on the microbubble surface provides cell-
specific targeting [63, 64]. Material can also be delivered intracellularly using
sonoporation, which is a process that transiently increases cell membrane perme-
ability in response to ultrasound exposure. Choice of ultrasound exposure parame-
ters affects the efficiency of membrane poration and the resultant cell viability
[66–68]. Many studies have demonstrated that sonoporation with or without
microbubbles can be an effective method for site-specific delivery of genetic mate-
rial or drugs [35, 63–66, 69].

Acoustic droplet vaporization strategies also offer ultrasound-based capabilities
for temporal and spatial modulation of growth factor release [70]. Acoustic droplet
vaporization employs micron-sized emulsion droplets, typically comprised of per-
fluorocarbon liquids [71]. At 37 �C, the droplets remain as emulsions. However,
upon exposure to ultrasound at appropriate amplitudes, the perfluorocarbon droplet
is rapidly converted to a gas, forming a microbubble [71]. Microbubble formation is
dependent upon ultrasound exposure parameters, droplet radius, and material prop-
erties of the perfluorocarbon droplet and suspending medium [71]. Double-emulsion
formulations have been employed to incorporate growth factors within perfluoro-
carbon droplets [70]. In one study, fibrin hydrogels were fabricated containing
double-emulsion droplets comprised of perfluorocarbon liquid and basic fibroblast
growth factor (bFGF) [70]. Ultrasound exposure of the droplet-loaded hydrogels led
to release of bFGF [70]. Focused ultrasound beams were employed, providing both
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spatial and temporal control of growth factor release. As an additional consequence
of acoustic droplet vaporization, the resulting microbubbles that were generated
within the hydrogel added porosity and significantly increased the mechanical
strength of the hydrogel [70].

The spatial localization of signaling molecules in relation to cells can affect cell
behaviors and tissue morphogenesis. For examples, spatial gradients of growth
factors can facilitate directed cell migration, and co-localization of cells and extra-
cellular matrix proteins or protein mimetics can influence cell proliferation, adhe-
sion, and migration. An USWF-based technology can be employed to noninvasively
co-localize cells and signaling molecules or create spatial gradients. As described in
section “Cell Patterning with Ultrasound,” acoustic radiation forces associated with
USWFs can spatially pattern cells within 3D hydrogels. However, the radiation force
on a spherical particle is directly proportional to the particle volume. Thus, radiation
forces exerted on soluble molecules are typically too small to produce spatial
patterning. In a modification of the USWF-patterning technology described in
section “Cell Patterning with Ultrasound,” signaling molecules are first attached to
either the cell surface or a biocompatible microparticle [17, 26]. USWFs are then
used to spatially pattern cell- or microparticle-bound signaling molecules within
hydrogels [17, 26]. As a demonstration of this approach, fibronectin was passively
bound to cells prior to USWF exposure [26]. Fibronectin is a glycoprotein that can
stimulate cell growth, contractility, and migration. USWF-mediated patterning of
fibronectin-coated cells in collagen hydrogels produced high concentrations of
fibronectin molecules co-localized to the USWF-patterned planar cell bands within
the polymerized collagen gels [26]. This ultrasound technology offers a rapid,
noninvasive methodology to produce patterns or spatial gradients of signaling
molecules bound to cells or microparticles within hydrogel constructs.

Ultrasound-induced heating, in combination with thermosensitive materials,
offers another approach for site-specific and temporally controlled drug/biochemical
delivery. High-intensity, focused ultrasound has been employed to activate cells
engineered with a heat-activated and ligand-inducible gene switch [72]. Ultrasound
exposure of such cell-embedded fibrin constructs led to spatial and temporal control
of expression of growth factors important for bone regeneration, specifically vascu-
lar endothelial growth factor (VEGF) and bone morphogenic protein 2 (BMP2)
[72]. The ultrasound exposure produced limited effects on cell viability and scaffold
structure [72]. An alternate thermally based approach employs temperature-sensitive
liposomes. Several studies have demonstrated the effectiveness of local ultrasound-
induced hyperthermia to control drug release from thermosensitive liposomes for
in vitro or in vivo applications [73–76]. Furthermore, the combination of
microbubbles and thermosensitive drug carriers provides opportunities for both
thermal- and cavitation-based mechanisms for drug release [62, 77, 78].

Other drug delivery approaches rely on designed degradation or erosion of
polymer materials to achieve temporal and spatial control of drug or chemical
release. In these systems, ultrasound holds potential to influence the rate of release
by enhancing erosion of carrier material through cavitation or by affecting local
concentration gradients by streaming. For example, ultrasound exposure of a
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protein-loaded, biodegradable copolymer significantly increased polymer degrada-
tion and increased release of protein from the construct [79]. Similarly, ultrasound-
controlled release of an antibiotic from hydrogel carriers was demonstrated with low
background release in the absence of ultrasound, suggesting the potential for site-
specific on-off drug delivery with ultrasound technologies [80].

Conclusions and Future Directions

Ultrasound is advancing as a valuable tool for tissue engineering and regenerative
medicine. Ultrasound fields are advantageous because of their capacity to noninva-
sively and site-specifically influence thermal processes and/or exert mechanical
forces within biological systems and scaffold materials. Furthermore, from an
engineering perspective, ultrasound fields are highly controllable, and acoustic
sources can be readily incorporated within tissue engineering environments. Ultra-
sound technologies under development are directed at affecting scaffold fabrication
processes, controlling cell patterning within 3D hydrogels, fabricating microvascular
networks, and controlling the spatial and temporal presentation of biosignaling
molecules within engineered tissues. Directions for further advances include engi-
neering tissues comprised of multiple cell types, reconstituting native tissue micro-
structure within artificial scaffolds, and advancing nano- or microbubbles for
targeted biochemical delivery within engineered tissues. Furthermore, the ability
of ultrasound to act noninvasively offers breakthrough opportunities for achieving
tissue engineering site-specifically in vivo. In summary, ultrasound technologies
offer exciting new approaches to guide the fabrication of artificial tissues and
advance the field of tissue engineering.
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Abstract

The encapsulation of drugs in nanocarriers revolutionized research in drug

delivery, especially in cancer chemotherapeutics. Several nanosystems have

been developed including liposomes, polymeric micelles, dendrimers, solid

lipid nanoparticles, and others.

The surface of nanocarriers can be modified to alter their characteristics and

improve their efficiency as drug delivery systems. The addition of polyethylene

glycol chains, for example, increases the blood circulation time of nanocapsules

and, in some cases, improves their stability.

A.M. Martins • S.A. Elgaili • R.F. Vitor • G.A. Husseini (*)

Department of Chemical Engineering, American University of Sharjah, Sharjah, UAE

e-mail: amartins@aus.edu; salma.e.a@gmail.com; rvitor@aus.edu; ghusseini@aus.edu

# Springer Science+Business Media Singapore 2016

M. Ashokkumar (ed.), Handbook of Ultrasonics and Sonochemistry,
DOI 10.1007/978-981-287-278-4_29

1127

mailto:amartins@aus.edu
mailto:salma.e.a@gmail.com
mailto:rvitor@aus.edu
mailto:ghusseini@aus.edu


Once the structure of nanocarriers is optimized, the next logical step is to

explore the feasibility of using one or several trigger mechanisms to release their

therapeutic contents at the required time and space. Abundant literature is

available on both internal and external trigger mechanisms in cancer drug

delivery. Internal mechanisms include changes in pH, enzyme concentration,

and temperature, while external mechanisms include light, magnetic/electro-

magnetic waves, and acoustic power.

This review focuses on the utility of ultrasound and polymeric micelles in

cancer drug delivery. The idea is to control the release of chemotherapeutics

from micelles to cancerous cells by focusing the ultrasound waves on the

diseased tissue while sparing other healthy cells in the body. Thus, the side

effects of conventional chemotherapy can be minimized.

Keywords

Drug delivery systems (DDS) • Pluronic® • Polymeric micelles • Triggered

release • Ultrasound (US)

Abbreviations

AC Alternating current

CMC Critical micellar concentration

CW Continuous wave US

DDS Drug delivery system(s)

Dox Doxorubicin

EPR Enhanced permeability and retention

FA Folic acid

FA-CLC/SPIO Mixed micelles of folic acid-conjugated carboxymethyl

lauryl chitosan and superparamagnetic iron oxide

HEMA Hydroxyethyl methacrylate

ICAM-1 Intercellular adhesion molecule

IPN Interpenetrating network

LFA-1 Leukocyte function-associated antigen

mAb Monoclonal antibody

MDR Multidrug resistance

MI Mechanical index

PEG Polyethylene glycol

PEG-b-PBLA Polyethylene glycol-co-poly(beta-benzyl-L-aspartate)
PEG-PCL Polyethylene glycol)-b-poly(caprolactone)
PEG-PE Polyethylene glycol-phosphatidylethanolamine

PEG-PLLA Polyethylene glycol-b-poly(L-lactide)
PEO Poly(ethylene oxide)

PEO-b-PTHPMA Copolymer of poly(ethylene oxide) and poly

(2-tetrahydropyranyl methacrylate)

PFC5 Perfluoropentane
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PLA Poly(lactic acid)

PLA-b-PEG Copolymer of poly(lactic acid) and poly(ethylene) glycol

PPO Poly(propylene oxide)

PTHPMA Poly(2-tetrahydropyranyl methacrylate)

RES Reticuloendothelial system

SLN Solid lipid nanoparticles

US Ultrasound

Introduction

Cancer is a leading cause of death in the western world [1]. Chemotherapy, a

term first coined by the German physician and scientist Paul Ehrlich more than

100 years ago [2], is widely used as a cancer treatment, alongside surgery and

radiotherapy. Several chemical compounds have been and are currently being

researched as possible chemotherapeutic agents, but, in general, although effi-

cient, they are not selective, killing both cancer cells and healthy cells. This leads

to the development of serious side effects in patients undergoing treatment, such

as hair loss, weight loss, nausea, fatigue, and decreased immunity [1]. Hence,

there has been intense research in the area of drug delivery systems (DDS),

engineered systems for the controlled spatial and/or temporal release of thera-

peutic drugs.

Nanoparticles are an essential part of a DDS. They are particles made of a

defined stable material, which must be compatible with the human body, and

their role is to carry the chemotherapeutic agent until this reaches the tumor site

and then being able to release it. This way, there is a lower interaction of the drug

with healthy cells, and also there is a decrease in the dose needed for the treatment

than when using the free drug, which is economically desirable. There are several

types of nanocarriers, namely, liposomes, micelles, dendrimers, nanotubes, solid

lipid nanoparticles, nanoshells, quantum dots, and others [3].

Multifunctional nanoparticles can be engineered to target a certain site,

usually based on specific characteristics of the cancer cells and, once there,

an internal or external stimulus can be applied to trigger the release of the

drug. Examples of internal stimuli are a change in pH, temperature, or enzyme

activity, while external triggers include light, magnetic fields, heat, and ultra-

sound (US).

Ultrasound has been widely used in medicine for several decades due to its

noninvasive nature. Its application in diagnostic imaging is well known [4]. Only

recently, however, US has been tested as a trigger in DDS.

This chapter describes the recent advances on the use of polymeric micelles to

encapsulate chemotherapeutic agents and the use of US as a trigger to promote the

leakage of the drug from these nanocarriers.
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Drug Delivery Systems

Diversity of Nanocarriers

There are several types of nanocarriers (Fig. 1 and Table 1). This paper focuses on

polymeric micelles, but a brief description of other nanocarriers will be presented

below.

One of the most widely researched nanoparticles, already in use in the clinical

setting, are liposomes [5, 6]. Liposomes were discovered in the 1960s by Alec

Bangham when conducting experiments with phospholipids. Liposomes are spher-

ical structures with a size in the range of 20 nm to 1 μm comprised of a phospholipid

bilayer membrane, similar to the cell membrane, surrounding an internal aqueous

core. Due to the zwitterionic nature of the phospholipids, liposomes can be used to

carry both hydrophilic and hydrophobic molecules, the first in their aqueous core,

the latter in their hydrophobic membrane.

Micelles are smaller than liposomes with sizes ranging between 10 and 100 nm

in diameter [7], with polymeric micelles having an average diameter of 20 nm [8].

Micelles are colloidal dispersions, consisting of amphiphilic surfactant molecules

that aggregate spontaneously when in water, forming a spherical structure with a

hydrophobic core that can encapsulate hydrophobic drugs [9]. Polymeric micelles

will be further discussed in section “Triggered Release.”

Dendrimers are small (1–20 nm diameter) synthetic, branched macromolecules,

with a central core (ethylenediamine or ammonia) surrounded by multiple layers

with active terminal surface groups [10]. The multiple hydrophobic or hydrophilic

cavities that are formed in the interior of the dendrimer tridimensional structure are

well suited for the encapsulation of molecules.

Solid lipid nanoparticles (SLN) are colloidal dispersions composed of solid

lipids, such as waxes, fatty acids, and glycerides, stabilized by surfactants. In

SLN, the drug can be entrapped inside the lipid matrix, encapsulated, or adsorbed

to the surface of the particles [11].

Polymer-drug conjugates are drug delivery nanosystems composed of several

drug molecules covalently attached to a polymer. Polymers used in this type of

DDS include PEG, PGA, HPMA, and the drugs attached include Dox,

camptothecin, docetaxel, and paclitaxel [12].

Other nanoparticles include quantum dots, niosomes, and carbon nanotubes

[3, 13].

With such a diversity of nanocarriers, a pertinent question is: which one of these

have been approved for clinical use? Recent review papers described which DDS

are currently used in the clinical setting, as well as the ones undergoing clinical

trials [14–17] (Table 2). In 2013, it was reported that 4,520 nanomedicines were

undergoing clinical trials for cancer treatment [3].
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Fig. 1 Most used nanoparticles and their size ranges
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The EPR Effect

Chemotherapeutic drugs preferentially accumulate at the tumor location due to

several physiological characteristics of tumors, which makes them distinguishable

from normal tissues, such as pH, capillary structure, enzyme concentration, and

others. The preferential extravasation and accumulation of macromolecules and

nanoparticles at the tumor site is called the enhanced permeability and retention

(EPR) effect, a phenomenon which was originally described by the group of Maeda

in 1986 [18] and which has been extensively reviewed by this research group

[19–21]. The EPR effect has been widely described in all types of cancer, excluding

the hypovascular ones, such as prostate and pancreatic cancers [21]. However, a

recent review of clinical trials showed that the efficiency of the encapsulated drug is

only marginally higher than that of the free drug, a result which contrasts with that

obtained in in vivo studies using animal models [22]. Apparently, the EPR effect

depends on the tumor type, and in some tumors with irregular vascularity, it may be

prevented due to low blood flow and high tumor interstitial fluid pressure. A very

Table 1 Types of nanocarriers used in drug delivery systems [14, 17]

Nanocarrier Types Composition Examples

Drug

conjugates

Polymer-drug

conjugate

Linear polymers, drug PGA, HPMA

Antibody-drug

conjugate

Targeted antibodies,

drug

Gemtuzumab,

brentuximab

Polymer-protein

conjugate

Polymer, anticancer

protein

SMANCS

Lipid-based Liposome Phospholipids,

cholesterol, others

DPPC, DOPE, DSPC,

DPPE, DSPG

Solid lipid

nanoparticle

Lipids with low melting

points

Polymer-

based

Dendrimers Hyperbranched synthetic

polymers

PAMAM

Polymeric micelles Amphiphilic block

copolymers

Pluronic, PAA, PLA, PEG

Polymeric

nanoparticle

Glycan, cyclodextrin,

Albumin

Protein nanoparticle

Inorganic Silica nanoparticle Mesoporous silica MCM-41, SBA-15

Metal nanoparticle Gold, iron oxide

Viral-based Self-assembled protein

cages

CPMV

CPMV cowpea mosaic virus, DPPC 1,2-dipalmitoyl-sn-glycero-3-phosphocholine, DOPE
1,2-dioleoyl-sn-glycero-3-phosphoethanolamine, DSPC 1,2-distearoyl-sn-glycero-3-phosphatidyl-

choline, DSPE 1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-poly(ethylene glycol)-2000,

DSPG 1,2-distearoyl-sn-glycero-3-phosphatidylglycerol, HPMA N-(2-hydroxypropyl)-
methacrylamide, PAA poly-(L-aspartate), PAMAM poly(amidoamine), PEG polyethylene glycol,

PGA poly-(L-glutamate), PLA poly-(L-lactide), SMANCS styrene maleic anhydride neocarzinostatin
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important factor for the EPR effect is the tumor’s hyper-permeable or leaky
vasculature [20]. Due to a very fast angiogenesis, the capillary vessels of the tumors

show a deficient structure; hence, it is easier for macromolecules and nanocarriers

to extravasate into the tumor site than into a healthy tissue. Additionally, tumors

have deficient lymphatic drainage systems, which allows for the extended retention

of large molecules [20]. The EPR effect may also be enhanced due to the generation

of factors that increase the permeability at the tumor site, such as prostaglandins,

enzymes such as matrix metalloproteinases, vascular endothelial growth factor,

nitric oxide, and others [18].

The so-called first-generation nanomedicine drugs are based on the EPR effect,

also termed passive targeting. In contrast, active targeting involves the modifica-

tion of the nanocarrier surface with a ligand, which selectively binds a receptor

overexpressed in the membrane of the cancer cells. This will be further discussed in

the following section.

Table 2 Different types of drug delivery systems that have been clinically approved [14, 17]

Drug

delivery

system

Nanoparticle/

polymer/protein/

antibody Drug/protein Cancer indication

Commercial

name (approval

date)

Antibody-

drug

conjugate

Brentuximab

vedotin

MMAE Non-Hodgkin

lymphoma

Adcetris®

(2011)

Trastuzumab

emtansine

DM1 Breast cancer Kadcyla®

(2013)

Liposomes PEGylated

liposomes

Doxorubicin Kaposi’s

sarcoma, ovarian,

breast

Doxil®/Caelyx®

(1995)

Doxorubicin Kaposi’s

sarcoma, ovarian,

breast

Lipo-Dox®

(1998, Taiwan)

Non-PEGylated

liposomes

Cytosine

arabinoside

Neoplastic

meningitis

DepoCyt®

(1999)

Daunorubicin Kaposi’s sarcoma DaunoXome®

(1996)

Doxorubicin Breast Myocet® (2000,

Europe)

Polymer-

protein

conjugate

PEG L-asparaginase Leukemia Oncaspar®

(2006)

Styrene maleic

anhydride

Neocarzinostatin Liver, renal Zinostatin

stimalamer

(1994, Japan)

Polymeric

micelles

PEG-PLA Paclitaxel Breast, lung,

ovarian

Genexol-PM®

(2007, South

Korea)

Protein-

drug

conjugate

Albumin Paclitaxel Breast,

pancreatic, non-

small-cell lung

Abraxane®

(2005)

DM1 maytansine derivative, MMAE Monomethyl auristatin E, PEG polyethylene glycol, PLA
poly-(L-lactide)

Ultrasonic Drug Delivery Using Micelles and Liposomes 1133



Passive Versus Active Targeting

There are two broad types of targeting techniques, namely, passive and active

[3, 5]. In passive targeting, the nanocarriers preferentially accumulate at the

tumor site due to the EPR effect. In active targeting, besides the aid of the EPR

effect, the nanocarrier has a feature that allows it to specifically target and interact

with the cancer cells. Usually, the nanocarrier possesses a targeting moiety, such as

a ligand, which is conjugated on its surface and is free to interact with a cell surface

receptor overexpressed on the cancer cells [23]. The type of chemical modification

of the nanocarrier surface depends on the type of receptor present on the surface of

the tumor cells. Hence, active targeting can be generally defined as the use of

targeting moieties or ligands to enhance the delivery of nanoparticles to the target

tumor site, thus significantly increasing the therapeutic effects while decreasing the

undesired side effects [23].

Several targeting moieties have been used in studies of targeting strategies,

such as peptides, oligosaccharides, antibodies, aptamers, and low molecular

weight molecules, the most widely used being folic acid [24]. The choice of

the targeting moiety is also crucial since it affects the circulation time of the

modified nanocarrier, its extravasation at the cancer site, its affinity for the cell

receptor or antigen, and its cellular uptake [25]. Some examples will be

discussed next.

Peptides are commonly used as targeting moieties in DDS. These small chains of

amino acids are usually derived from sequences of proteins that bind to receptors in

the cell membrane, such as intercellular adhesion molecule (ICAM-1), bombesin,

leukocyte function-associated antigen (LFA-1), and others. Peptides have been

investigated as targeting ligands in multifunctional nanoparticles used in triggered

drug delivery for cancer therapy and imaging strategies [26].

Antibodies are widely used as targeting moieties due to their variety and

specificity for receptors on the surface of cancer cells. Both human and nonhuman

antibodies have been used in DDS research, but since the nonhuman may induce an

immunogenic response, new methods are being investigated for the development of

chimeric, fragmented, and humanized antibodies [27]. Monoclonal antibodies

(mAb) are identical (clones) and monospecific and can be used in targeted cancer

therapy, after the identification of which antigens are expressed on the surface of

tumor cells [28]. There are several reports describing the use of monoclonal

antibodies for targeted drug delivery [29–31].

Small molecular weight molecules have also been described as modifiers of

nanocarriers used for targeted drug delivery. Carbohydrates such as galactose and

mannose have been described [32], but folate is the most important one in this

category since its receptor is overexpressed in many cancer cells due to the

increased biosynthesis of nucleotide bases in these fast-dividing cells [33]. Folic

acid, vitamin B9, easily recognizes the folate receptor on the surface of

several cancer cells in ovarian, brain, kidney, breast, lung, and other types of cancer

[32, 34]. The inclusion of this molecule in DDS has been used in imaging [35] and

therapeutic processes [32].
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Aptamers, small molecules of single-stranded nucleic acids that can specifically

bind proteins and peptides, have also been researched as targeting moieties in DDS

[32, 36]. Their high specificity is due to the fact that they can fold into unique three-

dimensional structures and target proteins including transcription factors and cell

membrane receptors. They offer some advantages over other ligands, e.g., their

high stability and low immunogenicity [36].

Other ligands have been described and were reviewed elsewhere [29–31].

In both passive and active targeting, it is essential that the nanocarrier remains in

circulation long enough, which allows its accumulation at the desired location

before release occurs.

Triggered Release

The aim of a good DDS is to deliver the encapsulated drug to the tumor site and

release it there, thus avoiding healthy tissues and minimizing the side effects of the

drug. The release of the drug from nanoparticles that reached the tumor site either by

passive or active targeting can be controlled by triggers or stimuli, a process known as

triggered release [37]. In this case, the nanocarriers have to be responsive to an

external stimulus or to sense changes in the environment (internal stimulus) and

release the drug load [38]. External triggers include hyperthermia, magnetic and

electric fields, US and light, while changes in the pH of the environment, enzyme

concentration, and/or redox potential are examples of internal triggers [6, 37–39].

The choice of the trigger depends on the type of nanocarrier used, the encapsu-

lated drug, and the tumor environment. For example, it was observed that drug

release from pH-sensitive micelles targeted with folic acid (named PHSM/f) was

much higher at acidic pH (5.0) than at neutral pH [40]. Also, micelles can be

synthesized with disulfide bonds that are sensitive to reduction by the antioxidant

intracellular tripeptide glutathione, which concentrations are significantly different

in healthy and tumor cells [38]. Although these are examples of internal triggers,

micelles can also be designed to be sensitive to external ones, such as hyperthermia,

US, magnetic and electrical fields, light, and others.

Ultrasound, the focus of this chapter, is considered one of the best trigger

mechanisms in triggered drug delivery [6, 37], and it will be discussed in section

“Ultrasound-Triggered Drug Release from Micelles.”

Micelles

Polymeric Micelles

Micelles are colloidal nanocarriers made of amphiphilic molecules that spontane-

ously self-assemble and form a spherical monolayer structure of 10–100 nm in

diameter when dissolved in water [7]. Amphiphiles are surface-active molecules

that consist of a hydrophilic tail and a hydrophobic head [31]. Hence, the structure
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of a micelle consists of an external hydrophilic corona and a hydrophobic core.

Micelles can transport hydrophobic drugs and imaging agents in their hydrophobic

cores [9], and recently, the preparation of core-inversible micelles that can seques-

ter hydrophilic molecules in a hydrophilic core was also described [41] (Fig. 2).

Additionally, polymeric micelles can transport drugs attached to the hydrophilic

polymer of their corona [5]. When discussing micelles, a very important parameter

to take into consideration is the critical micellar concentration (CMC), the concen-

tration above which micelles assemble and form in water [29].

Micelles are not used widely in clinics yet (Table 2) but have several advantages

over other nanocarriers: (i) they are biocompatible; (ii) they are easy to prepare and load

with the drug; (iii) their small size allows their deep penetration into tissues and organs

and increases the blood circulation time, since they escape renal excretion; (iv) the

release of drugs from their core can be controlled; (v) they are stable in biological

fluids; and (vi) they can be successfully used for drug solubilization [5, 8, 37, 42].

Polymeric micelles are formed from polymers with hydrophilic and hydrophobic

monomers. Poly(ethylene oxide) (PEO) is widely used as the hydrophilic building

block, while the hydrophobic monomers may be poly(propylene oxide) (PPO), poly

(lactic acid) (PLA), or others [8, 9, 43]. The hydrophobic drug accumulates in the

hydrophobic core of the micelle, while the hydrophilic PEO chains extend into

the aqueous environments, stabilizing the micelles [37]. It has been observed that the

pharmacokinetics and biodistribution of pharmaceuticals are enhanced when these are

incorporated into polymeric micelles when compared to the free formulation [44].

Polymeric micelles of Pluronic® copolymer are widely used in DDS, especially

in US-induced drug release. They are composed of triblock copolymers of PPO and

PEO and have a hydrodynamic radius ranging between 5 and 20 nm at 37 �C, which
allows their extravasation into the tumor [9, 37]. Besides the previously mentioned

advantages of micelles in general, Pluronic® has several others [5, 9, 37]: (i) the

Hydrophobic
Drug

Hydrophilic
Drug

Non-polar
Solution

Aqueous
Solution

Hydrophobic
Tails

Hydrophobic
Tails

b

a

Hydrophilic
Head Groups

Hydrophilic
Head Groups

Fig. 2 Schematic of the structure of polymeric micelles. (a) Normal micelles in a polar solvent;

(b) reverse micelles in a nonpolar solvent
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ability to sensitize multidrug-resistant (MDR) cancer cells when used at low

concentrations [45]; (ii) its high loading capacity; (iii) its increased shelf life

when lyophilized; (iv) the low viscosity of its micellar solutions; (v) the fact that

it can be sterilized by microfiltration; (vi) the ability to make it sensitive to a certain

release trigger, as previously mentioned in section “Triggered Release”; (vii) its

low in vivo toxicity [45]; and (viii) its enhanced structural stability and lower CMC

when compared to micelles composed of low molecular weight surfactants. The

physical and biological properties of Pluronic® compounds have been reviewed by

Batrakova and coworkers [44, 45].

The most used type of Pluronic® micelles in research is Pluronic® P105 [8, 9,

29], composed of PEO and PPO blocks with the formula PEO37-PPO56-PEO57

[43]. P105 may exist as unimers, loose aggregates or dense micelles, depending on

the solution concentration. These micelles have a CMC of ~1 wt.% at room

temperature [46], but dense micelles that can encapsulate hydrophobic drugs

form at concentrations 4 wt.% and above [47].

Polymeric micelles have several advantages as DDS, but their use in vivo is still

challenging due to their recognition and elimination by the immune system and also due

to stability problems when the micellar solution is diluted in the bloodstream [5, 37].

While circulating in the bloodstream, micelles adsorb proteins onto their surface

and they are subsequently recognized by the reticuloendothelial system (RES) and

cleared by phagocytosis, endocytosis, and/or other biological mechanisms. This can

be prevented by covering the surface of the micelles with PEO that inhibits adsorp-

tion and opsonization [9]. Indeed, the hydrophilic PEO chains extend into the

aqueous environment and associate with water molecules, leading to a steric repul-

sion of proteins, preventing their adsorption and further recognition of these stealth
micelles by the RES [9]. This increases the circulation time of the micelles and

enhances their accumulation at the tumor site by passive or active targeting

[48]. Pluronic® micelles have the advantage of having PEO as an integral part of

their structure, forming their coronas. The PEO corona, however, may pose prob-

lems for the micelles to interact with and enter the cells, where they would release

their drug load. The use of sheddable polymers that allow the unmasking of the

particles upon arrival at the target site has been studied. Further details on sheddable

polymers and shedding techniques can be found on a review by Romberg et al. [49].

Another problem that arises when using polymeric micelles in vivo is their

micellar stability. When injected into the bloodstream, the micellar solution may

be diluted below the CMC, leading to their quick dissolution and the early release of

the encapsulated drug [50]. One way to avoid this is to use higher concentrations of

the polymer, but these may be toxic for the human body [43]. Research into this

subject led to the design and synthesis of stabilized, cross-linked micellar formu-

lations [51–55]. One of such formulations, named NanoDeliv™, was synthesized

from P105 by creating an interpenetrating network (IPN) of the temperature-

responsive N,N-diethylacrylamide polymer inside the hydrophobic core of the

micelles [51]. NanoDeliv™ micelles are more stable upon dilution [51] and have

a half-life of approximately 17 h [56]. The IPN expands at room temperature,

allowing the accumulation of the drug in the core of the micelles but contracts when
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the temperature is higher than 31 �C, thus trapping the drug. Hence, when the

micellar solution is injected into the body at 37 �C, it is diluted, but the IPN prevents

its dissolution and keeps the drug entrapped in the structure [51]. Although larger

than the non-stabilized P105, the NanoDeliv™ are still small enough (~60 nm) to

extravasate at cancer capillaries [8]. The group of Yang and coworkers [53] created

a different type of stabilized micelles by the formation of cross-links in their outer

shells. The size of these micelles was still small enough (100 nm), but they were

significantly more stable than the non-stabilized ones.

Another approach to increase the micellar stability involves the optimization of

the mass ratio of the hydrophilic and hydrophobic blocks that constitute the

micelles [52]. Zeng and Pitt [54, 55] synthesized micelles with time-controlled

degradation using PEO, N-isopropyl acrylamide (NIPAAm), and the polylactate

ester of hydroxyethyl methacrylate (HEMA-lactate). The systemic circulation

lifetime of this formulation could be controlled by changing the ratio of the

copolymer concentration, and this DDS was shown to release the encapsulated

drugs upon ultrasonication at 70 kHz.

Micellar Modifications for Active Targeting

The differences between passive and active targeting were mentioned in section

“Passive Versus Active Targeting,” and here, we shall discuss active targeting as a

way to enhance the efficiency of polymeric micelles as DDS.

When using micelles as a DDS, several factors can be studied and modified to

enhance their biodistribution and uptake, and these include the micellar composi-

tion, the drug encapsulated, and the tumor location [42]. The drug carrier, in this

case, the micelle, is one of the most important components of the DDS, which can

be modified to improve drug delivery. When used for passive targeting, which is

based on the nanoparticle size, the formulation parameters are carefully selected in

order to obtain micelles with an enhanced circulation half-life (previously men-

tioned) and that can easily extravasate at the tumor site. These stealth micelles are

water soluble, have higher molecular weights than regular micelles, and higher

structural stability [42]. The solubility of the drugs inside the micellar core, which

also depends on the charge of the hydrophilic copolymers, can be enhanced by the

addition of anioinic, nonionic, or zwitterionic surfactants [39].

In addition to passive targeting, polymeric micelles can be modified with ligand

moieties, which can be attached to the hydrophobic blocks that form the micellar

corona, to enhance active targeting [57].

One option to targeted delivery using micelles is to design immunomicelles,
which consist of micelles with an antibody or antibody fragment (e.g., the Fab

fragment) as a targeting moiety [28]. One of the first studies on the use of antibody-

targeted micelles was done by Kabanov et al. [58], who reported the modification of

Pluronic® P85 micelles with brain-specific polyclonal antibodies, as a way to
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enhance the delivery of the drug haloperidol to mice brain. Monoclonal antibodies

(mAb), derived from the IgG isotype antibody, have also been widely used for

targeted cancer therapy [28]. Micelle-mAb conjugates are diblock copolymeric

micelles with antibodies or antibody fragments (Fab, antigen-binding fragment)

chemically attached to their surface. The first micelle-mAb to be synthesized used

polyethylene glycol-phosphatidylethanolamine (PEG-PE) conjugated to the 2C5

mAb [28]. This antibody is reactive toward a wide variety of cancer cells, unlike the

majority of anticancer mAb. The results showed that the antibodies conjugated to

the micelles retained their activity and specificity, binding to several different

cancer cells in vitro. In vivo experiments revealed an increased accumulation of

these immunomicelles at the tumor site when compared to non-targeted micelles.

Polymeric micelles conjugated with folic acid have also been researched as

targeted nanocarriers. Husseini et al. [59] synthesized Dox-encapsulating Pluronic®

P105 micelles with a folate moiety and studied the Dox release triggered by 70-kHz

LFUS at several power densities.

Presently, micelle-based DDS consisting of multifunctional nanocarriers are the

most promising for anticancer therapies [29]. Drug delivery systems based on these

multifunctional nanocarriers combine targeted (sections “Passive Versus Active

Targeting” and “Micellar Modifications for Active Targeting”) and targeted and

triggered delivery (section “Triggered Release”). The combination of ligand

targeting of cancer cells with the use of an internal or external stimulus to trigger

the drug release from the nanocarrier ensures the highest specificity toward

cancer cells with increased cytotoxicity and antitumor activity [60]. The use of

stimuli-sensitive micelles in combination with a trigger for the drug release, in

particular US, has been extensively studied by Husseini and coworkers [8, 9, 37, 43]

and will be discussed in the following sections.

Ultrasound-Triggered Drug Release from Micelles

When using a DDS in anticancer therapy, it is necessary to optimize the rate of drug

release from the nanocarrier in order to obtain the maximum efficiency and

decrease the deleterious side effects that chemotherapy has on healthy cells. This

is easily understandable: if the drug is released early, it may affect healthy tissues

while preventing the drug to reach the intended tumor target, while if the release is

too slow, the drug will not reach the necessary concentration to exert its therapeutic

effect. The use of carefully designed nanocarriers sensitive to a certain stimulus or

stimuli allows the time- and space-controlled release of the drug from the

nanocarrier, the previously mentioned triggered release process. Several external

triggers can be used for this purpose (see section “Triggered Release”), but here, we

will focus on the use of US to trigger the release of the drug encapsulated in

polymeric micelles.
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Brief Introduction to the Physics of Ultrasound

Ultrasound has been widely studied as a trigger mechanism in DDS, due to the fact

that it is safe, it is already being used for medical purposes, and it has a low cost.

Ultrasound in medicine is mainly known as an imaging (diagnosis) technique

without adverse side effects, although it may also be used for therapeutic purposes,

e.g., physical therapy [61]. The physics of US has been recently reviewed [6]; here,

a brief description will be presented.

What Is Ultrasound?
An ultrasound wave is a pressure wave (sound wave) that propagates through a

medium and has frequencies of 20 kHz or higher, above the normal human hearing

range (40 Hz to 20 kHz) [50, 62]. Just like any sound wave, US waves are sinusoidal

and propagate by means of energy transfer between the molecules that constitute

the medium, since they consist of cycles of alternating pressures: high pressure –

compression – and low pressure – rarefaction [62].

Acoustic waves possess all the properties of a wave, i.e., attenuation (caused by

dispersion due to energy losses while the wave propagates), reflection, refraction,

amplification, absorption, and scattering [6]. Ultrasound waves, however, also

have the capability of propagation on the surface of matter without traveling

through it [63, 64].

Ultrasound waves propagate in a medium, namely, the fluid medium, by a series

of compression and rarefaction states, and this propagation depends on the density

of the material. Since it is a process where energy is transferred from molecules to

molecules, the propagation is faster in solid medium than in liquid medium and is

slower in gases [61]. In this process, the particles do not move, they just oscillate in

place, while the energy is transferred, thus propagating the pressure wave. The

physical nature of the ultrasonic waves explains how they can interact with cells

and tissues, being able to shear open cells and nanoparticles. Usually, however,

these physical forces are not able to cause these effects by themselves but only in

the presence of gas bubbles [65, 66], as will be discussed in section “Mechanisms of

US-Induced Micellar Drug Release and Cellular Uptake.”

What Are the Parameters of Ultrasound?
Since acoustic waves are sinusoidal waves, they have the same important param-

eters that define any sinusoid. The high-pressure phases coincide with the upper

peaks of the sinusoid, while the lower pressures coincide with the lower peaks. It is

then possible to calculate wavelength (λ), frequency (1/T), amplitude of the wave,

and speed (λ/T) of the wave [4].
The frequency, defined as the number of sinusoidal cycles per second (Hertz,

Hz), is one of the most important parameters that defines the application of the US

[67]. Low-frequency US (LFUS) refers to frequencies lower than 1 MHz, medium-

frequency US usually ranges from 1 to 5 MHz, while high-frequency (HFUS) is

greater than 5 MHz [43]. Higher frequencies (�1 MHz) have lower penetration

depth and lower wavelengths, and they are used in medical diagnostic imaging [4].
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The power density, commonly referred to as US intensity, is defined as the power

carried per cross-sectional area of the US beam (W/cm2) [50]. High intensities cause

hyperthermia and are used for tissue ablation as an example. On the other hand, low

intensities do not cause hyperthermia and are used for imaging purposes [4, 61].

The mode of operation is also a very important US parameter: in continuous
mode (continuous wave, CW), the generated US wave is applied continuously for a

determined period of time, while in pulsedmode, the wave is generated in a cycle of

on and off periods that usually last a few seconds [68].

Although frequency, power density, and mode of operation are the main con-

trollable parameters of US with a crucial importance in triggered drug delivery [69],

it is also very important to consider attenuation that occurs while the wave passes

through a medium. Attenuation is the intensity loss of the traveling wave, which

occurs due to absorption and reflection phenomena. Attenuation depends on the

frequency of US, decreasing as frequency decreases; hence, LFUS can penetrate

tissues more deeply than HFUS [70]. Additionally, attenuation also depends on the

medium through which the wave propagates: attenuation is very low in water and

ultrasonic gel, but it is high in muscle and bone tissue [6]. This parameter is very

important to consider when choosing the frequency of US to be used in different

medical applications.

How Is Ultrasound Generated?
Ultrasound waves can be generated by an oscillating piezoelectric crystal, a trans-

ducer of the alternating current (AC) produced by an actuator [67] (Fig. 3). The

transducer basically translates the applied voltage waveform into linear motion of

Fig. 3 Generation of

ultrasound waves from an

alternating current (AC)
source

Ultrasonic Drug Delivery Using Micelles and Liposomes 1141



the transducer’s face, producing the pressure waves that are transmitted into fluid or

tissue through a medium or gel contacting the transducer.

Mechanisms of US-Induced Micellar Drug Release and Cellular
Uptake

Interaction of US with Biological Systems
The interaction of US with biological systems is classified as thermal effects or

nonthermal effects. Thermal effects are associated with the absorption of acoustic

energy by body tissues and fluids, leading to hyperthermia [65]. Hyperthermia is

very important in anticancer therapy, being used by itself, to heat the tumor, or as an

adjuvant in DDS, to heat the tissues and/or as a trigger for drug release from

temperature-sensitive nanocarriers [6, 50].

Nonthermal effects, which are usually exploited for triggered drug delivery,

usually refer to cavitation, the formation, and oscillation of gas bubbles in the acoustic

field in response to the oscillating pressure referred to previously [37]. Cavitation

depends on the parameters of the US wave and only occurs after a certain threshold is

achieved when the resonant frequency of the oscillating bubbles approaches the

frequency of the ultrasonic field [37]. At low-pressure US amplitudes, stable
(or non-inertial) cavitation occurs, during which the gas bubbles oscillate, slightly

expanding and contracting [37, 71]. During stable cavitation, the size of the bubbles

increases andmicrostreaming – circulating fluid flow around the bubbles – also occurs

[72, 73]. This phenomenon has been described as enhancing drug delivery [74] and, if

the pressure is high enough, it may shear open cells and nanoparticles (Fig. 4) [72, 75].

When the size of the bubbles approaches their resonant size and/or when the acoustic

pressure increases, the oscillations become unstable and eventually lead to the

collapse of the bubbles, generating extremely high pressures and temperatures and

free radicals, a process known as collapse (or inertial) cavitation [37, 71, 74, 76, 77].
Themechanical index (MI) is another frequently used parameter related to ultrasound,

and it is a measure of the probability of collapse cavitation occurring [78].

When the bubbles collapse near a solid surface, a directional sonic jet of liquid is

produced [37, 76]. These events, if occurring near cells, will damage or even destroy

them. Following the collapse, new, smaller bubbles form, and these may serve as

cavitation nuclei, reinitiating the process [76]. In summary, both inertial and collapse

cavitation may shear open both nanoparticles, such as micelles and liposomes, and

cells, thus enhancing the drug delivery process by allowing the drug release and

possibly allowing the direct entry of the drug into the cell cytosol [66, 75]. Several

US-related parameters must be carefully controlled for cavitation and drug release to

occur, such as the frequency, power density, duration of sonication, and position of

the transducer [5].

Mechanisms of US-Triggered Drug Release
The knowledge of the properties of US, as well as the ways by which it interacts

with matter, leads to the proposal of several mechanisms for US-triggered drug
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delivery. The objective is to find a combination of acoustic parameters leading to a

cavitational level and all associated effects that allow the delivery of the drug

without killing the cells [50].

Several mechanisms have been proposed for US-triggered drug delivery, includ-

ing drug release and cell drug uptake. These mechanisms are still being researched

but seem to include [37, 50]: (i) disruption of the drug nanocarriers; (ii) enhanced

drug transport and distribution in target tissues; (iii) enhancement of endocytosis and

pinocytosis events, which increase drug uptake by the cells; and (iv) permeabilization

of the cell membrane, which facilitates the transport of free and micelle-encapsulated

drugs. Each of these mechanisms will be further discussed below.

Disruption of the Drug Nanocarriers
For the drug to be released from the nanocarriers, they have to be disrupted. The

mechanical effects caused by US lead to the disruption of the drug carriers by shear

Fig. 4 Drug release from polymeric micelles triggered by ultrasound. (a) Intact micelle; (b) start
of structural collapse of the micelle and initial release of the encapsulated agent; (c) complete

collapse of the micelle and agent release due to the ultrasonic shockwave
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stresses and/or extreme stresses [79]. In the first case, when the shear stress caused

by acoustic pressure and velocity gradients exceeds the cohesive forces of the

nanocarrier, this will rupture and release the encapsulated drugs. On the other

hand, the shock waves, microjets, extreme pressures, and temperatures and gener-

ation of free radicals caused by collapse cavitation all lead to the rupture of the drug

carrier [37].

The disruption of the drug carrier triggered by US should occur at the tumor site,

thus decreasing the deleterious side effects of chemotherapy. When the

nanocarriers are polymeric micelles, this is particularly emphasized when pulsed

US is used as a trigger. Polymeric micelles are capable of self-assembly: when the

US is on, the drug is released from the micelles, but during the off US period, the

drug that did not enter the cells can be re-encapsulated in the micelles that reform

and circulate in the bloodstream again [80].

How does US increase the uptake of drugs – free or encapsulated – by the cell?

Do these enter the cell by simple diffusion via endocytotic events, or does US

induce transient pores in the cell membrane thus allowing the entrance? All

mechanisms have been proposed, and while the first has been dismissed as having

a major contribution, there are studies that support the other two.

Enhanced Drug Transport and Distribution in Target Tissues
This mechanism relies on the oscillatory movement of the fluid medium upon

exposure to US, which increases the micro-convection phenomenon, thus enhanc-

ing the transport of molecules by simple diffusion [81]. This mechanism, which

may occur even in the absence of cavitation, was suggested after the observation of

drug distribution in poorly vascularized tumor tissues after exposure to US [79].

Diffusion, as the main mechanism of cellular drug uptake after US-triggered release

from polymeric micelles, has been proposed but was dismissed by several exper-

iments by the group of Pitt et al. [82–84].

When cavitation occurs, the drug transport is obviously enhanced by the con-

vection currents generated from stable oscillating bubbles. The motion of the fluid

near the drug (free or encapsulated) and the target tissues leads to the dispersion of

the drug throughout the tissues. Additionally, when in the proximity of these

bubbles, bodies that are denser than the fluid medium, such as drug carriers, are

pushed toward the bubbles and eventually are sheared open and release their

contents [72, 73].

Upregulation of Endocytosis/Pinocytosis
This mechanism suggests that the application of US upregulates the endocytosis

and/or pinocytosis of the micelles encapsulating the drug by the tumor cells.

Several in vitro cellular studies provided evidence for this mechanism, while others

support the sonoporation mechanism discussed below (see section “Relevant In

Vitro and In Vivo Studies” – in vitro cellular studies). In any case, this hypothesis

concerns nonspecific endocytosis, since it is unlikely that cells possess receptors for

polymeric micelles, rejecting the possibility of receptor-mediated endocytosis [37].
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Cell Membrane Permeabilization
This mechanism suggests that the mechanical effects caused by the interaction of US

with the cells cause the transient permeabilization of the cell membrane, facilitating

the delivery of the drug to the target tissues [77]. Without bubble cavitation, hyper-

thermia is the major US effect, and this has little effect on cells [65]. When cavitation

occurs, cells and drug-encapsulating nanocarriers are subjected to shock waves,

microjets, and microstreaming, and this leads to the rupture of vesicles and the

formation of pores in the cell membrane, enhancing the cell permeability [37, 77].

Blood vessel poration and rupture has also been noted [37]. Several studies support

this mechanism, and these will be further discussed in section “Relevant In Vitro and

In Vivo Studies.”

Relevant In Vitro and In Vivo Studies

Most of the research done on ultrasound DDS using polymeric micelles as

nanocarriers uses Pluronic®-based micelles, especially P105 [5, 37]. Other micellar

formulations have also been used, and these are also briefly described in this

section.

In Vitro Micellar Drug Release
The first evidence that US can release drugs from polymeric micelles came from

in vitro studies. Most studies were performed using micelles encapsulating a

fluorescent drug, such as the model drug calcein or the anticancer drug doxorubicin.

The group of Pitt and coworkers [85] designed an ultrasonic exposure chamber

(Fig. 5) to measure the real-time fluorescence decrease due to drug release from

polymeric micelles, especially Pluronic® P105, triggered by US. In this type of

studies, the fluorescence inside the hydrophobic core of the micelle is higher, and it

decreases when the fluorescent probe is released from the micelle and diluted in the

medium.

In vitro studies investigated the effect of frequency on the efficiency of release.

Ultrasound used for drug release usually ranges from 20 kHz to 16 MHz [74]. Using

the ultrasonic chamber shown in Fig. 5, Husseini et al. [85] studied the effect of

using 20–90 kHz pulsed US on the release of Dox and ruboxyl from polymeric

micelles. The results showed that the release decreased with increasing frequencies,

even when the power density increased, and this suggested an important role for

cavitation in the process. Further studies by the same group showed a correlation

between drug release and the appearance of subharmonic emissions and broadband

noise, suggesting that collapse cavitation was involved [86].

Diaz de la Rosa and coworkers [87] also studied the effect of frequency on drug

release from polymeric micelles and showed release at 70 kHz but no release at

476 kHz, even if inertial cavitation occurred at all frequencies. To explain this

difference, the authors performed dynamic modeling studies of the bubble oscilla-

tion at 70 kHz and 500 kHz [80, 88] at different mechanical indices, a parameter

that measures the probability of occurrence of collapse cavitation [89]. Their results
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showed different behaviors of the bubbles under the 70-kHz and 476-kHz ultrasonic

fields, with two different routes to chaos, which explained the experimental results

[80]. Further modeling studies by the same group showed that the drug release

observed experimentally at 70-kHz US is due to an intermittent route to chaos,

which does not occur at 476 kHz [80, 88].

Husseini et al. [85] studied the effect of changing power densities at a constant

frequency on drug release from Pluronic® P105 micelles. They observed that as the

power density increased, so did the release. At 70-kHz, the power density threshold

required for drug release was on the range of 0.35–0.41 W/cm2 [88]. When higher

frequencies were applied, higher power densities had to be applied to obtain

significant amounts of release [85].

Another factor that was studied was the use of pulsed US versus continuous

wave (CW) US. In the same study mentioned previously, Husseini et al. [85]

observed that when using pulsed US, the drugs were released while the US was

on, but they were re-encapsulated in the micelles during the off period between

short pulses. This provides a great advantage of this micellar system, since in vivo,

when the micelles and the drug leave the diseased area, the drug will be

re-encapsulated, thus decreasing the side effects due to the interaction of the drug

with healthy cells. The kinetics of release and encapsulation was studied by the

same group [90], and the results showed that a 20-kHz US pulse of 0.2 s was

necessary to observe release, while the re-encapsulation required an off phase of

0.1 s. Maximum release occurred after 0.6 s insonation, and re-encapsulation

occurred immediately after the pulse stopped and was also completed 0.6 s after

Fig. 5 Custom ultrasonic chamber designed by Husseini et al. [84]. The chamber detects real-

time fluorescence, allowing the measurement of US-triggered drug release from polymeric

micelles
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the beginning of the off period. The data obtained was described by simple physical

models, and the best fit was obtained with a zero-order release and first-order

re-encapsulation simple kinetics. New results were obtained and modeled in sub-

sequent studies, using artificial neural network (ANN) [91] and chemical kinetic

mechanistic models [92]. These studies investigated the drug release and

re-encapsulation as functions of frequency, power density, micelle concentration,

and temperature. Stevenson-Abouelnasr and coworkers [92] proposed four mech-

anisms for the release and re-encapsulation of Dox from P105 micelles using

20-kHz US with a power density of 0.058 W/cm2: (i) micelle destruction and

Dox release, (ii) cavitating nuclei destruction, (iii) micelles reassembly, and

(iv) Dox re-encapsulation. While the first mechanism is due to cavitation, the

second one is a slow partial recovery phase, when the re-encapsulation of a small

amount of drug occurs. The last two mechanisms are independent of US. The

modeling and sensitivity analysis of Dox release kinetics from P105 using an

ANN model [91] showed that the drug release was inversely proportional to the

US frequency and directly proportional to power density. The power density

threshold to release at 20-kHz US was much lower (0.015 W/cm2 at MI 0.15)

than that at 70-kHz US (0.38 W/cm2 at MI 0.40), emphasizing the role of inertial

cavitation in the process. The same modeling strategy was further used to optimize

the US parameters – US frequency, power density, pulse length, sonication duration

– to achieve an optimal drug release at the tumor site via a model-predictive

controller (MPC) [93, 94]. The parameters of the controller can then be adjusted

to reach good reference signal tracking and sustain constant drug release.

Several studies were also performed to unravel the effect of micelle stabilization

on the drug release rate. The release rate of Dox from stabilized and non-stabilized

Pluronic® P105 micelles, triggered by 70-kHz US, was studied in vitro [95]. It was

observed that Dox release from non-stabilized micelles (10 % release) was higher

than from NanoDeliv™ stabilized ones (3 % release). Although 3 % is a low value,

theoretically, the entire micellar drug load could be released if pulsed US was

applied for a period long enough, in the presence of cells that compete for Dox.

Another study by the same group [96] showed that the release rate of Dox from

non-stabilized micelles is also significantly higher than from NanoDeliv™. Addi-

tionally, a study of the degradation kinetics of NanoDeliv™ micelles exposed to

70-kHz and 476-kHz US (both at MI 0.9), showed that, although US perturbs the

IPN of the stabilized micelles, the degradation time is long when compared to the

drug release rate, and no significant difference in the degradation rates could be

observed after 2 h of insonation at both frequencies.

Temperature was studied as another factor that influences US-triggered drug

release from polymeric micelles. The kinetic model developed by Stevenson-

Abouelnasr et al. [92] was also used to study the kinetics of US-induced release

and re-encapsulation of Pluronic® P105 micelles at different power densities and

temperatures (namely, 25 �C, 37 �C and 56 �C) [97]. A negative correlation was

reported between 70-kHz US power intensity and residual activation energy of the

micelle destruction, and it was observed that an increase in temperature increased

the rate of micelle destruction (a function accurately represented using the
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Arrhenius equation) and decreased the rate of micelle reassembly. The ANN model

developed by Husseini et al. [91] also predicted that Dox release is not dependent

on temperature, suggesting that the major mechanism of release is not mainly due to

the thermal effects of US. The same group [96] further studied the effect of

temperature on Dox release and re-encapsulation from stabilized (NanoDeliv™)

and unstabilized P105 micelles. Temperature did not have any effect on Dox release

and re-encapsulation time constants for the unstabilized micelles. For the same

temperature, the observed release was higher for the unstabilized micelles than for

the NanoDeliv™, emphasizing the importance of the IPN in preserving the integrity

of the micellar structure subjected to an external stimulus. On the contrary, no

significant differences could be observed for the re-encapsulation rate constants of

stabilized and unstabilized micelles.

The concentration of Pluronic® also influences the drug release from these

polymeric micelles. The first evidence was published by Husseini et al. [85], who

observed that the drug release was higher for lower concentrations of Pluronic®

P105, possibly due to the higher local drug concentration in the hydrophobic core of

the micelles, when the number of micelles was low. This study also provided

evidence that the release was lower when the drug was deeply inserted into the

micelle core. The ANN model developed by Husseini et al. [91] of the steady-state

acoustic release of Dox from P105 micelles further indicated that higher release was

obtained at lower copolymer concentrations.

The previously described studies used non-targeted Pluronic® P105 micelles,

but targeted ones have also been studied. The first system combining polymeric

micelles, targeting, and triggered release using US was described by Husseini and

coworkers [59]. The polymeric micelles were synthesized with a folate moiety, and

the release of encapsulated Dox was studied using 70-kHz US as a trigger. It was

observed that Dox was released above a power density threshold of 0.55 W/cm2,

which again suggested the critical role of cavitation in the process. Above this

threshold, the amount of drug release increased with increasing power densities but

reached a maximum of 14 % release at 5.4 W/cm2. A subsequent study by the same

group [98] compared the kinetics of Dox release from folated and non-folated

micelles exposed to 70-kHz US at different power densities. The results showed a

higher percentage of release from folated micelles. Additionally, a mathematical

model with a zero-order release and first-order re-encapsulation rate was used to fit

the data and the existence of a power density threshold emphasized the importance

of inertial cavitation for the drug release.

Although Pluronic® P105 has been the most researched type of polymeric

micelles in acoustically-triggered drug delivery, several different formulations

have been studied, including different types of Pluronic® and mixed micelle

formulations. Ugarenko et al. [99], for example, synthesized DSPE-PEG2000

(1,2-diasteroyl-sn-glycero-3-phosphoethanolamine-N-[amino(polyethylene gly-

col)-2000])-Pluronic® mixed micelles and studied the release of Dox and

formaldehyde-releasing prodrugs, triggered by 20-kHz US at 100 W/cm2. Upon

micelle formation, it was observed that 60 % of Dox was encapsulated but no

formaldehyde-releasing products. However, these were administered separately to
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the Dox-loaded micelles. Upon exposure to US, 7–10 % of Dox was released from

the micelles. This system was considered promising in cancer treatment, since it

can potentially form cytotoxic DNA adducts in cancer cells.

Zhang and coworkers [100] designed and synthesized micelles of the block

copolymer poly(lactic acid)-b-poly(ethylene) glycol (PLA-b-PEG), encapsulated
Nile Red, and studied the release triggered by HIFU. They suggested an irreversible

mechanism elicited by transient cavitation. The same group synthesized micelles of

poly(ethylene oxide) and poly(2-tetrahydropyranyl methacrylate) (PEO-b-
PTHPMA) [101] and also studied the effect of HIFU in this formulation. The

observed disruption was due to the US-induced hydrolysis of 2-tetrahydropyranyl

groups at room temperature.

In Vitro Cellular Studies
This section describes the main in vitro studies performed on polymeric micelles

and US as a DDS. The uptake of Dox and other fluorescence molecules by cancer

cells in vitro can be monitored by direct or indirect methods [8, 9, 37, 43,

102–104]. The direct methods measure the fluorescence of the cells by flow

cytometry and/or fluorescence microscopy and also allow the study of the intracel-

lular distribution of the drug. Indirect methods measure the depletion of the drug

from the medium by using a spectrofluorometer.

In vitro cell studies provided evidence that US induces cavitation-related pro-

cesses which mediate a synergistic effect between US exposure, pharmacological

activity of the encapsulated drug, and polymeric micelles. The exposure to US

releases the drug encapsulated in the nanocarriers and simultaneously enhances the

intracellular uptake of micellar-encapsulated drugs, but different studies suggested

different mechanisms of uptake, either the endocytosis of the carrier or the

sonoporation of the cell membrane.

The first in vitro cellular study was performed by Munshi et al. [105] using

Pluronic® P105-encapsulating Dox and 80-kHz US to study delivery of the agent to

HL-60 human leukemia cells. The synergistic effect between US and encapsulated

Dox was observed since the Dox IC50 was lowered from 2.35 to 0.19 mg/ml.

Another study, using the same cell line and 70-kHz US [106] also showed a

synergism between the Dox, polymeric micelles, and US. In the absence of US,

the encapsulation protected the cells from the bioeffects of Dox, while the appli-

cation of US triggered the drug release and/or uptake by the cells, causing DNA

damage, as determined by the comet assay. Similar assays performed with

NanoDeliv™ stabilized micelles [107] showed that these were able to protect

cells from much higher Dox concentrations when compared to unstabilized

micelles. Exposure to 70-kHz US led to a synergistic effect, similar to that observed

on the previous study [106].

Several other in vitro studies on the drug release from Pluronic® micelles and

cellular uptake induced by US were performed by the Pitt and Rapoport groups,

using either LFUS or HFUS [82, 102–104]. Several US parameters were investi-

gated, such as the power density, pulsed vs. CW US, insonation duration, and

interpulse intervals. Marin et al. [102] studied the mechanism of US-induced drug
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delivery to HL-60 cells in vitro. Using 20-kHz LFUS and Dox encapsulated in

Pluronic® P105 micelles, they observed an increase in cellular drug uptake. They

suggested that LFUS caused acoustic cavitation that induced both drug release from

Pluronic® micelles and enhanced uptake of the micellar-encapsulated drugs. Addi-

tionally, the authors observed that, when using US, the same level of drug uptake

could be attained when having a much lower extracellular concentration of drug.

The same group studied the effect of using CW or pulsed 20-kHz US on Dox

uptake by the same cell line [103]. Drug uptake was observed in both cases, and the

authors further studied the effect of the duration of the pulse (on period) and

interpulse (off period) intervals. Dox uptake increased with increasing pulse dura-

tion from 0.1 to 2 s using the same total insonation time, and no significant effect of

the interpulse interval could be observed, suggesting that the cells are very effective

in competing with the drug re-encapsulation in micelles. The authors suggested two

independents mechanisms that seem to control the acoustic-controlled drug uptake

by the cells: (i) US-induced Dox release from micelles, with the consequent

increase of the free drug in the medium; (ii) US-caused perturbation of the cell

membrane with the consequent increase of the intracellular uptake of the micellar

formulation.

In a study using different cell lines [104], the same group compared the drug

release and cellular uptake when the cells were exposed to LFUS (20–100 kHz) or

HFUS (1 MHz). They observed that the onset of acoustic cavitation at higher

frequencies required much higher power densities than at low frequencies.

Rapoport and coworkers [84] studied the effect of copolymer concentration on

the uptake of fluorescently labeled Pluronic® P105 micelles by ovarian carcinoma

cell lines (A2780 drug sensitive and A2780/ADR MDR). Their data supported the

internalization of drugs via fluid-phase endocytosis, followed by a nuclear accu-

mulation enhanced by the use of the polymeric micelles and further increased by the

application of 20-kHz US. The data also showed that the membranes of the

endosomes and lysosomes of A2780/ADR MDR cells were more susceptible to

the action of polymeric surfactants than those of drug-sensitive A2780 cells.

Pitt and coworkers [106–108] studied the differences between exposing HL-60

cells to free Dox, Dox encapsulated in Pluronic® P105, and Dox encapsulated in

NanoDeliv™, with and without US. It was observed that, in the absence of US, cells

exposed to free Dox were killed faster than those exposed to encapsulated Dox

[106]. When exposed to 70- kHz US, however, the scenario was opposite: cells

exposed to the encapsulated drug were killed at a faster rate than those exposed to

the free drug. Hence, in the absence of US, the micelles protect the cells from the

effects of the drug, and when US is used, the released Dox kills cells faster than the

free drug. These studies also used the comet assay to monitor DNA damage caused

by the treatment [106, 108]. They documented the correlation between cell death

and DNA damage, thus indicating that apoptosis was the main mechanism of cell

death caused by these insonation levels, not necrosis which irreversibly damages

the cell membrane.

Howard and coworkers [109] used a different polymeric formulation – micelles

of methyl-capped poly(ethylene oxide)-co-poly-(L-lactide) encapsulating the
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anticancer drug paclitaxel – and also demonstrated the synergy between this system

and US (1 MHz, power density 1.7 W/cm2) used on a drug-resistant breast cancer

cell line (MCF7/ADmt). In the absence of US, the micelles protected the cells from

the toxic effects of the drug, but, upon exposure to the ultrasonic field, there was a

dramatic increase in the accumulation of the micellar formulation inside the cells.

Similarly, Ugarenko et al. [99] demonstrated the previously described syner-

gism, using Pluronic® P105 micelles stabilized with disteroyl-phosphoetha-

nolamine-PEG200, encapsulating Dox, and 20-kHz US. They used this system in

MDA-MB-231 breast cancer cells in vitro, and showed that, in the absence of US,

the micellar system protected the cells from Dox, while upon application of US,

10 % of the drug was released and the cellular uptake was significantly increased.

However, when US was applied for more than 5 s, the cells died, which emphasizes

the importance of a careful control of all US parameters, when doing drug delivery

research.

The groups of Pitt and Rapoport carried several studies [82–84] that demon-

strated the uptake of micelles into cells, thus dismissing the proposed mechanism

that US triggers the drug delivery from micelles outside the cells, followed by

diffusion (see section “Mechanisms of US-Induced Micellar Drug Release and

Cellular Uptake”). They designed Dox-encapsulating Pluronic® P105 micelles

with the end hydroxyl groups labeled with a fluorescent probe possessing a different

fluorescence than that of Dox. Studies of confocal microscopy and flow cytometry

showed that, upon insonation, the labeled P105 micelles entered HL-60 cells and

were distributed between the membrane, the cytosol, and other vesicles.

The same group further investigated whether the mechanism of cellular drug

uptake triggered by US involved endocytosis/pinocytosis [82, 83]. A preliminary

study [83], performed in the absence of US, used fluorescently labeled Pluronic®

P105, and concluded that the aggregation state of the copolymer influenced the

uptake by HL-60 cells, with unimers entering the cell by diffusion, while uptake of

micelles occurred via fluid-phase endocytosis. A subsequent study [82] used

Pluronic® P105 micelles labeled with a pH-sensitive fluorescent probe, which has

higher fluorescence in acidic conditions, i.e., endosomes. Flow cytometry studies

showed that, upon insonation with 70-kHz US, there was an increase in the

fluorescent inside HL-60 and HeLa cells but no increase was observed inside

endosomes and lysosomes. The researchers suggested that sonoporation was the

main mechanism of US-enhanced drug uptake.

Sonoporation has been supported by several other studies, including the ones by

Tachibana et al. [110–114], which provided direct evidence of this mechanism by

using, for example, scanning electron microscopy. One of their early studies [111]

used merocyanine 540 as a tracer and exposed HL-60 cells to 255-kHz US for 30 s.

Results obtained by scanning electron microscopy showed the formation of pores in

the cell membrane, which resulted in cell death. Another study [112], using the

same cell line and the cytotoxic drug cytosine arabinoside, showed increased cell

death upon exposure to 48-kHz US. Scanning electron microscopy showed some

disruption of the cell membranes as well as a decreased number of microvilli, and it

was hypothesized that this increased drug uptake. Saito and coworkers [115]

Ultrasonic Drug Delivery Using Micelles and Liposomes 1151



showed that sonoporation was implicated in the injury of corneal endothelium cells

by US. They observed that some cells died due to necrosis, while others survived

and recovered, with the membranes recovering integrity several minutes after the

exposure. The experiments of Prentice et al. [116] also supported the sonoporation

mechanism. They exposed MCF-7 breast cancer cells to high power densities of

1-MHz US and used atomic force microscopy to observe holes in the cell mem-

branes. Stringham and coworkers [117] used a rat colon cancer cell line (DHD/K12

TRb) and the model drug calcein to unravel the relationship between cavitation and

sonoporation. The cells were exposed to 476-kHz US at different power densities,

and it was observed that, in these conditions, calcein entered and accumulated

intracellularly, unlike in the absence of US. To test the hypothesis that inertial

cavitation was directly related to the drug uptake, further experiments were

performed at a pressure of 3 atm. At this higher pressure, it was observed that the

accumulation of calcein inside the cells decreased. Since cavitation decreases as

pressure increases at a constant US power density [118], these results proved the

direct relation hypothesized by the authors. A similar result was obtained when

using 1-MHz HFUS in an in vitro study with bovine endothelial cells [119]. Studies

by Schlicher et al. [120], using flow cytometry coupled to electron and fluorescence

microscopy, concluded similarly: the accumulation of calcein in prostate cancer

cells was caused by the reversible increase in membrane permeability induced by

acoustic cavitation caused by 24-kHz US. A paper by Zhou et al. [121] went further

and reported the size of the pores produced in Xenopus laevis oocytes exposed to

1.075-MHz US.

Several studies, however, supported the endocytosis hypothesis of cellular drug

uptake enhanced by US. Muniruzzaman et al. [83] investigated the effect of the

copolymer aggregation state – micelles or unimers of Pluronic® P105 – on the

intracellular uptake by HL-60 cells, in the absence of US. Their results suggested

that below the CMC, the unimers enter the cell via simple diffusion, while micelles

enter via fluid-phase endocytosis. A later study by the same group [84] used 20-kHz

US and reported that sonication enhanced the rate of endocytosis of micelles by

several types of human cell lines. In the same study, the intracellular distribution of

Dox was studied by confocal microscopy, and its accumulation was observed in the

nucleus. Sheikov et al. [122] provided evidence that US-enhanced pinocytosis in

the endothelial cells that line brain arterioles and capillaries. The enhancement of

endocytosis by US was also reported in human fibroblasts with no detectable

cellular membrane injury [123].

As mentioned before, the mechanism of drug uptake is still being researched. A

study by Meijering et al. [124], published in 2009, suggested that both mechanisms,

endocytosis and sonoporation, contribute for drug cellular uptake induced by

US. They studied microbubble-targeted delivery of therapeutic compounds to

primary endothelial cells, using pulsed 1-MHz US, observing that both endocytosis

and transient pore formation were involved in drug uptake, and that the contribution

of endocytosis was dependent on the molecular size of the molecules to be

delivered. Additionally, it has been suggested that different cells may respond

differently to US and that maybe a general mechanism cannot be derived [5]. In
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any case, the in vitro cellular studies provided evidence of the synergism between

chemotherapy and US exposure, with US both enhancing the release of the drugs

from the micelles and the uptake of the drug by the cells by creating transient pores

in the cell membrane and/or increasing endocytosis.

In Vivo Research Using Animal Models
Several in vivo studies have been conducted since 2002 in order to test controlled

delivery systems composed of polymeric micelles sequestering anticancer drugs

and triggered using US in either rat or mouse models. It should be noted that, even

in the absence of micellar systems, there is a decrease in tumor growth upon

exposure to free drug and US, which confirms the synergistic effect between the

pharmacological activity of the chemotherapeutic drug and US [37].

The first in vivo studies were performed by Nelson and coworkers [125, 126],

who treated a group of 42 BDIX rats injected with a DHD/K12/TRb colorectal

tumor cell line in both of their hind legs, with different concentrations of free Dox

or Dox encapsulated in stabilized NanoDeliv™ micelles. The tumor in one leg was

sonicated using 20- or 70-kHz US at different power intensities, duty cycles, and

US application regimens (once or twice a week), while the other leg was left

without sonication. An observable reduction of the tumor size was reported when

the combined system was applied (micellar-encapsulated Dox and US), compared

to the noninsonated, micellar-loaded Dox formulation and the free drug control.

According to the authors, this could be due to the increased drug uptake by cancer

cells when sonicated, or that the US assists the extravasation of the drug-loaded

carriers into the tumor tissues.

Another in vivo experiment conducted by the same group [46] used immune-

compromised athymic nu/nu mice model bearing ovarian carcinoma tumors and

studied the effect of Pluronic® P105 and 1-MHz HFUS. The mice were treated with

either micellar-encapsulated Dox or free Dox, and one group was insonated, while

the control group was not exposed to US. It was observed that the intracellular

encapsulated drug uptake by tumor cells was higher than the uptake by other sites or

organs. The uptake by tumors was even more enhanced when localized sonication

was applied, which resulted in an increase in mice survival rates when compared to

noninsonated mice treated with a similar concentration of micellar Dox. More

importantly, Dox did not accumulate in the heart, an organwhich is severely affected

by the cytotoxicity of this drug [127]. The advantage of using HFUS is due to the fact

that it can be more precisely focused then LFUS and causes less sonolysis [85, 104].

Fluorouracil (5-FU) encapsulated in stabilized P105 micelles in conjunction

with 20-kHz US was tested as a DDS in a BALB/c nude mice model inoculated

with the WiDr human colon cancer cell line [128]. The group treated with US

showed a significant reduction in tumor volumes, when compared to noninsonated

groups, emphasizing the synergy resulting from the use of the combined delivery

system, which became more evident for lower 5-FU concentrations.

Howard and coworkers [109] performed in vitro cellular studies using methyl-

capped poly(ethylene oxide)-co-poly-(l-lactide)-tocopherol micelles encapsulating

Paclitaxel further tested this formulation in vivo, in conjunction with 1-MHz
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US. The results showed that this DDS was effective in the complete tumor regres-

sion in nu/nu mice inoculated with an MCF-7/ADM drug-resistant breast cancer

cell line.

Gao and coworkers [129] studied the effect of 1- and 3-MHz US on the

biodistribution of fluorescently labeled unstabilized and PEG-diacylphospholipid-

stabilized Pluronic® P105 micelles in ovarian cancer-bearing nu/nu mice. The

results showed that US enhanced the accumulation of the micelles in the tumors

and that the degree of targeting depended on the local tumor sonication. A later

study by the same group [130] used Dox encapsulated in Pluronic® P105 and mixed

Pluronic® P105, PEG2000-diacylphospholipid and PEG-co-poly(beta-benzyl-L-
aspartate) (PEG-b-PBLA) to treat the same mice cancer model and observed that

30 s of 1-MHz US increased the intracellular Dox uptake by eightfold. In a later

study [131], nu/nu mice implanted with breast (MDA-MB-231) or ovarian cancer

(A2780) cells were treated with Dox encapsulated in micelles of copolymers

PEG-b-poly(L-lactide) (PEG-PLLA) or PEG-b-poly(caprolactone) (PEG-PCL)

and loaded with perfluoropentane (PFC5) nanoemulsions. The delivery system

accumulated selectively in the tumor sites due to the EPR effect. This was followed

by either 1- or 3- MHz US applied locally in order to release and increase the

intracellular uptake of the encapsulated drug. The researchers suggested that this

selective release of drug in tumor sites occurred mainly due to the collapse of the

highly echogenic microbubbles developing from the nanodroplets that grew in size

as a result sonication.

A group of researchers from Brigham Young University [132–134] conducted

several in vivo experiments using BDIX rats bearing bilateral leg DHD/K12/TRb

colorectal epithelial tumors. For their studies, they used US at 20- and 476-kHz at

different pulse intensities as a trigger to release Dox from NanoDeliv™ micelles.

The aims of the research were: (i) to study the pharmacokinetics of the drug, (ii) to

quantitatively analyze the temporal Dox concentration profiles in cancerous and

healthy rat tissues, and (iii) to study the effect of using different US frequencies

(at the same MIs and temporal average intensities) on the development of cancer

cells and drug delivery. Results showed that an initial, although not significant,

accumulation of the drug in the blood-perfused organs, such as the liver and heart,

took place. However, this accumulation decreased with time, when the drug started

to preferentially accumulate in tumor tissues, with faster clearance rates from the

healthy tissues achieved in the insonated groups when compared to the

noninsonated groups. Consequently, this caused the tumors in the groups exposed

to 20- and 476-kHz US to grow significantly slower than in the controls [134]. At

476-kHz, however, even if there was a tumor regression in treated groups, the

differences in Dox concentration in cancerous cells were not significantly different

between both groups, 6 h after the injection of the micellar system [132]. This result

supported the main role of cell membrane permeabilization as the mechanism of

drug uptake by cells, since it could not be explained by simple Dox release [132,

134, 135]. Additionally, these results were not obtained when the animals were

exposed to US alone or to empty drug carriers, emphasizing the synergism between

all these factors, just like in in vitro cellular studies.
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A mouse model of breast cancer (spontaneous breast adenocarcinoma

xenografted in female BALB/c mice) was used to study the dual application of

28-kHz and 3-MHz US when using a stabilized Pluronic® P105 micellar Dox

system [136]. Dox was administered either free or encapsulated in the micelles,

and some mice were exposed to US while a control group only received Dox in free

form. As reported by the previous groups, it was observed that the US and

polymeric micelle system were significantly more effective in facilitating drug

accumulation in tumor cells when compared to either the free Dox or micellar

noninsonated formulations. On the contrary, the concentration of Dox in non-tumor

tissues was lower when micellar drug was used, compared to free drug. According

to the authors, this was due to the role that US plays in cavitation and sonoporation.

Another set of experiments were conducted using docetaxel (DTX)-loaded

P105/F127 mixed micelles in the treatment of male Sprague-Dawley rats and

BALB/c nude mice models bearing Taxol-resistant human lung adenocarcinoma

tumors (A549/Taxol) [137]. No US treatment was used in this work. The results

obtained when the hybrid micellar formulation was used were compared to the

results obtained from negative controls that were not treated at all and/or controls

that received only the poorly soluble DTX and/or its commercially soluble form,

Taxotere®. It was observed that the Taxol elimination half-life was extended when

the micellar drug system was used. Moreover, the sizes of tumors injected with the

DTX-hybrid micelles were significantly smaller than the sizes of the negative

controls and the groups treated with Taxotere®. These promising results were

probably due to the enhanced drug uptake by the tumor caused by the EPR effect,

which indicates that such a system may be used in future clinical trials to overcome

MDR in lung cancer.

Recently, the same group of researchers [138] developed a novel DDS composed

of mixed micelles of folic acid-conjugated carboxymethyl lauryl chitosan

(FA-CLC) and superparamagnetic iron oxide (SPIO) (FA-CLC/SPIO), sequester-

ing camptothecin, and triggered using both magnetic and ultrasonic (1 MHz) fields.

The system was tested against MDA-MB-231 (FA-positive) breast cancer cells

implanted in 6�8-week-old female nude mice, and fluorescence and magnetic

resonance imaging were used to confirm the active drug targeting of the system

in vivo. It was observed that the therapeutic efficacy of this system was consider-

ably enhanced when compared to other systems that used either the free drug or

camptothecin-loaded FA-CLC/SPIO micelles triggered passively or actively

(whether by US alone or the magnetic field alone). Nevertheless, it was

recommended that extra caution should be taken in future experiments in order to

prevent any possible unwanted accumulation of iron-containing vehicles in the liver

when the cancer is located near this organ.

Clinical Trials and Uses

From the previous sections, it is clear that several micellar formulations have been

and are being studied as possible chemotherapies, with or without the concomitant
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use of US. However, so far, there are no FDA-approved micellar systems for the

treatment of cancer [5, 139]. Some micellar formulations have been approved for

use in other countries and several others are undergoing clinical trials around the

world, as recently reviewed by Wicki et al. [17].

Genexol-PM® is a polymeric micelle composed of methoxy-PEG-poly(D,L-
lactide) and encapsulating the chemotherapeutic drug Paclitaxel, which has been

approved for the therapy of breast cancer in Europe and South Korea, and is

undergoing clinical trials in the USA for the treatment of breast, small-cell lung,

and pancreatic cancers [15, 16, 140]. This formulation is a regular micelle encap-

sulating the drug in its hydrophobic core, stabilized and soluble in water due to the

PEG hydrophilic corona [15]. Paclital and NK105 are other Paclitaxel micellar

formulations that are undergoing clinical trials for the treatment of ovarian and

metastatic or recurrent breast cancer, respectively [16, 141]. Nanoxel, a micellar

formulation of Paclitaxel, has also been approved for the treatment of breast cancer

in India [17].

The combination of micelle-encapsulated drugs and US did not reach the clinical

trial stage yet.

Conclusion and Future Directions

The high toxicity of potent chemotherapeutic drugs limits the therapeutic window

in which they can be applied. This window can be expanded by controlling the drug

delivery in both space and time such that non-targeted tissues are not adversely

affected. This review chapter focuses on using US to control the release of anti-

neoplastic agents from nanocarriers spacially and temporally. These nanovehicles

include polymeric micelles and liposomes. The potential benefits of such controlled

chemotherapy compels a thorough investigation of the role of US and the mecha-

nisms by which US accomplishes drug release and/or enhances drug potency which

is the focus of our drug delivery group.

As is widely known, the current practice in chemotherapy requires the use of

high dosages of antineoplastic agents to increase its effectiveness on tumors which

also results in detrimental side effects on healthy cells. These side effects signifi-

cantly decrease the quality of life of the patient and result in several life-threatening

conditions. Therefore, researchers have directed ample time to improve the practice

of chemotherapy in an attempt to increase the effectiveness of the drug, which

results in decreasing the need for high doses and in turn decreasing the side effects.

In addition to advancements in cancer drug delivery, other promising areas have

evolved including, but not limited to, vaccines and gene delivery. The first area

entails the discovery of the virus causing different cancers and vaccinating toddlers

against each virus. On the other hand, gene delivery involves transfecting cancer

cells with the intention of controlling or eliminating the DNA mutations. Gene

delivery is divided into two main areas: viral and non-viral. Viral gene delivery

involves the use of a virus to transfect the DNA of diseased cell. Its main drawback
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is low specificity since the virus could transfect healthy cells in the process.

Non-viral techniques include US, and they suffer from low transfection rates.

This chapter focused on drug delivery in cancer treatment with the utility of

US. As mentioned above, this research area involves the sequestration of the drug

inside nanocarriers designed to target the tumor cells specifically while sparing the

healthy cells. Once at the tumor site, focused waves of US are used on the tumor to

break open the carriers, releasing the drug into the cancer cells. The novelty of this

line of research is the fact that it is the first combination of the two technologies,

(i) nanocarriers or nanocapsules and (ii) US waves, to generate a new drug delivery

methodology for cancer treatment.

When deciding on a drug delivery vehicle, several principles are examined to

improve their performance including passive, ligand, and triggered targeting. Pas-

sive targeting is the main reason behind the success of liposomal Dox-Doxil (which

achieved FDA approval in 1996). Passive diffusion takes place because of the leaky

defective vasculature of cancerous tissues compared to health tissue. The extent to

which passive diffusion improves drug accumulation at the tumor while reducing

the systemic concentration is still being researched for a variety of chemothera-

peutic agents and with different formulations of liposomes to achieve more efficient

cancer treatments. Active targeting (or more correctly, ligand targeting) involves

the decoration of targeting moieties unto the surface of drug delivery vehicles in the

hope that receptor-mediated endocytosis will improve the antineoplastic accumu-

lation at the tumor site via the key-and-lock mechanism. Naturally, the main

obstacle faced by scientists in this area is to insure that the stability, drug efficiency,

and other characteristics will not be affected by conjugating these molecules to

these nanostructures. Some targeted nanocarriers have shown promising results

in vitro, but the same improvement was not observed when tested in vivo. There is

no doubt that ligand targeting will continue to be researched heavily to reach the

optimal conditions of loading efficiency, moiety surface concentration, type of

cancers that can be targeted, etc.

External and internal triggers constitute the third type of drug delivery targeting.

External triggers including US, magnetic, electrical fields, and light have been

reported widely in cancer treatment literature. Similarly, internal triggers (e.g.,

temperature variations, pH, and enzymes) have shown promise both in vivo and

in vitro. This review has focused on the use of US as a trigger mechanism for

several reasons. First, US waves can easily be focused on the tumor noninvasively.

Additionally, the physics of US is very well understood and documented. US has

also been used to induce hyperthermia (by increasing the temperature of the tissue

to above 42 �C) which would be an added advantage to the use of this technique.

More importantly, there is a well-documented synergism between the action of

chemotherapeutic agents and US, thus rendering acoustic waves more attractive for

this area of research.

In conclusion, we reiterate the importance of finding a multimodal drug delivery

system that employs all three targeting techniques into one system that can be

classified as a “magic bullet” in the fight against one of the most prevalent killers of

the twenty-first century.
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Abstract
Photoacoustic imaging (PIA) is an emerging whole-body imaging modality
offering high spatial resolution, deep penetration, and high contrast in vivo. The
photoacoustic (PA) signals are generated under the laser irradiation, where the
optical energy is transferred to acoustic emissions and detected by an ultrasound
transducer. A large amount of research in the last decade showed that near-
infrared (NIR) absorbing nonmetallic nanomaterials such as organic dye-based
nanoparticles, polymer-based nanoparticles, and carbon-based nanomaterials are
promising PA contrast agents, which can increase the PAI performance, including
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the resolution, contrast, and depth of detection. Much effect has been devoted to
developing new PA contrast agents. The current review focuses on the nonme-
tallic nanomaterials-based PA contrast agents for biomedical imaging.

Keywords
Nanomaterials • Photoacoustic imaging • Near infrared • Contrast agent • Dye
derivatives

Introduction

Photoacoustic imaging, also called optoacoustic or thermoacoustic imaging, is a PA
effect-based imaging modality. The PA effect means that a matter absorbs a short-
pulsed laser beam and converts its energy into heat partially. Pressure waves
(ultrasound) are generated through thermo-elastic expansion of the matter, which
are further detected by broadband ultrasonic transducers and converted into images.
PAI combines high spatial resolution of ultrasonic imaging and high contrast of
optical imaging [1–5]. Compared to other high-resolution volumetric optical imag-
ing modalities widely used in the biomedical imaging field, including confocal
microscopy and two-photon microscopy, which suffer from the limitation of depth
less than 1 mm, PAI technology can overcome the limitation of depth and be detected
up to a few centimeters deep in biological tissues [1]. Furthermore, the advantages of
PAI involve real-time imaging in vivo and high spatial resolution without the use of
ionizing radiation [4].

The PA effect was discovered by Alexander Graham Bell at 1880. Meanwhile, PA
effect was unitized in the biomedical imaging field in recent years [6, 7]. At 2003,
Wang et al. developed photoacoustic microscopy (PAM) and observe functional and
structural PA imaging in vivo [8]. Razansky and Ntziachristos et al. used multispec-
tral optoacoustic tomography (MSOT, a commercial PAI instrument) to image the
mouse heart in 2012 [9]. Ntziachristos et al. and Wang et al. reviewed MSOT and
photoacoustic tomography (PAT)-based PAI techniques and summarized their
advantages at 2010 and 2012, respectively [10–12]. The depth of PAI based on
PAM is scalable from 0.7 to 30 mm by varying the ultrasonic frequency from 75 to
3.5 MHz. Compared to PAM, MSOT can impart superior quantification and offer
high-resolution in-depth imaging in three dimensions. The optimum of the PA
instrumental setup can enhance PA imaging performance [13]. Meanwhile, PA
contrast agents can also increase the imaging resolution, contrast, and depth of
detection, [14, 15] which should satisfy (a) outstanding biocompatibility;
(b) appropriate stability in vivo, specifically tolerance to sterilization and prolonged
half-life stability; and (c) desirable targeting properties. Nanomaterials are promising
PA contrast agents to satisfy the requirements. For example, the nanomaterials could
be easily stabilized by PEG chains through covalent linkage or supramolecular
approach to give prolonged half-life stability and biocompatibility. Furthermore,
the modifications of targeting groups on the surface of nanomaterials are readily
achievable through surface chemistry. The nonmetallic nanomaterial-based PA

1164 L. Wang and H. Wang



contrast agents for biomedical imaging are reviewed as (i) organic dye-based
nanoparticles, (ii) polymer nanoparticles, (iii) carbon-based nanomaterials, and
(iv) stimuli-responsive nanomaterials (Fig. 1).

Organic Dye-Based Nanoparticles

Near-infrared window refers to NIR light (λ = 650–900 nm), which allows for deeper
penetration, lower tissue absorption or scattering, and minimal autofluorescence.
Organic dyes with a maximum absorption in the NIR range can be used for PAI. To
gain efficient PA signals, organic dyes should have low-fluorescence quantum yield
(lower ratio of photons emitted to photons absorbed, more of the absorbed energy can
be converted into PA signal). The three types of organic dyes, e.g., cyanine, porphyrin,

Fig. 1 Different classes of nonmetallic nanomaterials as PA contrast agents
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and boron-dipyrromethene (BODIPY) derivatives (Fig. 2), which can be used as PA
contrast agents, have been explored by multiple research groups, especially these
organic dye-based nanoparticles.

Cyanines and Analogues

Indocyanine green (ICG) is a Food and Drug Administration (FDA)-approved
tricarbocyanine fluorescent dye. It has been used as a contrast agent for fluorescence
imaging, which is one of the most commonly used medical imaging modalities.
Recently, it was also developed as a PA contrast agent due to its simplicity, safety,
and high sensitivity. However, certain drawbacks of free dye molecules, concerning
its low stability, uncontrolled aggregation, and lack of targeting ability, have limited
its application in biomedical imaging. Yoon et al. embedded ICG in a novel

Fig. 2 The molecular structures of organic dyes with NIR absorbance
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polymer–protein hybrid nanocarrier (Fig. 3a) to overcome the above limitations
[16]. This nanocarrier was synthesized through pre-conjugation of human serum
albumin (HSA) and amine-functionalized monomer, followed by polymerization
using biodegradable cross-linkers, in a water-in-oil emulsion. The ICG dye was
loaded into the HSA-conjugated polyacrylamide (PAA) nanoparticles (HSA-PAA
NPs) through post-loading. The UV–Vis absorption spectrum of ICG-HSA-PAA
NPs showed two strong peaks at 720 and 790 nm in the NIR range (Fig. 3b). The
diameter of the dehydrated (3 % ICG)-HSA-PAA NPs was around 48 nm (Fig. 3c).
The presence of hydrophobic pockets in the HSA-PAA NPs increased the chemical
and physical stability of ICG by lowering the chemical degradation rates under
physiological conditions. Furthermore, targeting peptide (F3 peptide) was attached
to the surface of the NPs for selective delivery to specific cancer cell lines to obtain
the targeting PA contrast agents. Wu et al. synthesized a class of dendrimers
conjugated with an antitumor agent, gemcitabine (GEM) [17]. By using NIR-797
labeling (Fig. 4a), the accumulation and penetration in tumors of GEM-conjugated
dendrimers were monitored by MSOT (Fig. 4b). The G400-GEM signal intensity per
unit tumor area and signal distribution area in tumors at different time points were
quantified (Fig. 4c). The results indicated that GEM-conjugated dendrimers had
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permission [16] Copyright 2013, Royal Society of Chemistry)
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significant superiority over GEM-conjugated poly(amidoamine) (PAMAM) and
lengthening the PEG segments on the periphery of the dendrimers could signifi-
cantly improve the dendrimers’ circulation time and tumor-targeting ability. Accord-
ingly, their GEM-conjugated dendrimers with the longest peripheral PEG segments
exhibited significantly higher antitumor activity compared to the GEM-conjugated
PAMAM.

Wang and W€urthner prepared NIR-absorbing and emission squaraine (SQ-1)
dyes, which have good stability and high photoresistance. They modulated the
aggregation of SQ-1 dyes in hydrophobic phospholipid bilayers of liposomes with
variable mixing ratios of the SQ-1 dye and the liposome, to achieve dual NIR
fluorescence and PA tomography dual-modular imaging (Fig. 5) [18]. The SQ-1
dye-loaded liposomes are typical vesicular structures with a size of 76 � 15 nm
(Fig. 6a), which is in accordance with the dynamic light-scattering (DLS) result
(size: 103 � 14 nm, PDI: 0.18). When doping minimal amounts of SQ-1 (1:500),
molecularly dispersed SQ-1 in bilayers shows remarkable fluorescence (Fig. 6b).
Interestingly, the PA signals are enhanced with the increase of SQ-1 in the
nanoconfined bilayer region, which are due to the formation of SQ-1-based
H-aggregates and enhanced thermal conversion efficiency (Fig. 6c, d). NIR fluores-
cence imaging in vivo indicated that the majority of SQ-1 � L are enriched in the
area where the blood vessels are generated, implying that the liposomal nanocarriers
exhibit lower tumor tissue penetration capability after the vascular leakage. The
research indicated that the importance of supramolecular modulation (monomer or
aggregation) of NIR dyes loaded in the nanomatrix, which will determine the
characteristics and application of the dye-doped nanomaterials [18]. Furthermore,
they used the SQ-1-loaded pH-sensitive micelles as an activatable PA probe to
investigate the NIR SQ-1 dye release profiles [19]. Zhao et al. reported the NIR
squaraine dye (SQ-2) encapsulated micelles for in vivo fluorescence and PA bimodal
imaging [20]. SQ-2 was encapsulated inside micelles constructed from a biocom-
patible nonionic surfactant (Pluronic F-127) to obtain SQ-2-encapsulated micelles
(SQ-2 micelle) in aqueous conditions. The micelle encapsulation retained both the
photophysical features and chemical stability of SQ-2. The SQ-2 micelle exhibited
high photostability and low cytotoxicity in biological conditions. Unique properties
of SQ-2 micelle in the NIR window of 800–900 nm enabled the development of a
squaraine-based exogenous contrast agent for fluorescence and PA bimodal imaging
above 820 nm. In vivo imaging using SQ-2 micelle, as demonstrated by fluorescence

�

Fig. 4 (a) The molecular structures of NIR-797 labeled dendrimer-GEM conjugates; (b) Orthog-
onal views of the MSOT images of an orthotopic 4 T1 tumor-bearing mouse at different time points
after tail-vein injection of NIR-797-labeled G400-GEM showing overlaid HbO2 and NIR-797-
labeled G400-GEM signals. The 3D coordinate system defines the orientations and positions of the
orthogonal views, and the dashed circles indicate the tumor regions. (c) Quantifications of the
MSOT signal intensity of the NIR-797-labeled G400-GEM per unit tumor area and its intratumoral
distribution area that is acquired as a pixel area with a signal value > 0 within the tumor region of
interest (ROI) at different time points after tail-vein injection of the NIR-797-labeled G400-GEM
(Reproduced with permission [17] Copyright 2014, American Chemical Society)
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and PA tomography experiments in live mice, showed contrast-enhanced deep-tissue
imaging capability. The usage of SQ-2 micelle proven by preclinical experiments in
rodents reveals its excellent applicability for NIR fluorescence and PA bimodal
imaging. Kohl and his coworkers introduced multifunctional nanoparticles loaded
with NIR dyes (IR-5/IR-26) [21]. The nanoparticles showed excellent PA contrast
properties as promising candidates for a resorbable PA contrast system. Li and Xing
prepared IR-783 conjugated with dextran forming self-assembled nanoparticles,
which could be utilized as pH-sensitive NIR nanoprobe for in vivo differential-
absorption dual-wavelength PAI of tumors [22]. An et al. reported the albumin and
NIR squaraine dye (SQ-3) nanoassemblies for PA imaging in vivo [23]. The SQ-3
dye was loaded and aggregated in albumin, which induced a NIR absorption at
around 800 nm from the visible-light region. Thus, the PA signal could be generated
in the tissue-transparent NIR optical window (700–900 nm). Blood analysis and
histology measurements revealed that the nanocomplex could be used for PA
tomography applications in vivo without obvious toxicity to living mice.

Recently, Wang and his coworkers introduced a bis-pyrene unit with strong
hydrophobicity and large π-conjugation to the cyanine molecule to construct well-
organized NIR-absorbing nanovesicles with super chemical and photostability
(Fig. 7a) [24]. This is the first time that the cyanine dyes form vesicular
nanoassemblies without templates (Fig. 7b, c). Interestingly, compared with the
monomer and analogue ICG molecules, the stable nanovesicles showed significantly
improved PA signal intensity and half-life in vitro and in vivo (Fig. 7d). The results
demonstrated that supramolecular strategy could effectively improve the
photophysical properties of building blocks. The hollow nanostructure could be
potentially employed as a platform for delivery of various bioactive molecules for

Fig. 5 Schematic diagram of the nanoconfined SQ assemblies in phospholipid bilayer and the
utilization of these vesicles as probes for dual-modular tumor imaging in vivo (Reproduced with
permission [18] Copyright 2014, American Chemical Society)
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extensive biomedical applications. Liu and his coworkers engineered
multifunctional nanomicelles for combined photothermal and photodynamic therapy
under the guidance of multimodal imaging [25]. The multifunctional polymeric
nanomicelle system containing a photosensitizer chlorin e6 (Ce6) was successfully
fabricated, together with a NIR dye, IR825. The theranostic micelles could be
utilized as a contrast agent for fluorescence and PA imaging of tumors in a mouse
model. The combined photothermal and photodynamic therapy was carried out,
achieving a synergistic antitumor effect both in vitro and in vivo.

Porphyrins and Naphthalocyanines

Porphyrin, a NIR dye, was utilized as PA contrast agents by Zheng and his
coworkers [26–28]. The amphiphilic porphyrin derivative was prepared, which
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Fig. 6 (a) TEM images of SQ � L. (b) UV–Vis absorption spectra and the corresponding
fluorescence intensity changes (inset, λex: 680 nm) of aggregated SQ (4 μM) in PBS and SQ
monomers (4 μM) in SQ � L. (c) PA signal was enhanced with increasing ratio of SQ and
phospholipid in liposomes from 1:500 to 1:10 (w/w). Error bar in (d) represented the SD of
experimental duplicates. (d) Photothermal transformation photographs were taken from thermal
camera (Reproduced with permission [18] Copyright 2014, American Chemical Society)
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formed porphyrin bilayers (porphysomes) through self-assembly (Fig. 8a, b)
[26]. The porphysomes showed large, tunable extinction coefficients at NIR region
and unique PA properties. Hence, porphysomes enabled the sensitive visualization
of lymphatic systems using PAT. As a nanomaterial, porphysomes could accumulate
in tumors of xenograft-bearing mice, and laser irradiation could induce photothermal
tumor ablation. Because of their organic nature, porphysomes were enzymatically
biodegradable and induced minimal acute toxicity in mice (Fig. 8a). The optical
properties and biocompatibility of porphysomes demonstrated the multimodal
potential of organic nanoparticles for biomedical imaging and therapy. Similarly,
Zheng also reported microbubbles (MBs) (Fig. 8c) as trimodal imaging agents
(ultrasound, PA, and fluorescence) with the shell of amphiphilic porphyrin derivative
molecules, which formed a single porphyrin-lipid layer [28]. The UV–Vis absor-
bance spectrum of the MBs in phosphate-buffered saline (PBS) displayed a Q-band
peak at 704 nm, which is 37 nm red shifted from the porphyrin monomeric peak
wavelength. This red-shifted peak is an indication of ordered aggregation of the

Fig. 7 (a) Molecular structures of BP-Cy. (b) TEM images of BP-Cy vesicles with negative
staining. The expansions indicate the thickness of the bilayer membrane and the diameter of the
vesicle in each case. (c) Schematic space-filling model for the vesicle. (d) In vivo model mice for PA
imaging injected with ICG and BP-Cy aggregate (2.0 � 10�5 M, 200 μL) via tail vein and detected
under laser irradiation (790 nm). The PA images were reconstructed by ImageJ (Reproduced with
permission [24] Copyright 2015, Royal Society of Chemistry)
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porphyrins within the MB shell. PA images were pre- and post-injection of both MB
formulations, and only the trimodal porphyrin shell MBs showed detectable increase
in PA signal after injection (Fig. 8d).

Cai and his coworkers reported a family of naphthalocyanine-based nanomicelles
that can avoid systemic absorption and provide good optical contrast for PA imaging
(Fig. 9a) [29]. The naphthalocyanine dyes (Fig. 9b) were co-assembled with F127
into nanomicelles with the size of �20 nm due to strong hydrophobicity (Fig. 9c).
Interestingly, the free F127 could be removed without destroying the frozen micelle
structures at 4 °C due to its temperature-sensitive CMC. The frozen nanomicelles
(nanonaps) showed tunable and large near-infrared absorption intensity. Moreover,
the nanonaps exhibited high stability and passed safely through the gastrointestinal
tract. Hence, the nanonaps could be utilized to observe the two US/PA maximum
intensity projections (MIPs) by tracing the movement of nanonaps through the
intestine over a 30 min period (Fig. 9d). The indicated regions of interest showed,
in real time, the out-of-plane passing of nanonaps through a transverse slice of the
intestine. Compared to control regions B and C, which contained relatively constant
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nanoparticles volumes, nanonaps quantitatively exited from region A over 1 min and
demonstrated peristaltic contractions in the process. Noninvasive, non-ionizing PA
techniques were used to visualize nanonap intestinal distribution with low back-
ground and remarkable resolution and enabled real-time intestinal functional imag-
ing with ultrasound co-registration.

BODIPY and Other Dyes

BODIPY with NIR absorbance as PA contrast agents was reported by Akers
et al [30]. They found that the fluorescence quenching occurred in the formulation
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outflow of nanonaps (Reproduced with permission [29] Copyright 2014, Nature)

1174 L. Wang and H. Wang



of NIR fluorescent dyes in nanoparticles resulted in enhanced contrast for PAI
(Fig. 10a). They developed NIR dye-loaded perfluorocarbon-based nanoparticles
for combined fluorescence and PA imaging with two kinds of NIR dyes and revealed
distinct dye-dependent photophysical behavior. The pyrrolopyrrole cyanine (PPCy-
C8) showed different absorbance behavior in dichloromethane (DCM) and aqueous
solution (Fig. 10b). By controlling the quantity and ratio of PPCy-C8 in perfluoro-
carbon nanoparticles, both optical and PA contrast can be tuned. Their results
showed the benefit of nanomaterials for the enhancement of contrast by increasing
the payload per particle. They also demonstrated that the PA and fluorescence
detection system allowed detection of regional lymph nodes of rats in vivo with
time-domain optical and PA imaging methods. The PAI contrasts were quantified
from in vivo and ex vivo PAI results (Fig. 10c, d). Besides the above NIR-absorbing
dyes, other organic NIR dyes have been developed and further utilized for PA
bioimaging. Moreover, the perylene dye-based nanoparticles were successfully
prepared and used to realize PAI of deep orthotopic brain tumor in mice models
by Zhen Cheng [31]. Recently, the [2 + 2] click reactions by using amine-substituted
aromatic precursors as donors and 7,7,8,8-tetracyano-2,3,5,6-tetrafluoroquino-
dimethane (F4-TCNQ) as acceptor molecules to afford donor–acceptor
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of PFC with no dye. (c) Comparison of PA image contrasts quantified from in vivo and ex vivo
results. BG background. (d) Bright-field and PA images of ex vivo lymph nodes 24 h after
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chromophores, which have strong NIR absorption in the range of 700–900 nm. The
series of dyes have potential in application as contrast agents for PAI.

Polymer-Based Nanoparticles

D-A-Type Polymer

Polymer-based nanoparticles have been exploited as nanocarrier for drug delivery
over the past several years [32–34]. Recently, several polymers which possessed
unique optical properties can be introduced as contrast agents for bioimaging
[34]. D-A-type semiconducting polymer nanoparticles (SPNs) as a new class of
NIR PA contrast agents with NIR light absorbing were developed by Pu et al. for PAI
(Fig. 11a) [35]. The SPN1 shows stronger absorption than SPN2 at 700 nm
(Fig. 11b). Similarly, the PA signals of SPN1 are much higher than that of SPN2
(Fig. 11c). Both the nanoparticles can generate stronger signals than the commonly
used single-walled carbon nanotubes and gold nanorods (NRs) on a per mass basis
(Fig. 11d), permitting the whole-body lymph node PA mapping in living mice at a
low systemic injection mass. The SPNs possessed high structural flexibility and
strong resistance to photodegradation and oxidation. Furthermore, by coupling SPNs
to a cyanine dye derivative (IR775S) that was sensitive to ROS-mediated oxidation,
they first demonstrated the NIR ratiometric PA probe (RSPN) for in vivo real-time
imaging of reactive oxygen species (ROS) (Fig. 12a). The PA spectrum of RSPN
showed three maxima at 700, 735, and 820 nm. In the presence of ONOO� and
ClO�, the PA peak from IR775S dyes almost disappeared, but the peak at 700 nm
from SPN1 remained nearly the same. However, other ROS could not affect the PA
spectrum (Fig. 12b). The ROS-responsive ratiometric PA measurement was realized
in cells when they were in the resting state (Fig. 12c, d). Moreover, Liu and
coworkers developed polymer PFTTQ (Fig. 13a) with NIR absorption and fabricated
1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-[methoxy(polyethylene
glycol)-2000] encapsulated PFTTQ nanoparticles with good solubility and process-
ability [36]. The PFTTQ nanoparticles with the intense NIR absorption, high
nonradiative quantum yield, excellent photostability, and low cytotoxicity
highlighted the great potential of processable PFTTQ nanoparticles for in vivo PA
imaging (Fig. 13b, c).

Polypyrrole

Polypyrrole (PPy) as the PA contrast agent was reported in 2013 by Dai and his
coworkers (Fig. 13d) [37]. They prepared PPy nanoparticles by aqueous phase
polymerization using PVA as the stabilizing agent and FeCl3 as an oxidation catalyst
(Fig. 13e). The PPy nanoparticles were well dispersed in water with strong absorp-
tion in the 700–900 nm region and the PVA modified surface. Intravenous admin-
istration of PPy nanoparticles allowed imaging of the cerebral cortex of the mouse
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brain vasculature with greater clarity than the intrinsic signal from hemoglobin in
blood. At 1 h post-injection, the PA signal remained essentially intense, indicating
that a sufficient amount of PPy nanoparticles has long-circulating ability in blood.
Moreover, no acute toxicity to the vital organs (e.g., heart, liver, lung, spleen, and
kidney) was observed at 15 day post-injection, suggesting good biocompatibility of
the PPy–PVA nanoparticles. PPy nanoparticles as PA contrast agents were also
demonstrated by Liu [38].

Carbon-Based Nanomaterials

Graphene Oxide

Graphene, a shining star in the materials, exhibits many unique intrinsic
photophysical properties, one of which is their strong optical absorbance in the
NIR region. Graphene’s derivatives are promising PA contrast agents with excellent
PA contrast. For example, Jiang and He prepared graphene nanosheets from graphite
particles with their π-conjugated aromatic structures, which exhibited nearly
wavelength-independent absorption in the visible and NIR regions (Fig. 14a, b)
[39]. For the first time, they demonstrated that the graphene nanosheets could
generate strong PA signals with NIR excitation (Fig. 14c, d). Different from organic
dye-based PA contrast agents, the photo-to-acoustic conversion was weakly depen-
dent on the wavelength of NIR excitation. Recently, Dai’s group first demonstrated
that nano-sized reduced graphene oxide (nano-rGO) with noncovalent PEGylation
exhibited sixfold higher NIR absorption than nano-GO, which was comparable to
carbon nanotubes and gold-based nanomaterials [40]. This finding indicated nano-
rGO can be used as a theranostic nano-agent in biomedicine. Similarly, Cai devel-
oped a nano-rGO, which was reduced by bovine serum albumin (BSA) protein from
nano-GO with high stability and low cytotoxicity (Fig. 15a) [41]. The UV–Vis–NIR
absorption spectrum of nano-GO showed a strong absorption peak at 232 nm. After
BSA reduction, the absorbance of nano-rGO was significantly enhanced in the
UV–Vis–NIR range (Fig. 15b). The PA signals produced by the nano-rGO were
observed to be linearly dependent on the concentration (R2 = 0.99) (Fig. 15c). Mice
bearingMCF-7 tumor xenografts (80 mm3 in size) were injected through the tail vein
with 200 μL BSA-functionalized nano-rGO at a concentration of 1 mg/mL. The
ultrasound and PA dual-modality images of a cross section crossed the center of the
tumor were obtained and monitored up to 4 h after the injection (Fig. 15d–f). The

�

Fig. 11 (continued) (c) PA amplitudes of SPNs at 700 nm in an agar phantom as a function of mass
concentration. R2 = 0.998 and 0.997 for SPN1 and SPN2, respectively. (d) PA/ultrasound
co-registered images of the nanoparticle–matrigel inclusions in mice at a concentration of 8 μg ml�1.
The images represent transverse slices through the subcutaneous inclusions (dotted circles)
(Reproduced with permission [35] Copyright 2014, Nature)
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prepared nano-rGO could be used as ready-to-use theranostic agents for both PAI
and photothermal therapy in vitro and in vivo.

Other functional materials can be combined with GO for enhanced PA signals and
multifunctional theranostic platform. Liu and coworkers designed a novel probe
based on the rGO-iron oxide nanoparticle (IONP) nanocomposite, which was
noncovalent functionalized with polyethylene glycol (PEG) for high stability in
physiological environments [42]. Triple-modal fluorescence/MR/PAT for tumor
imaging in vivo with rGO–IONP–PEG was realized to highlight the great potential
of rGO nanoplatform-based functional materials for cancer theranostic applications.
Chen and coworkers produced a novel photo-theranostic platform based on
sinoporphyrin sodium (DVDMS) photosensitizer-loaded PEGylated graphene
oxide (GO–PEG–DVDMS) for enhanced fluorescence/PA dual-modal imaging and
combined PDT and PTT [43]. The GO–PEG carrier drastically improves the fluo-
rescence of loaded DVDMS via intramolecular charge transfer. Concurrently,
DVDMS significantly enhances the NIR absorption of GO for improved PA imaging
and PTT. Similarly, Li and Yang afford the enhanced PA imaging by combining
organic dye with GO [44]. The dye-enhanced GO was prepared utilizing the π–π
stacking interactions between GO and ICG. The ICG–GO complex had a high
absorbance in the NIR region and exhibited excellent photothermal and PA proper-
ties under NIR irradiation.

Qin, Yang, and Xing reported the design of a PA nanoprobe with the highest
availability of optical-thermo conversion by using GO and dyes via π–π stacking
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interactions [45]. The GO served as a base material for loading dyes and quenching
dye fluorescence via fluorescence resonance energy transfer (FRET) (Fig. 16a).
Experiments verified that the designed fluorescence-quenching nanomaterials
could produce stronger PA signals than the sum of the separate signals generated
in the dye and the GO (Fig. 16b, c). The fluorescence-quenching nanomaterials as
contrast agents were demonstrated to image the deep-seated tissues and tumors in
living mice by enhancing PA contrast. PA therapy efficiency both in vitro and in vivo
by using the fluorescence-quenching nanoprobes was found to be higher than with
the commonly used PA therapy agents. The study demonstrated that quenching dye
fluorescence via FRET would provide a valid means for developing high-efficiency
PA nanoprobes.
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Single-Walled Carbon Nanotubes

Single-walled carbon nanotubes (SWNTs) had strong NIR absorption, which were
widely exploited photothermal (PT) agents for cancer therapy with highly efficient
light-to-heat conversion. Recently, PA properties of SWNTs under a pulsed light
source were found and intensively investigated [46–48]. The PAI in vivo based on
SWNTs contrast agents was firstly achieved by Zerda, Gambhir, and their coworkers
[46]. They prepared a conjugation of cyclic Arg–Gly–Asp (RGD)-containing
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peptides to SWNTs (SWNT-RGD) (Fig. 17a). The SWNT-RGD was stable in serum
and showed NIR absorbance and PA properties (Fig. 17b, c). The SWNT-RGD was
further attached to high affinity to αvβ3 integrin, which is overexpressed in tumor
neovasculature. Intravenous injection of the targeted SWNT-RGD in mice led to
8 times higher PA signal in the tumor compared with mice injected with nontargeted
SWNTs (Fig. 17d). Wang and Sitharaman took the advantage of high-optical-
absorption contrast of SWNTs to realize the high-performance PAI [2, 47]. On the
one hand, they validated and demonstrated the SWNTs could be utilized as PA
contrast agents for biomedical imaging in vivo. On the other hand, PAI technique
could detect, map, and quantify trace amounts of SWNTs in a variety of histological
tissue specimens. The detection sensitivity of PAI technique to SWNTs could reach
down to picogram (10�12 g) levels. PAI technique could provide complementary

Fig. 16 (a) π–π stacking of dyes in close proximity to GO. GO quenches the dye fluorescence via
FRET between dye molecules and GO. Using the pulse laser irradiation, the vast majority of
absorbed light energy is converted to acoustic waves. The comparison of PA imaging contrast of
tumors after being injected with GO–Abs/Cy7, GO–Abs, and Cy7. U87-bearing Balb/c nude mice
(n = 3) was injected through the tail vein with GO–Abs/Cy7 (b), and separate GO–Abs and Cy7
solutions were injected simultaneously into the same mice (c). The white dotted lines on the images
illustrate the approximate tumor edges (Reproduced with permission [45] Copyright 2015, Wiley
Publishing Group)
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information to existing electron and optical microscopy techniques in the histolog-
ical analysis of tissue sections containing SWNTs.

In order to obtain excellent PA contrast agents, the synergistic effect of known
NIR dyes was unitized by combination with SWNTs. Zerda et al. presented a family
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of novel PA contrast agents that were based on the binding of small optical dyes to
SWNTs (SWNT-dye) [49, 50]. They prepared five different SWNT-dye contrast
agents using different optical dyes, creating five “flavors” of SWNT-dye
nanoparticles. Furthermore, the SWNT-dyes were conjugated with cyclic
Arg–Gly–Asp (RGD) peptides to molecularly target the αvβ3 integrins, which
were associated with tumor angiogenesis (Fig. 18a). The new contrast agents,
particularly, SWNT that was coated with either a fluorescence quencher, QSY
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Fig. 18 (a) Illustration of a SWNT-dye-RGD particle. The dye (red) is attached to the SWNT
surface through noncovalent π–π stacking bonds. Phospholipid–polyethylene glycol-5000 (blue) is
conjugated to the targeting peptide (RGD) on one end and to the SWNTsurface on the other end. (b)
Optical spectra of SWNT-QSY (red) and SWNT-ICG (green). (c) The PA signal produced by
SWNT-QSYand SWNT-ICG was observed to be linearly dependent on the particles’ concentration
(R2 = 0.99 and 0.98, respectively). (d) The PA signal from each inclusion was calculated using 3D
regions of interest, and the “background” represents the endogenous signal measured from tissues.
The error bars represent standard error (n = 3 mice). (e) PA vertical slice image through an agarose
phantom containing increasing number of U87 cancer cells exposed to SWNT-ICG-RGD and plain
SWNT-RGD particles. The signal inside the ROI (dotted white boxes) is not homogenous due to
possible aggregates of cells (a–d: Reproduced with permission [49] Copyright 2012, American
Chemical Society; e: Reproduced with permission [50] Copyright 2010, American Chemical
Society)
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(SWNT-QSY), or ICG (SWNT-ICG) exhibited 17 and 20 times higher molar
extinction coefficient and over 100 times and 300 times higher PA contrast in living
animals, respectively (Fig. 18b), compared to plain SWNTs, leading to
sub-nanomolar sensitivities (Fig. 18c, d). Intravenous administration of these
tumor-targeted imaging agents to tumor-bearing mice showed significantly higher
PA signal in the tumor than that in mice injected with the untargeted contrast agent.
Besides, the new contrast agent can detect �20 times fewer cancer cells than
previously reported SWNTs (Fig. 17e). More importantly, the PA signals of
SWNT-QSY and SWNT-ICG can be spectrally separated in living animals injected
subcutaneously with both particles in the same location, opening the possibility for
multiplexing in vivo studies.

A new type of carbon-based nanomaterials, single-walled carbon nanohorns
(SWNHs) was recently developed with many advantages, such as suitable sizes
(80–100 nm) for enhanced penetration and retention (EPR) and high purity with low
toxicity (Fig. 19a, b) [51]. Shu and Wan reported the highly water-dispersible
SWNHs as theranostic agents for PAI and PTT therapy for the first time
[52]. They modified SWNHs with the poly(maleic anhydride-alt-1-octadecene-

Fig. 19 (a) Illustration of a SWNHs/C 18 PMH-PEG. (b) TEM image of SWNHs/C 18 PMH-PEG;
scale bar, 100 nm; inset scale bar, 20 nm. (c) Photoacoustic images of tumor in mice after
intravenous injection with SWNHs/C 18 PMH-PEG for 1 h, 4 h, 24 h, 48 h (Reproduced with
permission [52] Copyright 2014, Wiley Publishing Group)
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poly(ethylene glycol)) (C 18 PMH-PEG) for high stability and biocompatibility. The
as-prepared SWNHs/C 18 PMH-PEG not only can serve as an excellent
photothermal agent but also can be used as a promising PAI contrast agent both
in vitro and in vivo due to its strong absorption in the NIR region. The PAI result
reveals that the SWNHs/C 18 PMH-PEG possesses ultra-long blood circulation time
and can significantly be accumulated at the tumor site through the EPR effect. The
tumor boundary can be clearly delineated after intravenous injection of SWNHs/C
18 PMH-PEG. The maximum accumulation of SWNHs/C 18 PMH-PEG at tumor
site could be achieved at the time point of 24 h after intravenous injection (Fig. 19c).
Therefore, a PAI-guided PTT platform based on SWNHs is proposed and highlights
the potential theranostic application for biomedical uses. Wang and his coworkers
developed C-dots with red emission from polythiophene phenylpropionic acid (PPA)
as multimodal fluorescent, PAI, and thermal theranostics [53]. The as-prepared
C-dots showed a broad absorption band in the visible to NIR region (400–800 nm)
with red emission (from 500 to 800 nm with a peaked at 640 nm). Significantly, the
prepared C-dots exhibited photothermal conversion efficiency as high as 38.5 %
under 671 nm laser irradiation. At different excitation wavelengths, 350–600 nm
(visible light) for red FL imaging and 671 nm (NIR light) for PA imaging and
photothermal therapy (PTT) can be utilized for different functions. The study
showed that as-prepared C-dots can be used as active agents in FL and PA
imaging-guided PTT, thereby significantly broadening the biomedical applications
of C-dots. These novel C-dots provide an excellent nanomaterial candidate for
efficient theranostic applications.

Stimuli-Responsive Nanomaterials

The nanomaterials have been well developed as PA contrast agent for the biomedical
fields. The structure and surface composition of the self-assembled nanomaterials
can be controlled in well-defined chemical conditions for targeted imaging. How-
ever, the physiochemical parameters of prepared nanomaterials as well as designed
biological functions will compromise due to the complicated bioenvironments. An
alternative strategy, in situ construction of nanomaterials in biological conditions
with signal transmutation to execute diagnostics and/or therapeutics, is developed
recently. Xu and his coworkers founded supramolecular hydrogelation inside living
cells in situ, which is triggered by enzyme with the fluorescence signals increasing
due to the hydrophobic effect [54–56]. Rao and Liang reported a condensation
reaction-induced hydrophobicity increase, resulting in aggregation to form
nanostructures. The condensation reaction can be controlled by reduction or enzyme
under physiological conditions with fluorescence, magnetic resonance, or radioac-
tive readout [57–61]. Tang and Liu introduced aggregation-induced emission (AIE)
effect-based supramolecular aggregation in living cells to monitor cell apoptosis,
where the AIE molecules were released from their conjunction with peptide by
caspase-3 [62–65]. The in situ constructive nanomaterials are generally realized
from the small molecule with hydrophobic aggregatable units and hydrophilic
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responsive groups (prevent the aggregation due to hydrophilicity and steric hin-
drance). The hydrophobic aggregatable units self-assemble when the hydrophilic
group leaving upon physiological condition stimuli. Meanwhile, Wang
et al. reported supramolecular approach to realize the in situ formation of
nanoassemblies in living cells, which involved the pH-responsive amphiphilic
responsive carrier and aggregatable monomer bis-pyrene [66]. The nanocarrier
delivered the bis-pyrene to the lysosomes of cells. In the acidic lysosomes, the
bis-pyrene monomers were released and self-aggregated with turn-on signals. Sim-
ilarly, the intelligent PA contrast agent with stimuli responsiveness will bring the PA
signal enchantment due to the formation of nanomaterials upon stimuli to realize
specific diagnosis/therapy functionality.

It is possible to construct nanomaterials as PA contrast agent in situ because the
NIR dyes could quench the fluorescence and enhance intensity of PA signals when
aggregation. For example, Rao and his coworkers introduced in situ condensation
reaction and self-aggregation induced by enzyme, which provided PA contrast to
report the enzyme activity in living subjects (Fig. 20) [59]. The molecular precursor
includes furin-responsive peptide as a cage group, condensation reaction group, and
NIR dyes. In furin overexpressing region, the molecular precursor was activated to
accomplish the condensation reaction followed by the in situ aggregation to form
nanoassemblies. Thus, the probe provided furin and furin-like activity in cells and
tumor models by generating a significantly higher PA signal relative to furin-deficient
and nontarget controls. This activatable PA probe could report enzyme activity in
living subjects at depths significantly greater than fluorescence imaging probes.

Wang et al. rationally designed a responsive small-molecule precursor (P18-1) that
simultaneously self-assembled into nanofibers in tumor sites that exhibited assembly
induced retention (AIR) effect, which resulted in improved PA imaging signal and
enhanced therapeutic efficacy (Fig. 21) [67]. The compound P18-1 was composed of
purpurin 18 (P18) as the functional molecule, Pro–Leu–Gly–Val–Arg–Gly
(PLGVRG) as the enzyme-responsive peptide linker, and Arg–Gly–Asp (RGD) as
the targeting ligand. Initially, hydrophilic small-molecule P18-1 in physiological

Fig. 20 Schematic illustration of activatable oligomerization-induced construction of
nanoassemblies in situ for PA imaging of furin-like activity in vivo (Reproduced with permission
[59] Copyright 2012, American Chemical Society)
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environment readily diffused, extravasated, and targeted to αvβ3 integrins that
overexpressed on cancer cell membranes. Then, gelatinase, which was overexpressed
in tumor microenvironment, selectively cuts the PLGVRG linker. The residue of
P18-1 with enhanced the hydrophobicity and reduced less steric hindrance self-
assembled into nanofibers (Fig. 22a). Finally, the self-assembled fibrous
nanostructures exhibited prolonged retention time in tumors that directly led to an
enhanced PA signal and therapeutic efficacy (Fig. 22b). Intriguingly, P18-1 showed
the maximum sevenfold higher retention concentration compared to that of the control
molecule (P18-2) at 10 h post-injection owing to the AIR effect. Moreover, the half
retention time (τ1/2) of P18-1 in tumor sites was up to 24 h, and τ1/2 of the P18-2 was
only 4 h at the same condition (Fig. 22c). Eventually, the anhydride group of P18 in

Fig. 22 (a) TEM image of self-assembled P18-1 after incubation with gelatinase in the buffer
solution. (b) In situ quantification of PA signal intensity in tumor site with time increase from 0.5 to
24 h post-injection. (c) AIR effect of P18-1 in a tumor site was evaluated in U87 xenografted mouse
model by monitoring long-term PA imaging signals. PA images in transverse sections of tumor up to
24 h after injection with P18-1, P18-2 (200 μM, 200 μL (PBS: DMSO= 95:5, v/v)), or PBS (200 μL
(PBS: DMSO = 95:5, v/v)). All data are expressed as mean � SD (n = 3). The statistical
significances in P18-1 and P18-2 were determined using a two-sample Student’s test (**p �
0.01). (Reproduced with permission [67] Copyright 2015, Wiley Publishing Group)
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nanofibers was slowly hydrolyzed and became a hydrophilic molecule that resulted in
disassembly of assembly and excreted out of the solid tumor. The AIR effect based on
the assembly of supramolecular structures in living systems will pave the way to
develop novel functional nanomaterials for cancer diagnostics and therapeutics. By a
similar strategy, they presented a new responsive photoacoustic contrast agent for
specific and sensitive imaging of bacterial infection in vivo (Fig. 23a) [68]. The
building block (Ppa–PLGVRG–Van 1) was designed and synthetically characterized,
which is composed of pyropheophorbide-α (Ppa) as a signaling molecule,
Pro–Leu–Gly–Val–Arg–Gly (PLGVRG) as an enzyme-responsive peptide linker,
and vancomycin (Van) as a targeting ligand. The Ppa–PLGVRG–Van is selectively
cleaved by gelatinase to form hydrophobic building blocks which readily self-
aggregate in vitro and in vivo. Tissue-mimicking phantoms infected with various
species of bacteria were created to confirm that aggregates formed in situ. The
aggregation-induced enhancement of the photoacoustic signal can be explained by

Fig. 23 (a) The molecular structure of Ppa–PLGVRG–Van as a building block for constructing
supramolecular aggregates. (b) Illustration of bacterial infection imaging based on an in vivo
aggregation strategy. Firstly, the targeting molecule (Van) causes Ppa–PLGVRG–Van to accumu-
late at the site of responsive bacterial myositis; then, the gelatinase produced by gelatinase-positive
bacteria in the infectious microenvironment cleaves the peptide linker, triggering self-aggregation in
situ; finally, the supramolecular aggregates significantly enhance the photoacoustic signal so that the
bacterial infection can be detected by imaging (Reproduced with permission [68] Copyright 2015,
Wiley Publishing Group)

Near-Infrared Absorbing Nonmetallic Nanomaterials as Photoacoustic Contrast. . . 1191



the increased heat conversion efficiency of aggregates compared to monomers,
which was predicted by theory and confirmed experimentally. Thus, the specific
accumulation and aggregation of Ppa–PLGVRG–Van in the microenvironment cre-
ated by bacterial infection leads to a significant amplification of the PA signal in situ,
which is consistent with theoretical predictions. The enhancement of the PA signal by
in vivo self-aggregation can be used as the basis of a highly sensitive and specific
system for imaging bacterial infections (Fig. 23b). The in situ responsive
nanomaterials as PA contrast agent in living systems will provide new possibilities
for biomedical applications such as tissue engineering, biosensing, bioimaging, and
gene/drug delivery.

Converting monomeric compounds into supramolecular nanostructures by
endogenous or external stimuli is increasingly popular because these materials are
useful for imaging and treating diseases [69, 70]. At the same time, supramolecular
nanostructures can also be converted from microstructures. Zheng et al. showed the
in situ conversion of microbubbles to nanoparticles using low-frequency ultrasound
(Fig. 24) [71]. The microbubble consists of a bacteriochlorophyll–lipid shell around
a perfluoropropane gas (Fig. 25a). The encapsulated gas provided ultrasound imag-
ing contrast, and the porphyrins in the shell conferred PA and fluorescent properties.
On exposure to ultrasound, the microbubbles bursted and formed smaller
nanoparticles that possessed the same optical properties as the original microbubble
(Fig. 25b, c). The conversion was possibly realized in tumor-bearing mice upon
ultrasound, where the PA signals kept for longer time (120 min) compared with that
(2 min) of the tumor-bearing mice without ultrasound stimuli (Fig. 25d). The results
indicated that the in situ construction of nanoassemblies could effectively deliver
drugs to tumors or long-term PA imaging with enhanced permeability and retention
(EPR) effect.

Fig. 24 Schematics of porphyrin microbubbles (pMBs) and their micro-to-nano conversion. (a)
Molecular structure of BChl–lipid. (b) Self-assembled pMBs consist of a BChl–lipid shell encap-
sulating perfluorocarbon gas. (c) Porphyrin nanoparticles (pNPs) converted from pMBs via soni-
cation with low-frequency, high-duty-cycle ultrasound (conversion ultrasound) (Reproduced with
permission [71] Copyright 2015, Nature)

1192 L. Wang and H. Wang



Summary

PAI systems have been developed and commercialized as a real-time imaging
technology for deep tissue with high resolution, which provides broad applications
including imaging of tumor microenvironments, drug release, hemodynamics, oxy-
gen metabolism, biomarkers, and gene expression. With the development of PAI
instrument, new PA contrast agents should be designed and prepared for high-
performance imaging. The nanomaterials show many advantages, such as high
stability and long circulation time compared with small molecules. We have

Fig. 25 (a) Light microscopy image of pMBs. (b) TEM image of pNPs formed from pMBs after
ten ultrasound pulses. (c) TEM image of liposome-like structures formed from pNPs after placing
pNPs in a vacuum. (d) Normalized PA signal over time in the tumor, with conversion ultrasound
not applied (blue) or applied (green). PAvalues are normalized to the peak PAvalue. Mean � 1 s.d.
(n = 3). Only in tumors in which conversion ultrasound was applied does the pNP remain at
the tumors site, indicating successful delivery to the tumor (Reproduced with permission [71]
Copyright 2015, Nature)
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reviewed the nanomaterials and their successful applications for PAI in the biomed-
ical field. Especially, the in situ constructive and intelligent nanomaterials for PA
imaging for disease diagnosis are emphasized. However, the use of the
nanomaterials does not always run out of questions [72]. For examples, gold
nanomaterials are discouraged by the unpredictable high cost. Copper-based
nanomaterials face the problem of well-known pose neurotoxicity. Nonmetallic,
especially, organic NIR dye-based nanomaterials are most promising contrast agents
for PAI. On the one hand, many organic dyes pass through the FDA certification and
are extensively used in clinics. On the other hand, one can control the PA properties
(excitation wavelength and ultrasound intensity) of organic dye-based nanomaterials
by adjusting the aggregation modes of organic dye molecules. Finally, the develop-
ment of ligand-targeting and integrated diagnostics and therapeutics PA contrast
agents is always the common goal of basic scientific research and clinical research.
We believe that new preclinical PA contrast agents based on nanomaterials will offer
a significant expansion of the diagnostic utility of PAI.
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Abstract
Photoacoustic imaging is an emerging biomedical technique. By using nonionized
pulsed laser as the excitation source and ultrasound probe as the signal detector, this
technique could afford noninvasive imaging for medical diagnostics. In this chap-
ter, current biomedical imaging techniques are discussed and compared in terms of
their pros and cons in clinical applications. The basic theory of photoacoustic
imaging is elaborated. In order to gain better resolution as well as provide targeted
imaging, photoacoustic contrast agents are often employed. Photoacoustic contrast
agents such as metallic nanoparticles and upconversion nanoparticles are intro-
duced, revealing promising potentials for clinical uses. Finally, the nanotoxicity of
these nanomaterials for practical bioimaging is scrutinized. This chapter presents
state-of-the-art research progress of using metallic and upconversion nanoparticles
as photoacoustic contrast agents for biomedical imaging.

Keywords
Biomedical imaging • Confocal laser scanning microscopy (CLSM) •
Dermoscopy (DS) • High frequency ultrasound imaging (HFUS) • Magnetic
resonance imaging (MRI) • Novel imaging schemes • Metallic nanoparticles •
Photoacoustic contrast agents • Photoacoustic imaging • Metallic and
upconversion nanoparticles, contrast agents •Molecular photoacoustic imaging •
Phenomenon of • Photoacoustic microscopy (PAM) • Photoacoustic tomography
(PAT) • Photoacoustics based multi-modality imaging • Upconversion
nanoparticles

Introduction

Diagnostics benefits the process of health and disease managements, which includes
early detection of various diseases, injury assessment, and monitoring of treatment
effects. To detect possible initiation or onset of a potential disease state in the tissue,
any anomalies in terms of variations and shifts in the sizes or molecular composi-
tions of the cellular components can serve as useful disease indicators. These
potential indicators can be effectively monitored and studied by investigating the
physical, mechanical, thermal, optical, and other tissue properties. Diagnostic pro-
cedures relying on human exteroceptive senses such as visual perception and
auxiliary techniques such as histopathological tools, immunohistochemistry, and
electron microscopy have been contributed significantly toward enhancing the
diagnostic validity in current medicine. However, routine histology that remains
the gold standard for the majority of diseases entails invasive procedures like
excision biopsy of tissues inducing pain and inherent risks for scar formations and
infections. The advent of novel biomedical imaging techniques embarks a method-
ological shift, where the conventional assay-based approaches are getting replaced
by noninvasive imaging-based ones. Various noninvasive imaging modalities have
been evolved over the years, and some of them have been translated for the
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anatomical imaging. In this article, we review one of state-of-the-art noninvasive
imaging techniques, i.e., photoacoustic imaging (PAI). Fundamental principles of
PAI and its various forms of implementations are discussed along with highlighting
metallic nanoparticles and upconversion nanoparticles as photoacoustic contrast
agents.

Biomedical Imaging Techniques

In the past decades, several noninvasive imaging procedures have been evolved with
increased diagnostic accuracy, and they are extensively used for performing a variety
of clinical investigations [1]. In this context, we focus on the discussion of imaging
techniques that are commonly used for soft tissue imaging to detect lesion sites. The
widely used clinical imaging techniques include dermoscopy (DS) [2], high-
frequency ultrasound (HFUS) [3], magnetic resonance imaging (MRI) [4], laser
scanning confocal microscopy (LSCM) [5], and multiphoton microscopy
(MPM) [6].

Dermoscopy (DS)

DS involves the usage of light-emitting diodes, digital cameras, and computer
systems to perform noninvasive evaluation and differential diagnosis of various
skin lesions in vivo [7]. The technique includes the diagnosis of pigmented skin
lesions [2] such as the differentiation between malignant melanoma and benign
melanocytic nevi, seborrheic keratoses, and basal cell carcinoma (BCC) for a
broad range of nonpigmented and inflammatory skin diseases [8]. Figure 1 shows
the images of various skin disorders obtained using DS. Although DS offers fast and
cost-effective diagnosis, the procedure is restricted to only superficial skin layers and
provides only low magnification of the diagnosed sites [9].

High-Frequency Ultrasound Imaging (HFUS)

HFUS often uses high-frequency (typically>5 MHz) ultrasonic waves to interrogate
various contrasts of different tissues. Most diagnostic ultrasound imaging procedures
involves the usage of piezoelectric ultrasound transducers associated with electronic
instrumentation to send the ultrasound pulses into the tissues. Ultrasound images are
reconstructed from the echo signals received from the tissues, where the received
echoes reflect the acoustic properties of the tissues. Any variations in the acoustic
impedances due to the differences in densities along the sound propagation path
would be recorded and mapped. Ultrasound imaging has been widely used for
various diagnostic applications [10] such as lymph node examination, tumor depth
measurement, evaluation of inflammatory diseases like corticosteroids, plaque pso-
riasis, and systemic sclerosis, as well as examination of inflammatory morphological
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structures and psoriatic arthritis. Furthermore, ultrasound imaging has also been used
to define tumor margins preoperatively, so as to aid in the surgical treatment of skin
tumors such as melanomas (Fig. 2a) and BCC [11]. Ultrasound imaging offers high
penetration depth, wide field of view, and real-time imaging capability. However, it
is challenged with poor image contrast and does not provide adequate resolution for
performing cellular-level imaging.

Magnetic Resonance Imaging (MRI)

MRI that is based on the nuclear magnetic resonance (NMR) phenomenon maps the
physiological and chemical structure of the tissues and provides their biochemical
properties [4]. In clinical settings, MRI procedures are primarily conducted to study
the lesion sites within soft tissues [12, 13]. Moreover, MRI-based diagnostic pro-
cedures have been also performed to evaluate various skin layers (Fig. 2b) and skin
thickness and diagnosis of various diseases such as glomus tumor and unilateral
lymphedema in skin tissues [14]. Although MRI procedures offer noninvasive

Fig. 1 Dermoscopic images of (a) actin keratosis, (b) stucco keratosis, and (c) pemphigus vulgaris
(Adapted with permission from Ref. [9]. Copyright # 2011 John Wiley & Sons A/S)
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imaging of soft tissues with very good penetration depth, they are often challenged
with poor resolution, long interrogation time, high costs, and incapability of being
used in patients with implants.

Confocal Laser Scanning Microscopy (CLSM)

CLSM is a noninvasive imaging technique that provides high-contrast images of the
tissues with optical sectioning and high lateral and axial resolutions. The optical
sectioning capabilities of CLSM technique are comparable with the conventional
histological examinations, and therefore, the technique has been widely employed in
various diagnostics and monitoring procedures, especially in dermatology. Its appli-
cations include imaging the topography of normal skin such as selective imaging of
each layer of epidermis (Fig. 3), diagnosis of pigmentary disorders [15] such as
melanoma [16] and nonmelanoma skin cancer [16], evaluation of inflammatory skin
lesions such as allergic contact dermatitis, and psoriasis [17]. Current clinical
diagnostic procedures have adopted CLSM technique to a great extent due to its
noninvasiveness, high resolution, as well as real-time and optical sectioning capa-
bilities. However, the penetration depth of CLSM is restricted, and CLSM can be
operated only along the epidermal and superficial dermal structures and provides
limited field of view [18].

Other Imaging Modalities

In addition to the described imaging modalities, other novel imaging schemes are
evolving for imaging in biomedical diagnosis. These modalities include Raman
spectroscopy [19], fluorescence remission spectroscopy and sensing [20], and

Fig. 2 (a) Cutaneous malignant melanoma of the right forearm. At 20 MHz HFUS, the lesion is
shown as homogeneous hypoechoic nodule extending to the reticular dermis (Adapted with
permission from Ref. [11]. Copyright # 1998, Elsevier Science Ireland Ltd). (b) T1 weighted
spin echo image at the face obtained from 3–TMRI machine with well-distinguished superficial and
deep dermis (arrows) (Adapted with permission from Ref. [14]. Copyright # 2009, European
Society of Radiology)
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terahertz pulsed imaging [21]. Furthermore, combinations of two or more imaging
techniques were also reported to provide synergetic complementary information
from the diagnosed sites. Such techniques include the combination of multiphoton
imaging with ultrasound and CLSM [9], fluorescence lifetime and spectral imaging
with confocal microscopy [22], as well as other combination imaging
modalities [23].

Table 1 summarizes the imaging performance of the imaging techniques currently
used in biomedical imaging. Considering the diagnostic capabilities of each imaging
technique, it is evident that the fundamental physical principles governing their
operation impose certain limitations to their inherent resolution and penetration
depth. Although imaging modalities such as HFUS and MRI offer sufficient pene-
tration depth for imaging through various layers of tissues, they are challenged with
limited spatial resolution for cellular-level imaging. DS has been widely used for
recording and storing images of skin, but they often fail to map microscopic features

Fig. 3 Confocal images of normal skin taken from the forearm at the dorsal side of Fitzpatricks
skin type III subject. (a) Stratum corneum, (b) keratinocytes in stratum spinosum, (c) basal cell layer
observed as a cobblestone pattern of bright clusters of cells, and (d) dermo–epidermal junction.
Scale bar 50 μm (Adapted with permission from Ref. [15]. Copyright # 2009 John Wiley & Sons
A/S)
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from the surface and subsurface of skin. Furthermore, high-resolution imaging
modalities such as CLSM were found to operate within the photon ballistic regime,
thereby limiting their penetration capabilities to less than 2 mm in human tissues.
Nonconfocal optical imaging techniques are challenged with increased levels of
photon backscattering from various layers of skin, leading to significant degradation
in image quality due to the intense background noise [1, 24].

Current imaging limitations necessitate further investigations into the adoption of
novel optical imaging schemes that can provide high-contrast images from greater
depths with microscopic resolution. Over the past years, PAI has been evolved as a
promising optical imaging modality that offers scalable spatial resolution beyond the
optical diffusion limit (~1 mm). In addition, PAI also offers potential capabilities to
derive multilevel information (structural, functional, and molecular) from the diag-
nosed sites [25]. Although a lot of studies in PAI have been primarily devoted toward
cancer diagnostics and treatment guidance, suitable imaging contrast agents for PAI
are still under investigation. In the following section, we discuss in detail about the
principal theory of PAI and its potential contrast agents.

Photoacoustic Imaging in Biomedical Applications

Photoacoustic Phenomenon

The generation of acoustic waves by the absorption of electromagnetic energy is
called photoacoustic effect [26]. The history of this phenomenon dates back to 1880
when Alexander Graham Bell reported the observation of sound generated by light
[26]. Due to lack of appropriate light sources at that time, there was only a little
progress for the research on the photoacoustic effect. Photoacoustics regained its
attention due to the investigation performed by L. B. Kruezer in 1971, where
photoacoustic effect was applied in detecting gas constituents by using laser-induced
photoacoustic effect [27]. Photoacoustics has then been widely used in various areas

Table 1 Comparison of imaging modalities used in biomedical imaging

DS HFUS MRI CLSM

Resolution >50 μm 32–500 μm <100 μm >0.5 μm
Penetration
depth

Surface
imaging

>8 cm No limit <300 μm

Advantages Fast and cost-
effective

High penetration
depth, wide field
of view, real-time
imaging

High
penetration
depth, high
accuracy

High resolution,
real-time imaging,
capable of optical
sectioning

Disadvantages Low
penetration
depth and
magnification

Low resolution,
low contrast

Low image
contrast and
imaging speed,
expensive

Low penetration
depth, small field of
view
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pertaining to physics, chemistry, biology, engineering, and medicine. In particular,
considerable research interests have been devoted to its applications for bioimaging
applications [28–31].

The motivation that drove the development of PAI was to overcome the poor
spatial resolution of optical imaging at greater depths and poor soft tissue contrast of
ultrasound imaging. Further enhancement in penetration depth can be achieved by
adopting radiofrequency (RF) or microwaves for photoacoustic excitation [32, 33],
which falls under thermoacoustic imaging (TAI). PAI primarily involves the irradi-
ation of biological tissues with pulsed lasers, where the absorption of the electro-
magnetic energy leads to local heating of the absorbers and the subsequent
thermoelastic expansion results in the generation of broadband pressure waves
(ultrasound). The initial distribution of absorbed photons should have exactly the
same profile as the stress distribution when the generation of heat is fast enough so
that both heat sources and acoustic sources do not move [34]. The pressure waves
generated from the energy-absorbing centers propagate outside the tissues where
they are detected by ultrasound transducers.

Considering the speed of sound in biological media and the temporal scales of
time-resolved PA signals, an accurate localization of the optical absorber
(photoacoustic signal source in this case) can be performed along the depth of the
sample. Furthermore, by two-dimensional transverse scanning or by mathematical
reconstruction of the time-resolved photoacoustic signals from multiple transducers,
three-dimensional photoacoustic images can be formed. Figure 4 illustrates the block
diagram of a typical PAI setup operated with multiple transducers. Owing to the
fundamental physical principles of optical and acoustic wave propagation in biolog-
ical tissues, PAI is restricted to operate within specific spatial resolution scales and
penetration depths. As a consequence, there was often trade-off between imaging

Fig. 4 Schematic illustration for PAI system (Adapted with permission from Ref. [36]. Copyright
# 2003, Rights Managed by Nature Publishing Group)
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depth and spatial resolution, so that specific PAI modalities were developed to
provide either high resolution or deep penetration imaging capabilities.

Herein, the fundamental principles of PAI should be discussed. Laser energy is
transformed to heat energy by the fast nonradiative relaxation of the excited states
due to the absorption of the laser radiation by the medium. Subsequently, a pressure
rise (ΔP) is formed due to the thermal expansion of the instantaneously heated tissue
[35], and the pressure wave propagates omnidirectionally as ultrasonic waves
throughout the tissue.

ΔP ¼ 1

γ

ΔV
V

¼ 1

γ
βΔT ¼ 1

γ

βEabs zð Þ
ρCv

¼ βc2s
Cp

Hμa ¼ ΓHμa (1)

where γ (Pa�1) is the thermodynamic coefficient of isothermal compressibility:

γ ¼ 1

ρc2s

Cp

Cv
(2)

where cs (m/s) is the sound velocity in the medium, ΔV (cm3) is the volume increase
caused by the thermal expansion, V is the laser-irradiated volume initially at room
temperature, ρ (g/cm3) is the density of a medium, Cp (J/gK) is the heat capacity at
constant pressure, andCv is the heat capacity at constant volume. The pressure increase
is proportional to the thermal coefficient of volume expansion β (K�1) of the given
medium and the absorbed energy density Eabs (J/cm

3), which in turn equals the product
of the laser fluence H (J/cm2) and the absorption coefficient of the medium μa (cm

�1).

The expressionβc2s
Cp
in Eq. 1 represents theGr€uneisen parameterΓ that is a dimensionless,

temperature-dependent factor proportional to the fraction of thermal energy converted
intomechanical stress [35]. Hence, the variations in the optical absorption levels will be
directly reflected on the amplitude of detected PA signals under samefluence conditions
and this form to be the underlying physical principle of PAI. The spatial resolution and
penetration depth of PAI are determined by the physical principles of both optical and
acoustic wave nature. Spatial resolution of PAI is dependent on the quality of optical
focusing as well as the operating parameters of the ultrasound transducer. For deep-
penetrating PAI, the optical excitation determines the depth to which photons can
propagate, and the frequency of the ultrasound determines the depth from which
photoacoustic signals can be detected. Greater optical penetration can be achieved in
the biological optical window (λexcitation = 600–1100 nm), where various tissue con-
stituents exhibit less effective extinction coefficient. Since photoacoustic wave shows
power-law dependence on its frequency, higher penetration depths in PAI can be
achieved by using low-frequency ultrasound transducers.

Photoacoustic Imaging Techniques

Various forms of PAI have been evolved to image both microscopic and mesoscopic
features from the surface as well as along depths of the tissues [29]. Based on the
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scales of achievable spatial resolution and levels of information, PAI modalities can
be broadly classified into three major forms of implementation (Fig. 5), namely,
microscopic PAI or photoacoustic microscopy (PAM), mesoscopic PAI or
photoacoustic tomography (PAT), and integration of PAI with other imaging modal-
ities (multimodality).

Photoacoustic Microscopy (PAM)
PAM technique primarily involves the usage of high-frequency transducers
supported with focused or unfocused optical excitation and adequate
two-dimensional transverse scanning to construct three-dimensional photoacoustic
images. Axial resolution is primarily governed by the time-resolved detection of
photoacoustic signals and pulse width of the optical excitation. Time-resolved
detection of photoacoustic signals is directly dependent on the frequency of the
ultrasound detector (higher the frequency, better the localization of the photoacoustic
signal source) and the operating frequency of the receiver electronics (higher the
frequency, finer the time-resolved detection of photoacoustic signals). Furthermore,
the pulse width of the optical excitation should satisfy the conditions of thermal and
stress confinements for the targeted size of the optical absorber. Lateral resolution in
PAM is determined by the quality of the optical and acoustic focusing or by the
overlap of the optical and acoustic foci.

Significant results have been reported in relation to multilevel PAM involved in
lateral resolution scales varying from micrometers to few hundred nanometers [30,
37, 38]. However, considering the fundamental principles of high-frequency ultra-
sound propagation and optical focusing in biological media, the penetration depths
in PAM are limited to few millimeters in biological tissues.

Photoacoustic Tomography (PAT)
In order to perform deep tissue imaging and to accelerate the imaging speeds, PAT
technique using ultrasonic array detectors and near-infrared (NIR) optical excitations

Fig. 5 Major forms of implementations in PAI. FM fluorescence microscopy, FI fluorescence
imaging, USI ultrasound imaging, USM ultrasound microscopy, EI elasticity imaging
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has been widely used at the expense of the spatial resolution. PAT primarily involves
the irradiation of the entire region of interest (ROI) by an expanded optical beam to
generate the photoacoustic signals. The ultrasound detectors coupled at multiple
locations around the ROI perform the time-resolved detection of the photoacoustic
signals. By further subjecting to mathematical reconstruction routines, the signals
form two-dimensional or three-dimensional photoacoustic images. Axial resolution
in PAT again depends on the time-resolved detection of photoacoustic signals and
pulse width of the optical excitation. However, lateral resolution is primarily
governed by the physical dimensions and positioning of the ultrasound detectors.
Depending on the excitation wavelengths, the penetration depth of PAT varies from
few millimeters to several centimeters. By capitalizing on low optical attenuation at
the biological optical window and low ultrasonic scattering, deep tissue PAI studies
were performed with mesoscopic spatial resolution [39–41].

Photoacoustics-Based Multimodality Imaging
Considering the physical principles of individual imaging modalities as well as
complex structural and biomolecular heterogeneities of tissues, it is impossible to
extract all aspects of structural and molecular states of tissues from a single imaging
modality with varying interrogation area, spatial resolution, and penetration depth.
Therefore, the most widely used approach is to sequentially or simultaneously
interrogate the subject through multiple imaging modalities. Such multimodal imag-
ing systems have recently gained considerable interests. PAI in combination
with other imaging modalities is therefore expected to further evolve. Since PAI
provides optical absorption heterogeneities, it is always desirable to combine and
assimilate complementary information such as optical scattering, fluorescence, and
even nonoptical information. Complementary structural information based on acous-
tic heterogeneities was obtained using combined ultrasound and PAI systems
[42–44].

Molecular Photoacoustic Imaging
Since PAI presents the potential strengths for mapping the optical absorption het-
erogeneities with multiscale resolution and varying depths in biological media,
extensive investigations have been carried out toward the visualization of various
biological processes at the molecular or cellular levels. Such an approach would
facilitate detecting the onset of many diseases before any physical or visible anom-
alies are present, thus allowing early disease diagnosis, treatment, and better prog-
nosis. Due to low optical absorption levels of molecular disease markers, molecular
PAI (MPAI) technique requires the usage of exogenous bioconjugated contrast
agents. By capitalizing on the imaging capabilities of PAI and the advent of novel
molecular imaging probes, high-resolution deep tissue molecular imaging has now
become reality. The widely used approach to perform MPAI is to employ
bioconjugated nanoparticles, organic dyes, and reporter gene products as the contrast
agents. These platforms enable to selectively enhance the imaging contrast for
molecular targets and in some cases to provide functional information on dynamic
processes inside the body.
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Metallic and Upconversion Nanoparticles as Contrast Agents for
Photoacoustic Imaging

In order to achieve better image resolution, photoacoustic contrast agents are used to
enhance the signals from target site of inspection. Good candidates as photoacoustic
contrast agents should possess the ability to transform the incident laser energy to
heat energy by the fast nonirradiative relaxation process. In other words, optimal
photoacoustic contrast agents should have high absorption coefficient at the laser
wavelength while minimal quantum yield. In this aspect, organic dyes are usually
not chosen due to their high quantum yield and fast photobleaching [45]. On the
other hand, inorganic materials are in more favor of this application. PAI technique
has been demonstrated with the help of different inorganic material-based contrast
agents such as carbon nanotubes [46, 47], graphene-base hybrids [48–51], gold
nanocrystals [52–56], silver nanocrystals [57, 58], iron oxide nanoparticles [59,
60], quantum dots [61], and recently upconversion nanoparticles [62]. Moreover,
nanocrystals are easily controlled in size, shape, and surface functionality, which
lead to tunable absorption wavelength in biological window (650–1100 nm). In this
section, we highlight state-of-the-art studies using metallic and upconversion
nanoparticles in PAI. Their unique morphology and composition leading to out-
standing photoacoustic contrast enhancement will be discussed. In addition, the
interactions of these nanomaterials with biological systems will also be explored.

Metallic nanocrystals possess numerous sizes, shapes, and components, which
generate different plasmonic absorption wavelength and different stability in phys-
iological conditions. Tuning plasmonic absorption wavelength of nanocrystals is no
longer a difficult task. For example, one can control the length of gold nanorods
(AuNRs) by changing the seeding and growth method to generate the precise
longitudinal absorption wavelength (Fig. 6). Table 2 shows examples of various
nanocrystals as PAI contrast agents.

We mainly discuss photoacoustic contrast agents with the absorption wavelength
in the biology window on account of their deep tissue penetration and harmlessness
to the pass-by tissues. The most common photoacoustic contrast agents are metal
nanocrystals, which have the maximum absorption that can be easily tuned into NIR
region. For instance, gold nanospheres were self-assembled by polymer encapsula-
tion in order to generate the maximum absorption in NIR region (Fig. 7) [67]. These
nanobeacons were then modified with biomolecules to facilitate their circulation and
specific binding within the body. αvβ3-Integrin, a heterodimeric transmembrane
glycoprotein, linked on nanobeacons (GNB160) could greatly enhance neovascular
homing specificity. While PAI alone could not differentiate photoacoustic signals
derived from formed and stabilized neovessels, with αvβ3-GNB160 contrast enhance-
ment, the PAI sensitively discriminated angiogenesis and microvasculature [68].

In addition, AuNRs are usually considered an alternative choice as PAI contrast
agents. AuNRs offer distinct optical properties resulting from two surface plasmon
bands corresponding to the transverse and longitudinal bands with the absorption
maximum of longitudinal plasmon resonance in NIR region. A novel PAI contrast
agent was developed based on PEGylated AuNRs as a passively targeted molecular
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Fig. 6 TEM images of AuNRs with varying aspect ratios: (A) 1.5, (B) 1.9, (C) 2.3, (D) 2.4, (E) 2.7,
(F) 2.8, (G) 2.9, (H ) 3.1, and (I ) 3.5. (J ) UV–vis spectra of AuNRs with corresponding aspect ratios
(Adapted with permission from Ref. [63]. Copyright # 2009, American Chemical Society)
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imaging agent. Tumors were shown to have maximum gold content at 3 h post
injection with 3.80 μg of gold per gram of tissue and also the peak value of
photoacoustic signal [69]. Figure 8 shows the photoacoustic images of before and
after 6 h post injection of AuNRs with different types of tumors including
MDA-435S tumor as a positive control, 2008, HEY, and SKOV3 ovarian cancer
cell lines. In a detailed study about concentration-dependent photoacoustic signal,
there was a linear relationship (R2 = 0.95) with a calculated detection limit of 0.40
nM AuNRs in the 2008 cell line.

Remarkably, photoacoustic signal generated from AuNRs can significantly be
enhanced by a layer of silica coating. Silica-coated AuNRs can amplify the
photoacoustic response without altering the optical absorption of AuNRs other
than shifting it slightly to the red region (Fig. 9). This signal enhancement depends
on the silica thickness in a biphasic way. The enhancement could be attributed to the
changes in the interfacial heat conduction from gold to water through the silica layer.
Moreover, silica coating also provides a facile platform for further functionalization
of AuNRs.

Fig. 7 Synthesis of different-sized gold nanospheres (Adapted with permission from Ref.
[67]. Copyright # 2010 Elsevier Ltd)
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Fig. 8 Photoacoustic tumor imaging using PEGylated AuNRs as the contrast. Photoacoustic
images (top) before and (bottom) after 6 h post tail-vein injection of 200 μL, 5.4 nM AuNRs
(756 nm resonance). (A, Ai) MDA-435S tumor serving as a positive control. (B, Bi) 2008 tumor. (C,
Ci) HEY tumor. (D, Di) SKOV3 tumor (Adapted with permission from Ref. [69]. Copyright #
2012, American Chemical Society)

Fig. 9 (a) A bare gold nanorod with high interfacial resistance leads to broadened temperature
profile and smaller amplitude of photoacoustic pressure signal. (b) Introducing a silica shell leads to
minimal interfacial resistance between Au/SiO2 and SiO2/water, and results in sharper temperature
profile. Because the temperature profile is at larger distance, the photoacoustic signal is increased.
(c) A thick silica shell leads to broadened temperature peak and again a decrease in the
photoacoustic signal, although the photoacoustic signal may still be higher than that of bare nanorod
(Adapted with permission from Ref. [53]. Copyright # 2011, American Chemical Society)
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Recently, a new type of photoacoustic contrast agent based on upconversion
nanoparticles has been developed. Upconversion nanoparticles are known for their
strong NIR absorption and high photoluminescence. When quenching the lumines-
cence of upconversion nanoparticles, the laser incident energy is transferred to
nonirradiative relaxation and thus photoacoustic signal is generated. Oleic acid-
stabilized hexagonal-phased NaYF4:Yb

3+,Er3+ (80:18:2) upconversion
nanoparticles with a diameter of about 24 nm could undergo the phase transfer
from organic phase to water medium by the surface modification with α-cyclodextrin
(α-CD). This modification makes upconversion nanoparticles lose their lumines-
cence property and at the same time enhance the photoacoustic signal of the final
hybrid (UC-α-CD) (Fig. 10). From cytotoxicity studies, UC-α-CD was found to be
noncytotoxic and suitable for in vivo PAI. Finally, in vivo localization of UC-α-CD
in live mice for PAI at 980 nm excitation was carried out, proving that UC-α-CD
could be used as an efficient contrast agent for diagnostic purposes (Fig. 11).

Challenges in the Use of Nanoparticles: Issues of Nanotoxicity

Tremendous potentials of nanomaterials to improve human lives are undisputed.
However, the rapid advancement in nanotechnology will need to be carefully
balanced with the toxicological risks [70, 71]. Nanotoxicology of some
nanoparticles has been demonstrated in several biological systems [72]. The toxicity

Fig. 10 Schematic illustration of luminescence quenching effect and subsequent photoacoustic
signal enhancement from UC-α-CD in water (Adapted with permission from Ref. [62]. Copyright
# 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim)
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investigation is especially important for unbound nanoparticles such as those devel-
oped for uses in bioimaging as described in this chapter. Primarily, a small size of
nanoparticles allows them to penetrate into every nook and cranny including intra-
cellular space. The availability of high surface area–to-volume ratios also means that
these small nanoparticles become more reactive as compared to large particles of the
same material. These physical parameters coupled with the native bulk and surface
reactivity of the nanoparticles give rise to their promising application potential in
biological systems in ways that were never expected previously [73].

Effects of Nanoparticles on Cell Physiology

Once the barriers to enter into the body are breached, nanoparticles have the
possibility to interact directly with cells and influence their behavior. There are

Fig. 11 Single-wavelength PAI of a live mouse anatomy at 980 nm. (a–e) Individual anatomy
sections of the live mouse before intravenous injection of UC-α-CD. (f–j) Individual anatomy
sections recorded after 35 min post-intravenous injection of UC-α-CD. Dashed lines in figures (a)
and (f) indicate the positions of the mouse with respect to the viewer. Pointed areas in figures (g–j)
indicate the localization of UC-α-CD. (k) Three-dimensional rendering of scanned area. (l) Sche-
matic section corresponding to the analyzed area (Adapted with permission from Ref. [62]. Copy-
right # 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim)
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now a large amount of literature reports describing many physiological influences
that nanoparticles can exert on various types of cells. Most of these studies focus on
engineered nanoparticles including those for bioimaging. The effects that engineered
nanoparticles can influence living cells range from acute cytotoxicity to less apparent
outcomes such as inflammation and DNA damage. Acute cytotoxicity is the most
direct and obvious outcome induced by nanoparticles. Nanocrystal semiconductors
(quantum dots) have a great potential for various imaging purposes, but their toxic
influence, especially in vivo, has been well described [74]. On the other hand,
lanthanide nanoparticles are generally considered less toxic than quantum dots for
bioimaging. Nonetheless, terbium-doped gadolinium oxide (Tb-Gd2O3) and dyspro-
sium oxide (Dy2O3) nanoparticles resulted in decreased proliferation of human lung
epithelial cells (BEAS-2B) and mouse fibroblasts (L929) after 48 h exposure at
200–2000 μg/mL [75]. Inflammation and oxidative stress induction are also possible
outcomes of cellular interactions with nanoparticles. Zinc oxide (ZnO)
nanoparticles, for example, have been shown to elicit reactive oxygen species
(ROS) production and inflammation in BEAS-2B and mouse macrophages (RAW
264.7) [76]. Interestingly, in the same study, the authors found that cerium oxide
(CeO2) nanoparticles could suppress ROS production and induce cellular resistance
to oxidative stress. In addition to the complexity of the mechanisms governing
nanoparticle-cell interactions, the inflammatory potential of ZnO nanoparticles was
found to be shape dependent [77]. A more sinister outcome of nanoparticle-cell
interactions could be genotoxicity, which implies the possibility of nanoparticle-
induced carcinogenesis in vivo. A number of different particle types have been
demonstrated to induce genotoxicity in different biological systems. Tb-Gd2O3

nanoparticles were found to exert genotoxic pressure on human fibroblasts by
profiling DNA damage via the detection of γ-H2AX expression after 24 h exposure
at 1000 μg/mL [78]. In human fibroblasts with compromised p53 function, native
cell-protective response was tipped toward carcinogenesis when subjected to the
DNA damaging effects of ZnO nanoparticles [79]. In a more comprehensive in vivo
study, titanium dioxide (TiO2) nanoparticles introduced into mice through drinking
water resulted in oxidative DNA damage, double-stranded DNA breaks, micronuclei
formation, and DNA deletions [80].

Concentration, Biodistribution, and Clearance

Most of the nanotoxicology studies currently reported in literature examine the
toxicity effects of relatively high concentrations of nanoparticles. On the other
hand, there are emerging reports on more subtle cellular effects that low concentra-
tions of nanoparticles can cause. Recently, it was demonstrated that TiO2

nanoparticles at a concentration as low as 100 fg/mL could induce detectable
autophagy in primary human keratinocytes over 24 h exposure [81]. Autophagy
induction is generally a positive response to remove faulty entities within a cell in
order to ensure survival, but it also plays a role in effecting the cell death [82]. The
autophagy indicated in this study suggests that low concentrations of TiO2
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nanoparticles were enough to cause the damage. In addition to the concentration
effect, there are also significant knowledge gaps in understanding the accumulation,
distribution, and clearance of engineered nanoparticles in the body. Collectively,
current lack of understanding the multifactorial landscape of nanotoxicology neces-
sitates that toxicological evaluation of engineered nanoparticles for bioimaging
should be tailored on a case-by-case basis within the specific context of the intended
application.

Conclusion and Perspectives

A variety of noninvasive imaging modalities have been evolved for the imaging of
tissues. However, state-of-the-art imaging modalities are mostly restricted to ana-
tomical imaging of skin tissues and do not sufficiently provide high-resolution
imaging capabilities through various layers of tissues. Since ultrasound scattering
is about three orders of magnitude less than optical scattering in tissues,
photoacoustic effect–based imaging modalities present a great potential for provid-
ing high-resolution images with improved penetration depth and rich optical con-
trast. Furthermore, the broadband nature of photoacoustic signal together with the
usage of suitable focusing mechanisms offers scalable spatial resolution capabilities
for PAI, leading to multiscale imaging of tissues [29]. Thus, PAI is expected to
provide excellent diagnostic capabilities in dermatology, which can overcome the
deficiencies of conventional technologies. Given the direct dependence of
photoacoustic signals on optical absorption, selective optical excitation (irradiation
with specific wavelengths) with wavelength sweeping and appropriate contrast
agents such as AuNRs can be used to perform background free and targeted
anatomical and molecular imaging. Nevertheless, the toxicological evaluation of
these engineered nanoparticles should be tailored and evaluated prior to their usage
in clinical settings. Considering the potential strengths of PAI for anatomical and
molecular tissue imaging, it is anticipated that photoacoustic effect–based imaging
modalities would be a prominent imaging tool with tremendous impacts across
various domains of diagnostics.
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Abstract
Nowadays, juice is one of the most popular beverages in food technology. Juice is
easy to consume, delicious, and refreshing, and it is rich in vitamins, phytochem-
icals, and sometimes fiber, depending on the raw materials used. However, juice
usually suffers from the loss of important nutrients and from compromised
freshness and quality during thermal processing. Novel technologies for juice
processing have therefore been developed to address the negative effects of
thermal treatment. Among available technologies, ultrasound technology has a

M. Başlar (*) • H. Biranger Yildirim • Z.H. Tekin
Faculty of Chemical and Metallurgical Engineering, Department of Food Engineering, Yıldız
Technical University, Esenler, Istanbul, Turkey
e-mail: mbaslar@gmail.com

M.F. Ertugay
Department of Food Engineering, Erzincan University, Erzincan, Turkey

# Springer Science+Business Media Singapore 2016
M. Ashokkumar (ed.), Handbook of Ultrasonics and Sonochemistry,
DOI 10.1007/978-981-287-278-4_63

1225

mailto:mbaslar@gmail.com


significant potential to produce good-quality, healthful, delicious, and affordable
juice. At the same time, ultrasound technology is expressed to improve juice yield
and extract some important compounds in the juice production. In recent years,
many studies have been conducted on the effects of ultrasound technology on the
shelf life, yield, bioactive components, natural color components, appearance,
and rheological and physicochemical properties of juices. These studies have
focused on efficient juice production using ultrasound technology alone or in
combination with another technology. Along with pasteurization, ultrasound
technology can be utilized as an important tool to develop and preserve the
properties of juice. In this chapter, the possibilities and potential offered by
ultrasound treatment to juice production technology are evaluated in light of
recent studies.

Keywords
Juice • Ultrasound • Pasteurization • Application • Quality

Introduction

Vegetables and fruit have important positions in human diets due to their high
vitamin and fiber contents. They also generally include phytochemicals such as
beta carotene and other carotenoids, isothiocyanates, flavonoids, antioxidants, sul-
fides, and anthocyanins [47, 79]. These phytochemicals are beneficial for suppres-
sion of the formation of potential carcinogens and for prevention of cardiovascular
and cerebrovascular diseases, hypertension, and stroke [41, 51, 100]. Fiber is also an
important part of human diets; it remains mostly undigested and aids in elimination
of harmful compounds through stool movement.

Juice is presently one of the most popular beverages in food technology. It is a
product of vegetables and fruits that retains properties with very similar character-
istics to the raw materials. Juice is easy to consume, delicious, and refreshing, and it
is rich in vitamins, phytochemicals, and sometimes fiber, depending on the raw
materials used. Juices can be more preferable for consumption than vegetables and
fruits because a given amount of juice includes more nutrition than the same amount
of fruits and vegetables, as long as nutritional losses are minimized during
processing. The digestion of fruits and vegetables is also more complex and difficult
than digestion of juices, so more of the nutritional value of fruit and vegetables is
realized by drinking juice.

Juice production consists of many processes, including thermal treatments nec-
essary for food safety and preservation of quality. High-temperature treatment
denatures proteins, thereby inactivating microorganisms and enzymes that cause
undesirable changes in juice and shorten its shelf life. Incomplete inactivation of
enzymes will result in unwanted changes, such as enzymatic browning and cloud-
iness [15]. The enzymes polyphenol oxidase (PPO), pectin methyl esterase (PME),
and peroxidase (POD) are generally found in fruit juices, with PME being the
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predominant enzyme in various fruits [15, 70]. However, high temperature may
change the biochemical, physicochemical, organoleptic (taste, aroma, flavor), and
physical properties (color, viscosity) and nutritional values (vitamins, phenolic, etc.)
of juices [22, 65]. For example, application of thermal treatments to fresh water-
melon juice changed its color and dynamic viscosity and destroyed its lycopene
content [64, 69]. More unwanted color changes occurred in apple juice following a
thermal process than with a pulsed electrical field process (a nonthermal
process) [20].

The current trend toward consumption of fresh, organic, or minimally processed
foods with the highest product quality now demands that new processing methods be
developed and applied by the food industry by determining juice acceptability to the
consumer. When fruits and vegetables are first processed, their nutritional values are
the highest, but once thermal treatments are applied to increase shelf life, the
nutritional values start to decrease. However; if no treatments are applied, the food
deteriorates because of harmful microorganisms and enzymes. Therefore, the search
continues for nonthermal treatments that can prolong shelf life and minimize quality
loss. The nonthermal treatments used in fruit juice processing have included ultra-
sound, UV light, high-intensity light pulses, pulsed electric fields, high hydrostatic
pressure, supercritical carbon dioxide, dense-phase carbon dioxide, radiofrequency
electric fields, γ-irradiation, ozonation, and flash-vacuum expansion [43]. Other
alternatives include dielectric heating, ohmic heating, microwave heating, and
radio frequency heating, used in combinations or as pretreatments [43].

The ultrasound process may minimize the effects on other quality parameters of
fruit juices – for example, the content of heat-sensitive vitamins – because it is a
nonthermal process [5]. The application of ultrasound to orange juice was reported to
diminish its ascorbic acid content by only 5 % during processing, and the subsequent
stability of ascorbic acid was enhanced during the storage period [45]. However, the
viscosity of the juice affects the numbers of ultrasound-induced cavitation, so the
juice composition may protect microbes and enzymes against the effects of cavita-
tion [62]. Ultrasonication may also cause changes in the aroma profile and sensory
attributes. Simunek et al. [78] examined the use of high-power ultrasound treatment
for the pasteurization of apple juice and nectar and found that ultrasonic treatment
caused the formation of new substances and/or the disappearance of existing ones
when compared with untreated samples of juices and nectars [78].

Ultrasound processing, also called sonication, is used for extraction, homogeni-
zation, emulsification, drying, crystallization, cutting, and inactivation of microor-
ganisms and enzymes. Microbial and enzymatic inactivation are essential for
pasteurization of juices, and ultrasound, one of the nonthermal processes, has
important potential in this respect. It does not have the common side effects of
conventional thermal treatments on food nutritional and quality parameters, such as
degradation of some vitamins, color, and proteins [72], and it has been approved by
FDA since 2000, providing a potential 5 log reduction in juice microbial content [88]
(Table 1).

High-power ultrasound applications have also been used for extraction of bioac-
tive compounds (e.g., phenolics, flavonoids, ascorbic acid, and anthocyanins) found
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in fruits and vegetables because ultrasound improved yield, productivity, and selec-
tivity and decreased the required extraction time [21, 53, 92, 97]. Vilkhu et al. [92]
reported that extraction yield was increased from 6 % to 35 % by ultrasound
processing. A further benefit of decreased thermal effects and increased yield/
productivity was that ultrasound technology improved the rheological and cloudy
properties of the final juice product [23, 32].

Ultrasound treatment, which results from the conversion of electrical into
mechanical energy by way of piezoelectric materials, generates successive compres-
sion and relaxation as sound waves pass through a fluid. The passing of the sound
waves to the relaxation position causes the formation of bubbles and spaces with
micrometer radii when the negative pressure overcomes the tensile force. These
bubbles grow and collapse, generating a localized high temperature (approximately
2000–5000 �C) and pressure (approximately 10–100 MPa) [33]. The resulting high
local temperature and pressure cause localized inactivation of enzymes and microbes
without significantly increasing the total temperature, thereby providing effective
pasteurization [85]. Ultrasound treatment was reported to provide a 5 log decrease in
the content of food-borne pathogens in fruit juices [5, 72].

Despite the many benefits of ultrasound treatment on juice processing, some
authors have reported negative effects on juice quality following ultrasound
processing. For instance, some off-flavor was formed during orange juice production
[95], and some adverse effects on the final product quality occurred due to ultra-
sound processing [58]. Overall, however, ultrasound has many advantages and
relatively few disadvantages and is an effective nonthermal process that has been
studied for several applications in food processing.

Ultrasound treatment is sometimes insufficient for inactivation of microorgan-
isms and enzymes when used alone. It can, however, be used in combination with
mild heat, pressure, or other methods for microbial inactivation, especially patho-
gens, to improve the effectiveness of the treatment [14, 26, 93]. A combination of
ultrasound and thermal treatment is especially critical for enzyme inactivation.

Ultrasound technology presents important opportunities for juice technologies.
This chapter summarizes the possibilities and potential offered by ultrasound treat-
ment for juice production technologies, the advantages and disadvantages of ultra-
sound treatments, the types of ultrasonic applications, the effect of ultrasound
treatment on juice quality, and the results from recent studies.

Novel Technologies for Juice Production

Novel food processing technologies are divided into two types: thermal and non-
thermal. Novel processes based on nonthermal principles include ultrasound, pulsed
electric fields (PEF), high-pressure processing (HPP), ultraviolet irradiation (UV),
dense-phase carbon dioxide (DPCO2) or high-pressure carbon dioxide (HPCD), and
ozone. All are based on unique principles, but none are thermal principles. Food-
stuffs do not undergo high-temperature changes, so many of the negative effects
caused by heat are avoided. Novel processes based on thermal principles include
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ohmic heating, microwave, and radio frequency; these processes provide some
advantages because of the rapid heat transfer, which increases product quality.
Comparison of these novel technologies indicates the potential for high-quality
juice production by nonthermal processes, although these too have some disadvan-
tages. Nevertheless, these novel technologies for fruit and vegetable juice produc-
tion, both alone and in combination, represent viable alternatives to the traditional
thermal treatments such as pasteurization and sterilization.

The pulsed electric field (PEF) is one of the most attractive novel technologies
because, when compared to the conventional technologies, the use of short pulses of
electricity achieves a reduction in both processing time and thermal effects on the
organoleptic and physical properties [66]. PEF, an effective nonthermal technology,
consists of application of high-voltage (20–80 kV/cm) pulses to juice placed
between two electrodes. PEF inactivates food-borne pathogens and spoilage micro-
organisms by electroporation and electrofusion mechanisms [12, 29, 65, 77]. Elec-
troporation is a phenomenon whereby enlargement of pores and formation of new
pores in the microbial cell membrane disrupts many important cellular activities.
Electrofusion also causes mechanical fragility of the cell membrane due to changes
in charge density between the intracellular and extracellular compartments [12]. The
U.S. Food and Drug Administration (FDA) published a “letter of no objection” for
the use of pulsed electric fields in 1995 and approved industrial application of
PurePulse Technologies. Therefore, PEF is an approved method for juice production
processes under conditions sustained by pure pulse technologies [11].

Much research has been published on microbial and enzymatic inactivation in
food by PEF, but significantly less has appeared on the effect of quality parameters
and food components. Research on the effects of PEF on food first appeared in 1990;
the number of publications was approximately 150 in the 2000s and has increased
since, to 5949, according to Food Science and Technology Abstracts (FSTA).
Ortega-Rivas et al. [60] reported that high-voltage pulsed electric fields were effec-
tive as a nonthermal pasteurization process, providing a 6 log reduction in microor-
ganism numbers and improving apple juice quality. The color of the apple juice was
also lighter than in juice treated by ultrafiltration. Noci et al. [56] reported a
microbial reduction of 5.4 log cycles and substantial inactivation of PPO and POD
by PEF. Pasteurization of orange juice with a 35 kV/cm PEF treatment for 1500 μs
completely inactivated POD [30]. Overall, the research results indicate that the
sensory properties of juices are mostly preserved, pathogenic microorganisms and
enzymes are inactivated, and the shelf life is extended (Table 2).

High-pressure processing (HPP) is another nonthermal food preservation method
that acts by killing pathogenic and spoilage microorganisms by decreasing cell
membrane permeability or causing lysis of the cell membrane and collapse of the
noncovalent bonds under pressures of up to 400 MPa [39, 46]. The fundamental
principle of high-pressure processing (HPP) is that liquid is compressed by a force
applied to the liquid surrounding the product [10]. High-pressure treatments are
related by two scientific principles: the Le Chatelier principle and the isostatic
principle. The Le Chatelier principle shows that when a system in balance receives
an impact from the outside, the system creates a new equilibrium in the impact-
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reducing direction. The isostatic principle is based on Pascal’s law/principle, which
explains that pressure exerted on a fluid in a sealed and enclosed system equals the
pressure applied to every point of the system surrounding the liquid at the same time
[40, 90]. HPP is approved by the U.S. FDA as a method for juice preservation, and
extensive research has investigated the application of HPP to juice.

Bayındırlı et al. [15] studied the effectiveness of HPP application on inactivation
of pathogenic microorganisms, such as Staphylococcus aureus 485, Escherichia coli
O157:H7 933, and Salmonella enteritidis FDA, and on enzymes, such as polyphenol
oxidase and pectinesterase, in apple, orange, apricot, and sour cherry juices. They
deduced that complete inactivation of these microorganisms was achieved by treat-
ment at 350 MPa and 40 �C for 5 min and the polyphenol oxidase activity remaining
in apple juice was 9 � 2.2 % following application of a treatment at 450 MPa and
50 �C for 60 min. The pectinesterase activity remaining in orange juice after a
treatment at 450 MPa and 50 �C for 30 min was 7 � 1.6 %. Fernández et al. [75]
investigated the antioxidant capacity, nutrient content, and sensory quality parame-
ters of orange juice and an orange-lemon-carrot juice mix after high-pressure
treatment and storage in different packaging. They deduced that HPP treatment
and storage after treatment for 21 days at 4 �C did not cause significant differences
in antioxidant capacity, vitamin C, sugar, or carotene content and that the total
quality parameters after treatment were not substantially changed.

Table 2 Effect of ultrasonic treatments on enzymes inactivation

Juice Treatment Temperature (�C) Enzymes Inactivation Reference

Apple
juice

Ultrasonic
probe

40–60 PPO D value changed
between 12.9 and
146 min

Başlar
and
Ertugay
[13]

Pineapple
juice

Ultrasonic
probe

54 PPO Max 20 % decrease Costa
et al. [25]

Orange
juice

Ultrasonic
probe

<45 PME Max 62 % decrease
for 10 min

Tiwari
et al. [83]

Tomato
juice

Ultrasonic
probe

50–75 PME Inactivation rate
was increased by
1.5–6 times

Terefe
et al. [81]

Tomato
juice

Ultrasonic
probe

50–75 PG Inactivation rate
was increased by
2.3–4 times

Terefe
et al. [81]

Tomato
juice

Ultrasonic
probe

61 PME Inactivation rate
was increased by
39–374 fold

Raviyan
et al. [67]

Apple
juice

Ultrasonic
probe

20–60 PPO 3–94 % reduction
for 10 min

Abid
et al. [3]

Apple
juice

Ultrasonic
probe

20–60 POD 2–91 % reduction
for 10 min

Abid
et al. [3]

Apple
juice

Ultrasonic
probe

20–60 PME 3–93 % reduction
for 10 min

Abid
et al. [3]
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Ultraviolet (UV) technology is widely used to inactivate pathogenic microorgan-
isms in food products. Ultraviolet light is an electromagnetic radiation with a
wavelength between 200 and 400 nm. Decreases in ultraviolet light wavelength
increase the efficiency of ultraviolet light. Therefore, the main antiseptic effects of
UVagainst food-borne microbiological contaminants takes place in the UV-C band,
which has the lowest wavelength (210–280 nm). UV-A tans human skin and UV-B
burns skin and may cause cancer, but UV-C has a fatal effect on
microorganisms [37].

The mechanism of inactivation is related to UVabsorption by DNA/RNA. When
UV-C is absorbed by thymine and cytosine in DNA, the structure of DNA is
disrupted, and the proliferation of microorganisms is inhibited [18, 37]. UV radiation
is also approved by the US FDA for juice preservation and provides a reduction of at
least 5 log cycles in numbers of human pathogens and decreases the activity of
undesirable enzymes [88]. Char et al. [19] investigated the inactivation of some
microorganisms following a combined treatment using high-intensity ultrasound and
UV-C light in fruit juice samples. UV-C radiation alone was sufficient to inactivate
E. coli ATCC 35218, an E. coli cocktail, S. cerevisiae KE162, and a yeast cocktail in
peptone water and clarified apple juice; however, UV-C alone did not provide
sufficient microbial inactivation in squeezed orange juice. Zhang et al. [76] reported
that a UV-C treatment was faster than HPP and was highly efficient at decreasing
residual PME activity. However, HPP treatment resulted in fewer unwanted changes
in lycopene content, dynamic viscosity, color, and browning of watermelon juice
when compared to thermal and UV-C treatments. Treatment with high UV doses can
therefore possibly cause nutritional and quality losses and formation of undesirable
constituents. Adzahan [98] reported a 30 % loss in vitamin C content in apple cider at
14.3 mJ/cm2 (UV doses), while [101] reported a 17 % vitamin C loss in orange juice
at 100 mJ/cm2.

Carbon dioxide is the main antimicrobial agent used against vegetative pathogens
in high-pressure carbon dioxide (HPCD) or dense-phase CO2 (DPCO2) processing.
CO2 serves as a processing assisting agent and is an acceptable ingredient in foods
and beverages. It also can be removed from juices by applying a mild vacuum at the
final processing stage, prior to packaging [27, 50].

Ultrasonic Applications

Various applications of ultrasound processes have been researched to find new
combinations for high-quality juice production, since ultrasound alone is often not
sufficient to extend the shelf life of juice. Many studies have emphasized that the
critical temperature range for ultrasonic inactivation of microbial and enzymatic
activity is 50–60 �C [55, 59]. An ultrasound process combined with a mild thermal
process is called thermosonication, which is one of the most suitable methods for
juice processing. Martínez-Flores et al. [52] reported that thermosonication
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(50–58 �C) extended the shelf life of carrot juice up to 14 days and retained
substantial levels of some bioactive components. The shelf life of carrot juice
increased with increasing treatment temperature. Wu et al. [96] reported that
thermosonication (60–70 �C) inactivated PME by 90 %, noticeably decreased the
particle size (<30 μm), and increased the viscosity to two- to fourfold. The authors
suggest that thermosonication at 60–65 �C produced tomato juice that maintained its
fresh-like properties. Similarly, thermosonication (60–75 �C) shortened the time for
inactivation of PME up to 1.5–6 times and 2.3–4 times for polygalacturonase
(PG) [81]. Başlar and Ertugay [32] reported that all molds and yeasts in apple
juice were completely inactivated by thermosonication at 60 �C.

Thermosonication can be combined with high pressure in a process called
manothermosonication (MTS); this is generally more successful than thermoso-
nication alone. Guzel et al. [38] reported that Listeria monocytogenes and
Escherichia coli suspended in apple and orange juices were inactivated by
manosonication (MS) and MTS treatment. The study investigated the use of
100–200 kPa pressure and mild temperature (35 �C) for MS and 200 kPa pressure
and 50–60 �C temperature for MTS. Both applications were more effective than
ultrasound alone; however, only MTS showed a synergistic effect against microor-
ganisms in juice. Jabbar et al. [42] reported that microorganisms in carrot juice were
completely inactivated when treated with a combination of ultrasound and high
hydrostatic pressure.

Better-quality juices are produced by combining a thermosonication process and
another different nonthermal process, such as pulsed electrical fields and high-
intensity light pulses. Walkling-Ribeiro et al. [94] reported that a thermosonication
process (10 min at 55 �C) combined with a pulsed electrical field (PEF) treatment
(40 kV/cm for 150 μs) was an effective alternative method to conventional pasteur-
ization of orange juice. Staphylococcus aureus was inactivated by this combination
at comparable levels to that achieved by conventional methods; however, the
combination left a greater residual PME activity than conventional methods
(12.9 % and 5.0 %, respectively). The shelf life of orange juice was extended up
to 168 days by the combination, and the sensory attributes of this juice were rated as
equivalent to a thermal treatment. A research study on the combination of thermoso-
nication and PEF treatment, synergistic effect was conducted on Cronobacter
sakazakii contamination in apple juice [7]. Munoz et al. [102] studied combinations
of high-intensity light pulses and thermosonication for inactivation of Escherichia
coli in orange juice but found no significant results.

Much research has investigated the combination of ultrasound and ultraviolet
treatments, called photosonication [13, 19, 44, 74]. Başlar and Ertugay [13] reported
the application of an ultrasonic probe and two or four ultraviolet lamps simulta-
neously as parallel treatments of apple juice sample placed in a beaker at 40 �C,
50 �C, and 60 �C. The photosonication treatment was better than ultrasonic treatment
alone in terms of PPO inactivation, but the enzyme was still not completely
inactivated. Char et al. [19] reported that ultraviolet light was more effective than
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ultrasonic treatment alone on decontamination of E. coli ATCC 35218 in apple juice.
Inactivation of E. coli ATCC 35218 in orange juice by simultaneous treatment with
ultraviolet light and ultrasound was more effective than ultraviolet light alone and
ultrasound treatment alone. When combinations of ultrasound and UV-C treatment
were applied to freshly squeezed Chokanan mango juice [74], the combination was
reported to provide complete inactivation of coliforms and aerobic bacteria and
significant reduction in yeast and mold counts. The author suggested the combina-
tion can be use as a hurdle technology to improve the quality of Chokanan mango
juice. Zygosaccharomyces bailii in apple juice was inactivated with a combination of
ultraviolet and ultrasound, rather than ultrasound alone [36]. Ultrasound treatment
was also combined with pulsed light (PL) technology for inactivation of spoilage
microorganisms in apple juice. The combination led to a reduction of 2.3–3.0 log
cycles of spores (Alicyclobacillus acidoterrestris ATCC 49025) in apple juice and
6.4–5.8 log cycles for Saccharomyces cerevisiae [34].

Ultrasonic processes have been combined by treatments with some food addi-
tives, such as sodium benzoate, potassium sorbate, and alpha- and beta-pinene, for
pasteurization of orange and apple juices against acid-adapted Escherichia coli
O157:H7 [35]. The combination provided greater inactivation rates in both juices.
Cheng et al. [23] studied the effects of carbonation (meaning that carbon dioxide is
applied to a medium) and sonication on the quality of guava juice and found that
carbonation provided more nuclei for cavitation. Ultrasonic treatment together with
carbonation had no effect on microbial and polyphenol oxidase (PPO) inactivation;
however, it stabilized cloudiness and the phenolic compound content. Similarly,
Patil [61] reported that ozonation alone caused significant inactivation of E. coli in
some fruit juice, while ozone application with combined ultrasound increased
slightly the effectiveness of ozone (Table 3).

Table 3 Effect of ultrasonic treatments on cloudiness

Juice Treatment Temperature (�C) Cloudiness Change Reference

Apple
juice

Ultrasonic
probe

40–60 Cloudiness
level

Up to 16.9 times
increase

Ertugay and
Başlar [32]

Apple
juice

Ultrasonic
probe

40–60 Cloudiness
stability

Up to 9.8 times
increase

Ertugay and
Başlar [32]

Apple
juice

Ultrasonic
bath

20 Cloudy Up to 3.1 times
increase

Abid et al. [2]

Orange
juice

Ultrasonic
probe

25 Cloud loss Up to about
4 times decrease

Tiwari
et al. [83]

Orange
juice

Ultrasonic
probe

10–30 Cloud
value

Up to 2.7 times
increase

Tiwari
et al. [84]

Orange
juice

Ultrasonic
probe

32–38 Cloud
value

Up to 2.16 times
increase

Tiwari
et al. [87]

Orange
juice

Ultrasonic
probe

25 Cloud
value

Up to 2.22 times
increase

Tiwari
et al. [82]
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Effect of Ultrasound on Juice Quality

Shelf Life

One of the most important quality parameters regarding ultrasound applications for
juices is the resulting shelf life of the product. The objective of pasteurization in
conventional juice production is generally inactivation of thermostable enzymes
(PME, PPO, and POD) rather than microorganisms because of the acidic properties
of juice. In other words, microbial risks have already been eliminated under conditions
where the enzymes of acidic juice are inactivated. However, the target for juice with a
high pH is elimination of the microbial risk. The mechanisms of ultrasound treatment
differ, so the target enzymes or microorganisms are not the same as those targeted with
thermal process (Tables 1 and 2). The effects of the ultrasound process vary depending
on the enzyme or microorganism. Therefore, the ultrasonic stability of microorgan-
isms and enzymes in different food matrices should be determined carefully.

Ultrasound treatment of juice has been reported to be effective for the inactivation
of enterobacteria [99], total yeasts and molds [32], aerobic plate count, coliform
count, total yeast and mold count [73], and Escherichia coli [6]. Abid et al. [2]
observed that total plate count was considerably decreased in samples sonicated for
60 and 90 min when compared to samples treated for 30 min and control samples.
A significant decrease was also observed in yeasts and molds in all sonicated
samples, but complete decontamination of the samples was not achieved. Bhat
et al. [17] confirmed that the aerobic and total plate counts in kasturi lime (Citrus
microcarpa) juice were significantly reduced by application of ultrasound for
60 min. In general, some microorganisms appeared resistant to ultrasonication and
required longer treatment durations for destruction. Molds and yeasts, on the other
hand, were more susceptible and showed significant reductions in the whole treated
juices after ultrasonication for 30 and 60 min [17]. Another study showed that
ultrasound combined with mild temperature elevations of 50 �C, 54 �C, and 58 �C
increased the shelf life of carrot juice by 20 %, 40 %, and 60 %, respectively, when
compared to a nontreated sample. The growth of enterobacteria for samples soni-
cated at 58 �C was only 2.02 log after 20 days of storage [52]. Adekunte et al. [4]
reported that sonication alone was an effective application for obtaining the desired
reduction (5 log) in yeast cells in tomato juice. On the other hand, ultrasound
combined with heat treatment (thermosonication) enhanced the effectiveness of
microbial inactivation and enabled a shorter processing time. Aadil et al. [1] reported
that the microbial content of grapefruit juice was completely inactivated by
thermosonication at 60 �C for 60 min, while the PME, POD, and PPO contents
were reduced by 91 %, 90 %, and 89 %, respectively, by this same treatment. Terefe
et al. [81] reported that PME affected the rheological characteristics of tomato-based
products but was considerably inactivated by sonication-combined thermal treat-
ment at temperatures higher than 50 �C. In another study, PME activity in tomato
juice was reduced by 90 % by thermosonication at 60 �C, 65 �C, and 70 �C [96].
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Several factors such as temperature, food matrix, pH, ultrasound intensity, and
ultrasound processing time affect ultrasound application on enzyme inactivation.
The enzymes (e.g., PPO) denature because of cell disruption, and higher ultrasonic
intensities and longer processing times (376 W/cm2 and 10 min) cause a significant
reduction in enzyme activity (e.g., 20 % for PPO). However, ultrasound intensity has
a negative effect on the overall protein concentration, so high intensity can cause
nutritional protein loss as well [25].

Yield and Extraction

Ultrasonic treatments provide high yields and effective extractions by increasing the
cutting power and generating microbubbles that increase the surface area and mass
transfer based on the cavitation effect [8]. Lieu and Le [49] reported that ultrasonic
treatment increased juice yield by up to 3.4 %, while shortening the treatment time
threefold. Ultrasound-assisted enzymatic treatment also increased juice yield up to
2 % and shortened treatment time over fourfold when compared with traditional
enzymatic treatment. The successive application of ultrasound and enzymatic treat-
ment increased juice yield up to 7.3 %. Similarly, Nguyen and Le [57] reported that
ultrasonic treatment alone increased the extraction yield by 10.8 % for juice produc-
tion from pineapple mash. Ultrasonic treatment also enhanced the content of sugars,
total acids, phenolics, and vitamin C.

Ultrasound application can enhance juice production by reducing the processing
time and lowering energy consumption by improving mass transfer to and from
interfaces. These effects considerably improve both application rate and final prod-
uct yield [2, 63, 78]. The enhancement of mass transfer by ultrasonic application also
has some other advantages; for example, ultrasound simplified the production of the
date syrup but also increased the effectiveness of the antimicrobial components of
the syrup and gave the product a better physical quality [31, 80].

Sensory Properties

Adverse effects on the sensory properties of juice during pasteurization processing
include degradation of the desired ingredients and/or generation of undesirable
flavors. One important reason for the use of alternatives to thermal processing is
that nonthermal treatments prevent the loss of sensory properties that occurs during
heat treatment of juice. Ertugay and Başlar [32] reported that apple juice treated at an
ultrasound amplitude of 50 μm and a temperature of 50 �C for 10 min had the most
acceptable aroma and flavor as determined by panelists. However, for a true bench-
mark in this type of work, pasteurization should be compared to ultrasonication
based on the same feature of the juice. One such study confirmed that ultrasonic
treatment (at 60 �C for 10 min) gave the greatest inactivation of PPO, indicating
improvement of the sensorial properties compared to pasteurized juice. However, the
properties of the ultrasonicated juice were inferior to those of untreated juice,
probably because ultrasonic treatment can cause the formation of new compounds
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due to the release of sequestered compounds and disintegration of compounds found
in the raw material. Some ultrasonic treatments can improve the sensorial properties
because of release and formation of new aromatic compounds, while other ultrasonic
treatments (generally high intensity, temperature, and time) degrade these properties
due to the generation of undesirable aromas or degradation of aromatic compounds.
Vercet et al. [91] suggested that manothermosonication (MTS) could be the cause of
metallic tastes via the effects of free radicals [78], although Simunek et al. [78] and
Ertugay and Başlar [32] both reported that no metallic taste was detected by panelists
in juice pasteurized with ultrasonic treatment. Simunek et al. [78] also identified new
components in the apple juice and nectar and the loss of some original components
following ultrasonic applications. For instance, ethyl 2-methylbutyrate was not
detected in the untreated samples but accounted for 11.98 % of total aromatic
compounds in pasteurized samples. The largest aromatic compound fraction was
determined as 14.50 % after ultrasound treatment at an amplitude of 90 μm and a
temperature of 60 �C for 6 min. On the other hand, ultrasound treatment had no
adverse effects on the sensory properties of the juice [16].

In general, the present research [32, 78] indicates that ultrasound causes less
change or no change to the sensorial properties of juice when compared to pasteurized
juice. At the same time, ultrasonic treatment at high intensity and/or temperature has
the potential to cause adverse alterations in the sensorial properties of juice because of
rapid isomerization of compounds and oxidative interaction with free radicals.

Bioactive Components

One of the important reasons for preferring juice consumption over consumption of
the raw product is that juice contains high levels of bioactive compounds. High-heat
treatment during pasteurization or sterilization processing of juices can lead to the
disintegration of these bioactive components and other components vital to human
health. Therefore, understanding the impact of ultrasound treatment on bioactive
components is very important (Table 4).

Some studies indicate that ultrasonic treatment increases the levels of bioactive
compounds by improving the release of these components from the cells. For
example, the bioactive components of apple juice were significantly increased
after ultrasound application: The total phenolic values were higher in juice samples
treated for 30, 60, and 90 min (768, 815 and 829 μg/g) than in nontreated apple juice
(757 μg/g). Similar increases were also observed in flavonoid and flavonol content
and in the total antioxidant capacity of the sonicated samples. The ascorbic acid
value of the apple juice was improved by increasing the ultrasound treatment time,
with the highest value observed in juice treated for 90 min [2]. On the other hand, the
ascorbic acid content of orange juice was negatively influenced by ultrasonic
temperature, amplitude, and treatment time. Ascorbic acid is thought to degrade
due to sonolysis and oxidation reactions occurring during the ultrasound treatment
[85]. The lycopene and anthocyanin contents of watermelon also decreased when
ultrasound treatment was applied at high amplitude levels and long treatment times
(>5 min). This temperature effect on lycopene levels has also been observed in juice
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sonicated at 45 �C [68]. Başlar and Ertugay [13] reported a decrease in phenolic
components following ultrasound treatment for long times at high temperature and
amplitude; however, this decrease was not as substantial as that seen with
pasteurization.

Thermal treatments can cause a significant decrease in total carotenoid content of
juices, as oxidation damages the stability of the conjugated double-bond system of
carotenoids [24, 48, 71]. On the other hand, chokanon mango juice samples sonicated
for 15 and 30 min showed a significant increase in carotenoid content. However,
the degradation of carotenoids occurred in samples sonicated for 60 min [73].

Table 4 Effect of ultrasonic treatments on bioactive components

Juice Treatment
Temperature
(�C)

Bioactive
components Change Reference

Apple juice Ultrasonic
probe

40–60 Total
phenolic
component

<15 %
decrease

Başlar and
Ertugay [13]

Purple cactus
pear J.

Ultrasonic
probe

38.4–78.2 Total
phenolic
component

<30.5 %
increase

Zafra-Rojas
et al. [99]

Purple cactus
pear J.

Ultrasonic
probe

38.4–78.2 Ascorbic
acid content

<17.9 %
increase

Zafra-Rojas
et al. [99]

Pineapple
juice

Ultrasonic
probe

54 Total
phenolic
component

Not sig. Costa et al. [25]

Orange juice Ultrasonic
probe

10–30 Ascorbic
acid

<2.05 %
decrease

Tiwari et al. [85]

Chokanon
mango juice

Ultrasonic
bath

25 Total
carotenoid
content

<4.7 %
decrease

Santhirasegaram
et al. [73]

Chokanon
mango juice

Ultrasonic
bath

25 Ascorbic
acid content

<38.5 %
decrease

Santhirasegaram
et al. [73]

Apple juice Ultrasonic
bath

20 Ascorbic
acid

<34.04 %
increase

Abid et al. [2]

Apple juice Ultrasonic
bath

20 Total
phenolic
component

<9.48 %
increase

Abid et al. [2]

Apple juice Ultrasonic
bath

20 Total
flavonoids

<30.18 %
increase

Abid et al. [2]

Apple juice Ultrasonic
bath

20 Total
flavonols

<44.1 %
increase

Abid et al. [2]

Kasturi lime
juice

Ultrasonic
bath

20 Ascorbic
acid

<6.68 %
increase

Bhat et al. [17]

Kasturi lime
juice

Ultrasonic
bath

20 Total
flavonoids

<42.3 %
increase

Bhat et al. [17]

Kasturi lime
juice

Ultrasonic
bath

20 Total
flavonols

<127.4 %
increase

Bhat et al. [17]

Kasturi lime
juice

Ultrasonic
bath

20 Total
phenolic

<27.36 %
increase

Bhat et al. [17]
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The total carotenoid content of carrot juice changes with ultrasonic treatment and
storage when compared to control samples. A significant increase of 3.44 % was
reported for total carotenoid content in carrot juice sonicated at 58 �C. This value was
reduced during storage of the samples [52].

Rheological Properties

The rheological properties are identifying characteristics of fluid foods such as juice.
The properties of juice can change during conventional heat treatments because of
changes in the structural properties of the juice. Similarly, ultrasound treatment can
usually induce some changes in juice rheological properties. Martínez-Flores
et al. [52] reported that ultrasonic treatment caused significant increases in the
viscosity of untreated carrot juice from 1.52 to 16.49 mPas. On the other hand,
significant changes were observed in samples thermosonicated at temperatures of
50 �C, 54 �C, and 58 �C after 12, 14, and 20 days of storage, respectively.

The viscosity and pectin content increased with application of low-power ultra-
sound, which enhanced the clarity of the juice. On the other hand, application of
high-power ultrasound can cause negative changes in juice rheology. Improvements
in the clarity of the juice exposed to ultrasound significantly are due to cavitational
collapse of bubbles that break down particles in the juice [21, 73]. The viscosity of
grapefruit juice considerably increased in thermosonicated samples when compared
to control samples. In general, increases in treatment time and temperature caused
significant increases in viscosity of the samples, with the greatest results obtained by
treatment at 60 �C for 60 min [1].

Cloudiness

Cloudiness is an important quality parameter that affects the appearance and flavor
of the juice. It is determinative for consumer approval for some juices. It is related to
the presence of particles composed of pectin, protein, cellulose, and lipids [1, 9]. The
concepts of cloud value and cloud stability value are generally used for interpreta-
tion. The cloud value indicates the current turbidity levels, while cloud stability
refers to the cloud value of the juice over time. Centrifugation at 4200 � g for
15 min is equivalent to 1 year of storage [103].

Ultrasonic treatments affected cloudy parameters of juice at alot of reserach
(Table 3). Aadil et al. [1] reported that the cloud value was considerably higher in
thermosonicated grapefruit juice than in nonsonicated juice and the maximum value
was obtained in juice thermosonicated at the maximum temperature and time tested
(60 �C for 60 min). Cloud level and stability were both dependent on treatment time,
temperature, and amplitude level. The best results were observed at the longest
treatment time (10 min) and highest processing temperature (60 �C) and amplitude
(100 μm). Cloud quality of the samples was slightly effected negative after 4 months
of storage [32]. Cloud value of ultrasonicated apple juice was significantly altered
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increasing according to nonsonicated apple juice [2]. According to results of a
different study, cloud value in orange juice is considerably enhanced as a maximum
increase of 270 % and the minimum increase observed as 125 % by ultrasound
application [83]. Unlike the studies, Tiwari et al. emphasize low ultrasonic intensity,
temperature, and treatment time increased more turbidity of orange juice.

Because of collapse of the cavitation bubbles formed on the surface, ultrasound
caused to reduce the particle size in addition to the stability to the juices
[23, 54]. This allows fine particles to remain in the supernatant after centrifugation
and adds stability to the juice [99]. Investigation of the size of the particles in apple
juice at an ultrasound amplitude of 100 μm and different temperatures showed that
the particle size decreased with increasing processing temperature. At 60 �C, soni-
cation converted particles to a soluble colloidal form [32]. The resulting reduction in
particulates lowered the sedimentation value of the apple juice to 10–13 %. By
contrast, ultrasonic application at 40 �C increased the sedimentation value to
30–32 %. The lower sedimentation at 60 �C treatment can be explained by cloud
stability due to ultrasonic homogenization [32].

Color

Appearance is the main quality parameter in the choice of food products by con-
sumers. Therefore, any ultrasonic process applied should improve or protect the
appearance, especially color. Many studies have shown enhancement of customer
preference for a product by improved color changes [13]. Processing temperature,
treatment time, and ultrasound amplitude can all affect the color and degree of
nonenzymatic browning of juices. Generally, minimal changes are observed on
color levels. Apple juice ultrasonicated at an amplitude of 60 μm and a temperature
of 40 �C for 6 min and apple nectar at 120 μm and 20 �C for 3 min yielded the most
acceptable fruit juices. Some ultrasonic treatments improved the color properties
when compared to untreated juice [78]. Other research has reported a significant
difference between the color of ultrasonicated and nonsonicated apple juice, where
the lowest L* and a* values and the highest b* values were observed in apple juice
treated for 90 min [2]. Similarly, Adekunte et al. [5] reported that sonication reduced
L*, a*, and b* values and increased the total color difference (TCD) and color index
(CI) of tomato juice. On the other hand, ultrasound and thermal process increased
nonenzymatic browning (NBE) and led to color changes and nutrient losses
[28, 73]. The sonication and thermal treatment of juices caused a significant increase
in the nonenzymatic browning of mango juices [73]. Nonenzymatic browning varied
from 0.142 to 0.179 when compared to untreated orange juice (0.063) [84].

Physicochemical Properties

Some physicochemical properties, such as pH, soluble solids content, and titratable
acidity, affect several juice qualities, including microbial, rheological, cloudiness,
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appearance, and sensory properties. No considerable change was observed in pH,
soluble solids content, and titratable acidity of sonicated apple juice [2], orange juice
[83, 84], blueberry [86], kasturi lime juice [17], purple cactus pear juice [99], tomato
juice [4], or Chokanon mango juice [73]. The pH value of the carrot juice
thermosonicated at 58 �C was reduced after 20 days of storage (from 6.81 to
6.68), but no visible spoilage was apparent in the sample. A significant change
was observed in titratable acidity of the same sample (treated for 58 �C) after 20 days
of storage (from 0.30 % to 0.81 %) [52].

The electrical conductivity of liquid foods arises from the existence of nutrients
such as vitamins, fatty acids, and proteins. The electrical conductivity of grapefruits
can decrease because of the decreases in the mineral and vitamin contents of the
sample during thermosonication [1].

Conclusions and Future Directions

Alone ultrasonic treatment is not sufficient for extending the shelf life of juices;
therefore, it is commonly used in combination with a thermal process referred to as
thermosonication. Various combinations of heat and sonication have been tested to
extend the shelf life, but no method has yet been developed for application in the
industrialization stage. Further research is needed for optimization of new processing
combinations that incorporate ultrasonication. At the same time, it seems that some
nonthermal process (UV and PEF) in commercialization stage is present. Despite
shelf life of products produced by these methods being short, it is a preferable
product due to high organoleptic characteristics. The success of the technologies
has partially narrowed market and research interest for nonthermal processing of
juice. However, ultrasonic treatment can provide significant advantages for the
processing of juices: enhanced quality parameters, such as yield, extraction, cloud-
iness, rheological properties, and color as well as the shelf life. So it should focus on
the area to improve the position of ultrasonic technique for juice technology in the
future. In the future, it is estimated that use of ultrasound in fruit juice technology
will spread due to its advantages over other technologies.
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Abstract
Food dehydration is a one of the oldest preservation methods based on simulta-
neous heat and mass transfer. The aim of the method is to remove the water from
the food for prolonged shelf life by using an appropriate process. However, in the
process of removing water from the food, there are practical difficulties due to the
slow mass transfer that occurs in foods, depending on the food matrix and
treatment conditions. Therefore, an ultrasonic treatment can be used in the
dehydration process to increase the rate of mass transfer and to overcome these
difficulties. At the same time, the rehydration properties of the dried foods can be
improved by using ultrasonic wave creating microscopic channels, which may
make moisture removal and gain easier. The treatment has been used to obtain
high drying rates at the same temperatures or adequate drying rates at lower
temperatures. In general, it has been used as different methods, such as
ultrasound-assisted convective dehydration, ultrasound-assisted osmotic
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dehydration, ultrasound-assisted vacuum dehydration, and ultrasound-assisted
freeze dehydration. The ultrasound has been used together with a dehydration
process or as pretreatment in the methods as direct or indirect contact. In addition,
other application- and apparatus-based ultrasound treatments have been improved
during the dehydration process to enhance food quality.

Keywords
Dehydration • Ultrasound • Mass transfer • Drying rate

Introduction

The human population is continuously increasing, whereas the world’s food
resources are declining. Efficient evaluation of food and energy resources and
reduction of losses have therefore become important global issues. Reductions in
food losses require the establishment of safe food production methods, processing
with the most appropriate technologies, and use of appropriate preservation
methods.

The term food preservation encompasses those processes designed to protect
against microbial and biochemical factors responsible for food deterioration. Many
methods may be used to prevent the deterioration of food, but most methods
generally consider water activity as the dominant determinative condition leading
to food deterioration because high water activity accelerates microbial growth and
biochemical reactions. Therefore, controlling or reducing the water activity forms
the basis of most of the food preservation methods, including dehydration.

Food dehydration has been used as a basic preservation method since ancient
times. The basic aim of the dehydration process is to remove water from the food to
prolong its shelf life and delay microbial and biochemical deterioration. Although
the main objective of the dehydration processes is food preservation, it has many
other purposes. Dehydration: (i) provides easier storage and transport; (ii) is an
inexpensive preservation method; (iii) results in a denser nutrient content;
(iv) produces intermediate or new products; and (v) simplifies and improves pack-
aging. Numerous dehydration technologies and methods are in use today, including
convective drying, spray drying, vacuum drying, freeze-drying, and infrared drying.
Novel drying methods also continue to emerge to produce different, high quality, and
economical dehydrated foods. These novel methods all have different properties
when compared with other techniques, used alone or in combination.

The underlying principle of food dehydration is mainly simultaneous heat and
mass transfer. Unlike dewatering and squeezing, dehydration processing uses evap-
oration to remove the water contained in the foods. The dehydration rate is an
important criterion that determines product quality and cost-effectiveness and is
generally controlled by the treatment temperature. However, practical difficulties
often arise when removing water from a food; a particular problem is the mass
transfer rate, which can be slow due to the food matrix and treatment conditions.
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The removal of water can also be affected by a number of other conditions. An
increase in the drying rate generally provides many advantages in terms of product
quality and cost-effectiveness. Therefore, many drying technology methods have
aimed to increase the drying speed. Ultrasound technology has a special place in
drying technology because it accelerates the mass transfer process occurring during
the drying.

Ultrasound is pressure wave oscillating that is above the threshold of perception
by the human ear, in the frequency range of 20 kHz to 1 MHz. Ultrasound generates
a series of effects on both internal and external resistance to moisture transfer in
solids and liquids [1]. Cavitation is the main ultrasound mechanism in a liquid
system. The moisture transfer rate from a solid food to the surrounding environment
can be increased if cavitation is generated in the inner liquid phase of the food.
Ultrasound generates a series of rapid compressions and expansions of the material
in the solid. This is called the “sponge effect” and facilitates the flow of liquid out of
the foods by creating microchannels that are suitable for fluid movement [2]. It is
widely used in dehydration processes, as well as in preservation, crystallization,
filtration, extraction, and cutting technologies. Ultrasound technology can show
different effects in different systems because many factors, such as ultrasonic
intensity, frequency, application form, pressure/vacuum, and temperature, affect its
efficiency. However, the underlying mechanism of ultrasound involves acoustic
cavitation, which can be divided into transient and stable forms.

Ultrasound waves create cavity bubbles by a series of compressions and rarefac-
tions. If the ultrasonic intensity is above than 10 W/cm2, the cavitating bubbles
expand as they absorb ultrasonic energy and terminate in a violent collapse or
implosion. This is defined as transient cavitation and it causes localized physical
effects, such as very high temperature (about 5000 K), elevated pressure (about
2000 atm), shock waves, and high velocity water jets. This acoustic cavitation can be
generally used in many processes, such as homogenization, emulsification, pasteur-
ization, and depolymerization.

An ultrasonic intensity between 1 and 3 W/cm2 generates generally stable
cavitation (Feng and Yang 2011). This occurs at a low acoustic pressure and can
lead to several acoustic effects, such as degassing and microstreaming. Stable
cavitation oscillates the bubbles and causes a rapidly rotating mass of fluid in
medium, which can create microcurrents and enhance heat and mass transfer [3].

Ultrasound-assisted (US-assisted) dehydration methods are based on a combina-
tion of the ultrasonic process with appropriate dehydration techniques. The ultra-
sound wave strongly accelerates mass transfer, so the ultrasound technique assists in
dehydration by providing a high drying rate, thereby maintaining food quality.
US-assisted dehydration has been combined with other forms of dehydration,
including convective [4–6], osmotic [7–11], vacuum [12–15], and freeze-drying
[16–18], in order to improve the overall effectiveness of the drying. In all these
processes, ultrasound is employed to increase the drying rate and/or decrease the
drying temperature. In addition, as in spray drying, some drying processes have been
developed to generate products with better quality due to ultrasonic vibration.
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The ultrasonic spray nozzle is one example: it has been developed for spray drying
and ultrasonic spray freeze-drying [19, 20].

Investigation of US-assisted food dehydration has used ultrasonic waves created
using either ultrasonic probes or ultrasonic baths. The ultrasonic device generally
provides information about the ultrasonic intensity or acoustic cavitation. The
ultrasonic bath creates stable cavitation, while the ultrasonic probe generally creates
transient cavitation, depending on the treatment conditions. Therefore, the device
and contact can significantly affect the dehydration and rehydration characteristics of
food products. A further division arises due to the transfer of the ultrasonic wave to
foods, via airborne ultrasound or contact ultrasound.

As its name implies, US-assisted food dehydration is usually supplementary to
other drying applications. In many studies, ultrasonic treatment has generally been
applied simultaneously to assist other dehydration methods. However, some
researchers reported that ultrasonic pretreatment improved the dehydration/rehydra-
tion properties of products. Consequently, solution pretreatment is now used in the
drying process or this process may be used as an alternative process on its own, as it
can provide important advantages in drying [4, 21].

This chapter reviews different ultrasound-assisted dehydration processes, includ-
ing convective, osmotic, vacuum, and freeze-drying applications, as well as the
various types of ultrasonic equipment used. The mechanisms, applications, advan-
tages/disadvantages, and recent investigations of ultrasound-assisted dehydration are
also summarized.

Ultrasound-Assisted Convective Dehydration

Convective drying is one of the most widely used and oldest preservation methods in
the food industry because of its ease of operation [22]. A considerable amount
(12–25 %) of the overall industrial energy consumption is associated with the drying
industry. This process gives food products a longer shelf life by reducing water
activity. In this process, hot air with low humidity is used to remove moisture from
the food material. The resulting reduction in the water activity provides some
advantages to the food, such as preventing microbial growth and enzymatic activity
and enabling easy packaging and transportation [23, 24].

Convective drying involves two types of water transfer resistances: the internal
resistance to water movement inside the material and external resistance between the
solid surface and the air [25, 26]. The convective drying process also has several
disadvantages, such as high energy consumption, low dehydration rate, low product
quality, high drying temperature, and long drying time [2, 22]. The slow moisture
transfer rate is one of the main factors that lead to the long drying times, which
reduces product quality and increases energy consumption. The length of the drying
time is highly related to the falling rate period, which leads to high energy con-
sumption and substantial loss of quality [27]. The nutritional and sensorial qualities
of the final product are reduced during a long drying period at a high temperature due
to thermal degradation of bioactive compounds and some color pigments [28].
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Drying also affects the mechanical properties of the food material, such as texture
and rehydration capacity [29].

Convective drying should therefore be improved by the use of other applications
to overcome these difficulties. Several methods, including microwave, radio fre-
quency, and ultrasound processes, have been combined with convective drying to
increase the moisture transfer rate and to minimize quality losses in the final products
[13, 30, 31]. Ultrasound technology, used in conjunction with convective drying, can
provide additional advantages, such as reduced drying time and drying temperature,
lower energy consumption, and preservation of color pigments (carotenoids, antho-
cyanin) and bioactive compounds (polyphenols and vitamin) in the dried products
[32]. This process is referred to as US-assisted convective drying.

Ultrasound is a cyclic sound wave that is above the threshold of perception by the
human ear, in the frequency range of 20 kHz to 1 MHz. Ultrasound generates a series
of effects on both internal and external resistance to moisture transfer in solids and
liquids [1]. Cavitation is the main ultrasound mechanism in a liquid system. The
moisture transfer rate from a solid food to the surrounding environment can be
increased if cavitation is generated in the inner liquid phase of the food. Ultrasound
generates a series of rapid compressions and expansions of the material in the solid.
This is called the “sponge effect” and facilitates the flow of liquid out of the foods by
creating microchannels that are suitable for fluid movement [2]. US-assisted con-
vective drying employs a frequency between 20 kHz and 40 kHz, generated by
several different methods. These include the use of the complete drying chamber as
an emitter [16], application of transducers within the drying chamber [33], and direct
contact of the food with an emitter [34].

Beck et al. [6] investigated the effects of airborne ultrasound conditions on the
drying behavior of a model food consisting of water, cellulose, starch, and fructose.
They also determined the influence of airborne ultrasound at various power levels,
drying temperatures, relative humidity of the drying air, and air speeds. They
reported that drying time was significantly affected by the drying temperature and
ultrasound power and was reduced by 21 % and 79 % at 50 �C and 70 �C,
respectively, when applying 120 W ultrasound power. They concluded that ultra-
sound application reduced drying time significantly and improved the product
quality.

Another study investigated the influence of the air temperature and the applica-
tion of ultrasound on the convective drying kinetics of strawberry [5]. Drying time
was reduced by 13–45 % by applying ultrasound, depending on the drying condi-
tions. Drying times with no ultrasound application ranged from 3.3 to 5.5 h at
40–70 �C, while the times with ultrasound were 2.2–4.6 h.

Ultrasound application also positively affects the content of bioactive compounds
and antioxidants in foods, in addition to its effects on drying kinetics. For example,
Rodriguez et al. [35] examined the effects of ultrasound application, air velocity, and
temperature on drying time and antioxidant capacity of thyme extracts. They found
that extracts treated at air velocities of 1 and 2 m/s and air temperatures of under
60 �C showed an enhanced drying rate, a shortening of the processing time, and an
increase in the antioxidant capacity when ultrasound was also applied. Another study
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that examined the effects of ultrasound application on the drying behavior of clipfish
reported that US-assisted convective drying at different temperatures (10 �C, 20 �C,
and 30 �C) significantly reduced the drying time (by 10 %) at 10 �C and that
ultrasound was more effective at a low drying temperature. The researchers also
reported that the drying process at 20 �C with ultrasound application was faster than
the same process without ultrasound at 30 �C.

Effect of ultrasound as a pretreatment application was investigated by Fernandes
et al. [21]. It was reported that ultrasonic pretreatment of pineapple samples in
distilled water between 10 and 30 min and overall drying time was reduced by
8 % [4]. They also concluded that the ultrasound-assisted osmotic dehydration
incorporated more sugar than conventional osmotic dehydration and application of
ultrasound increased the water effective diffusivity.

Effect of ultrasound pretreatment on drying kinetics, energy consumption, and
selected quality properties of dried parsley leaves was investigated by Sledz
et al. [36]. Ultrasound application with at 21 kHz, 12W/g led to significant reduction
of the drying time up to 29.8 % and the energy consumption by 33.6 % for parsley
dried at 30 �C and 300 W.

The use of ultrasound as a pretreatment to air-drying of papaya was studied
[37]. After application of ultrasound, effective water diffusivity and drying rate
increased. Drying time reduced by about 16% and the papayas lost sugar (13.8 %
in 30 min) during ultrasonic treatment.

The effect of ultrasound as a pretreatment application on drying kinetics and some
quality parameters of apple was investigated by Nowacka et al. [38] They concluded
that ultrasound increased drying time and showed positive effect on quality attributes
of apple. The ultrasound treatment reduced drying time by 31 % in comparison to
convective drying. The ultrasound treated apples showed between 9 % and 11 %
higher shrinkage, 6–20 % lower density, and of 9–14 % higher porosity comparing
the conventional process.

Several applications of ultrasound on convective drying are shown in Table 1.
These studies showed that ultrasound can be successfully used in convective drying
to reduce the drying time and enhance product quality. These studies also indicated
that effect of ultrasound on drying time in the convective drying process is highly
related to process parameters such as temperature and air velocity. The effect of
ultrasound application can be readily observed at a low drying temperature and low
air velocity. This can be explained by a dominant effect of higher temperature and
high air velocity. Some authors also stated that ultrasound is more effective during
the initial drying period. Further research is necessary to optimize the parameters of
US-assisted convective drying to facilitate its use at the industrial scale.

Ultrasound-Assisted Osmotic Dehydration

Osmotic dehydration (OD) is mainly used as a predrying treatment prior to
air-drying, freezing, freeze-drying, or vacuum-drying, in order to reduce energy
consumption or the load of the following operations, to improve the quality of
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preserved food product, or to increase the shelf life of a product with high moisture
content without changing its integrity. The process is based on the immersion of the
food in a hypertonic (osmotic) solution that has low water activity and high osmotic
pressure, or the direct implementation of the osmotic agent. Sucrose and sodium
chloride (NaCl) are the most commonly used osmotic agents.

Osmotic dehydration reduces the water activity of the product, ranging between
0.95 and 0.90, so that microbial activity is inhibited. The treatment was first
developed as a pretreatment technique for drying by Ponting et al. [42] and has
been increasingly employed in various research studies [10, 43, 44].

The basis of osmotic dehydration is osmosis, which is based on removal of a fluid
across a semipermeable membrane. When two solutions having different solute
concentrations are separated by a semipermeable membrane, some ions or molecules
are removed from the denser medium to less heavy medium until equilibrate. Energy
is not expended during this transition. The cytoplasmic membrane of fresh fruits and
vegetables, surrounding inner surface of the cell wall that consist of cellulosic and
pectic substances, shows selective permeability. This membrane, acting as a semi-
permeable membrane during osmosis, only allows the passage of water and some
low molecular weight soluble substances from the food product. Some of the soluble
material in solution also diffuses into the product by countertransport because the

Table 1 Ultrasound application on convective drying of some foods

Food
materials Parameters Results References

Apple slices 40–60 �C,
0–90 W, 1 m/s

The reduction in drying time was 46–57 %
and the reduction in energy consumption
was 42–54 %

Sabarez
et al. [30]

Apple and red
bell pepper

70�C, 42 W Drying time savings of 23 % (red bell
pepper) and 27 % (apple) were calculated for
continuous ultrasound

Schössler
et al. [18]

Egg plant 40 �C, 0–90 W The drying time was shortened by 75 % Puig
et al. [39]

Clipfish 10–30 �C, 45 W The drying time reduced by over 90 % at
10 �C, 32.2 % at 20 �C, and 8.3 % at 30 �C

Bantle and
Hanssler
[40]

Lulo
(Solanum
quitoense
Lam.)

60C, 40 MHz Sixteen odur-active volatiles of lulo
(Solanum quitoense Lam.) were quantified

Forero
et al. [41]

Parsley leaves at 30 �C, 300 W The reduction of the drying time up to
29.8 % and the energy consumption by
33.6 %

[36]

Thyme 40–80 �C,
1–3 m/s,
0–18.5 kW m�3

Shortening the process time, minimizing
energy consumption, and increasing the AC
values of dried thyme extracts

Rodriguez
et al. [35]

Strawberry 40–70 �C,
0–60 W

The reduction of drying time was 13–44 % Gamboa-
Santos
et al. [5]
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cell membrane is not completely semipermeable, but the withdrawal of water is
greater than this solute transfer. The passage of water across the cell wall continues
until the water concentrations on both sides reach equilibrium. Therefore, the
osmotic dehydration process can be defined as the simultaneous diffusion of water
and solutes [21, 43, 44].

The advantage of osmotic dehydration over other drying processes, such as
convective drying and freeze-drying, is the minimization of losses of flavoring
compounds, aromatic substances, and color. The process also occurs at low temper-
ature, thereby preventing chemical reactions such as enzymatic browning [45,
46]. Osmotic dehydration not only removes water from the food but also provides
a vehicle for addition of agents that lower water activity (such as sugar and salt), as
well as vitamins, minerals, preservatives, and antioxidants to ensure the desired
organoleptic, nutritional, and chemical contents of the food. This application is
gaining in popularity in terms of obtaining products with better appearance and
functional properties [47].

Mass transfer in osmotic dehydration is limited by some factors: resistance
increasing with high viscosity of the osmotic solution and low density difference
between the solid and solutions requiring additional mechanical (Rastogi
et al. 2005). The mass transfer rate during osmotic dehydration depends on different
factors, such as the concentration of the osmotic medium, temperature, agitation,
food structure (porosity, etc.), the molecular weight of the osmotic agent, the sample-
solution ratio, and the size and shape of the samples. The sample-liquid solution ratio
is an important consideration and is usually retained between 3:1 and 1:4 in most
studies [21, 37]. This sample–liquid solution ratio is desirable when considering the
minimal amount of liquid that will ensure total immersion of the sample. The rate of
osmotic dehydration increases as the concentration and temperature of the solution
and its agitation increases. For example, higher temperature damages the cell
membranes of the food, changes the structure of the material, and causes losses of
nutrients. The shape and size of the material are also important parameters that
should be taken into consideration during osmotic dehydration. Material with a large
size will dehydrate more slowly because of the length of the diffusion path. Mass
transfer rates in osmotic drying are very low and transfer completely stops after a
certain period of time. Therefore, many pretreatment methods, such as vacuum
processes, ultrasound, freeze/thaw, high hydrostatic pressure, microwave, pulsed
electrical field, centrifugal force application, edible coatings, and supercritical
CO2, have combined with osmotic drying to increase the mass transfer rate [48–51].

Ultrasound-assisted osmotic dehydration (Fig. 1) is a dehydration process in
which an osmotic solution is exposed to ultrasonic waves. The complex cellular
surface of the material acts as an effective semipermeable membrane in the osmotic
dehydration process. Water moves from the tissue into the hypertonic solution and
the solutes from the osmotic solution moves into the treated material in the reverse
direction [50]. Ultrasound in this case is used to enhance mass transport during
osmotic dehydration. During the low-frequency power ultrasound application, ultra-
sonic waves (ranging from 20 to 100 kHz) induce a cavitation effect that influences
the physicochemical and biochemical properties of the food. The cavitation causes a
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rapid series of contractions and expansions in the food tissue, which is usually
referred as a sponge effect, as it is similar to when a sponge is squeezed and released
repeatedly [10, 21]. Bubbles formed by cavitation collapse with differing intensities,
or never collapse, depending on the temperature, pressure, food properties, and
ultrasonic intensity and frequency. The bubbles are postulated to create microscopic
channels or capillaries within the tissue during the application of ultrasound. This
leads to the removal of water, contributes to the formation of the microscopic
channels, and improves fluxes of osmotic solute to the intercellular of the dewatered
food. This effect improves diffusion and osmotic processes and accelerates
degassing. For that reason, ultrasound pretreatment can be used to reduce
air-drying time [52–54]. In addition, according to some studies, ultrasound assisted
osmotic dehydration increases the glass transition temperature of fruits and vegeta-
bles by altering the state of water in the structure [11]. The choice of appropriate
parameters for ultrasonic application is a considerable issue. Thermal energy can
cause local heating of the material during sonication and this is associated with the
effect of cavitation, which may depend on the sequence, time, power, and frequency
of the pulses [48].

The pretreatment is generally carried out at ambient temperature, since higher
temperatures do not seem to enhance the effects of ultrasound application. In some
studies, the research shows that low temperatures minimize food degradation
and protect the natural aroma, color, and nutritive components of the food [10, 50,
55, 56].

Many recent studies have examined ultrasound-assisted osmotic dehydration as
shown in Table 2. Studies on osmotic dehydration, ultrasound, and ultrasound-
assisted osmotic dehydration have shown that many results can be obtained using
different applications and different materials. Successful increases in water diffusiv-
ity and solid gains in reducing the drying time and cost have been achieved when
ultrasound is combined with osmotic dehydration.

Nowacka et al. [10] investigated how ultrasound modulates the effects of osmotic
drying on the microstructure and water state of kiwifruit. Kiwifruit slices were
exposed to ultrasonic waves at a frequency of 35 kHz for 10, 20, and 30 min

Fig. 1 Ultrasound-assisted osmotic dehydration

Ultrasonic Applications for Food Dehydration 1255



when osmotic dehydration was carried out. The ultrasound pretreatment had a
positive effect on the mass transfer. The authors noticed a creation of microstructure
within the tissue and an increase in the average cross-sectional area of the cell [10].

Xin et al. [11] dehydrated broccoli using US-assisted osmotic dehydration to
investigate the effect of trehalose and US-assisted osmotic dehydration on the state
of water and glass transition temperature. The study compared US-assisted osmotic
dehydration with conventional osmotic drying. In the first experiment, the broccoli
samples were immersed in an osmotic solution containing trehalose (40 % w/w),
NaCl (3 % w/w), and CaCl2 (1 % w/w) at 35 �C for 2 h. In the other experiment, the
samples were immersed in the same osmotic solutions and subjected to ultrasonic
waves for 10, 20, 30, and 40 min at 35 �C in an ultrasonic bath at a frequency of
40 kHz. The amount of water loss and sugar gain in the samples increased in parallel
with the processing time, whereas the sugar gain decreased in the samples treated for
40 min. Therefore, the processing time plays an important role in ultrasound-assisted
osmotic dehydration of broccoli. The value of the glass transition temperature of
samples osmotically dehydrated by the standard method was �27.52 �C to
�23.31 �C, which represented about a 2.6 � increase over 2 h. By contrast,
US-assisted osmotic dehydration raised the glass transition temperature within
30 min [11].

US-assisted osmotic dehydration of apples was conducted by Simal
et al. [54]. This study was carried out in 70�Brix sucrose solution at 40 �C,
50 �C, 60 �C, and 70 �C and a frequency of 50 kHz. The results confirmed the
significant effect of ultrasound on the level of penetration of osmotic solutes into
the apples. Dry matter rate increases ranged from 23 % at 40 �C to 11 % in 70 �C
after 3 h of dehydration. Dehydration increased by 14–27 %, regardless of the
temperature [54].

Table 2 Ultrasound application on osmotic drying of some foods

Food
Materials Parameters Results References

Apple 40 �C, 50 �C,
60 �C, and 70 �C,
50 kHz.

Dry matter rate increases ranged from 23 %
at 40 �C to 11 % in 70 �C after 3 h of
dehydration. Dehydration was increased by
14–27 %

Simal
et al. [54]

Broccoli 10, 20, 30, and
40 min at 35 �C,
40 kHz

US-assisted osmotic dehydration raised the
glass transition temperature within 30 min

Xin
et al. [11]

Cranberries 35 and 135 kHz Color degradation, numerous cracks, and
damage to the structure increased during
application of high frequency ultrasound
(130 kHz)

Shamaei
et al. [51]

Kiwifruit 35 kHz for 10, 20,
and 30 min

A positive effect on the mass transfer Nowacka
et al. [10]

Strawberry 0, 25, and 40 kHz The reduction on total processing time, the
increase on sugar gain, and the increase on
water loss

Garcia-
Noguera
et al. [9]
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Shamaei et al., [51] investigated the effect of ultrasound with low (35 kHz) and
high (130 kHz) frequency on the osmotic dehydration of cranberries. The samples
were placed into osmotic solutions of 40 %, 50 %, and 60 % sucrose and 0.4 % and
8 % NaCl. Ultrasonic treatments were carried out at two frequencies (35 and
135 kHz). The use of low frequency ultrasound (35 kHz) was more favorable,
based on the hardness and color of the dehydrated samples. On the other hand,
color degradation, numerous cracks, and damage to the structure increased during
application of high frequency ultrasound (130 kHz).

Garcia-Noguera et al. [9] researched the influences of the ultrasound pretreatment
on the osmotic dehydration behavior of strawberries. In this study, the researchers
implemented US-assisted osmotic dehydration to determine if drying time was
reduced and water diffusivity increased. Strawberry halves were immersed in dis-
tilled water and in two different osmotic solutions (25–50 %) and then compared at
four different times (10, 20, 30, and 45 min) and at three ultrasonic frequency levels
(0, 25, and 40 kHz). These parameters were chosen to determine their effect on
drying time, water loss, and soluble solids gains. Numerous results were obtained for
osmotic dehydration combined with ultrasonic energy. The total processing time was
reduced, the sugar gain was greater, and the water loss was larger when the sample
halves were pretreated in 50 % sucrose solution for 45 min.

Consequently, ultrasound waves as US-assisted osmotic dehydration processes
accelerate the movement of water from the food as well as allow better penetration of
osmotic agents into food. Ultrasonic waves induce changes in cell structure and
cause formation or widening of microchannels in the food tissue. Because ultrasonic
waves severely broken down dense cell and therefore, parenchyma cell can be
accelerate accumulation of osmotic agent to food materials, when it is immersed
osmotic solution.

Ultrasound-Assisted Vacuum Dehydration

Vacuum dehydration is the dehydration of humid foods under pressure lower than
zero. Lowering the pressure allows water removal at lower temperature so that the
quality of the dehydrated food is improved over that prepared with traditional
methods. The vacuum dehydration method has specific properties, such as preven-
tion of oxidation, which separates it from conventional atmospheric dehydration
methods because the sample does not come into contact with air during the vacuum
dehydration process [57–59]. The vacuum dehydration can also decrease the dehy-
dration time more than the traditional dehydration methods, making it a more
energy-efficient dehydration process [27]. The short dehydration time and/or low
drying temperature also help to retain the organoleptic and nutritional properties of
food substances [58].

The dehydration of food products occurs at lower temperatures under vacuum
because the boiling point of liquid removed during dehydration decreases in a
vacuum. Therefore, heat- or oxygen-sensitive products, such as instant coffee, can
benefit particularly by dehydration under vacuum. The trend toward natural and
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organic food consumption has been increasing among consumers throughout the
world. When people cannot obtain natural and organic foods easily or they want to
consume foods in other seasons, they want their food to have minimal nutritional
losses and a long shelf life. Therefore, temperatures should be kept at a minimum
during the production process so that high quality dehydrated food can be produced.

Vacuum dehydration can also be performed easily by the use of indirect dryers, so
food powders and ingredients of high quality are now being sold in the market with
increasing volume and variety [60, 61]. The moisture content decreases with
increase in porosity, so the porosity of fruits and vegetables increases during
dehydration. For example, vacuum dehydrated food products such as papayas,
bananas, and apples have higher porosities than the conventional and microwave
dehydrated foods [62]. Vacuum dehydration also enables better flavor, less
hydroscopic end products, and minimum product losses. The risk of occupational
accidents, such as fires and explosions, is also limited by using vacuum drying
because of the low or no oxygen content. On the other hand, a continuous drying
process cannot be run as easily using a vacuum dryer as it can with an indirect
dryer [60].

Vacuum dehydration can be recommended for use with heat-sensitive products
but not generally for dehydration of all foods because it is an expensive operation
with high maintenance costs [63, 64]. Experimental investigations are proceeding on
vacuum dehydration using heat-sensitive materials such as carrot cubes [65], cran-
berries [66], and banana pieces [67]. Another disadvantage of vacuum dehydration is
that heat transfer is not easy in a vacuum [64]. The dehydration defects can be
reduced but vacuum dehydration cannot provide sufficient moisture removal from
the center of samples to the surface, so the dehydration can result in a steep moisture
slope in the surface layer of samples [68, 69].

Vacuum dehydration may require pretreatment or combination with other
methods to improve the efficiency of the dehydration process. Vacuum dehydration
is used as a pretreatment or in combination with microwave, freeze-drying, ohmic
heating, superheated steam, hot air drying, or ultrasonic power.

Ultrasound-assisted vacuum (USV) dehydration is a method that combines vac-
uum dehydration and ultrasonic waves. This novel technique can be useful for faster
food dehydration, production of the unique characteristics such as almost perfect
rehydration rate, preferred sensory properties, nutritionally dense food, as well as for
enhancing food quality and appearance. For instance, the ultrasound treatment has
the potential to overcome the deficiencies of vacuum dehydration by accelerating
mass transfer from the center of foods and expanding microchannels in the food
matrix. As already discussed, ultrasound is an effective nonthermal technique that
forms microchannels, like a sponge structure, by virtue of the continuous compres-
sion and release, and it produces cavitation so that both free and strongly bound
water is removed easily. The drying rate increases without increasing the tempera-
ture of the material substantially [14, 52, 70]. The ultrasonic waves can also result in
microdeformation of porous solid materials, which accounts for the formation of
microchannels that improve diffusion and raise the convective mass transfer rate
[14, 71, 72]. With these important properties, ultrasound improves vacuum
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dehydration and the combination of ultrasound pretreatment and vacuum dehydra-
tion is preferable for greater moisture removal, increased mass transfer rates and
effective diffusivity of water, and reduced overall processing time [33, 69, 73–76].

The USV dehydration has advantages of both of vacuum dehydration and
ultrasonic treatment. The vacuum dehydration process generally occurs at lower
atmospheric pressure (<101.330 kPa) and low temperature. If vacuum dehydration
includes evaporation, the temperature should be higher than 0.01 �C and pressures
should be between 0.612 and 101.330 kPa. Water found in the food can start to
evaporate from the interface and emerge through the dry layer of the food. During
evaporation, heat should be provided adequately to hold the temperature of the food
above the boiling point of water because heat transfer can be a limiting factor under
vacuum. The imposition of a vacuum dehydration lowers the temperature and
pressure, and water starts to boil at a low temperature. Therefore, dehydration
times are decreased by improved drying rates. Boiling creates bubbles within the
liquid of the food and the bubbles are transported to the surface [63, 64].

In the USV dehydration technique, microchannels which provide chemical reac-
tions in a solution are formed by acoustic cavitation so that mass transfer can
increase. The acoustic cavitation is of two types: transient and stable cavitation.
The stable cavitation can be formed by sound waves having fairly low ultrasound
power of 1–3 W/cm2 and generally contains gas and vapor while the transient
cavitation can be formed with high ultrasound power of 10 W/cm2. In stable
cavitation, the shape of the bubbles is stable and bubbles have equilibrium sizes
and their formation continues for a long time. The stable cavitation, unlike transient
cavitation, does not damage the structural properties of food because no explosions
occur during stable cavitation. Therefore, a low ultrasound power can be preferred
under vacuum drying. Ultrasound generates cavitation so that moisture, which is
strongly attached to solids, can be almost completely removed. The USV treatment
is shown schematically in Fig. 2 [77–79].

Some research has investigated USV dehydration using ultrasonic waves applied
in different ways: directly coupled to the food [12, 13], indirectly applied to the
material [14, 15], and used as pretreatment [80]. Başlar et al. [13] showed that beef
and chicken meat dehydrated by the USV technique at 55 �C, 65 �C, and 75 �C had
shorter dehydration times. In the study, the USV technique was compared with
vacuum and drying ovens. The meats were dehydrated in less time and with less
energy consumption and more effective moisture diffusivity was obtained
using USV.

The drying rate of beef and chicken increased with rising temperature but the
moisture content reduction was fast and drying time was less at higher temperature,
as reported for apple [81], pear [82, 83], and potato [84]. The drying kinetics of fillets
was determined with ten thin-layer drying models at high fitting range (R2 =
0.9572–0.9982) and the least suitable model was the Thompson model. The most
suitable model differed for each dehydration technique and meat [13].

Başlar et al. [12] dehydrated salmon and trout fillets using USV dehydration to
decrease the dehydration duration at 55 �C, 65 �C, and 75 �C. The time required for
dehydration of fillets by USV was less than that for dehydration carried out in
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vacuum and drying ovens. The time of dehydration of salmon and trout fillets using
USV was decreased by 7.4 % and 27.4 %, respectively, compared to vacuum
dehydration alone. The dehydration time was decreased by increasing the tempera-
ture for all dehydration techniques, but the greatest decrease occurred with the
combined USV and vacuum dehydration techniques. The drying rate was increased
with increasing temperatures with the USV technique, so that mass and heat transfers
were higher at high temperature when ultrasound was applied. Garcia-Perez
et al. [16] obtained similar results with carrot cubes dehydrated using the air velocity
and ultrasonic power. The highest effective moisture diffusivity was also determined

Fig. 2 Ultrasound-assisted vacuum dehydration: direct (a) and indirect (b)
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by the USV technique and increased with increasing temperature. The drying
kinetics of fillets was fitted to seven thin-layer drying models with R2 values changed
between 0.944 and 1.00. The most suitable model was the Page model [12].

The USV dehydration technique was first used as a combined drying method by
[14], but the material was not food. In that study, wood was dehydrated using USVat
a constant temperature (60 �C) and absolute pressure levels between 0.05 MPa
and 0.08 MPa. The dehydration of wood is the most significant process for
manufacturing of dried end products, so novel dehydration techniques were tested.
The vacuum dehydration method was not sufficient to dry wood when the method
was used singly, if the wood had a high initial moisture content. The control of
surface and internal moisture content was also difficult and vacuum drying could not
move out moisture from the center of the wood. When the temperature was increased
to improve mass transfer, quality losses occurred in the wood.

Therefore, USV dehydration could be useful for improving the drying conditions.
For instance, the effective diffusivity of the samples dehydrated with USV was
found to be higher than that of the sample dried only with vacuum dehydration. The
drying rate using USV dehydration was substantially faster than that using vacuum
dehydration. When the absolute pressure was decreased, the drying rate was faster.
The USV dehydration was a more useful technique in terms of removing free
moisture, so it could be used to save energy and decrease the quality losses [14].

[15] examined the effects of USV dehydration at 25 �C and absolute pressure and
found that ultrasonic waves could cause cavitation, as well as the formation of
microchannels within the tissue of wood samples. A microscopy analysis revealed
the formation of microchannels and other changes within the tissue of the wood
samples. Ultrasound enhanced the temperature of wood during the course of dehy-
dration. The final temperature of the wood samples was increased by decreasing the
absolute pressure. As the propagation distance of the ultrasound was increased, the
temperature was decreased. The increase in the drying rate and the decrease in the
drying time were ensured by the small holes in the walls of the vessel and some
ruptures, by interruption of some pits, removal of extracts from the wood ray cells,
and the holes of the pits on parenchyma. Consequently, the temperature of the
sample increased and microchannel formed within the tissue of the wood sample
during USV dehydration, so that time of the dehydration process generally
decreased, while the mass transfer rate, the wood specific permeability coefficient,
and the effective water diffusivity increased [15].

Ultrasound pretreatment was applied during vacuum dehydration of Chinese
catalpa wood. This dehydration method raised the effective water diffusivity,
decreased the drying time of the wood, and enhanced the end product quality. In
this study, after the wood samples were pretreated for three periods, at three absolute
pressure levels, three ultrasonic power levels and room temperature, they were
dehydrated at a constant temperature and pressure using a vacuum dryer to deter-
mine the effects of pretreatment parameters on vacuum dehydration characteristics.
The formation of microchannels and other changes in the wood tissue structure were
determined by microscopy. The effective water diffusivity was increased by increas-
ing the ultrasound power level and the pretreatment time but was decreased with
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increasing absolute pressure. The dehydration time was reduced by decreasing
absolute pressure. However, if ultrasound was applied at high power levels, the
ultrasound pretreatment time was shortened [80]. Several applications of ultrasound
on vacuum drying for some foods and other materials are shown in Table 3.
Consequently, although USV dehydration is a novel drying technology, it is prom-
ising for industry by providing less drying time and energy consumption for both
food drying. In addition, low temperature and short span drying features of USV
dehydration accepts itself as a quality protective process.

Ultrasound-Assisted Freeze Dehydration

Freeze-drying, also known as lyophilization, is a widely used drying process that is
especially performed for the prevention of loss of bioactive or nutritive compounds
during drying. In this process, the temperature of the product is reduced below its
freezing point and water vapor is formed from ice by sublimation at pressures lower
than the triple point of water [18]. The shape, color, and flavor of the product can be
maintained as the sample is freeze-dried at low temperature and pressure and the
resulting sponge-like structure favors faster water penetration and recovery of the
original characteristics during a rehydration process [85]. Freeze-drying enables
preservation of the activity of nutraceuticals and pharmaceuticals, and flavor and
aroma of food products [86].

These advantages of freeze-drying have led to its acceptance as the best drying
method for keeping the fresh-like quality characteristics of the dried product [86].

Table 3 Ultrasound application on vacuum drying of some materials (food and other)

Materials Parameters Results References

Beef 55 �C, 65 �C and
75 �C, 40 kHz,
590 W

Dehydration time decreased between 8.3 %
and 37.5 %

Başlar
et al. [13]

Chicken 55 �C, 65 �C and
75 �C, 40 kHz,
590 W

Dehydration time decreased between 10.8 %
and 46.2 %

Başlar
et al. [13]

Salmon
fillets

55 �C, 65 �C and
75 �C, 40 kHz,
590 W

Drying time decreased between 7.4 % and
25.7 %

Başlar
et al. [12]

Trout
fillets

55 �C, 65 �C and
75 �C, 40 kHz,
590 W

Drying time decreased between 21.9 % and
27.4 %

Başlar
et al. [12]

Wood 0,05 MPa and
0.08 MPa, 20 kHz,
100 W

Reduction on overall processing time,
increase the mass transfer rate, increase
wood specific permeability, and increase the
effective water diffusivity

He
et al. [14]

Catalpa
wood

0.096–0.1 MPa,
20, 28 and 40 kHz,
1200 W

The dehydration time was reduced by
decreasing absolute pressure

He
et al. [15]
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However, despite its many advantages, its high cost due to operation and the long
drying period, which ranges from several hours and to days, restricts its industrial
application.

The freeze-drying process consists essentially of four parts:

(i) Sublimation, which is responsible for 45 % of the energy consumption
(ii) Vacuum, which accounts for 26 % of the energy consumed (the vacuum is used

in the vacuum freeze-drying process; it is not used in the atmospheric process)
(iii) Condensation, which accounts for 25 % of the energy
(iv) Freezing, which accounts for 4 % [87]

Attempts to eliminate the disadvantages of freeze-drying have led to the use of
different equipment as supplementary systems. Microwave-assisted freeze-drying is
one of the potential drying methods that can reduce the duration of the freeze-drying
period, while still maintaining the desired quality of the product [18]. Industrial
application of this process is not promising because of difficulties that include
corona discharges, melting, and overheating [87]. Adsorption freeze-drying and
fluidized atmospheric freeze-drying are also technical improvements aimed at reduc-
ing the drying period and cost [18]. However, the desired quality was not attained in
the products dried with these methods [87–89]. Therefore, the development of novel
alternative techniques continues to overcome the drawbacks of the freeze-drying
process.

US-assisted freeze-drying (US-AFD) is one promising technology that incorpo-
rates the positive effects of ultrasound into the drying process. Ultrasound at high
power results in pressure variations at the gas/liquid interface, thereby accelerating
removal of water from the food matrix [16]. Ultrasonic energy does not affect the
main quality characteristics of the material dried and does not damage heat-sensitive
compounds [16]. Therefore, ultrasound could be combined with freeze-drying to
increase the efficiency of the freeze-drying technique. Bantle and Eikevik [33] dried
peas at different temperatures using a high-intensity US-assisted atmospheric freeze-
drying technique (US-AFD). They compared the drying rates of the AFD and
US-AFD in order to observe ultrasound effect. The effective diffusion (Deff) calcu-
lated using a modified Weibull model was 1.699 � 10�9, 5.740 � 10�9, and 12.303
� 10�9 m2/s for the samples dried with US-AFD at �6 �C, 0 �C, and 20 �C and
1.609 � 10�9, 5.252 � 10�9, and 12.228 � 10�9 m2/s for AFD, respectively.
Comparison of the results indicated that ultrasound application and increasing
temperature significantly accelerated the drying rate.

Bantle and Eikevik [33] reported an interaction between the ultrasonic pressure
wave and the product that accelerated the water removal rate from the food matrix.
The percentage increase of the Deff value of US-AFD with respect to AFD was
calculated as 5.3, 13.7, 9.3, 0.5, and 0.5 at �6 �C, �3 �C, 0 �C, 10 �C, and 20 �C,
respectively. Examination of the first hours of the drying period showed that drying
rate was higher in US-AFD than AFD; however, the rate was almost equal toward
the end of the drying period. These findings show that US increased the drying rate
when the dry layer was small, indicating that heat and mass transfer rate at the
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interface between corresponding product and air is influenced by US. Comparison of
the color values of the control and dried samples revealed that the L, a, and b values
of the raw peas were 49.553, �16.167, and 41.57, respectively, while the color
values of the samples dried with US-AFD at -6 �C, �3 �C, and 0 �C were very close
to those of the raw samples, ranging from 50.033 to 50.933, -14.000 to�16.378, and
34.073–40.380, respectively. Higher temperatures caused significant changes in the
color values.

Schössler et al. [18] studied the potential use of US-AFD for preservation of
vegetables; specifically red bell pepper cubes. The aim of the study was to provide
extra sublimation energy without heating the samples using ultrasound at an excita-
tion amplitude of 6.7 μm. A significant increase in sample temperature was
observed, which could be eliminated by adjusting the amplitude and interval of the
ultrasound process. A reduction in the net ultrasound treatment time to 25 % and
14 % at the equal amplitude level resulted in a substantial decrease in sample
temperature, which was very important for maintaining product quality. The pepper
samples were ultimately dried under ultrasonic conditions (excitation amplitude of
4.9 μm, intermittent application of ultrasound with a net sonication time of 10 % at
an interval of 10/90 s US/RP) that did not alter sample temperature with respect to
freeze-drying. Ultrasound application influenced the moisture ratio of the samples
for up to 16 h. The duration of freeze-drying and US-assisted freeze-drying were
compared by fitting the Midilli model to the obtained drying curves. The required
time was calculated considering the final moisture content of the sample as 10 %
d.b. The times required for the conventional and US-AFD were calculated as 18.25 h
and 16.16 h, indicating an 11.5 % time saving with ultrasound supply. This time
saving is very important for the food industry in many aspects. The quality charac-
teristics of the dried samples were compared by evaluating their bulk density values,
color parameters, ascorbic acid content, and rehydration properties. No significant
differences were found between quality parameters of the samples, meaning that the
ultrasound treatment accelerated the drying process without damaging product
quality.

Another material was carrot (Daucus carota var. Nantes) dried with power
US-assisted freeze-drying (USAFD) at �10 �C and 2 m/s [17]. Fick’s law was
successfully used to model moisture content of the sample as a function of drying
time. The Deff value was calculated as 7.98 � 10�11 m2/s for USAFD and 4.62 �
10�11 m2/s for AFD, indicating that ultrasound accelerated the freeze-drying process
with a reduction in drying time of 60 %. Rehydration characteristics and hardness
values, chosen as textural parameters of the dried samples, were evaluated as quality
criteria. The sample dried with USAFD rehydrated faster, but the hardness value of
3.76 N was not significantly different from the value of 3.34 for the AFD sample.

In another study, Santacatalina et al. [90] dried cubic apple samples (Malus
domestica cv. Granny Smith) with power US-assisted atmospheric freeze-drying at
different temperatures, in an attempt to overcome the low sublimation rate of
atmospheric freeze-drying. The Deff of AFD was calculated as 1.61 � 10�5, 1.50
� 10�5, and 1.08 � 10�5 m2/s at �5 �C, �10 �C, and �15 �C, respectively, and
these values increased to 6.95 � 10�5, 6.70 � 10�5, and 3.60 � 10�5 m2/s as
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ultrasound was applied at 50 W. Different air velocities, ranging from 1 to 6 m/s,
were tested and no regular trend was observed between air velocity and Deff value.
This finding might indicate that turbulence produced by high air velocity disrupts the
ultrasonic field, resulting in a reduction in the acoustic energy influencing the sample
[16]. The optimum air velocity was 2 m/s.

The results of these previous studies (Table 4), conducted on different fruits and
vegetables, highlighted that the drying rate increased with ultrasonic treatment while
having little adverse effect on the quality parameters of the samples. The extent of
reduction in the drying time depended on the fruit and vegetable structure. There-
fore, it is necessary to optimize this novel drying method by taking the fruit and
vegetable type into consideration. US-assisted freeze-drying is a promising method
for the food industry for drying food materials rapidly when compared with the other
methods, without deteriorating the quality of the food samples.

Ultrasonic Apparatus

Spray drying is a process based on atomization at high temperature to produce dry
powder from a liquid. Atomization divides the liquid into small particles of micron
size by expulsion through an atomizer or spray nozzle. The process is generally
carried out using mechanical atomization processes such as pressure atomization,
two-fluid atomization, and spinning disk atomization. Mechanical atomization has
no control on the final droplet size or the velocity and also requires more energy. By
contrast, ultrasonic atomization can provide the desired droplet size distribution and
the desired mean size by using only mechanical vibrations generated through
transmission of electrical energy to a piezoelectric vibrating disk for generation of
droplets. Ultrasonic atomizers use low vibrational energy; therefore, they overcome
some disadvantages of conventional atomizing nozzles. The effect can be explained
by two major hypotheses: capillary waves and cavitation [19].

Ultrasonic spray freeze-drying (USFD) is a technique that uses ultrasonic spray
nozzles in a spray freeze-drying processing; it is a dehydration technique that

Table 4 Ultrasound application on freeze drying of some foods

Food
Materials Parameters Results References

Apple 1–6 m/s,
50 W

Deff values increased to 6.95 � 10�5, 6.70 � 10�5,
and 3.60 � 10�5 m2/s as ultrasound applied at
50 W

Santacatalina
et al. [90]

Carrot �10 �C,
2 m/s

A reduction in drying time of 60 % Santacatalina
et al. [17]

Peas �6 �C,
0 �C, and
20 �C

The significantly accelerated drying rate with
ultrasound application and increasing temperature

Bantle and
Eikevik [33]

Red bell
pepper

6.7 μm 11.5 % time saving with ultrasound supply Schössler
et al. [18]
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combines spray dehydration and freeze dehydration. D’Addioa et al. [20] used
USFD to produce highly porous mannitol, lysozyme, and bovine serum albumin
particles to demonstrate control over the particle size and aerodynamic properties.
Therefore, the ultrasonic nozzle has potential for use in food and food additive
production.

Conclusions and Future Directions

Ultrasonic treatments can potentially provide significant assistance in food dehydra-
tion because the dehydration process is defined as the simultaneous heat and mass
transfers and accelerating both of these transfers is possible with ultrasonic treat-
ments. In general, drying methods combined with ultrasound drying resulted in less
drying temperature and duration. It’s believed that these two advantages can prevent
quality reducing effect for the corresponding material when compared with other
drying techniques.

Many US-assisted methods have been developed and the US process has the
potential to be combined with other drying processes. Recent developments in
ultrasound applications and devices support the high potential for industrialization
of US-assisted dehydration processes. Also low energy consumption of US methods
can be considered as one of the major reasons for industrial choice of US. However,
high technology and advanced applications are needed in order to apply modern
preservation methods. In the meantime, there are controversies in effects of modern
preservation methods on humans. There isn’t a clear prediction on whether it is
harmful or not upon next years. In terms of economics aspects, optimization,
investment, and operating cost can be higher. Consequently, much research is needed
for the optimization of the present methods and the development of new combina-
tions that incorporate the recent developments in ultrasound applications and
devices.
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Abstract
To reduce the consumption of petroleum and common energy sources, it is
important to look for alternative green techniques that are able to produce the
same products and fulfill the same industrial applications. Power ultrasound is
successful in inducing various physical and chemical transformations due to the
intense pressure waves of the ultrasound in a liquid medium. Ultrasound energy
could be considered as one of the new forms of energy which is promising for the
applications of extraction involving the bioresources. This chapter presents the
aspects of ultrasonic process intensification of the extraction of one of the most
biologically active ingredients, namely, polysaccharides from diverse herbal
materials. Number of studies has been surveyed and summarized to present
their best outcomes in the applications of ultrasound in the extraction process.
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Evidently, ultrasonic conditions provide better environment for isolating the
bioactive compounds and more importantly with higher preservation of the
bioactivity of extracted components.

Keywords
Ultrasound cavitation • Extraction • Optimization • Polysaccharide • Process
intensification

Introduction

An increasing demand toward an effective, economic, and clean extraction process
for the biologically active ingredients from herbs resulted into exploring a substan-
tial number of newer extraction techniques. The newer extraction techniques focus
on considerable cost/energy reduction, higher purity of the separated components,
and preservation of bioactivity of the extracted components. Among many of the
newer extraction technologies, ultrasound-assisted extraction (UAE) has been
intensely exploited in these days. It is an efficient technique and thus being widely
employed to extract a diverse range of active ingredients from herbs, with lower
extraction time, and more importantly at lower temperatures. Besides, UAE is
considered to be an economically feasible technique owing to its simple setup and
easy handling and transportation and finally due to the requirement of smaller
working area [1–4].

Ultrasound involves the application of frequencies ranging from 20 to 2000 kHz.
It is based on a series of energy transformation chain as shown in Fig. 1 [5]. Acoustic
power generated by transducers through converting the supplied electrical power
into mechanical oscillation is responsible to produce millions of jets of microbubbles
in the liquid medium of extraction. The created bubbles or cavities then grow and
finally collapse at very small time intervals releasing large magnitudes of energy
over a smaller area.

The whole phenomenon of formation, growth, and collapse of bubbles is referred
as cavitation. The formed cavities create an eruption of the surrounding liquid and
assist in increasing the mass transfer by breaking the cell wall of herbs and increasing
the diffusion of active ingredients [6]. A range of factors that affect the ultrasonic
extraction are the ultrasound frequency, the temperature of the medium, irradiation
time, the amplitude of applied power, the ratio of solid herbal material to liquid
solvent, the active cavitational zone, the diameter of ultrasound probe, and the type
of sonication, i.e., indirect sonication (using an ultrasonic bath) or direct sonication
(by probes). A careful consideration and selection of these factors with proper
optimization will not only lead to an efficient extraction but also results into an
economic extraction [7]. Thus, the successful application of UAE relatively depends
upon the optimum operating conditions and the matrix of the plants subjected to
ultrasound [1] which should be investigated carefully so that a higher yield of
targeted active components and their bioactivity could be obtained. Significantly,
these operational parameters could be optimized to obtain the best combination of
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their interacted ranges and meet the concentration and stiffness of the extracted
herbal materials. Numerous studies examined the optimization of operational param-
eters for the best extraction of active ingredients from herbs. Among the different
types of components that are extracted, the focus is on polysaccharides as they are
one of the major dietary ingredients widely used in food, health, and nutritional
applications. Specifically ultrasound has been employed and optimized to extract
these polysaccharides from Litchi [8], Boletus edulis mycelia [9], Asparagus
officinalis [10], Longan fruit pericarp [11], Opuntia ala [12], and Ganoderma
lucidum at low frequencies (4, 6, and 8 kHz) [13]. Remarkably ultrasound has
been found to enhance the water uptake and hydration of vegetable materials. It
also provides greater penetration of solvent into the cellular materials, enlarges the
pores of cells, and increases the contact surface area owing to the size reduction of
herbal matrix [14]. More importantly ultrasound has been employed owing to its
ability to effectively preserve the bioactivity of polysaccharides while increasing
their extraction yield at shorter extraction time with less power consumption [11, 13,
15]. In this chapter the recent outcomes on the UAE technique, its physiochemical
influence on the extraction process, types of ultrasonic reactors, and their utilization
for the extraction of polysaccharides have been critically discussed.

Ultrasonic Cavitation Phenomena and Its Assistance
in the Extraction

Since 1980, the extensive studies on the utilization of ultrasound have started.
Ultrasound energy can be considered as one of the new forms of energy and
promising in a wide range of technological applications. Ultrasound introduction
leads to cavitation phenomenon which was observed only in the liquids, where each
of the collapsing bubble could be illustrated as a micro-reactor. As a result of an
increase in the reaction rates with ultrasonic cavitation, the interest in sonochemistry
has dramatically increased in the recent years [16]. The chemical effects of ultra-
sound are known for many decades [17], and it is believed that the cavitation
phenomena may lead to a significant degree of process intensification. Besides,
employing ultrasonic energy resulted into considerable improvements in the phys-
ical processes such as extraction, emulsification, crystallization, etc.

Cavitation phenomenon is defined as the generation, subsequent growth, and
collapse of smaller cavities, which consequently release large magnitudes of energy
over a very small area, resulting in high densities of energy [18–20]. These cavities
are created by microbubbles in the bulk of a liquid which act as nuclei. Due to the
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Mechanical
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Energy

Cavitational
phenomenon
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Fig. 1 The energy transformation chain in an ultrasound process [5]
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acoustic field created by ultrasonic waves (20–100 MHz), these microbubbles
undergo fluctuated motion in the form of repetitive compression and rarefaction
cycles that lead to an increase in the overall bubble size (Fig. 2). It is deemed that
these microbubbles enclose void of vapors or of dissolved volatile gases or reagents
that are present in the bulk liquid. Accordingly, it is believed that during the sudden
violent collapse of these cavities, intensive conditions in the form of localized hot
spots of temperatures and pressures of 5000 K and 1000 bar, respectively, could be
generated shortly where the bulk liquid is at ambient conditions. Such hot spots of
high localized energy enhance the physical, chemical, and biological processes
[2, 21–23].

Physical Effects of Ultrasound Cavitation

When the ultrasonic waves pass through a fluid medium, they create regions of
higher and lower pressure variations which are known as acoustic pressure [25]. If
the fluid medium represents a liquid phase, it may contain cavities of gas that form
the nuclei for the formation of microbubbles (cavitation phenomena). These
microbubbles start fluctuating in size in the form of compression and rarefaction
cycles (acoustic cycles as shown in Fig. 2) when exposed to an acoustic field. Based
on the extended number of acoustic cycles, the cavitation can be categorized into
stable and non-stable forms. The non-stable form of cavitation is also classified into
two types, namely, inertial and transient cavitation. The inertial cavitation can be
illustrated by the extended number of acoustic cycles (many hundreds), which can
occur for specific bubble sizes as well as acoustic pressures, that ends with a violent
collapse for its bubbles to produce smaller ones (may be 30 times smaller than the

Bubble
formation

Size fluctuation due to
the acoustic pressure

Critical Size
<100 µm

Violent
Implosive collapse

Compression Compression

RarefactionRarefaction
The Dynamics of Cavitational Bubbles

Compression

Heat
Free Radicals
Shock waves

Fig. 2 The dynamics of a cavitational bubble during cavitation phenomenon [24]
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original bubble size), while the transient cavitation is relatively considered to be
short-life oscillation, due to the limited number of acoustic cycles (1–2) which could
be observed at low frequencies (20–100 kHz) during the growth of bubbles until
their violent eventual collapse [26–28].

The acoustic pressure created due to cavitation is strongly related to the amount of
energy dissipated into the system. The dissipated energy has different flow patterns,
based on the mechanism of dissipation. These patterns have been described by
transient cavitation, steady streaming, micro-streaming, and micro-jetting. The “steady
streaming” maybe resulted from a standing wave between two flat surfaces [25]. The
reflection of sound on a solid surface or air-liquid interface simultaneously with the
generation of a wave at the transducer results into the generation of standing waves.

Coalescence of small bubbles to form larger bubbles may occur during cavitation.
Coalescence of small bubbles can be observed when they fly out of the sonication
zone and were affected by the gravitational force. As a result of formation of larger
bubbles, velocity and pressure variations can be noticed at microscale, which create
fluid turbulence in the surrounding zone and cause micro-streaming that is consid-
ered to be the third type of energy flow pattern [29, 30]. Along with the formation of
micro-streaming, due to the high pressure generated from the bubbles collapse,
intense shock waves are propagated to produce turbulent micro-streaming in the
surrounding fluid layers. The resulted micro-turbulent-streaming can be exploited to
enhance the mass transfer in the extraction processes by breaking the cell wall of
plants and animals [31, 32].

The fourth flow pattern of dissipating the acoustic energy is micro-jetting. When
transient cavitation occurs near a solid surface, it creates asymmetrical bubble
collapse and results in the generation of millions of micro-jets of liquid (Fig. 3).
The generation of micro-jetting could be considered as one of the disadvantages of
physical effects of ultrasonic cavitation, as it causes erosion and pitting adjacent to
the solid surfaces of the process equipments. However, this can sometimes be
considered as an advantage when the ultrasonic cavitation is involved in the extrac-
tion process or cleaning applications such as removing the hard aggregated layers
from the solid surfaces [33–36].

Fig. 3 The occurrence of transient cavitation near a solid surface and the resulted asymmetrical
bubble collapse and the generation of liquid micro-jets [36]
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Sonochemical Effects of Ultrasound Cavitation

With ultrasound cavitation, high energy is dissipated into the liquid system which
leads to the generation of higher temperatures (few thousands of degrees) and
pressures (few thousands of atmospheric pressures). Many chemical changes may
occur due to the energy generated upon the collapse of cavitational microbubbles,
represented by a number of chemical reactions that affect the overall system.
The occurrence of these chemical reactions particularly takes place in the vapor
phase inside the collapsed bubbles and within the surrounding fluid layer which
results in the generation of primary and secondary radicals. These radicals subse-
quently enter into a number of reactions to produce chemically different molecules
[2, 29, 34, 37, 38].

Based on the physiochemical properties of the sonicated medium, the amount of
heat generated and hence the yield of radicals may change which influence a variety
of chemical reactions. The relation between the maximum temperature reached upon
the bubble collapse and the yield of radicals generated was reported by Ashokkumar
et al., (2007). It was found that by achieving the maximum localized temperatures
upon bubble collapse, the yield of generated radicals can be increased. Therefore, the
effects of sonication power and external pressure of the cavitational bubbles have
been intensely investigated besides changing the overall ambient temperature.
Accordingly, it was found that increasing the sonication power and the external
pressure and decreasing the bulk temperature of the sonicated medium lead to an
increase in the temperature at the moment of bubble collapse and the yield of
generated radicals [20, 29].

A second important factor that affects the yield of generated radicals is the size
and the total number of cavitational bubbles generated. At a lower ultrasonic
frequency (20 kHz), the largest size (100 μm) of cavitational bubbles can be
achieved which continuously grow and lead to the generation of a larger amount
of heat induced into the system, thereby resulting into releasing a higher number of
radicals. In the investigation of ultrasound frequency and its potential effects on the
industrial processes, it was found that the selected frequency has a direct effect on the
size and total number of cavitational bubbles, thus the yield of generated primary
radicals. For example, using an intermediate frequency range (200–500 kHz) may
produce higher number of active cavitational bubbles and thus increases the yield of
primary radicals per bubble [29]. Negatively, these radicals enter into a number of
reactions and sub-reactions to produce chemically different molecules in the system
[34, 38, 39]. For instance, primary free radicals of H and OH can be generated from
the water vapor present inside the collapsed bubbles. These radicals in turn recom-
bine to form hydrogen, hydrogen peroxide, or water molecules [40]. Different
analytical methods are employed to quantify these generated radicals. Out of the
methods, the iodide method is the most commonly employed method, which is based
on the formation of hydrogen peroxide resulted from releasing the OH radicals in a
sonicated water medium [41]. Thus, the iodine method has been used to estimate the
amount of OH radicals generated in the system based on the amount of hydrogen
peroxide resulted from the reaction of these radicals (Eqs. 1, 2, 3, and 4).
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H2O ! Hþ OH (1)

Hþ H ! H2 (2)

OHþ OH ! H2O2 (3)

Hþ OH ! H2O (4)

Significantly, the occurrence of chemical reactions leads to induce changes in the
molecular structure and thus affects the bioactivity of the components. Therefore, to
avoid such a problem, the physiochemical conditions (sonication power, tempera-
ture, and pressure) of the process should be carefully studied to diminish the
interactive effects of generated radicals on the chemical reactions involved in the
process. Interestingly, it was reported that the number of generated radicals can reach
to its maximum value when the temperature inside the collapsed bubbles is maxi-
mized. Therefore, decreasing the ultrasonic power, and the bulk pressure, or increas-
ing the bulk temperature help to decrease the total number of radicals generated due
to the decrease in the internal temperature of the collapsing cavitational bubbles [41].

The degree of cavitation phenomena strongly depends on the relation between
frequency and bubble size. The high pressure variations generated from a selected
frequency lead to a rapid increase in the bubble size. For instance, the largest size
(100 μm) of cavitational bubbles was found to be achieved at an ultrasonic frequency
as low as at 20 kHz [27]. Accordingly such frequency was favorably followed in the
electrical design of ultrasound systems. Although, a frequency of 20 kHz maintains a
continuous growth of cavitational bubbles, it leads to higher amount of heat induced
into the system and thus higher number of radicals released [29]. However, the same
cavitational effects of 20 kHz could be obtained by changing the geometry of the
ultrasonic system, for example, by changing the length of the emitter/transducer. It
was reported that the ultrasonic bath designed with the operating frequency of
40 kHz gives the same cavitational effects as that of 20 kHz frequency if the length
of the bonded transducers increased by two times to its original length [27]. There-
fore, the interrelated factors, namely, power intensity, frequency, external tempera-
ture and pressure of the medium, and the vapor pressure of the solvent should be
considered during the design of an ultrasonic cavitational reactor.

Selection of Solvent for Ultrasonically Assisted Extraction Process

Gogate (2008) reported the relation between the boiling point of a solvent and the
cavitational activity. The optimum operating conditions in the cavitational process
should be determined based on the bulk temperature and the right choice of
extraction solvent. It was found that the vapor pressure of solvent has a direct
interrelated effect on the maximum temperature and pressure achieved from the
collapsed bubbles. Thus, an increase in the solvent vapor pressure may lead to a
decrease in the maximum temperature and pressure of the collapsed bubbles.
Therefore, if the intended process relies on the physical effects of cavitational
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collapse, then using a low vapor pressure solvent and conducting at lower operation
temperatures lead to achieving the maximum localized temperature and pressure
upon bubble collapse. Accordingly, the size of bubbles will be increased due to an
increase in the number of acoustic cycles of inertial cavitation. The maximum size
reached by the cavitational bubbles is a crucial parameter to be considered with
ultrasound dissipation, as it determines the cavitational intensity generated in the
system by affecting the magnitude of pressure variations produced upon bubble
collapse [2].

Sonochemical Reactors

The use of ultrasound cavitation in the biotechnology helps to overcome many
challenges by achieving a significant reduction in the power required for the process
line, space required for the installation of classical heating source and mixers, and
the low amount of solvent required for extracting the active components from the
herbal materials [3]. Generally, all the ultrasonic equipments share the same parts in
the basic design of their system. First, the generator controls the level of power
supplied to the electronic system. The electronic system controls the ultrasonic
system which is the transducer. The majority of the electrical generator designed
in a frequency range of 10–40 kHz is based on the industrial requirements and the
type of applications. The second part is the transducer which is responsible for
converting the electrical power into mechanical oscillations to produce the ultrasonic
waves at a certain frequency. The most common type of transducers is the piezo-
electric transducer (PZT) which is made-up of crystalline ceramic materials [4,
42]. The third part is the emitter which is considered to be the reactor of the
ultrasonic system. It is responsible to dissipate the ultrasonic waves from the
transducer into the medium. Mainly, the sonochemical reactors are classified into
two types based on the way of introducing the ultrasonic waves, namely, ultrasonic
bath and ultrasonic horn systems.

Ultrasonic Horn-Type Systems

This type of sonoreactors is represented by a horn system provided with a probe, and
a sonotrode tip at the free end of the system (Fig. 4). The intensity of radiation can be
varied and controlled by changing the shape of horn, which in turn determines the
amount of amplification [27, 43]. It is suitable for small and relatively intermediate
batch volumes, due to the limited active cavitational area around the ultrasonic tip
(emitter). In general, the cavitational intensity found to be decreasing exponentially
by moving away from the horn tip and vanishes at an approximate distance between
2 and 2.5 cm [44]. However, the active cavitational distance relates strongly to the
frequency and the amount of electrical power supplied to the system. Therefore it is
not recommended for large-scale commercial applications; especially those pro-
cesses require longer residence time [2]. However, if the setup of ultrasonic-assisted
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process considers exposing the liquid vertically to cover the high intensity region,
then this type of system could be used for a relatively larger scale. One of the
recommended solutions to overcome the limited batch volume is to use a circulation
or stirrer devise to be coupled with the ultrasound horn system. However, there are a
number of drawbacks affecting the use of this type of sonoreactors in the industry,
such as higher possibility of erosion and the particle shedding at the tip surface area
due to high power intensity and cavitational blocking [2]. Moreover, immersing the
probe directly into the liquid leads to an increase in the medium temperature quickly
as a result of direct contact between the solvent and the irradiation source.

Controlling the active zone of cavitation from horn-type ultrasonic systems is of
prime importance to ensure sufficient exposure of herbal materials to the acoustic
energy. This factor is considered to be essential for the determination of active
cavitational volume of the ultrasonic reactors. It influences directly the distance
traveled by the cavitational bubbles and the maximum size that could be reached by
the cavities (bubbles) in their life before their violent collapse [2, 45]. According to
Horst et al. (1996), the cavitational zone could be classified into three sections: high
cavitating region (Zone-1), cavitational transition region (Zone-2), and poor cavita-
tion region (Zone-3) (Fig. 5). A tip of an ultrasound horn acts as a point source and
the sound pressure is responsible for the cavitation. A decrease in the sound pressure
was observed by increasing the radiation distance. Therefore, when the sound
pressure approaches the threshold pressure (black threshold), the cavitational inten-
sity diminishes and finally vanishes beyond this pressure. Black threshold is the
lowest sound pressure at which cavitation could be observed [46].

Cavitation energy distribution within an ultrasonic extraction system was ana-
lyzed by measuring the cavitational intensity in the zone around the probe using an

Fig. 4 Ultrasonic horn-type
system (UIP 1000 HP,
Hielscher ultrasound
technology)
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ultrasound energy meter (PB-500, Megasonics, USA). The ultrasonic energy was
first measured with pure water and found to be decreased remarkably from 16.49 to
4.22 W/cm2 by increasing the distance from 1 to 6 cm away from the probe tip.
Significantly, the cavitational intensity decreased up to 2.82 W/cm2 at 1 cm distance
after adding the powder of Asparagus officinalis to the extraction system. Accord-
ingly, the reduction in the cavitational intensity was attributed to the addition of
asparagus powder which absorbed the ultrasonic waves and suppressed the ultra-
sound energy which was totally diminished at 2.5 cm distance away from the probe
[10]. However, when they coupled the ultrasonic system with an agitator, the power
intensity was enhanced markedly to 9.42 W/cm2 at a distance of 1 cm and the
cavitational intensity extended to reach a distance up to 4 cm due to an increase in the
contact between the particles of Asparagus officinalis and ultrasonic energy. Overall,
circulating the liquid may lead to an increase in the mass transfer rate and hence the
efficiency of overall extraction.

Ultrasonic Bath-Type System

The ultrasonic bath reactor is another type of sonoreactors, more flexible than the
horn type and can be used for any batch volume in laboratories as well as in
industries. The ultrasonic bath or cleaning bath can be described as a simple bath
reactor provided with an electrical generator and multiple number of transducers
(Fig. 6). The major advantage of using this type in the industry solves a number of
problems faced by the horn type, for example, erosion and cavitational blocking.
Increasing the number of transducers used in case of ultrasonic bath helps in
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providing the same level of power dissipated into the system under low power
intensities. Therefore the ultrasonic bath could be made with single, double, or
multiple frequency, according to the number of transducers and equipment
geometry [2].

There are different equipment geometries available for this type of ultrasound
reactor. For example, if the transducers are attached at the bottom of an ultrasonic
bath, the cavitational active zone will be vertically above the position of the trans-
ducers. Sometimes the transducers could be attached at both sides of an ultrasonic
bath to provide horizontal zone of the cavitational activity. Many other types, i.e.,
triangular pitch reactor, hexagonal reactor with multiple frequency, and tubular-
shape reactors with one or two irradiated ends, have been presented and effectively
used for different applications [22, 46, 47, 48]. For processes that involve chemical
reactions, the ultrasonic bath reactor is not recommended due to its low reproduc-
ibility and low intensity of power delivered to the sample. Nowadays, due to the
increasing demand for these types of sonoreactors, they are manufactured widely by
a large number of companies such as Hielscher, Branson, and Undatim, which are
commonly used in the industries for different applications [43].

Ultrasonic-Assisted Extraction of Polysaccharides

Polysaccharides are longer branched chains of monosaccharide sugars (glucose),
connected with each other by covalently bonded glycosidic linkages. They are
considered as primary giant polymers due to their molecular weight which could
reach up to 1 � 106 Da [49]. These active components of polysaccharides were
effectively extracted by ultrasound which showed higher bioactivity [1, 8,
50–52]. Claver et al., (2010) optimized the ultrasonic extraction process to extract
the polysaccharide components from Chinese malted sorghum. The optimum
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Fig. 6 Ultrasonic bath-type
system
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operation conditions of 600 W of ultrasonic power, 4 min of irradiation time, and a
ratio of solvent/herbal materials of 30 ml /1 g resulted into a maximum yield of
polysaccharides of 17.6 %, which was very close to the predicted value of 17.08 %
by a statistical response surface model [50].

During the extraction of polysaccharides from the root of Valeriana officinalis L.,
the UAE was compared with the conventional hot water extraction method. The
UAE had a remarkable influence in increasing the extractability of cellular poly-
saccharides (cellulose), as a result of cracking, peeling the outer surface cell-layers,
and due to the size reduction of solid plant matrix. The ultrasonic horn system was
provided with a 5 cm tip diameter which caused a high amount of acoustic energy
dissipated into the system, due to the high contact surface area between the tip and
the extraction medium. However, the sugar composition analysis of the resulted
polysaccharides revealed that the easily accessible polysaccharides (starch) were
likely degraded due to the damage that occurred from the implosion of cavitational
bubbles which were exposed for a longer time (2 h) to ultrasound [52].

In a study for extracting the polysaccharides from the ethanol-insoluble plant
residues from Salvia officinalis, a classical and an UAE were compared using polar
(distilled water) and basic (diluted alkali of NaOH with 1 % and 5 % sequentially)
media. The obtained results indicated that the majority (73 %) of the extractable
cell wall polysaccharides were isolated using hot water at mild conditions with the
addition of 1 % dil. NaOH. The application of UAE in the laboratory scale (50 g of
ethanol-insoluble plant residues in 450 ml of distilled water) enhanced the yield of
cell wall polysaccharides and the total extracts from 9.3 to 10 % and 34.3 to
39.9 %, respectively. Similar improvements were observed for pilot-scale experi-
ments (2 kg of ethanol-insoluble plant residues in 30 lit of distilled water) upon the
application of ultrasound. The yield of cell wall polysaccharides and the total
extracts from Salvia officinalis increased from 2.4 % to 2.8 % and 10.3 % to
11.7 %, respectively [51].

Shirsath et al., (2012) indicated that the selection of extraction method toward
obtaining a higher yield and purity for the extracted components depends on the
nature of active ingredients, their thermal stability, and the matrix of materials
subjected to the extraction [1]. Evidently, this was manifested in the study of Cheung
et al., (2012), where three different types of medicinal mushrooms were exposed to
the same operational conditions using two different extraction processes (UAE and
hot water extraction, “HWE”). The yield of polysaccharide-protein complexes
extracted from G. frondosa (UAE, 6.3; HWE 5.7, wt%) did not change significantly
by changing the extraction technique. Conversely, the mushroom of L. edodes
showed a remarkable increase in the yield with UAE (UAE, 12.4; HWE 6.57, wt
%). However, an obvious decrease in the yield of polysaccharide-protein complexes
was recorded (UAE, 1.61 wt%; HWE, 6.58 wt%) due to the application of UAE in
the case of C. Versicolor mushroom [53].

Four ultrasonic parameters, i.e., power (7.2–40.3 W), time (10–30 min), temper-
ature (40–80 �C), and the mixing ratio of solvent/herbal materials (10–30/g, vol/wt),
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were optimized to extract the polysaccharides from Ziziphus jujuba cv. jinsixiaozao.
The obtained optimal ultrasonic results were then compared with the control method,
i.e., HWE. The yield and the purity of extracted polysaccharides were the indicator
for the process performance in both the extraction techniques. The optimum results
showed that the higher ultrasonic power (31.7 W) and the lower temperature (50 �C)
were the optimal conditions to increase the yield of polysaccharides from 6.75 to
8.11 % within 20 min. Generally the ultrasonic power (31.7 W) and lower temper-
atures (45–53 �C) were the major factors that affected the yield of polysaccharides as
compared with the nonsignificant effects of irradiation time and solid/solvent
ratio [54].

Furthermore, the purity of polysaccharides achieved by UAE (28 %) was 1.2
times higher as compared to the classical HWE method under the operational
conditions of 85 �C and 120 min [54]. These results could be attributed to the
efficiency of UAE to enhance the mass transfer rate of polysaccharides and hence to
increase their extractability due to the physical and mechanical actions of ultrasound
cavitation on the cell wall of extracted materials.

A new ultrasonic extraction system was designed and optimized by Zhao
et al. (2011) to extract the polysaccharides from Asparagus officinalis by employing
a 2 L extraction scale. In comparison with the classical method of HWE, the optimal
ultrasonic conditions (600 W of ultrasonic power, 46 min of ultrasonic irradiation
time, and 35 ml/g solvent to solid ratio) resulted into a maximum yield of 3.134 %,
which is higher than 2.253 % obtained by HWE within 120 min at 60 �C [10]. Thus,
the proposed ultrasonic system of Zhao et al., (2011) achieved a remarkable
improvement over the classical method in saving the time and energy. Moreover,
the study covered investigations on the influence of ultrasonic system to the prop-
erties of produced polysaccharides such as molecular weight, sugar profile, and
viscosity. The sugar composition analysis showed that the resulted polysaccharides
contain glucose, fucose, arabinose, galactose, and rhamnose with an average molec-
ular weight of 6.18 � 104 Da. The viscosity of polysaccharides extracted by the
ultrasonic circulation system at 30 �C (26 mPa.s) was remarkably equal to the
viscosity of the polysaccharides resulted from the HWE at 40 �C. Generally, the
obtained results positively indicated that no significant change in the physical
properties of the extracted polysaccharides occurs with the application of ultrasonic
technique.

Studies also reported on the extraction of polysaccharides from G. lucidum under
the influence of ultrasonic cavitation [13, 55–57]. The UAE was found to be suitable
to preserve the bioactivity of polysaccharide components [55], where two fractions
of isolated polysaccharides demonstrated their antioxidant and antitumor activities
on the human breast cancer cells. With the low frequency ultrasound, a statistical
design of response surface methodology was applied to optimize the extraction
conditions by Chen et al. (2010). The optimum operational conditions were found
to be: frequency, 8 kHz; temperature, 95 �C; time, 3 h; and water-to-solid ratio,
12:1 [13].
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Conclusions and Future Directions

In this review, the aspects of ultrasonic energy in the process intensification of
extracting and bioprocessing of active ingredients have been highlighted. Specific
examples on the assistance of ultrasound in the isolation of polysaccharides from
different herbal materials have been presented. The experimental investigations
emphasize on the ability of power ultrasound to enhance the yield of isolated
polysaccharides with higher preservation of their bioactivity. Remarkably, ultrasonic
conditions provide better environment. However, the majority of these studies focus
on the enhancement of extraction yield and the bioactivity of extracted components
in a laboratory scale. A further scale-up should be experimented on a pilot or larger
scale to increase the production and to provide fruitful dimensions for industrial
applications. Proposing a continuous type of extraction setup with the aid of
ultrasound has not been explored yet. Therefore, altering the geometry of
ultrasonic-assisted extractor to overcome the limitations in the ultrasonic horn-type
systems keeps the door open to achieve successful milestones in the food industries.
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Abstract
The application of ultrasound to conventional dairy processes has the potential to
provide significant benefits to dairy industry such as possible cost savings and
improved product properties. Moreover, the appeal of ultrasound as a processing
technique has been regarded safe compared to other emerging technologies.
During the past decade, the technology has rapidly emerged as a mild nonthermal
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processing tool capable of replacing or assisting many conventional dairy
processing applications such as inactivation of microbes and enzymes, homoge-
nization and emulsification, creaming, crystallization, and functionality modifi-
cations within dairy systems. These aspects are highlighted in this chapter.

Keywords
Milk and dairy products • Dairy powders • Emulsification • Gel formation •
Microbial inactivation • Sonocrystallisation • Ultrasound assisted filtration •
Viscosity modifications

Introduction

Low-frequency, high-power ultrasound induces strong cavitation effects that influ-
ence the physical, mechanical, or chemical/biochemical properties of food systems
[1]. In contrast, high-frequency low-power ultrasound generates physical effects that
are comparatively gentle and can be utilized for noninvasive analysis, monitoring
food materials, and nondestructive separations of multicomponent mixtures [2]. The
application of high-power ultrasound in dairy processing may lead to the generation
of physical forces that include cavitation, acoustic streaming, acoustic radiation,
shear, micro-jetting, and shockwaves and chemical reactions that include the gener-
ation of very small amount of highly reactive radicals [3]. Both the physical forces
and chemical effects are utilized in some applications while most dairy applications
concentrated in solely utilizing the physical forces.

Microbial Inactivation

The dairy industry most commonly uses heat treatment to inactivate microorganisms
as a means of preservation and ensuring food safety. However, thermal treatment
causes significant changes to the composition and surface properties of the colloidal
particles present and alters the physical properties of milk. Some changes such as
those used to improve the texture of products like yogurt are desirable, while gel
formation during the manufacture of ultrahigh temperature milk is highly undesir-
able [4]. Hence, novel preservation technologies that maintain the quality of milk
have attracted some interest within the dairy industry. This trend toward the devel-
opment of ultrasound as an alternative nonthermal technique is further driven by
other advantages including reduced energy consumption, ability to target specific
organisms, and no requirement for the introduction of preservatives [5].

Intense power and long contact times are required to inactivate microorganisms
at ambient conditions in real food systems when ultrasound is applied alone
[6, 7]. Hence, recent improvements recognize the combination of more than one
established technique in combination with ultrasound such as heat
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(thermosonication, TS), pressure (manosonication, MS), or heat and pressure
(manothermosonication, MTS) and provide enhanced benefits for microbial inacti-
vation. The effectiveness of microbial inactivation by these methods is dependent on
the amplitude of the ultrasonic waves, exposure/contact time, volume of food being
processed, the composition of the food including the types and initial number of the
microbes present, and their aggregate state, viscosity of the medium, and the
treatment conditions.

D’Amico et al. [8] showed that ultrasound treatment combined with mild heat
(57 �C) for 18 min resulted in a 5-log reduction of L. monocytogenes in milk and a
5-log reduction in the total aerobic bacteria in raw milk. Juraga et al. [9] investigated
the inactivation of Enterobacteriaceae in raw milk with the use of high-intensity
ultrasound. Temperature (20 �C, 40 �C, and 60 �C), amplitude (120, 90, and 60 μm),
and time (6, 9, and 12 min) were varied in the study. The results indicated significant
inactivation of microorganisms under longer period of treatment with ultrasonic
probe particularly in combination with higher temperature and amplitude. Use of
ultrasound at 124 μm amplitude was effective without heat against spoilage micro-
organisms and potential pathogens including E. coli, Pseudomonas fluorescens, and
L. monocytogenes even when inoculum loads of five times higher than permitted
were present in raw and pasteurized milk [6]. In this study 100 % E. coli within
10 min, 100 % Pseudomonas fluorescens within 6 min, and 99 % L. monocytogenes
within 10 min were reduced (Fig. 1). Listeria monocytogenes and E. coli were also
thermosonicated in milk by others [10–12]. Gera and Doores [12] not only showed
that pulsed sonication at 24 kHz caused mechanical damage to the bacterial cell wall
and cell membrane when treated at temperatures between 30 �C and 35 �C but milk
had a microbial protective effect with lactose exerting the most positive effect on
bacterial survival. In a separate study, the synergistic effect of heat (63 �C) combined
with sonication (24 kHz) was used to inactivate Listeria innocua and reduce the
mesophilic bacteria count in raw whole milk by 0.69 log after 10 min and 5.3 log
after 30 min [13] resulting in an extended shelf life [14]. Treating UHT milk with the
same sonication parameters (63 �C and 24 kHz) prevented mesophilic growth higher
than 2 log during ambient and refrigerated storage for 16 days [15]. Many
documented outbreaks associated with infant formula are linked to Cronobacter
sakazakii. Thermosonication at 20 kHz and temperatures up to 50 �C were used to
inactivate Cronobacter sakazakii and reduce the microbial count in reconstituted
infant formula by up to 7.04 log10 reduction after 2.5 min of treatment
[16]. Thermosonication was also used against Bacillus subtilis [17], Staphylococcus
aureus [18], Salmonella typhimurium [19], coliforms, and total plate counts [20] in
milk.

Noci et al. [21] investigated the impact of thermosonication (TS) and pulsed
electric field (PEF), individually and combined, on the survival of Listeria innocua
11288 (NCTC) in milk. TS (400 W, 160 s) without preheating declined L. innocua
by 1.2 log10 cfu mL�1, while shorter treatment times produced negligible inactiva-
tion. This highlighted the fact that TS was a hurdle rather than an effective
standalone treatment [21]. Gabriel et al. [22] established the inactivation behavior

Ultrasound Processing of Milk and Dairy Products 1289



E. coli 104 in milk
E. coli 106 in milk

6.0

5.5

5.0

4.5

4.0

3.5

3.0

2.5

2.0

1.5

1.0

0.5

0.0

6.0

5.5

5.0

4.5

4.0

3.5

3.0

2.5

2.0

1.5

1.0

0.5

0.0

0 1 2 3 4 5 6 7 8 9 10

0 1 2 3 4 5

Time (min)

Time (min)

6 7 8 9 10

L. mono 104 in milk
L. mono 106 in milk
Ps. fluor 104 in milk
Ps. fluor 106 in milk

S
ur

vi
vo

rs
 (

lo
g 

cf
u-

m
L-1

)
S

ur
vi

vo
rs

 (
lo

g 
cf

u-
m

L-1
)

a

b

Fig. 1 The impact of ultrasonication at 20 kHz on (a) Escherichia coli, (b) Listeria
monocytogenes, and Pseudomonas fluorescens at different starting concentrations in UHT milk [6]
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of Listeria monocytogenes in nonfat, low-fat, and full-cream milk treated with
multifrequency Dynashock ultrasound. Inactivation in all samples was biphasic,
with an inactivation lag phase where injury accumulated, prior to log-linear inacti-
vation phase. L. monocytogenes exhibited shortest lag phase of 20.57 min in full-
cream milk. L. monocytogenes exhibited slowest log-linear inactivation rate of
�0.24 log colony-forming unit cfu/min in full-cream milk and fastest inactivation
rate of�0.37 log cfu/min in low-fat milk. Inactivation rate was slowest in full-cream
milk at �0.24 log cfu/min and fastest in low-fat milk at �0.37 log cfu/min.
Corrected decimal reduction time was shortest in full-cream milk at 24.81 min,
followed by those in nonfat and low-fat milk at 29.17 and 30.64 min, respectively.

The main mechanism responsible for the ultrasonic microbial deactivation is the
physical forces generated by acoustic cavitation. The asymmetric collapse of a
cavitation bubble leads to a liquid jet rushing through the center of the collapsing
bubble. Microorganisms that have hydrophobic surfaces will promote the collapse
of cavitation bubbles on the surface and lead to severe damage of the cell wall
(Fig. 2). Similarly, microstreaming effects can lead to the erosion of cell walls,
again resulting in inactivation of the microorganisms. The effects of localized
heating, free radical production causing DNA damage which in turn causes thin-
ning of cell membranes are also crucial in the inactivation [23, 24]. Furthermore,
the presence of a thick bacterial capsule (biopolymer layer) prevents cavitation
bubbles from collapsing near the plasma membrane thus preventing the breakup of
the bacterial cell [25]. On the other hand, the presence of a highly hydrated capsule
may help absorbing the mechanical forces exerted on the bacterial cell. Gao
et al. [25] proposed to consider the thickness and softness of the bacteria capsules
as one of the most important parameters when using high-power ultrasound for the
deactivation microbes.

Some microorganisms, in particular bacterial spores, are more resistant under
certain conditions than others, and achieving inactivation can be relatively difficult.
Bacillus and Clostridium spores were found to be more resistant to heat and similarly
resistant to ultrasound [26]. Raso et al. [27] investigated the inactivation of Bacillus
subtilis spores by ultrasonic treatments under pressure and combined pressure and
heat treatment conditions. They showed that manosonication (MS) treatment at
500 kPa and 117 μm of amplitude for 12 min inactivated � 99 % of the B. subtilis
spore population. MS treatment (20 kHz, 300 kPa, 70 �C, 12 min) at 90 μm
amplitude inactivated 75 % of the B. subtilis spore population; the same treatment
at 150 μm amplitude inactivated 99.9 % of this population. The MS treatments at
temperatures higher than 70 �C, which is manothermosonication (MTS), also led to
more spore inactivation. In the range 70–90 �C, the combination of heat with a MS
treatment (20 kHz, 300 kPa, 117 mm, 6 min) had a synergistic effect on spore
inactivation. Table 1 highlights some other literature that has investigated the
influence of different parameters on microbial inactivation of different dairy systems
with the use of ultrasound.

The demand for food safety projected to rise annually in the world. The major
trends associated with consumers in future are toward the use of dairy products that
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are less “heavily” preserved, high quality, more convenient, more “natural”, free
from additives, nutritionally healthier, and still with high assurance of microbiolog-
ical safety. Ultrasound is a nondestructive-targeted technique without introducing
preservatives. However, current research to enhance microbial inactivation in dairy
systems by ultrasound is focused mostly in combination of another technique or
combining ultrasound with other preservation factors [29] and moreover conducts in
small-scale operations. Hence, the industry transition is yet to accelerate within the
companies.

Enzyme Inactivation

Thermo-resistant enzymes in milk such as lipases and proteases that withstand UHT
treatment can reduce the quality and shelf life of heat-treated milk and other dairy
products. The potential of ultrasound to inactivate food enzymes has mostly been
studied in model systems. General trends observed from all these studies suggested
that thermo-labile enzymes were more sensitive to ultrasonication than heat-resistant
enzymes. Such enzymes have been efficiently inactivated at tenfold the rate of
thermal treatment alone, by MTS (20 kHz, 145 μm amplitude, and 650 kPa for
protease, 117 μm amplitude and 450 kPa for lipase, 109–140 �C) treatment
[32]. Molecular size and structure are thought to play a role in the sensitivity of
enzymes to MTS, with large and less globular enzymes displaying more
sensitivity [33].

The effectiveness of ultrasound for control of enzymatic activity is strongly
influenced by many factors such as enzyme concentration, temperature, pH, and
composition of the medium including treatment volume and gas concentration and
processing variables such as sonotrode type and geometry, frequency, and acoustic
energy density [34]. Enzyme inactivation generally increases with increasing US

Fig. 2 SEM images of L. Innocua cells inoculated in raw whole milk (a) without treatment; (b)
after 10 min of thermosonication treatment (63 �C and 120 μm) (20 kV, magnification 5.9 K); (c)
closer view of a cell after treatment (20 kV, magnification 21.9 K) [28]
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power, frequency, exposure time, amplitude, temperature, and pressure but decreases
as volume of sample increases [35]. It has been reported that enzyme inactivation
increases with an increase in solid content and decreases with increase in enzyme
concentration [7]. No effect on milk enzymes was observed when ultrasound was
applied without thermal treatment. However inactivation effects were reported when
sonication was carried out above 61 �C. Similarly, TS (150 W, 20 kHz, 120 μm
amplitude, 30–75.5 �C, 40.2–102.3 s) was reported to be more effective at
inactivating milk enzymes (alkaline phosphatase, lactoperoxidase, and γ-glutamyl
transpeptidase) than heat alone. However, the extent of inactivation was both
enzyme and media specific [7]. Several studies have demonstrated that the effect
of ultrasonic waves increases at higher total solid concentration [35]. In skim milk,
the concentration of solids is lower than in whole milk resulting in a reduced
ultrasonic effect. However, the concentration of enzymes in skim milk (alkaline
phosphatase (AP) and gamma-glutamyl transpeptidase (GGTP)) is also lower than in
whole milk leading to a more pronounced effect, as these enzymes are linked to fat
globules and can be liberated by the ultrasound effect to the serum phase. As an
example, the enhanced decrease of enzyme activity in whole milk than in skim milk
by the effect of ultrasound and heat (75.5 �C; 102.3 s) could be due to the higher
concentration of solids in the former [7]. Ertugay et al. [36] reported greater
inactivation of LPO and AP enzymes which have a significant function in dairy
processing at 40 �C compared to 20 �C.

According to the literature, inactivation of monomeric enzymes generally
involves either defragmentation of the enzyme or formation into aggregates [37],
whereas polymeric enzymes tend to fragment into monomeric subunits during
ultrasonication primarily attributed to cavitation. In addition, the extreme agitation
created by microstreaming could disrupt van der Waals interactions and hydrogen
bonds in the polypeptide, causing protein denaturation [38]. Prolonged exposure to
high-intensity ultrasound has been shown to inhibit the catalytic activity of a number
of food enzymes due to the intense pressures, temperatures, and shear forces
generated by the ultrasonic waves which denature protein. Özbek and Ülgen [39]
reported that ultrasonic inactivation mechanisms depend on amino acid composition
and the conformational structure of the enzyme. For example, splitting of the heme
group from peroxidase by MTS was reported to inactivate the enzyme [40], while
free radical-mediated deactivation of lipoxygenase by MTS was reported [41]. On
the other hand, the inactivation of trypsin has been partly attributed to the large
interfacial area created by ultrasound, which disrupts hydrophobic interactions and
hydrogen bonds [38].

The combination of sonication with heat can assist thermal processing by reduc-
ing the thermal resistance of various enzymes. However, in some cases, solutions
containing enzymes have been found to have increased activity following short
exposures to ultrasound [1]. This may be due to the ability of ultrasound to break
down molecular aggregates, making the enzymes more readily accessible for reac-
tion. Therefore the key enzymes of concern to each dairy system should be inves-
tigated to ascertain the critical control parameters which can be specific to the
enzyme, the dairy system, or both.

1294 J. Chandrapala



Homogenization

High-pressure homogenization is the most used technique within the dairy industry.
In recent years, the use of ultrasound has attracted much interest [42–44] compared
to microfluidization and high shear mixing due to its lower processing times and its
controllable nature toward a desired favorable output [45]. However, there remains
some uncertainty as to which technique is more efficient for homogenization and the
primary mechanism for its effectiveness. Koh et al. [46] found that shear forces
generated in the absence of cavitation were mainly responsible for homogenization
effects with the use of high-pressure homogenization. Similar effects were found by
the authors with the use of high-intensity ultrasound highlighting the minor contri-
bution from cavitational effects toward homogenization. However, the efficiency of
sonication toward homogenization is driven by several important factors such as
power, frequency, amplitude, diameter of the ultrasonic probe, and the composition
of the medium being sonicated.

High-power, low-frequency milk homogenization reporting a reduction in the
size of milk fat globules has been widely studied [42–44]. Bermúdez-Aguirre
et al. [30] showed that ultrasonic homogenization (400 W, 24 kHz, using a 22 mm
probe) of milk at 63 �C for 30 min reduced the diameter of the milk fat globules to
< 1 μm compared to the native fat globule size of 4.3 μm. Villamiel and de Jong [7]
reported a milk fat globule size reduction of up to 82 % during continuous flow,
high-intensity (150 W, 20 kHz, using a Branson sonifier with 18.76 mL cavity)
ultrasonication of milk. Bosiljkov et al. [43] showed that an increase of the amplitude
(20, 60, and 100 %) and time (2–15 min) of ultrasound (30 kHz, using 7 and 10 mm
probes) significantly influenced the degree of homogenization of milk. Sonication
disrupts the milk fat globule membrane (MFGM) and the resulting fat globules
become heavily coated by proteins [30, 47]. Michalski et al. [47] stated that these
complexes are stabilized neither by calcium bridges nor by hydrogen bonds, but
through association of casein hydrophobic regions with lipid particles and possibly
whey proteins. They further presumed that its αs2� and κ-caseins are more likely to
be involved in the complex. Fox et al. [48] suggested that van der Waals forces can
also exist within casein–fat interactions.

High-fat dairy systems responded differently to sonication. This different behav-
ior is totally dependent on processing conditions such as temperature, energy
delivered, and processing times. Vijaykumar [49] studied the effect of thermoso-
nication (60 �C, 20 kHz, 107–152 μm amplitude for 1–3 min) on cream samples
containing 45.5 % fat content. They found increased viscosities where they attrib-
uted it toward the swelling of proteins. Cavitation caused by sonication can denature
the proteins where it losses the tertiary structure or unfolding of globular proteins
which in turn swells up resulting in increased hydrodynamic radius and greater
molecular associations and thereby leads to viscosity increases. Furthermore, they
stated that the specific area of fat globules of cream samples increased from
1.8–10.8 μm2g�1 with thermosonication at 152 μm for 1 min.

Use of ultrasound as a homogenization technique in dairy processing is one of the
limited number of processes that are mature enough to be implemented by the dairy

Ultrasound Processing of Milk and Dairy Products 1295



industry in large scale. With the development of large-scale equipment customized
for specific dairy processing applications (Prosonix & Hilscher), it is anticipated that
more work will be implemented by the dairy industry in coming years.

Creaming

Milk fat separation is a key process in producing some dairy products such as butter,
cheese, yogurt, and skim milk. This is typically performed in large scale by centrif-
ugal separators operated at high temperatures to maximize the separation efficiency.
Juliano et al. [50, 51] used high frequencies (>400 kHz) than those associated with
conventional food processing to destabilize fat and assist creaming in batch systems
ranging in scale from mL to L as an alternative separation technology that can
enhance the rate of milk creaming by gravitational sedimentation. This may provide
advantages such as lower maintenance, less cleaning costs, and lower energy usage
as it reduces the residence time of milk inside the ultrasonic separator. Moreover, no
disturbance on the structure of fat globules is considered as an important aspect [2].

Leong et al. [52] established suitable ultrasonic parameters that enable successful
separation of natural whole milk in large scale, demonstrating the importance of
energy density and effectiveness of high-frequency ultrasound (1 and 2 MHz) to
separate the small fat globules distributed in milk (�4 μm diameter) (Fig. 3).
Furthermore, it was demonstrated that operation in the temperature range of around
25–40 �C is more optimal to the fat separation process due to the influence of
temperature on the physical properties of the fat globules such as density, viscosity,
and liquid/solid ratio [53]. When an ultrasonic standing wave is set up in a container,
the fat globules distributed in the milk experience acoustic radiation forces that cause
them to migrate specifically to the pressure antinodes. Since the acoustic forces are
proportional to (radius)3, the speed of response of the particles is a function of
(radius)2. Therefore larger particles will be driven to the node faster than smaller
particles. As higher proportion of larger globules been represented by fat globules,
then it’s easy to separate the fat globules in milk (Fig. 3). The acoustic forces can be
manipulated by adjusting the applied frequency and energy density.

One possible concern when using high-frequency ultrasound for the separation of
milk fat is the potential for oxidation of fat to occur (i.e., lipolysis). Lipid oxidation
and development of rancid off-flavors may greatly decrease the acceptability of
lipid-containing dairy products. Consequently, ultrasound may have a detrimental
effect on lipid functionality and integrity by promoting radical-driven oxidation
processes which also consequently limit the application of power ultrasound to
lipid-containing dairy systems. Juliano et al. [54] have shown that when sonicating
milk within this high-frequency range used, oxidative volatiles derived from soni-
cation were detectable above human sensory threshold limits only when very high
specific energies were delivered to the milk. In contrast, Torkamani et al. [55]
showed no significant oxidation of fat with sonication of cheddar cheese whey at
similar frequencies and energy densities.
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Another concern for using high-frequency ultrasound is the potential for alter-
ation of fatty acids within the systems. The type of lipids that are present in foods is
becoming of great importance to food manufacturers due to concern about “good”
and “bad” lipids. Leong et al. [56] found that there was minimal production of
monoglycerides and diglycerides upon sonication of triglyceride containing emul-
sions. Furthermore, Pandit and Joshi [57] found that high-energy inputs (�1000 J/mL)
were required for hydrolysis of fatty oils by cavitation. However, lipids may also
indirectly be modified by application of high-intensity ultrasound by influence the
activity of lipases that may be used to alter lipids in milk systems.

Hence, these small-scale studies showed promising signs in using ultrasound as a
fat separation technique within the dairy industry without any concerns. However,
the cost involved within the initial stages of manufacturing ultrasonic equipments is
of a hurdle for the dairy industry to embrace this technology in the near future.

Emulsification

Emulsification in dairy industry has been used through mechanical shaking, colloid
mills, high- or ultrahigh-pressure homogenization, and microfluidization. However,
ultrasonic emulsification offers several benefits over conventional emulsification
methods such as improved energy efficiency, higher emulsion stability, lowered
requirement of surfactants, and narrow-size distributions under controllable condi-
tions [58, 59]. As an example, Jafari et al. [45] showed that increasing the microflui-
dization energy input beyond moderate pressures (40–60 kPa) led to overprocessing
of emulsion droplets due to coalescence and found that decrease in emulsion droplet
size <0.5 μm by microfluidization was not possible. In contrast, increased energy
input helped to reduce emulsion droplet size with minimum re-coalescence of new
droplets with US emulsification.

Ultrasound-assisted emulsification is influenced by many variables such as irra-
diation power, position of the ultrasonic source with liquid–liquid interface, tip
diameter, vessel size, viscosity of the continuous phase, pre-emulsification,
oil–water ratio, surfactant concentration, hydrostatic pressure, presence of dissolved
gases, and exposure time [58–60]. Ultrasonic emulsification is primarily driven by
cavitation, wherein collapse at or near the oil–water interface bubble causes disrup-
tion and mixing of the two phases, resulting in the formation of very fine emulsions
[61]. Shear forces generated are very strong at low frequencies (e.g., 20 kHz)
compared to 211 kHz, whereas an efficient emulsification is obtained at 20 kHz
while a similar experiment at 211 kHz does not produce an emulsion. Only high-
intensity, low-frequency ultrasound (16–100 kHz) is able to produce emulsions.
Leong et al. [56] showed that pressures up to 400 kPa improved the efficiency of
ultrasonic emulsification of food oils, whereas operating with ambient pressures over
450 kPa suppressed the cavitation activity and no emulsification could be achieved.
Increasing the amount of gas in the system tends to increase the gas/vapor pressure
ratio inside the bubbles which can cushion the bubble collapse and hence reduce the
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shock wave intensity and thereby be less efficiently emulsified. In contrast, Behreud
and Schubert [60] showed that increased concentration of gas neither influence the
magnitude of the cavitational effects per unit volume nor the intensity of the
cavitation collapse, although the energy dissipation per unit volume was found to
control the particle size distribution of a system.

Recently, Shanmugam and Ashokkumar [62] demonstrated the possibility of
incorporating novel food oils into milk systems by ultrasonic emulsification. A
20 kHz ultrasound horn was used to emulsify flaxseed oil in skim milk for delivering
as a ready to drink formulae. A minimum process time of 3 min at an applied
acoustic power of 176 W was sufficient to produce emulsion droplets with an
average diameter of 0.64 μm. Furthermore, they found that those emulsions were
stable for 9 days where no addition of surfactants was required to stabilize the
emulsion. The authors attributed the stability of the emulsion due to the denatured
whey proteins in the sonicated emulsion systems. Furthermore, they attributed the
adsorption of proteins toward the emulsion surface stabilized the emulsion droplets
due to the electrostatic repulsions and also highlighted the importance of residence
time and power density toward achieving stable emulsions.

Although several studies have not been concentrated on formation of emulsions
within the dairy industry, the increased trends toward ready to eat and drink dairy
products may embrace the ultrasound as a technology toward manufacturing sec-
ondary dairy products with extended benefits of such as increased stability and less
production times.

Ultrasound-Assisted Filtration

Membrane technology is currently used in the dairy industry for a variety of
applications such as separation of milk components, concentration of protein levels
prior to spray drying and water purification, and treatment of liquid effluents. One of
the critical issues during filtration is the decline in permeate flux as a result of both
concentration polarization and membrane fouling. Heat treatment of milk increases
viscosity that will result in excessive membrane fouling due to pore blockage and
cake formation [63], which in turn has a detrimental influence on the permeation rate
and limits the economic efficiency of the processing operation. There are a number
of different chemical (use of acid, alkali, enzymes, and hypochlorite) and physical
(forward flushing and back flushing) methods currently used for cleaning a fouled
membrane. These methods are time consuming, damage the membranes, cause
secondary pollution, reduce the lifetime of the membrane, and are unsafe and/or
expensive.

The application of ultrasound has proven to be an effective approach to enhance
the flux to improve the cleaning of fouled membranes. It can be expected that the
increased permeability observed due to sonication may have been affected by the
physical processes caused by acoustic cavitation which may occur on the surface of
the fouled membrane, on the solid material, and in the vicinity of the pores where the

Ultrasound Processing of Milk and Dairy Products 1299



dislodgement of particles that block the pores can be expected. Lamminen et al. [63]
found increases in cleaned flux ratio as the power intensity of the system increased.
This increase was attributed to an increase in the number of cavitation bubbles in the
system and an increase in acoustic energy in the system by the cavitation bubbles. At
the same time, although higher frequencies may have more cavitation bubbles, the
bubbles are smaller in size and collapse less energetically; thus, they may not be
capable of detaching particles from the cake layer as readily as lower frequencies
[63–66]. Although, ultrasound has more positive attributes, cavitation may damage
the membrane surfaces. At the highest powers (>12.2 W), some damage to the
membrane was observed by Lamminen et al. [63], while at lower applied powers
(<7.2 W), no damage to the membrane was found by Muthukumaran et al. [64,
65]. Hotrum et al. [67] hypothesized that non-inertial cavitation (cavitation bubble
formation and bubble growth and oscillations) and acoustic streaming would be the
main mechanisms of importance for the prevention of fouling of cheese milk
whereas inertial cavitation which is the bubble collapse considered as an undesirable
phenomenon due to the risk of erosion of equipment surfaces and or changes in the
system. On the other hand, non-inertial cavitation induces microstreaming which can
enhance the heat transfer, mass transfer, and membrane flux processes. However,
they found that surface vibration may serve as a mechanism for prevention of a
fouled layer.

Muthukumaran et al. [64] studied the ultrasonic cleaning of polysulfone ultrafil-
tration membranes fouled with dairy whey solutions. It was suggested that the
ultrasonic effect is more significant in the absence of a surfactant but is less
influenced by temperature and transmembrane pressure. Their experimental results
in the whey ultrafiltration process revealed that ultrasound can significantly enhance
the permeate flux, with an enhancement factor of between 1.2 and 1.7 across the full
range. An increase of the mass transfer coefficient within the concentration polari-
zation layer was also observed. In another study [65], they extended this aspect to
consider the effect of ultrasonic frequency. Their results showed that the use of
continuous low-frequency (50 kHz) ultrasound is most effective in both the fouling
and cleaning cycles, whereas the application of intermittent high-frequency (1 MHz)
ultrasound is less effective. Furthermore, their results showed that continuous
low-frequency sonication generally reduces the components of the total flow resis-
tance that are readily reversed during water flush [66]. This included the mass
transfer resistance arising from both concentration polarization and labile protein
deposits that are readily removed. Some other recent filtrations with the use of
ultrasound in dairy processing are highlighted in Table 2.

Another recent study by Koh et al. [68] used a different approach in accompa-
nying ultrasound to reduce the fouling of heat-treated dairy whey systems. They
used ultrasound as a pretreatment process to break down big protein particles
generated through thermal processing of whey protein solutions in order to improve
the downstream ultrafiltration performance. The use of ultrasound followed after a
heat treatment reduced membrane pore blockage and growth of the foulant cake
layer greatly compared to heat-treated systems that has not been subjected to
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ultrasound. The extent of changes to pore blockage and cake growth was greater at
higher solid concentration which leads to advantages of using ultrasound for
processing of concentrated milk within the dairy industry.

These experiments have shown that the use of ultrasound in membrane
processing within the dairy industry is generally positive (Table 2). However, there
are conditions under which it can be less effective or even has a negative effect on
filtration performance depending on circumstances. At present, the embracement of
this technology by dairy industries has found to be slow mainly due to the need of
processing line adjustments.

Table 2 Some literature on use of ultrasound during filtration with regard to different parameters
for dairy systems

Target Food matrix Conditions Comments Reference

Effects of different
sonication modes with
different frequencies on
permeation flow and
fouling during UF

Skim milk Frequency =
37, 80 kHz,
and tandem
Modes =
continuous,
pulsed,
sweeping,
and
degassing

Permeation flow
increased with
decreasing frequency
Pulsed mode had the
most effect on
enhancement of flux
and reduction of
fouling percentage

[69]

Effects of ultrasound
toward ultrafiltration of
whey solution

2 % w/w
whey
protein
solutions

Frequency =
30kHZ
UF –
cellulose
membranes
Power =
100 W

Ultrasound decreased
the membrane
fouling caused by
concentration
polarization
Use of high-power
US led to lowered
retentions

[70]

Effects of ultrasound
toward production and
purification of peptides

Milk protein
concentrates

Frequency =
20 kHz
Power =
800 W
Time =
4 min

A successful pilot
scale membrane
filtration was
established as
US-enhanced
hydrolysis
characteristics of
proteins

[71]

Effects of ultrasonic
waves on flux of MF

Fresh cow
milk

Feed
pressure =
0.5-0.8-
1.4 bar
Power =
20, 30, 50 W
Distance
between
probe and
surface = 2.6
and 4.4.cm

Higher flux was
achieved with 0.5 bar,
40 W distance
2.6 CM
Continuous
irradiation increased
flux by 33 %
compared to pulsed
irradiation

[72]
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Sonocrystallization

Sonocrystallization is the use of power ultrasound to aid and control crystallization.
The most effective sonocrystallization can be achieved when sound energy is
delivered at the nucleation phase [73]. The use of ultrasound plays a key role in
controlling the crystal structure and shape, decreasing the crystallization induction
times, increasing yields, reducing size distribution, and increasing the rate of crys-
tallization, which in combination increase the efficiency of some traditional pro-
cesses, leading to cost effectiveness [74].

Lactose Crystallization

Lactose which is the most abundant component found in whey waste stream is
removed in order to increase the further processing ability of these streams such as
spray drying due to the fact that lactose makes the material sticky and thereby hard to
process. A typical commercial process for lactose crystallization within the dairy
industry can take up to 20 h to achieve a yield of �80 % crystallized lactose. Hence,
a rapid recovery of lactose by ultrasound-assisted crystallization has been reported
[73, 75]. The lactose recovery was found to be much higher.

In a typical reaction, crystallization takes place on the surface of existing crystals
and these crystals act as nucleation sites. Cavitation bubbles act as nucleation sites
[73, 75]. Shockwaves cause further agitation and bubble disruption increasing the
number of nuclei available for nucleation [76], and the greater number of nuclei
reduces crystal size, improves uniformity, and increases crystallization rate [77]. The
cavitation hot spots where bubbles collapse are thought to be privileged nucleation
centers, where the critical energy for crystal formation is decreased. Furthermore, the
rapid collapse of bubbles reduces the crystallization temperature and thereby
increases super saturation [78]. Even small changes in super saturation were found
to significantly reduce the nucleation rate. The application of ultrasound can reduce
the metastable zone width (MZW) which provides information for developing a
controlled crystallization process, and this can have many significant benefits such as
improved control over crystal size and habit. In comparison to mechanical agitation,
ultrasound can provide more uniform mixing that can avoid unwanted zones of
excessive super saturation in the vessel.

Patel and Murthy [79, 80] used sonocrystallization for lactose recovery from
whey waste streams. The crystallization was reportedly completed with yields in the
range of 80–92 % within 4 min of sonication. A recent study by Zisu et al. [81] used
sonocrystallization at 20 kHz frequency to concentrated whey solutions containing
�32 % lactose at �22 �C in a noncontact approach delivering a low applied energy
density that varied between 3 and 16 J/mL. The control solution was passed through
the ultrasonic rig at the appropriate flow rate without sonication. Crystallization of
lactose in commercially concentrated whey was significantly increased by the
application of ultrasound at a low-energy density of 3 J/mL and a flow rate of 2 L/
min as can be seen from Fig. 4. Regardless of the sonication intensity and flow rate,
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the least number of lactose crystals was observed in the control solutions. A greater
number of lactose crystals were present in whey immediately after sonication at all
energy densities (3–16 J/mL). Ultrasound generated a large number of nuclei
resulting in the growth of many small crystals. The rate of sonocrystallization was
greater than stirring for approximately 180 min but slowed down between 120 and
180 min as the metastable limit was reached. A second treatment with ultrasound at
120 min delivering an applied energy density of 4 J/mL stimulated further nuclei
formation, and the rate of crystallization was maintained for >300 min. Yield on the
other hand was limited by the solubility of lactose and could not be improved. The
crystal size distribution was narrower than that with stirring and the overall crystal
size was smaller. The study highlighted the importance of the conditions used for
promoting crystallization.

Fat Crystallization

There has been considerable interest in the application of ultrasound with regard to
crystallization of fats within the dairy industry [82, 83]. The crystal size and shape of
fats within a product play a significant role to the texture and mouth feel. Martini
et al. [82] studied the use of ultrasound as an additional processing condition to alter
the crystallization behavior of anhydrous milk fat (AMF). It was shown that ultra-
sound decreases induction time of crystallization and generates smaller crystals and
higher viscosities. However, the effectiveness of this technology depends entirely on
the processing conditions. In contrast, Sizuki et al. [83] showed that ultrasound
induced primary and secondary nucleations in the lipid, generating smaller crystals
and as a consequence resulted in harder materials. Ultrasound affected hardness
more efficiently when applied at higher crystallization temperatures (26 �C and 28 �C).

Crystallisation
without
ultrasound

Crystallisation
with
sonication
(3 J/mL)

Post flash cooler (T0) 30 minutes (T30) 60 minutes (T60)

100µm

Fig. 4 Concentrated whey viewed under a light microscope at 10� magnification immediately
after flash cooling at a flow rate of 2 L/min and after 60 min [81]
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In addition to changes in hardness, AMF networks obtained after sonication were
characterized by a steeper and sharper melting profile [83]. This research showed that
ultrasound can be used as an additional processing tool to tailor the functional and
physicochemical properties of lipids with the potential to be used in the processing of
trans-free shortenings.

Ultrasound affects the rates of polymorph-dependant crystallization, crystal size,
and morphology [82, 83]. A primary effect of sonocrystallization may be due to the
high pressure generated when a sonication-induced cavity collapses. The different
polymorphic forms have different stabilities that form specifically as a function of
the supercooling temperature, mechanism, and lifetime of the collapsing bubbles.
This points to the fact that ultrasound irradiation is an effective tool for controlling
polymorphic crystallization of fats and reducing induction times. Furthermore, a
range of crystal structures can be controlled. This means it is possible to tune the
desired texture conditions for a particular dairy product. However, the ultrasound-
induced cavitation that produces free radicals appears to have restricted the use of
sonocrystallization for systems containing fats and oils, which are susceptible to
oxidation by free radicals creating off-flavors [84]. On the contrary, Patrick et al. [85]
reported that sonication at 66 kHz did not cause any off-flavor production due to
oxidative changes to palm oil. Their results indicate that the optimum conditions for
obtaining small crystals in the shortest time period are just below the cavitation
intensity threshold.

Ice Crystallization

The ice crystal size directly influences the texture and taste of ice creams which are
consumed in a frozen stage. The ice crystals are required to be as small as possible
for a desired creamy mouth feel. When US is applied during the crystal growth
phase, fragmentation of large crystals under acoustic stress will occur and lead to
crystal size reduction. Ice cream contains up to 50 % by volume of entrapped air.
Ultrasonic degassing can occur during the application of ultrasound and this process
can result in undesirable modifications to the ice-cream texture. Acton and Morris
[86] overcame this issue by increasing the initial gas content so that the proportion of
air lost due to US can be compensated. But the question that remained unanswered
was how much extra air needs to be added to obtain the desired texture.

Furthermore, high-intensity ultrasound may lead to fat oxidation which can lead
to off-flavors and improper textures in ice creams. However, by keeping the cooling
regime constant, it has been found that the structure of the crystallized product can be
adjusted by varying the ultrasonic intensity [87]. Mortazavi and Tabatabai [88]
found that application of 20 min-pulsed ultrasound resulted in the best sensory
flavor, texture, and mouth feel evaluations of ice creams. Flavor and texture of
samples prepared with 5 and 20 min pulse time also had better mouth feel than the
control. Hence, the conditions need to be carefully monitored in using ultrasound on
ice-cream applications.

1304 J. Chandrapala



The use of ultrasound for crystallization of lactose has been widely embraced by
the dairy industry, although fat and ice crystallization aspects still remain in doubt
due to its detrimental effects leading to consumer sensory concerns within dairy
products. However, more work is needed to get the appropriate conditions optimized
specific to a certain dairy product of interest.

Solubility of Dairy Powders

Rapid dissolution of dairy powders is desirable to avoid prolonged processing times,
increased production costs, and reduced product quality. Micellar casein (MC) and
milk protein concentrates (MPC) have generally poor solubility, which is known to
decrease during storage, particularly at high ambient temperature and humidity
[89]. The use of shear to accelerate the solubilization of these powders is therefore
of interest. Some attempts have been made to produce high-protein dairy powders
with increased solubility through the application of static high pressure [90], high
shear [91], or ultrasound [91, 92] to concentrates, the addition of sodium caseinate or
polydextrose [93], and the addition of mineral salts before drying [94]. A recent
study by McCarthy et al. [95] showed that ultrasound (20 kHz/70.2 W) increased the
solubilization of MPC powders with ultrasound (20 kHz/70.2 W). However, their
study involved a stirring pretreatment step at 50 �C, which aids the dissolution of the
powder particles to an extent. However, a thorough investigation of the effects of
ultrasound on the dissolution of dairy powders was performed by Chandrapala
et al. [96].

Chandrapala et al. [96] work investigates the effect of shear on powder solubili-
zation by examining in detail the behavior of low-solubility MPC and MC powders
during ultrasonication and was compared for low-shear overhead stirring, rotor-
stator mixing, and high-pressure homogenization (Fig. 5). The initial solubility of
the MPC and MC powders was between 60 % and 70 %. Ultrasonication achieved
much more rapid solubilization of the powders, with 90–95 % solubility achieved in
less than 10 min. The shear forces generated increase the mass transfer at the surface
of these particles resulting in an increase in the rate of solubilization. To better
contrast the solubilization behavior, the particle size distribution data can be com-
pared for MPC and MC that had achieved approximately 80–100 % powder solu-
bilization (Fig. 6). Ultrasonication appeared to be even more effective than rotor-
stator mixing at breaking apart particle aggregates, presumably due to the high
localized shear that can be created [97]. The average size of the largest particles
was reduced for both MPC andMC powders to about 10–20 μm, with the emergence
of a casein micelle peak at 200 nm now evident (Fig. 6). To observe if there were any
structural changes to the proteins, native PAGE was performed on MPC solutions
sonicated at different time intervals (30 s, 3 min, and 10 min) and compared to
powder dissolved by low-shear overhead stirring. Bands representing casein,
β-lactoglobulin, and α-lactalbumin and higher-molecular weight proteins such as
immunoglobulins and BSAwere all observed to remain unchanged after processing
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by either sonication or homogenization [96]. This indicates that ultrasound did not
have any noticeable effect on the individual protein components in the reconstituted
milk or their interactions with each other. The current results suggest that these
techniques only affect the large powder particles, increasing their rate of solubiliza-
tion and disaggregating casein micelles without affecting the protein components
liberated during dissolution.

Functionality Modification of Dairy Systems

Viscosity Modifications

Controlling the viscosity of food systems by ultrasound is one of the most promising
processes that have been developed due to the facts that the process does not require
any chemicals and additives, is simple and rapid, is cost effective, and will not
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induce large changes in the chemical structure of particles present in dairy systems
which will be of a benefit.

Whey Proteins
During manufacture of whey protein powders, whey protein solutions consisting
significantly high levels (4–15 % by weight) of protein are subjected to heat
treatment. Issues with significantly increased viscosity of the protein solution ulti-
mately limit the extent to which heat treatment is applied and the total solid
concentration that can be used. The viscosity then increases further upon a second
heat treatment during manufacture of secondary dairy products. Ashokkumar
et al. [98, 99] and Zisu et al. [100] outlined a novel approach to overcome this
problem. The application of ultrasound for a very short duration after such a heating
step breaks down these aggregates and prevents their reformation on subsequent
heating, thereby reducing the viscosity increase that is usually associated with this
process (Fig. 7). This functionality (low viscosity) was preserved even after freeze or
spray drying and then reconstitution into aqueous solution. Initially, it was argued
that these observed viscosity changes might have been caused by the physical or
chemical effects of acoustic cavitation. To investigate possible chemical effects due
to radical generation, further experiments were carried out in which reconstituted
whey protein concentrate (WPC) solutions were sonicated over a range of frequen-
cies (20 kHz to 1 MHz) [98, 99]. It was found that whey solutions sonicated at
20 kHz showed the highest viscosity reductions [99, 100] even though 20 kHz
ultrasound formed the least amounts of radicals [101]. The authors therefore attrib-
uted the observed viscosity reduction primarily to the physical forces generated
during acoustic cavitation.

A thorough understanding of the mechanism of these ultrasound-assisted viscos-
ity modifications was investigated by Chandrapala et al. [102]. The three types of
main interactions within protein solutions were investigated: surface charge of the
protein aggregates (indicative of electrostatic interactions), reactive thiol groups
(indicative of thiol–disulfide interactions), and surface hydrophobicity (indicative
of hydrophobic interactions). Interestingly, it was found that surface charge and
reactive thiol groups remained unchanged with the sonication step applied in
between the preheating and postheating steps (Fig. 8). However, the surface hydro-
phobicity of these aggregates was altered markedly (Fig. 8). Preheating denatures the
whey proteins and thereby exposes the hydrophobic groups. This was indicated by
an increase in the surface hydrophobicity of these preheated aggregates. This
increase in surface hydrophobicity was greatly reduced with the introduction of a
sonication step. It was speculated that sonication broke down the protein aggregate
networks through physical shear caused by acoustic cavitation, leading to the
formation of smaller aggregates with lower-surface hydrophobicity. These smaller
aggregates are resistant toward further aggregation during postheating, thereby
improving heat stability.

Similarly, Kresic et al. [103] also investigated the rheological and thermophysical
properties of WPC and WPI solutions subjected to sonication. According to these
results, the use of ultrasound changed the flow behavior and this was attributed to
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altered protein structure, namely, that the hydrophilic parts of amino acids are
opened toward the surrounding aqueous phase, leading to an increased binding of
water molecules. There has been some concern that the sonication of proteins in
solution can lead to the formation of amyloid-type fragments [104]. This formation
was observed when excessively high specific energy was delivered to a small
volume. However, recent studies by Chandrapala et al. [105, 106] showed that no
significant protein structural changes were observed up to 60 min of sonication,
although these minor changes cannot be completely omitted from the observed
functional property changes for both complex and model systems.

Casein + Whey Protein Mixtures
Although casein micelles are considered relatively stable particles, their composition
and size respond to alterations in pH, temperature, and milk protein concentration
[107]. It is possible that the localized high temperatures and shear forces created by
sonication can physically alter the casein micelles or their interactions with other
milk components. Madadlou et al. [108] found that the average size of reassembled
casein micelles could be reduced by exposure to ultrasound (35 kHz frequency) for
6 h provided the pH was above 8. However it is unclear how this relates to native
casein micelles since the reassembled casein particles were considerably larger
(275 nm) and structurally and functionally different [109]. In another study involv-
ing true casein micelles in milk, a decrease in particle size resulting from sonication
was observed. This particle size decrease was attributed to a reduction in casein
micelle size by the authors, although this was not substantiated [110]. A recent study
by Chandrapala et al. [111] showed that sonication did not appear to affect casein
micelle size or composition or permanently affect the mineral balance in fresh skim

Control
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PostH

PreH + PostH

PreH US  5 s

PreH US  5 s+ PostH

PreH US 1min+ PostH

PreH US 20min+ PostH

0 10 20 30 40

Viscosity (cP)

50 60 70 80 90 100

Fig. 7 The effects on solution viscosity for a 6.4 % protein (by weight) solution reconstituted from
whey protein concentrate and sonicated with a 20-kHz horn at a calorimetric power of 31 W in a
batch mode. Dark gray (blue) bars represent solutions without sonication; light gray (pink) bars
indicate sonicated solutions. PreH preheating, PostH postheating, US sonication [99]
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milk. Sonication did however reduce the size of the already small fat globules
remaining in skim milk, appeared to break up whey protein aggregates and assisted
in breaking apart casein micelle, non-micellar casein, and whey protein aggregates
present in reconstituted casein powder systems. The results showed that controlled
application of ultrasonic energy can help break up large casein and whey protein
aggregates thereby influencing macroscopic properties such as viscosity, without
inducing changes to the casein micelles or mineral balance. Similar results were
obtained by Shanmugam et al. [112] when using up to 30 min of sonication, but
prolonged sonication resulted in the partial disruption of some whey proteins from
the whey–whey aggregates. In contrast, Liu et al. [113] found that casein micelles are
disrupted at high pH values with sonication. In their study, reconstituted skim milk at
6.7–8 pH was sonicated at a specific energy input of 286 kJ/kg using 20 kHz.
According to this study, ultrasound caused greater disruption of casein micelles
causing release of proteins from the micellar to the serum phase at high pHs.
Furthermore, they showed that the released proteins reassociated to form aggregates
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of smaller size but with surface charge similar to that of casein micelles in the
original milk. However, in other studies the dissociation of κ-casein was found to be
dominant with increase in pH, which can result in an increase to the total protein
content in the supernatants [114]. They hypothesized that it is due to a pH-dependent
conversion of the native colloidal calcium phosphate (CCP) to an alternative form of
calcium phosphate, which is less capable of maintaining the micellar integrity,
particularly at higher pH values where the charges of the proteins are greater.
Hence, it is arguable as to whether the effects observed by Liu et al. [113] under
high pH conditions are just an ultrasound effect or a pH effect and/or a combination
of both.

Milk Concentrates

Milk is often concentrated commercially to high solids in preparation for spray
drying (typically 40–55 %). However, increasing the solid content, the viscosity of
concentrated milk increases with time in a process known as “age thickening” by
structural buildup through weak interactions between casein micelles that can be
disrupted by mechanical shear [115]. High-power low-frequency ultrasound
(20 kHz) has potential industrial application to reduce the viscosity and to control
the rate of age thickening of concentrated skim milk. A recent study by Zisu
et al. [116] investigated the high-intensity low-frequency ultrasound on concentrated
skim milk to lower viscosity through the process of acoustic cavitation. Batch
sonication for 1 min at 40–80 W and continuous treatment delivering an applied
energy density of 4–7 J/mL reduced the viscosity of medium-heat skim milk
concentrates containing 50–60 % solids. Viscosity was reduced by approximately
10 %, but this has improved to 17 % in highly viscous age thickened material.
Sonication also showed changes in the shear-thinning behavior at shear rates below
150 s�1. Although ultrasound lowered the viscosity of skim milk concentrated to
50 % solids, the treatment could only delay the rate of thickening once the aging
process was established. It was only when ultrasound was activated during concen-
tration that sonication prevented the viscosity of skim milk concentrates from
increasing rapidly.

Gel Formation

A key aspect of yogurt is associated with the physical properties of the gel, which
should possess a smooth textural character in mouth during consumption along with
low serum separation during storage. Vercet et al. [117] studied the use of manother-
mosonication (MTS), to obtain tailored functional properties of the products. The
application of ultrasound allowed elaboration of yogurts with rheological properties
such as flow curves, apparent viscosity, yield stress, and viscoelastic properties
superior to those of control yogurts elaborated with non-sonicated milk. The authors
further showed that MTS yogurts had stronger structures, which resulted in higher
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values of almost all of the many relevant rheological parameters. They suggested
that ultrasound effects are mainly related to the cavitation phenomenon. As a result
of the cavitation conditions, water molecules can be homolyzed, generating highly
reactive free radicals that can react with and modify several molecules. Mechanical
stress, generated either by shock waves derived from bubble implosion or from
microstreaming derived from bubble’s size oscillations, is also able to disrupt large
macromolecules or particles. Reiner et al. [84] also found that compared to conven-
tional yogurts, cultures from thermosonication (TS) milk had higher gelation pH
values, greater viscosities, and higher water-holding capacities. The authors further
stated that the structure was different; it showed a honeycomb-like network and
exhibited a more porous nature. Similarly, Reiner et al. [118] found superior
rheological properties of yogurts prepared from ultrasonicated milk than the yogurts
prepared from conventionally heated milk. Further, Bermudez-Aguirre et al. [30]
found only minor changes to the nutritional properties of milk after ultrasound, with
the advantage of extending the shelf life of the product for more than 16 days at 4 �C
without the use of intensive heat treatments. Wu et al. [119] reported that high-
intensity ultrasound (90, 225, and 450 W, 20 kHz) significantly improved the
viscosity and water-holding capacity and reduced syneresis of yogurt produced
from sonicated milk. These effects are directly related to the yogurt structure,
which is based on strings or clusters of casein micelles interacting physically with
each other and with denatured serum proteins entrapping serum and fat globules.
Furthermore, ultrasound could cause some qualitative changes in the fat globule
membrane which would modify the ability of fat globules to interact with themselves
and/or casein micelles, thereby improving the gelling properties.

In another study by Liu et al. [120], observed the renneting properties of
reconstituted skim milk at 6.7–8 pH that were sonicated at a specific energy input
of 286 kJ/kg using 20 kHz. It was shown that gelation attributes were significantly
modified (i.e., faster gelation) in rennet gels made from milk sonicated at pH 8.0 and
readjusted back to pH 6.7 compared to those made from milk sonicated at pH 6.7.
The renneting properties were also modified (i.e., firmer gels) in milk sonicated at
pH 6.7 compared to those of non-sonicated control milk. The modified renneting
behavior was attributed to ultrasound-induced changes to the proteins in milk.
Chandrapala et al. [121] looked at the phosphate-induced micellar casein gelation
and the influence of sonication (20 kHz) to this process. Gels were formed by the
addition of 7.6 mM tetrasodium pyrophosphate (TSPP) to 5 wt% micellar casein
(MC) solutions. It was shown that sonication at 20 KHz and 31 W for up to 30 min
changed the surface hydrophobicity of the proteins, whereas surface charge was
unaltered. Sonication before the addition of TSPP formed a firm gel with a fine
protein network and low syneresis. Conversely, sonication after TSPP addition led to
an inconsistent weak gel-like structure with high syneresis (Fig. 9). Gel strength in
both cases increased significantly after short sonication times, while the viscoelastic
properties were less affected. Overall, the results showed that sonication can have a
significant effect on gelation of micellar casein systems, but the state of the casein
micelle prior sonication is a dominant factor and should be carefully controlled.
Hence, the effects observed in the study by Liu et al. [113] can be confirmed as a
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combined effect of pH and ultrasound rather than just simply ultrasound being
responsible.

The effect of sonication on milk gels has been reported. Acid gel firmness (G’)
was found to be altered when skim milk was ultrasonically treated prior to acidifi-
cation, although the effect was attributed largely to denaturation of whey protein
caused simply by temperature increases (up to about 95 �C) resulting from sonica-
tion performed without temperature control [114]. However, direct effects of ultra-
sound on casein micelles or individual caseins cannot be ruled out completely,
although negligible effects were found on the individual caseins/casein micelles
[111]. This may be because big multimeric protein complexes are more sensitive to
the shearing forces created by microstreaming and bubble implosion than single-
dissolved monomeric proteins.

Zisu et al. [122] also investigated the changes in heat-induced gelation properties
of WPC systems. It was found that heat-set gels formed fromWPC solutions that had
been sonicated at 20 kHz showed higher gel strengths, reduced syneresis, and
differences in gel microstructure, compared with gels made from non-sonicated
WPC. Conversely, whey protein isolate (WPI) solutions were relatively unaffected
by sonication, possibly reflecting the absence of larger aggregates in the initial
solution or differences in composition. Adjustment of pH prior to ultrasound treat-
ment did not result in significant differences compared with samples that were
sonicated at neutral pH. This suggests that the mechanism for gel promotion is
different from effects induced by pH changes. According to their results, the use of
ultrasound changed the flow behavior and this was attributed to altered protein
structure; the hydrophilic parts of amino acids are opened toward the surrounding
aqueous phase, leading to increased binding of water molecules.

Foaming Capacity

Ultrasound has been used for many years in the study of estimating changes in
protein conformation. Jambrak et al. [123] showed that ultrasound with a high-
intensity (20 kHz) probe has a major effect on whey protein’s functional properties
such as solubility and foam ability. Their results showed that ultrasound of 40 kHz

Fig. 9 Appearance of gels set by (a) sonication prior to TSPP addition and (b) TSPP addition after
sonication [121]
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frequency had less effect on whey protein than a 20 kHz probe. It was explained by
the way of treatment. At probe treatment, the horn is inserted in solution which
favors contact between tip and sample, whereas at baths flasks filled with solutions
were immersed, so there was not direct contact with irradiating surface. A 15 min
treatment using a 40 kHz bath showed the major impact: it decreased the conduc-
tivity of protein sample, increased solubility, and foaming ability of protein. The
larger increases of foaming ability might be to the homogenization effect of ultra-
sound according to the authors. The homogenization effect of ultrasound usually
disperses the protein and fat particles more evenly, which may improve the foaming
property. During ultrasound treatment proteins probably became partially unfolded
in structure which increases the foaming ability [123]. Ultrasound of 500 kHz did not
impact the foaming ability of whey protein, but it affected solubility and
conductivity.

Manipulating the functional properties of dairy ingredients is interesting from the
point of protein functionality, although the actual mechanisms responsible for some
observed effects are still under investigation. As mentioned earlier in this review,
sonication of a liquid generates a number of different effects: mechanical vibration,
agitation, shear forces, turbulence, acoustic cavitation, and free radicals. At this
stage, it has been speculated that functional changes are due primarily to the physical
effects of acoustic cavitation that slightly alter protein structure, since a higher-
frequency ultrasound did not affect the functional properties of dairy ingredients. All
these tailored desirable functional properties of end products with less nutritional
loss and longer shelf lives are most welcoming for the wide use of ultrasound as an
emerging technology in dairy streams.

Conclusion and Future Directions

Ultrasound is a promising technology suitable for a range of different applications in
the dairy industry. In liquid media, the extreme physical forces generated by
low-frequency, high-intensity ultrasound induces acoustic streaming, cavitation,
shear, micro-jet, and shockwaves. These physical forces have been successfully
used for the generation of dairy emulsions, functionality improvements of dairy
systems, inactivation of microbes and enzymes, and crystallization of lactose, ice,
and fat in dairy systems, among several other applications. High-frequency ultra-
sound on the other hand has been used to initiate rapid creaming of fat from milk.
Ultrasound processing has advantages of achieving high product yields, minimizing
flavor loss, increasing homogeneity, reducing energy requirements, reducing
processing times, enhancing end-product quality, reducing chemical and physical
hazards, and lowering the environmental impact, when compared with conventional
dairy processes. Synergies with pressure and/or temperature have been reported but
caution is advised to minimize nutritional losses and adverse flavor modifications if
very high specific energies are to be delivered to the process.

Although the majority of these applications are only proven in the laboratory for a
range of advantages, there is a high potential for large commercial scale-up
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operations. In the last couple years, significant improvements in product quality,
process enhancement, and reduction of cost were successfully achieved on a com-
mercial scale due to the availability of high-power units consisting large continuous
flow chambers. Furthermore, production of improved energy-efficient ultrasonic
equipments with efficient ultrasonic generators and transducers reduces the internal
heating and subsequently prevents using expensive cooling systems which have
often caused the whole system to fail in the past. Most up-to-date systems have an
energy efficiency of greater than 80 % which simply indicates that most of the power
sent to the transducer is transferred into the medium. In addition, small-sized new
generators and absence of moving parts such as rotors lead to the easy installation of
the ultrasonic equipments into an existing facility and have a low maintenance cost.
Hence, commercial standard ultrasonic equipments are developing at a great pace,
although no novel process for the application of ultrasound in food industry is
possible without ultrasonic equipment manufacturers willing to build new designs
according to the requirements. This implies that while the technology has great
promises, it will have to be carefully developed and scaled up for every individual,
unique application.
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Abstract
Ultrasound is a form of energy generated by sound waves at frequencies that are
too high to be detected by the human ear. Cavitation promotes the removal of dirt
and food residues from surfaces and the inactivation of microorganisms. This
phenomenon consists of formation, growth, and collapse of bubbles that generate
a localized mechanical and chemical energy. There are indications that this
technology can be used in the food industry, alone or associated with chemical
sanitizers. The chemical and physical energy generated by acoustic cavitation
promotes severe damage to the cell wall, resulting in the inactivation of micro-
organisms. The ultrasound can provide powerful disinfection, but its use for
large-scale microbiological decontamination should be further evaluated, and in
combination with other technologies, it could even provide excellent results. The
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use of ultrasound has also been implemented in the disaggregation of biofilms and
the inactivation of microorganisms, which can help in the preservation of foods.
Studies evaluating the use of ultrasound associated with others treatments, such as
organic acids, hydrogen peroxide, and peracetic acid, have been conducted to
provide a better understanding of the process and promote its application. Some
authors suggest that the combination of ultrasound with other sanitizers can
produce a synergistic effect. This chapter will discuss the application of ultra-
sound associated with chemicals products.

Keywords
Cavitation • Ultrasound • Chemical compounds • Chlorine compounds •
Nanoparticles • Organic acids • Peracetic acid • Surfactants

Introduction

The food industry has concerns about safety and quality of products. Recently, there
has been great attention in new methods to guarantee the preservation of food
without the use of additives. Thus, the food becomes safe and retains the food’s
nutritional value and sensory aspects. There is also a concern that the technologies
applied should be related with low-energy consumption and should be cost compet-
itive and environment-friendly. In this perspective, researches have been dedicated
to new technologies used in food production and processing [1, 2].

Emerging strategies to preservation of food, such as pulsed electric field, high
pressure, electrolyzed water, shortwave ultraviolet light (UV-C), irradiation, ozone,
organic acids, nanoparticles, bacteriocins, and ultrasound treatments, have been
usually studied for application in food industry. Ultrasound application has been
an important topic of studies in food science and technology because of its promising
effects in food processing and preservation [3–14].

Ultrasound is a technology that has been used with different objectives, such as
communication with animals, the location of flaws in concrete buildings, chemical
synthesis, the diagnosis or treatment of diseases, characterization of foods, and
decontamination of surfaces and foods [13].

In food processing, the high-intensity ultrasound at low frequencies from 20 to
100 kHz is useful in inactivating microorganisms [15]. This inactivation is the result
of a process called cavitation. Cavitation (Fig. 1) is the formation, growth, and
collapse of bubbles that generate a localized mechanical and chemical energy [16, 17].
The inactivation effect of ultrasound has also been attributed to intracellular
generation of cavitation, and mechanical shocks can impair the structural and
functional cellular components until the cell lysis point [18]. The microbial death
mechanism is mainly due to weakening of cell membranes, located heating, and
production of free radicals. The destruction and disintegration of microorganisms by
ultrasonic waves are related to the formation of bubbles during the cavitation
process. Several studies [3, 8, 11, 14, 19, 20] demonstrated inactivation of
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microorganisms by ultrasound in combination or not with other treatments. The
ultrasound alone can provide powerful disinfection, but its use for large-scale
microbiological decontamination should be further evaluated, and in combination
with other technologies, it could even provide excellent results [21].

The physical effect can be the main action that is involved on microbial cell death.
However, it is known that the production of reactive compounds as peroxide
hydrogen can promote the microbial disruption either [22]. When propagated
through a biological structure, ultrasound promotes the compression and expansion
of themedium particles, resulting in the production of a high amount of energy [15, 23].

Ultrasound offers advantages in terms of cost, productivity, and selectivity, with
better processing time, improved quality, and reduced chemical damage and physical
risks. Currently, the application of this technology has attracted attention for its role
in environmental sustainability without causing damage, and it is therefore applica-
ble to the concept of green technology [18]. Another important factor for the use of
ultrasound in the food industry is the fact that it does not generate unpleasant odors
and does not cause nutrient loss [15, 24], added to the fact of the possibility of being
applied to room temperature and without heat generation [25].

Physical and chemical effects of ultrasound treatment are strongly associated with
the amplitude of ultrasonic waves, exposure time, volume processed, food composition,
and treatment temperature [13, 15]. These parameters modified the physical, chemical,
and biochemical effects that can be observed with a variety of applications [4].

Fig. 1 Cavitation phenomenon and ultrasound mechanisms of action
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The determination of the frequency is very important and can affect the cavitation
activity. The bubble size is inversely proportional to the frequency. Lower frequen-
cies produce larger bubbles, and a higher energy is liberated [26].

Factors That Affect the Ultrasound Application

The characteristics of food can affect the application of high-power ultrasound. In
highly viscous foods, ultrasound dispersion is difficult, thus reducing the frequency
at which cavitation occurs. Lower frequencies are more effective in this case
[27]. Other parameter is the pH of the medium or food. At a lower pH, inactivation
rate of microorganisms is increased. Salleh-Mack and Roberts [28] observed a
significant effect on the ultrasound inactivation (24 kHz/9 min), where a lower pH
caused a major reduction in the count of microorganisms. Bacterial inactivation and
the sonoprotective effect of milk components during the application of ultrasound
(24 kHz at 30–35 �C) were observed by Gera and Doores [29]. The presence of
lactose promote a increase on D values, suggesting that lactose exerted a protective
effect on bacteria. São José et al. [13] suggested that when fresh-cut products are
sanitized with ultrasound, some of the compounds of these foods can be released into
the medium and exert a protective effect on bacteria.

The optimum temperature has to be determined to enhance the formation of
cavitation. Salaleh-Mack and Roberts [28] evaluated ultrasound application and
observed that ultrasound (24 kHz/9 min) improved the sensitivity of E. coli to
thermal inactivation at increased temperatures. For some foods, as fruits and vege-
tables, the temperature increase is not appropriate. So, first it is necessary to evaluate
the characteristics of the food and check the possibility of application of ultrasound
associated with high temperature.

Application in Fruits and Vegetables

Fresh vegetables are frequently consumed in daily diets, and, in recent years,
minimally processed fruit and vegetable consumption has increased [30]. Unfortu-
nately, this demand promoted an increase in the frequency of outbreaks of foodborne
illnesses related to these products [31].

Decontamination methods applied to fresh produce promote an increase in
microbial safety and shelf life [32]. Sources of contamination are related to presence
of pathogens in irrigation, wash waters, soil residue, insects, metals, and weeds
[13]. It is important to mention about the care cleaning of fruits and vegetables
before processing because fresh-cut produce is processed from a material grown in
contact with soil and without any antimicrobial treatments. The washing and sani-
tization steps before cutting and during processing effectively reduce the risk of
pathogen and residue contamination on fruits and vegetables from harvest and
handling conditions [32, 33]. During sanitization, fruits and vegetables are subjected
to an effective treatment to eliminate or reduce the number of pathogenic
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microorganisms, without affecting the quality of product. The success of these
procedures is related to several factors, such as time of washing, temperature, the
method of washing, the type and concentration of the sanitizer, and the type of fresh-
cut fruit or vegetable. Sanitizer should be selected so as to be effective in the
elimination of pathogenic microorganisms and also be safe from toxicological
aspects [13].

Commercial operations use wash treatments with chemical compounds as the
essential step to reduce contamination on fresh fruits and vegetables. Sanitizing with
chemical solutions influences the safety and preservation of these products. Saniti-
zation step for the minimal processing of fruits and vegetables is very important, and
it is vital to develop and evaluate new strategies that collaborate to the microbial
safety of these products. These alternative methods could not result in the formation
of toxic subproducts that put in danger human health and the environment [14].

Limitations in removal and inactivation of microorganisms from the surface of
fruits and vegetables can be related to the presence of biofilms. Sanitizers are
difficult to penetrate and destabilize in the biofilm structure. Therefore, it is neces-
sary to evaluate methods that can remove these complex structures.

Among the new strategies that have been studied for application on sanitization
step has been the use of ultrasound. Ultrasound has been adopted by the electronics
industry to decontaminate surfaces, and its use has recently been recommended in
sanitization step in the food industry. In recent years, many studies have evaluated
the ultrasound application on food processing and preservation [3, 6, 11, 13, 15,
19]. Ultrasound application can be functional in the decontamination surface when
associated to another strategies. This method improves antimicrobial action by
weakening the cell wall which facilitates the penetration of sanitizers. The intense
pressure generated during the use of ultrasound may contribute to the penetration of
chemical oxidants through the cell membrane, and the cavitation process can assist
the disintegration of microorganisms, which culminates in a higher efficiency of the
sanitizing treatment. Therefore, ultrasound waves detach microorganisms from fruit
and vegetable surfaces into sanitizer solutions and promote the exposure of micro-
bial cells to sanitizer solutions. Thereby, ultrasound associated with sanitizers can
show a synergistic effect [34].

Ultrasound and Chlorine Compounds

Easiest application, low cost, high antimicrobial activity, and complete dissolution in
water of chlorinated agents make chlorine compounds attractive for frequent use in
the fruit and vegetable industries [35]. The improper use of chlorine compounds can
lead to water hyperchlorination, which can result in high concentrations of trihalo-
methanes and other byproducts that are known carcinogens [36]. Chlorinated com-
pounds have been a focus of environmental concern [36, 37], and studies indicated
that some emerging pathogens are more tolerant to chlorinated compounds, raising
further concerns about the effectiveness and use of chlorine in the minimally
processed food industry [35, 38]
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Despite the restrictions of use, chlorinated compounds are still used. Considering
the need to reduce their use, some studies have explored the evaluation of the use of
chlorinated compounds in normal or reduced concentrations associated to ultrasound
aiming to promote better inactivation of microorganisms.

Seymour et al. [3] reported that the combination of ultrasound (40 kHz/10 min)
with sodium hypochlorite at 50 mg�L�1 resulted in the reduction of 1.2 log CFU�g�1

in Salmonella Typhimurium in lettuce compared with treatment with chlorine
solution alone.

Apples treated with ultrasound at a 170 kHz frequency combined with 20 mg�L�1

chlorine dioxide showed a 4 log CFU.g�1 reduction in the population of contami-
nating Salmonella and E. coli O157: H7 [39].

Zhou et al. [40] observed that use of ultrasound contributed to a reduction of
0.7–1.1 log CFU�g�1 of E. coli O157: H7 in spinach in all treatments compared with
treatments using only chemical sanitizers. Ayyildiz et al. [41] observed that a
sequential combination of ultrasound and chlorine dioxide provided a 3.2–3.5 log
reduction in the number of E. coli and total coliforms in raw wastewater, while the
sum of the log reductions using individual treatments was 1.4–1.9 log CFU.mL.

Chen and Zhu [20] demonstrated that the use of chlorine dioxide in combination
with ultrasound allows the maintenance of the postharvest quality in the Japanese
plum (Prunus salicina L.).

Aday and Caner [42] evaluated effects of ultrasound and 6 mg/L chlorine dioxide
combined or not on strawberry storage life and observed that these treatment were
more beneficial for quality factors such as pH, total soluble solids, and texture
compared with individual treatment.

Application of Ultrasound with Peracetic Acid

This sanitizer is produced by reaction between acetic acid and acetic anhydride with
hydrogen peroxide in the presence of sulfuric acid which is the reaction catalyst
function. It is a strong oxidizing agent and sanitizer with higher oxidative potential
than of chlorine and chlorine dioxide [4].

The population of Salmonella enterica Typhimurium ATCC 14028 which
adhered to the surface of cherry tomatoes was reduced by approximately 4 log
CFU�g�1 in combination when ultrasound (40 kHz) and peracetic acid were
used [11].

São José and Vanetti [14] evaluated the effect of ultrasound and chemical
sanitizers to watercress, parsley, and strawberry and observed that combination of
ultrasound and 40 mg/L peracetic acid resulted in reductions in aerobic mesophiles
of approximately 6.5 log UFC/g and in mold and yeast ratios of 3.3 log
UFC/g. However, this treatment caused watercress and parsley to darken. In the
same study, all treatments with ultrasound promoted a reduction on firmness. The
ultrasound treatments that were applied under conditions that would not impair
sensory of nutritional properties did not effectively inactivate microorganisms.

1326 J.F.B. de São José



Ultrasound application combined with peracetic acid did not promote virus
reduction on recycled water reconditioning. Should be considered the frequency of
ultrasounds because this can control the size of cavitation bubbles. This method can
be a more environmentally friendly and toxicologically safer strategy for water
reconditioning of the fresh-cut industry [43].

Application of Ultrasound with Organic Acids

Organic acids are GRAS (generally recognized as safe) and have the ability to
inactivate foodborne pathogens [44]. These substances promote environmental pH
reduction, disturbance of membrane transport and/or permeability, anion accumula-
tion, or a decrease in internal cellular pH. Organic acids act rapidly and have a big
spectrum of action [45].

Sagong et al. [19] evaluated the effect of ultrasound associated with lactic acid
1 % for 5 min on contaminated lettuce with S. Typhimurium and observed a
reduction of 2.33 log CFU•g�1. These same authors found that with combined
treatment with ultrasound for 5 min, organic acids caused further reduction of
0.8–1.0 log CFU•g�1 of E. coli O157: H7, Salmonella Typhimurium, and
L. monocytogenes compared to treatment with an organic acid alone.

Ansorena, Moreira, and Roura [46] evaluated the combined effect of ultrasound,
citric acid, and thermal treatments on fresh-cut broccoli and observed retention of
green color, microbial control, nutritional quality, and extending shelf life. These
authors discuss that combination of treatments could reduce the required concentra-
tion of aqueous sanitizer and thermal treatment time.

The total aerobic bacteria and molds and yeasts on cherry tomatoes were reduced by
1.77 and 1.50 log UFC/g after the combined treatment of slightly acidic electrolyzed
water and ultrasound [47]. In this same study, higher microbial reduction was observed
with combined treatment in the strawberry samples but the reduction of cherry tomatoes
was higher. This can be related to surface morphology differences between samples.

São José et al. [48] evaluated ultrasound and organic acids on green peppers and
melon surfaces and observed that all treatments decreased the the number of adhered
bacteria on green peppers and melon surfaces by more than 1.4 log CFU/cm2.
A higher removal of pathogens was observed after the use of a combination of
ultrasound and 1 % lactic acid, which reduced the E. coli and Salmonella count by
2.9 and 2.8 log CFU/cm2, respectively, on green peppers. For melons, the combi-
nation of ultrasound and lactic acid showed a reduction of 2.5 and 3.1 log CFU•cm2

for E. coli and S. enteritidis, respectively. Acetic acid, a component of vinegar that is
widely used for the sanitization of vegetables, reduced S. Enteritidis by 1.6 log
CFU/cm2 on green peppers. This same treatment reduced S. Enteritidis and E. coli by
1.4 and 1.8 log CFU/cm2, respectively.

In Fig. 2 the effect of ultrasound and 1.0 % lactic acid in inactivation of
Escherichia coli and Salmonella enterica serovar Enteritidis on green peppers and
melon surfaces can be observed.
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Fig. 2 (continued)
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Velazquez et al. [49] used 1 % lactic acid on lettuce and observed a reduction of
1.7 log CFU/g of E. coli O157: H7. In the study of Huang and Chen [31], 1.0 %
lactic acid was the most effective treatment, reducing E. coliO157: H7 on spinach by
1.9 log CFU/g.

São José et al. [50] evaluated the application of ultrasound and organic acids on
surface pears and observed that the treatments removed more than 0.94 log
CFU/cm2. These results are comparable with chlorine sanitizing solution that
reduces 1–2 logarithmic cycles in the initial count sanitized fruit.

Fruits and vegetables can be very difficult to clean because of their soft tissues
that are easily damaged and irregular surfaces with microenvironments that protect
microbes. Natural waxes on plant surfaces and oils and waxes commercially applied
to plant surfaces can cause difficulty in the efficacy of sanitizers [51, 52].

Application of Ultrasound with Surfactants

Combination of sanitizer and surfactant can be better against microorganisms rather
than using sanitizer alone. Surfactants consisting of amphipathic molecules can
reduce interfacial tension. Thereby, surfactants can reduce hydrophobic interactions
which are involved in bacterial adhesion and these can be removed from fruit and
vegetable surfaces.

Iceberg lettuce and carrots were inoculated with B. cereus spores and treated with
combinations of ultrasound and various concentrations (0.03–0.3 %) of surfactant
(Tween 20, 40, 60, 80 and Span 20, 80, 85) solutions for 5 min. Combination of
ultrasound (40 kHz) and 0.1 % Tween 20 promoted reduction on B. cereus spores of
2.49 and 2.22 log CFU/g on lettuce and carrots, respectively, without causing
deterioration of quality [53].

The combination of ultrasound and detergent can promote greater reduction of
cell surface than the isolated use of the detergent solution due to the cavitation
phenomenon which releases mechanical energy in order to facilitate the contact of
detergents/surfactants with the surface to be cleaned.

Application of Ultrasound with Nanoparticles

The low effectiveness in reducing contaminants in fresh-cut products, and the fact
that the sanitizing chlorine results in the formation of harmful compounds to health,
leads to development and evaluation of alternative sanitizers. The use of silver
nanoparticles as antibacterial agent is relatively new.

�

Fig. 2 Photomicrographs of E. coli adhesion on green peppers (a) and melons (c); S. enteritidis
adhesion on green peppers (b) and melons (d); removal of E. coli ATCC 11229 by application of
ultrasound 40 kHz + 1.0 lactic acid for 2 min on green peppers (e) and melon surfaces (f); removal
of S. enteritidis ATCC 13076 by application of ultrasound 40 kHz + 1.0 lactic acid on green peppers
(g) and melon surfaces (h)
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As one of multifunctional inorganic nanoparticles, zinc oxide is known to inac-
tivate microorganisms. Nano-ZnO has been listed as GRAS by the US Food and
Drug Administration. The combination of ultrasound and nano-ZnO coating pro-
moted the slowdown of ethylene and carbon dioxide production and delayed the
ripening process significantly in fresh-cut kiwifruit [54].

The silver nanoparticles have a broad action spectrum against gram-positive and
gram-negative bacteria, molds, yeasts, and viruses. Regarding toxicity to animal
cells, the metal is the silver that has the lowest toxicity. Silver nanoparticles have
different applications such as catalysis in chemical reactions and microbial inacti-
vation [55]. The efficient antimicrobial properties of silver nanoparticles caused it to
be one of the most commonly used nanomaterials [56]. The inhibitory effect of Ag+
may be related to the adsorption of negatively charged bacterial cell wall and mobile
deactivation of enzyme, disrupting the membrane permeability and ultimately lead-
ing to cell lysis and death [57]. Tiwari and Bihari [58] found that by treating E. coli
DH5 cells with 135 kHz for 15 min with nanoparticle solution with 25 g•mL�1, a
50 % loss of viability was found, and this loss was equal to 40 % when cells were
treated with ultrasound at 35 kHz associated with the nanoparticles. These same
authors reported that the application of ultrasound ensures the entry of silver
nanoparticles in the bacterial cell in which binding occurs initially with various
sites on the membrane and cell wall.

The smaller particles with more surface area available to interact promote greater
bactericidal effect than larger particles [59]. Ultrasound can facilitate the access of
these nanoparticles to cell target.

Ultrasound and Other Chemical Compounds

In recent years, food industry focused on the use of natural compounds in food
preservation. Plant extracts were used due to their antimicrobial and antioxidant
properties. These substances interact in different forms with microbial cells [60].

Millan-Sango et al. [61] evaluated ultrasound combined to essential oil of oreg-
ano and observed that continuous ultrasound treatments led to a reduction of 2.65 �
0.23 log CFU/cm2 of E. coli on the lettuce. Significant differences were found at
0.018 %, 0.022 %, and 0.025 % (v/v) both in continuous and pulsed US modes when
compared with samples treated only with US. When continuous or pulse mode of
US was combined with 0.025 % (v/v) of EO of oregano the result was synergetic.
Essential oil combined with US could work synergistically on enhancing the inac-
tivation of the tested bacteria [61].

Ferrante et al. [62] observed that thermosonication treatment at 45 �C, frequency
of 20 kHz in combination with vanillin (1500 ppm) and citral (100 ppm), achieved a
6 log CFU/ml reduction of L. monocytogenes in orange juice.

Yang et al. [63] investigated the effect of ultrasound (40 kHz, 10 min) and
salicylic acid (0.05 mM) individually or in combination on blue mold, which is
caused by Penicillium expansum in peach fruit. The results showed that the
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combination of ultrasound with salicylic acid were more effective than either
individual treatment in controlling postharvest blue mold in peach fruit.

Muñoz et al. [64] has shown that the application of ultrasonic waves at 20 kHz of
frequency, without nisin, produced a 0.30 log CFU/ml reduction in L. innocua.
The addition of nisin at 2.50 mg/l resulted in a better antimicrobial effect of the
ultrasound and promoted a reduction of 2.80 log CFU/ml of L. monocytogenes.
Johnson et al. [65] reported that a combination of ultrasound treatment of 70 kHz for
2 h and the use of gentamicin sulfate on a biofilm reduced 97 % of the populations of
E. coli. This fact is related to the ability of ultrasound to destabilize the cell
membrane and allow the diffusion of the antibiotic through it.

Conclusion and Future Directions

Ultrasound has potential applications on food to control microbial contamination
without changing their quality aspects. Some studies have shown that ultrasound
treatment combined to chemical compounds could inactivate microorganisms. It is
important for the application of ultrasound to understand the parameters (frequency,
power, treatment time, etc.) to permit the efficiency of sanitization without promot-
ing alterations on sensory quality and nutritional value of food. Ultrasound is an
eco-friendly technology and has nonthermal properties, which also permits energy
and cost savings.

Consumers demand food products with reduced values or absence of chemical
compounds for microbial control. Ultrasound can permit this, and association of this
with substances in reduced concentrations can increase the safety of fresh produce.
Ultrasound can be a viable method for quality assurance and food safety. Further
research should be encouraged to provide a better understanding of the process and
promote its application. This would permit to identify the microbial inactivation mech-
anisms and understand the synergism when ultrasound is applied with another method.
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Abstract
In the past few years, much interest has focused on the applications of ultrasound
in food processing and technology. Many reports suggest effective benefits from
combining ultrasound with classical techniques. Applications of ultrasound gen-
erally involve processes that can enhance rates, improve quality and/or safety, and
reduce processing time. Ultrasound assistance has now become of significant
importance when scaling up laboratory processes and can play a key role in
implementing sustainable “green” technology.
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Here we look at the concepts of hazard analysis and critical control points
(HACCP) and hazard and operability (HAZOP) in the design of an ultrasonic
food processing operation. These concepts are currently used as total quality
management tools for the improvement of industrial operations. The HACCP
program ensures the processing and production of safe foods by analyzing health
hazards associated with processing, distribution, and consumption of foods, and
in which the critical control points of the process are identified. The HAZOP
analysis is used to identify hazardous working conditions in specific steps of a
processing operation, taking into account the health effects of both contact and
airborne ultrasound exposure.

Keywords
Ultrasound • HAZOP • HACCP • Critical control points

Introduction

In the past few years, much interest has focused on applying ultrasound in food
processing. This technology has been increasingly used in processing, preservation,
and extraction processes [1–6]. The applications of ultrasound in food processing are
extensive and arise mainly from the physical effects of ultrasound. Sonication has
been successfully applied to defoaming, degassing, cooking, cutting, freezing,
drying, sterilizing, emulsifying, and homogenizing (Table 1) and can also be of
interest for food preservation through its biochemical effects for the inactivation of
microorganisms, spores, and enzymes. Sonication can break cell walls and denature
enzymes, and when combined with other procedures, inactivation can be improved.
Also, ultrasound can be used in assisted extraction procedures for the extraction of
many target compounds contained in a wide range of matrices. These compounds of
interest can then be further used for direct or indirect applications. Many reports
suggest the effective benefits of combining ultrasound with classical techniques.
Applications of ultrasound generally involve processes that can enhance rates,
improve quality and/or safety, and reduce processing time. Ultrasound assistance
plays a key role in implementing sustainable “green” technology.

The quality management tools in the food industry are becoming increasingly
important to ensure safe food products processed in proper working conditions.
Various methods are used to identify the risks that can occur. The concepts of hazard
analysis and critical control points (HACCP) and hazard and operability (HAZOP)
are used to ensure food safety and optimize efficiency and the management of risks
affecting manufacturing processes, people, and the environment.

The HACCP system is a process that identifies and assesses the hazards and risks
associated with the manufacture, storage, and distribution of foods. It implements the
appropriate controls for the elimination or reduction of these hazards at specific
points along the production line [7, 8].
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Table 1 Application of ultrasound in food processing [6]

Application
Conventional
methods

Ultrasound
principle Advantages Products

Cooking Stove
Fryer
Water bath

Uniform heat
transfer

Less time
Improving heat
transfer and
organoleptic quality

Meat
Vegetables

Freezing/
crystallization

Freezer
Freezing by
immersion, by
contact

Uniform heat
transfer

Less time
Small crystals
Improving diffusion
Rapid temperature
decrease

Meat
Vegetables
Fruits
Milk products

Drying Atomization
Hot gas stream
Freezing
Pulverization

Uniform heat
transfer

Less time
Improving
organoleptic quality
Improving heat
transfer

Dehydrated
products (fruits,
vegetables)

Pickling/
marinating

Brine Increasing
mass transfer

Less time
Improving
organoleptic quality
Product stability

Vegetables
Meat
Fish
Cheese

Degassing Mechanical
treatment

Compression-
rarefaction

Less time
Improving hygiene

Chocolate
Fermented
products (beer)

Filtration Filters
(semipermeable
membranes)

Vibrations Less time
Improving filtration

Liquids (juices)

Demolding Greasing molds
Teflon molds
Silicone molds

Vibrations Less time
Reducing product
losses

Cooked products
(cake)

Defoaming Thermal
treatment
Chemical
treatment
Electrical
treatment
Mechanical
treatment

Cavitation Less time
Improving hygiene

Carbonated drinks
Fermented
products (beer)

Emulsification Mechanical
treatment

Cavitation Less time
Emulsion stability

Emulsions
(ketchup,
mayonnaise)

Oxidation Contact with air Cavitation Less time Alcoholic drinks
(wine, whisky)

Cutting Knives Cavitation Less time
Reducing product
losses
Accurate and repeated
cutting

Fragile products
(cake, cheese)
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The HAZOP system investigates potential deviations of operations from design
conditions that could create process operation problems and hazards.

In the chemical industry, manufacturing processes are commonly adjusted to
introduce new technologies such as ultrasound. However, in the food industry, the
constraints of product image, the market, and dietary risks are such that any
innovative technology must adapt to the manufacturing process and indeed to the
whole production chain. The design of any ultrasound-assisted method for food
processing must therefore be supported by HACCP and HAZOP analysis. These are
important steps in approving products and food processes by standardization and
certification. One of the major requirements for a food safety program is that it
should be based on the principles of risk analysis and the study of critical points, as
stated in the current edition of the Codex Alimentarius [9].

The design, construction, and start-up processes of processing or preservation
assisted by ultrasound have to meet the specifications derived from the application of
HACCP principles and HAZOP in sono-food processes.

HACCP

Definitions

HACCP stands for hazard analysis and critical control points [10]. The HACCP
concept is a systematic approach to food safety management based on recognized
principles designed to identify the hazards likely to occur at any stage in the food
supply chain and put into place controls to forestall them [11]. It is a very logical
system that covers all the stages in food production from production and harvest to
consumption, via all the intermediate processing and distribution activities.

HACCP offers a number of advantages: most importantly, HACCP focuses on
identifying and preventing hazards from food contamination. It permits more effi-
cient and effective process administration, primarily because full record keeping,
rather than spot daily statistics, enables investigators to see how well a firm is
complying with food safety regulations over a period of time. The responsibility
for ensuring food safety is placed appropriately on the food manufacturer or distrib-
utor, thereby helping food companies to compete more effectively in the world
market and reducing barriers to international trade [12].

A critical control point (CCP) is a step in the flow diagram of the food process at
which control measures can be applied. These CCPs are essential to prevent or eliminate
a food safety hazard or reduce it to an acceptable level. Complete and accurate
determination of CCPs is fundamental to controlling food safety hazards. If a hazard
is identified at a step where control is necessary for safety, and where no control is
performed, then the process has to bemodified at that step, or at some earlier or later step,
so as to include a control measure. In such a case, the added step is the CCP [13, 14].

Hazard analysis concerns any biological, chemical, or physical agent reasonably
likely to cause illness or injury unless controlled. Thus the term “hazard” used here is
limited to safety. Hazard analysis has to consider what control measures may be
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applied to each hazard. Finally, the hazards associated with each step have to be
listed along with the measures necessary to control them. More than one control
measure may be required to control a specific hazard, and more than one hazard may
sometimes be controlled by a specified control measure [14].

Food-contact surfaces are all those surfaces that may come into direct contact
with human food during normal operating conditions. They include processing
devices and support surfaces.

Quality control operation is a planned, systematic procedure that describes all the
actions necessary to prevent food from being adulterated.

Principles

The HACCP system is based on a universally recognized set of seven principles.
These are used to develop an HACCP plan for food. These principles reflect a
framework developed on the basis of a combination of recognized, science-based,
food safety considerations, and quality system characteristics [15]. This integration
of basic food safety principles with the quality systems approach has been an
important factor in the widespread recognition of the HACCP principles by food
quality professionals [5].

The universally recognized seven principles of HACCP are:

• Principle 1: Conduct a hazard analysis of all raw materials and ingredients and
each step (in the process flow diagram) used for preparation of the food product.

• Principle 2: Determine which raw materials and ingredients, and process steps,
will be critical control points at which identified unacceptable hazards will be
controlled.

• Principle 3: Establish critical limits or tolerances for each of the critical control
points identified in Principle 2.

• Principle 4: Establish monitoring procedures for each of the critical control
points identified in Principle 2.

• Principle 5: Establish corrective action procedures to be followed when moni-
toring of the critical control points reveals that the established critical limits have
been exceeded or not been met.

• Principle 6: Establish verification procedures to confirm and provide confidence
that the critical control points are being monitored effectively and are under
control, and the HACCP plan for the product is operating effectively.

• Principle 7: Establish record keeping and documentation procedures for records
and documents that are required by the HACCP plan.

Applications of Ultrasound

HACCP systems were initially designed and applied to the food manufacturing
industry and are applicable throughout the food supply chain from raw material
production through processing and distribution to final use by the consumer. The
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system can also be applied to other products such as primary packaging or any of the
different stages of food production where food safety is a fundamental issue [16]. If
hazards are not controlled throughout the production chain, they may appear or
develop later on. It is therefore essential to control the measures prescribed at each
stage of the process, adopting a preventive approach for the entire supply chain [11].

HACCP in Ultrasound Food Processing

Quality Assurance
The entire food industry requires quality assurance provision for production moni-
toring, which involves testing products [17]. In some of these tests, long food
treatment times are required, and destructive techniques are used. Ultrasound can
be helpful in some of these tests. For example, low-intensity ultrasound has been
used in the quality assessment of avocados, mangos, and melons according to
ripeness state by evaluating ultrasonic parameters such as velocity and attenuation
in relation to the physical characteristics of the medium. The quality of beef, chicken,
cod, pork meat, milk, wine, sugar solutions, and oils has been evaluated with
ultrasonic parameters, by applying the theory of how wave behavior (velocity and
attenuation) relates to the physical composition of the medium [18]. Textures of
products like cheese and cooked vegetables and the ripeness of fruits have all been
determined using ultrasonic waves [19].

Despite its advantages, Chemat and Hoarau [20] suggest that ultrasound use in
food engineering requires the setting up of an HACCP program in which the critical
control points of food processing are identified, so that potential hazards in produc-
ing a safe quality product can be controlled.

Process Control
This HACCP program covers the activities carried out in transportation and recep-
tion of all materials to be used in the processing and packaging operations, storage,
and warehousing of all materials and products at the food processing plant.

The HACCP processes should be systematic and successive, so flow charts must
be prepared that include all the relevant steps, such as acquisition of raw materials,
storage, formulation, preparation and melting, ultrasound treatment, heat exchange,
aseptic packaging and finished product storage area, etc. (Fig. 1). Next, the accuracy
of the flow chart should be verified by the HACCP team. If this team is unanimous,
the flow chart should not be subsequently changed.

In this case, a theoretical typical food process can use ultrasound technologies to
transform and preserve liquid products or semiliquid foods. In this theoretical
process, the transformation (defoaming, degassing, emulsification, etc.) or preserva-
tive operation (pasteurization or sterilization) is continuous and requires a heat
exchanger and an ultrasound probe or bath. The hazard to be studied (generally
microbiological, physical, and chemical danger) is then selected by the quality team.
In the ultrasound treatment, the critical processing factors are assumed to be the
amplitude of the ultrasonic wave, the time of exposure/contact with the
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microorganisms, the type of microorganism, the volume of food to be processed, the
composition of the food, and the temperature of the treatment.

Understanding the potential hazards and manufacturing are essential for prepar-
ing a HACCP plan: some pollution may be eliminated sufficiently in the operation
but not all. Therefore, knowledge of possible microbiological, chemical, physical,
and biological hazards connected to the processes under evaluation is essential for
the HACCP team. After the identification of existing hazards and control measures, a
step or procedure is defined so that a food safety hazard can be prevented, elimi-
nated, or reduced to acceptable levels. This step or control procedure is a critical
control point (CCP). The selection of CCPs is made using a CCP decision tree (Fig. 2
and Table 2). This decision tree was designed to allow the HACCP team to ask
specific, logical questions to help the determination of a true critical control point
vs. a control point that could be handled under GMPs (Good Manufacturing
Practices) or SOPs (Standard Operating Practices). However, the decision tree is
not perfect and is mainly used to focus the team’s attention on what should be used in
an HACCP plan to control hazards.

CCP

modify the processQuestion 1: Do preventative
control measures exist?

Is this control action necessary to
control food safety?

No

No

No

No

Question 2 : Is this process step intended to eliminate
or reduce the hazard to an acceptable level? c

Yes
Yes

Yes

Yes

Not a CCP (a)

Question3: Is an unacceptable level, survival, c
persistence or increase at this step probable?

Question  4: Is reduction, if any, at a further step
adequate? (c)

Yes No

Not a CCP

Not a CCP Stop (b)

Stop (b)

Stop (b)

Fig. 2 Four questions should be included in the CCP decision tree of the HACCP system
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During the development of the HACCP plan, the HACCP team must draw up
procedures to be followed if and when the monitoring of a CCP reveals that the
critical limits are not respected, and therefore there is a loss of control of the hazard at
the CCP. A product obtained during a processing step where the CCPs are not
respected is a nonconforming product likely to be unsafe if consumed. Examples
of verifications activities for CCPS that can help identify risks are given in Table 3.

HACCP Plan for Ultrasound Equipment/Hazard Analysis
The HACCP plan covers activities directed at design, construction, installation,
performance, maintenance, and use of ultrasound equipment in a food processing
plant. It also includes the calibration of the equipment used for monitoring and
measuring parameters at any point in a process for the detection, elimination,

Table 2 Deciding on critical control points (CCPs)

Processing
steps Questions of the CCP decision tree

Whether
CCP or not Main hazard

Question Question Question Question

1 2 3 4

Raw
materials and
auxiliary
material
reception

Yes Yes CCP Biological,
chemical, and
physical
pollutions

Storage Yes No Yes Yes Not

Formulation,
preparation,
and melting

Mixing Yes No Yes Yes Not Abuse of food
additives

Curing Yes Yes CCP Contamination

Ultrasound
treatment

Yes No Yes No CCP Biological,
chemical, and
physical
pollutions

Heat
exchange

Cooling Yes Yes CCP Pathogenic
microbes

Boiling Yes Yes CCP Pathogenic
microbes

Drying Yes No Yes Yes Not

Aseptic
packaging

Yes Yes CCP Pathogenic
microbes

Finished
product
storage area

Yes Yes CCP Pathogenic
microbes
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control, or prevention of food safety hazards and for measuring product character-
istics that are indicators of the safety of a product [21, 22].

The types of ultrasound equipment used in a food processing plant depend on the
specific type of products being processed. The performance of the equipment should
ensure that the safety or quality specifications of the product can be met. In this
HACCP program, the primary considerations are to ensure that the equipment is
capable of processing products that can meet safety and quality requirements, while
it must not be a source of contamination of the product.

Ultrasound Processing Equipment
Some hazards that may apply to food products according to the processing equip-
ment are listed in Table 4. In order to perform a complete HACCP analysis, we need
to consider the possible hazards throughout the processing chain.

• Ultrasound bath and probe system
According to ISO 9001, all equipment should be suitably designed and
constructed to ensure that the specific requirements of the process can be met,
and the required maintenance, inspection, and cleaning can be readily undertaken.
In this case, the design and construction of ultrasound equipment are not perfect.
The ultrasonic bath or ultrasonic probe used during the operation may cause
contamination of the product by the equipment itself. Unacceptable accumulation
of any material (e.g., dust, fragments of metal, oil, water, products) is likely to be
a source of such contamination.

• Food-contact surfaces
The contact surfaces between food and ultrasound equipment can release toxic
elements and cause chemical migration (e.g., titanium), which may occur by

Table 3 Examples of
verification activities
for CCPs

Danger type Verification activities

CCPs for
biological hazards

Sterilization Review of pasteurization, records,
microbiological testing of product
periodically

Acidification Review of pH measurement records,
microbiological testing of product
periodically

CCPs for chemical
hazards

Reception of raw
materials

Review of certificates of analysis, periodic
sampling, and testing of raw material

Labeling Review of labeling inspection records

CCPs for physical
hazards

Filtering Review of filter inspection records

Metal detection Review of metal detector records

1344 A.-G. Sicaire et al.



corrosion of the equipment, which can be damaged during normal operations, or
by contact with raw materials, products, and cleaning equipment. Bath equip-
ment, joints, and surfaces exposed to food contact must be smooth in order to
prevent accumulation of substances [23, 24].

• Installation of equipment
All ultrasound processing equipment should be installed so as to facilitate the use,
cleaning, and maintenance of both the device itself and its immediate surround-
ings. After equipment is installed, it should be inspected and approved before
being put into use under regular operating conditions. This inspection and
approval should confirm that the equipment is able to perform the intended
operation and avoid contamination.

• Cleaned-in-place (CIP)
In some food processing operations, ultrasound equipment cannot be easily
disassembled for cleaning between successive production runs, although it should
be cleaned at the end of each use. These types of equipment are designated CIP
equipment. Written procedures for cleaning and sanitizing CIP equipment are
required [25].

Parameters of Ultrasonic Processing
Cavitation intensity is influenced by several physical parameters (wave frequency
and amplitude, pressure, viscosity and temperature of the medium, etc.), but the
geometries of the chamber and of the sonication horn are also key parameters. Since
cavitation is limited to an area close to the transducer (the intensity of ultrasonic
waves being inversely proportional to the square of the distance from the sonication
tip), the effect of ultrasound depends on the shape and volume of the treatment
chamber. Furthermore, cavitation should not take place too close to the horn’s tip, as
the bubbles generated could attenuate the effect by dispersing sonic waves. The

Table 4 Hazards associated with ultrasound processing

Origin Hazard Type Severity
Applications
concerned

Design and
construction

Metals and plastics, oil,
glass, pests, and other
foreign bodies

Physical
hazards

Low to high Transformation/
preservation
operation

Food-contact
surfaces and
non-respect of
cleaning
procedures

Toxic compounds,
chemical migration, and
microbiological
proliferation and
survival

Biological
and
chemical
hazards

Intermediate
to high

Transformation/
preservation
operation

Environmental
contaminants

Cross-contamination Biological
hazards

Low to high Transformation/
preservation
operation

Superheating:
uneven heating
time/inadequate
power

Microbiological
proliferation and
survival

Biological
hazards

Low to high Transformation/
preservation
operation
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geometry and size of the horn also determine the energy transmitted to the medium.
The characteristics of the treatment medium can also affect the intrinsic resistance of
the microorganisms and the degradation of nutrients exposed to ultrasound.

HACCP in Ultrasound Food Preservation
The inactivation or inhibition of undesirable microorganisms is an essential part of
food preservation. Food can become safe by treatments such as pasteurization and
sterilization, or may possess intrinsic properties that contribute to safety, such as
structure, low pH, and/or low water activity [26]. The goal of emerging technologies
in food processing is to inactivate the initial population of microorganisms to a safe
level with minimal damage to the product’s quality attributes. In the HACCP
program, the primary consideration is the prevention of contamination, cross-
contamination, and deterioration of products by control of incoming raw materials,
ingredients, packaging materials, and processing aids from the time they arrive at a
food processing plant, their subsequent inspection, acceptance and storage until they
are used, and control of the storage of semifinished and finished products starting
from the time they are produced [27, 28]. Nevertheless, with some emerging
technologies, microorganisms become more resistant over time to the action of
specific factors such as pressure, electricity, or sound waves. In these cases, some
reports show a positive effect on some microorganisms and enzymes when com-
bined with other preservation techniques [29].

Ultrasound treatment can have lethal effects on microorganisms when applied
with sufficiently high intensity (e.g., at frequencies above 18 kHz) [30]. Neverthe-
less, it has been shown that treatments only using ultrasound are often too gentle to
reduce microbial populations. Sound waves should be applied together with other
preservation factors in order to increase the effectiveness of the treatment. The use of
ultrasound in combination with heat, pressure, or both seems a good option. The use
of ultrasound, pressure, and heat along with low water activity (aw) is a good
combination for reducing resistant microbial populations in foods. The effect of
pH, however, seems to be less significant when combined with ultrasound, and only
a few reports focus on its effect [31].

In Table 5, the inactivation of some microorganisms is shown for different
treatment media and operating conditions. With the combination of heat and ultra-
sound, substantial reductions in D values are obtained for Listeria innocua and
Salmonella.

HAZOP

Definition

A hazard and operability (HAZOP) study is a formal, systematic, logical, and
structured investigative study for examining potential deviations of operations
from design conditions that could create process – operating problems and hazards
[40]. It is one of the most structured techniques to identify hazards in a process plant
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and aims to find all possible deviations from the normal functioning of process
parameters.

There are basically four primary objectives in HAZOP study analysis:

1. Identify the causes of all deviations of changes from the intended design function.
2. Determine all major hazards and operability problems associated with any iden-

tified deviations.
3. Decide whether action is required to control the hazard or operability problems.
4. Ensure that the actions decided on are implemented and documented.

Table 5 Some examples of inactivation of microorganisms by ultrasound

Microorganisms Treatment Medium Reductions References

Listeria
monocytogenes

20 kHz, ambient
temperature,
200 kPa, or
400 kPa

Not
specified

D = 4.3 min [32, 33]

Salmonella spp. 160 kHz, 100 W
by 10 min

Rice
pudding

D60&S = 2.4 min
D60 = 4.5 min

[34]

Salmonella
eastbourne

160 kHz, 100 W
by 10 and 30 min

Peptone
water

4 log reductions [34, 35]

Salmonella
typhimurium

30 min at 40 �C
and 20 �C

Chocolate 26 % reduction with
10 min
74 % reduction with
30 min

[35]

Escherichia coli 700 kHz, 32 �C,
10 and 30 min

Skim milk 3 and 2.5 log
reductions, respectively

[36]

Bacillus subtilis 20 kHz and
150 W, 100 �C

Distilled
water,
milk, and
glycerol

63 % and 74 %
reduction in glycerol,
79 % and 40 %
reduction in milk, 70 %
and 99.9 % in distilled
water (depending on
the species of Bacillus)

[37]

Yersinia
enterocolitica

21–150 kHz,
30 �C and
200 kPa

Not
specified

D from 4 to 0. 37 min
depending on the
amplitude

[38]

Staphylococcus
aureus

24 kHz,
2–30 min, 3 W/
cm2

Orange
juice

42–43 % reduction
depending on the
treatment time

[39]

Zygosaccharomyces
bailii

Heat 55 �C with
sonication at
20 Hz

Phosphate
buffer
(pH 7)

D55 = 10.5 min
D55&S = 3.9 min

[34]

Lactobacillus
acidophilus

Heat at 60 �C,
Ultrasound
(110 kHz)
assisted with
temperature
(60 �C)

Orange
juice
(pH 3.7)

D60 = 70.5 s
D60&S = 43.2 s

[3]
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Principles

HAZOP study analysis is the key critical tool used throughout processing industries
worldwide. The technique was designed to optimize the process and so improve
performance. The purpose of the study is to provide a list of issues and recommen-
dations for the prevention of each problem [41]. The HAZOP process is based on the
following eight principles:

Principle 1: Identify conditions of risk and efficiency issues related to operations.
Principle 2: Establish corrective actions to prevent risks and condition efficiency

problems.
Principle 3: Establish corrective actions to modify the procedure used in operation.
Principle 4: Establish a procedure control to verify the effectiveness of corrective

action.
Principle 5: Establish a training program for staff.
Principle 6: Establish a system for recording actual data.
Principle 7: Establish monitoring procedures to verify the effectiveness of corrective

action.
Principle 8: Update a diagram of the process with the corrective actions.

Applications of Ultrasound: The Nature of Potential Hazards of
Ultrasound Equipment

Direct Effects on Operators
The main hazard the users may face is from accidental contact exposure to the
ultrasonic waves. However, many industrial uses of ultrasound also incidentally
generate and propagate high sound pressure levels in the air in the sonic and
ultrasonic range. When this happens, a hazard may also arise from the ear’s reception
of the airborne ultrasound.

Direct Contact Exposures
Contact exposure happens when there is no intervening air gap between the trans-
ducer and tissue. This may be through direct intimate contact between the transducer
and the tissue or it may be mediated by a solid or liquid. However, an air gap can
diminish the ultrasonic energy transferred by orders of magnitude. Accidental
immersion of a part of the body in a water bath excited by ultrasounds can cause
tissue damage, and the energy transferred to the bone is approximately 65 % of that
which is radiated; but if the part of the body is kept just out of the water, one million
times less ultrasonic energy is transferred to it [42].

Devices such as ultrasonic equipment operating in a low-frequency range will
readily cause tissue injury if and only if there is contact exposure. We know from
anecdotal reports that at full ultrasonic power, contact exposure of a finger to the
ultrasonic beam from an ultrasonic humidifier will cause sharp pain within seconds,
likely due to overheating of the bone. However, when sonication is used for its
destructive and violent effects, exposure to ultrasound in an ultrasonic bath operating
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at high-power ultrasonic wave frequencies between 20 and 40 kHz is reported to
have caused pain in the operator’s hands [43].

Electricity
The ultrasound equipment is an electrical device that presents a potential danger to
operators. Electricity is an invisible energy, which makes it even more dangerous
during the electrical installation: it can cause electrical shock and burns and also be a
potential fire hazard.

Indirect Effects on the Operator

Airborne Ultrasound
The major effects of airborne ultrasound in practice are the result of reception by the
ear. The effects fall primarily into two categories: effects on the central nervous
system and damage to the ear. These effects form the basis for exposure guidelines as
they occur at lower sound pressure levels than those that can cause heating.

It has been reported that a 5-min exposure at selected frequencies in the range
17–37 kHz between 148 and 154 dB can reduce hearing sensitivity at subharmonic
frequencies [44]. Slight losses also occurred occasionally at the third subharmonic.
A number of subjective effects caused by airborne ultrasound have also been
reported, including fatigue, headache, nausea, tinnitus, and disturbance of neuro-
muscular coordination. The effects of exposure to ultrasound on 18 young females
working near a bank of “ultrasonic” cleaners were investigated [45]. These persons
were exposed to both ultrasound and audible acoustic energy and complained of
fatigue, headache, nausea, and tinnitus. The same symptoms were found in subse-
quent laboratory experiments in which human subjects were exposed to high-
frequency acoustic radiation with audible components. When these same subjects
were exposed to similar high-frequency energies, but without audible components,
no complaints were made, leading Acton and Carson [45] to conclude that audible
components had to be present for a subjective effect to be observed. They supported
this theory by noting that women complained about these effects more than men.
Since the exposed men were older and all had a history of noise exposure as well as
high-frequency hearing losses, they assumed that the exposure radiations were
largely inaudible to many of them [46].

Heating and Cavitation
Further information on the ultrasonic heating of humans has been reported [47], in
the case of the use of an acoustical energy of 165 dB. Local heating in the crevices
between the fingers caused burns almost instantly. Painful heating occurred after
several seconds of exposure of larger surfaces such as the palm of the hand. In
addition, it has been reported that mild heating in skin clefts is observed in the range
140–150 dB. Other non-auditory effects at these high levels included extremely
disagreeable sensations in the nasal passages.

It can be concluded that acoustical energy greater than approximately 155 dB can
cause harmful effects in humans exposed to airborne ultrasound, primarily as a result
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of sound absorption and subsequently of heating. It is plausible that chronic lengthy
exposures to levels between 145 and 155 dB might also be harmful, as they could
raise body temperatures to mild fever levels during the exposure periods. However,
high sound pressure levels have never yet been encountered in either commercial or
industrial applications [45].

Ultrasound for Safe Use
Contact exposure to high-power ultrasound must be avoided at all times. High-
power ultrasound is generally employed to cause a permanent physical change in a
system. In order to ensure a safe use of high-power ultrasound, the following steps
are recommended by the Safety Code 24, Guidelines for the Safe Use of Ultrasound
from the Department of National Health and Welfare Ottawa, Ontario, Canada:

• Limited occupancy – Only operators qualified to use high-power ultrasound
equipment or persons under strict supervision should be allowed within the
boundaries of the controlled area while the equipment is operating.

• Responsibility of personnel – Personnel using high-power ultrasound, and safety
inspectors in industry, should be knowledgeable about the possible harmful
effects of ultrasound and about necessary protective measures.

• Other high-power ultrasound devices – Any high-power ultrasound device that
might cause a person to receive contact exposure to the ultrasound should carry a
label specifying that the device, or a certain part of it, should not be touched while
it is operating. Where required, solid sources of ultrasound can be manipulated
with suitable tools. The levels of low-power ultrasound used in nondestructive
testing are such that, in general, there is little chance of harm occurring from brief
accidental contact exposure. However, since biological effect data are still incon-
clusive, unnecessary contact exposure should be avoided.

• Warning signs – The warning sign for ultrasound radiation recommended for use
is shown in Fig. 3. Warning signs should be placed on all high-power ultrasound
devices. Accompanying each warning sign, there should also be a statement
indicating the precautionary measures to be taken while the ultrasound power is
on. Labels should also be placed on all ultrasonic cleaning tanks cautioning
nearby personnel not to immerse hands or other parts of the body in the tank
while it is operating.

• Protective measures for airborne ultrasound exposure – Safety procedures for the
protection of personnel are similar to those used for audible noise. The objective
is to ensure that ambient sound pressure levels do not exceed the recommended
maximum permissible exposure level. This is achieved first by measuring the
acoustical energy, and reducing exposure levels where required, preferably with
engineering controls, reducing sound at its source or in its path by installing
sound-absorbing material and containment baffles. If engineering controls are not
possible, then ear protection should be used. Workers should be provided with ear
protectors that reduce ultrasound levels at their ears.
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Conclusions and Future Directions

The design and construction of an ultrasound facility for food processing require
both state-of-the-art equipment and common sense. The HACCP and HAZOP
principles are key elements in the preparation of a strategy for manufacturing an
ultrasound-treated product, with special attention given to product handling, treat-
ment parameters, and equipment hygiene. Appropriate batch records must be kept
and documented procedures implemented to ensure the industrial production of a
safe product.
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Abstract
High-power ultrasound has a great potential to become a nonthermal method for
food preservation and shelf-life extension without affecting the quality and
organoleptic properties of food products. While it is not yet used in the food
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industry, it is an established, robust, flexible, and well-studied technology. In this
chapter we review the current knowledge on the effect of high-power ultrasound,
both low and high frequency, on the inactivation of microorganisms in aqueous
solutions and model food systems. The main aim of the chapter is to relate the
important parameters of ultrasonication and the properties of the microorganisms
in order to obtain a fundamental understanding. For instance, the importance of
the bacteria capsule is found to an important property for the resistance of bacteria
to ultrasound. Similarly, the bacteria size and shape are important parameters,
which might influence the inactivation of bacteria, depending on their state of
growth (e.g., log phase vs stationary phase). Combination of hurdle technologies
involving high-power ultrasound, such as manosonication, could offer further
advantage in the use of nonthermal technologies for food preservation.

Keywords
Food preservation. See ultrasound bacterial inactivation •Hydrophilicity •Hydro-
phobicity • Microorganisms • Bacteria in food • Capsules and slime • pH • Size
and shape • Cell appendages • Cell surface charge • Cell wall type • Growth •
Bacteria with spores • Cavitation threshold • External pressure • Frequency •
Viscosity and media

Introduction

The preservation of foods and their shelf-life extension has always been a priority for
the food industry due to both food safety and economic considerations. Thermal
processing, such as pasteurization, ultrahigh thermal (UHT), and canning, is exten-
sively used. However in the case of some food products, these processes might affect
their quality and the sensory (organoleptic) properties. Thus, the food industry has
been continuously seeking new processing technologies as a replacement to the
more conventional thermal technologies. These nonthermal process technologies
include high hydrostatic pressure, cold plasma, and pulsed electric field; and food
products treated with some of these novel technologies are already commercially
available.

High-power ultrasound offers a great potential as a nonthermal process technol-
ogy for food preservation. It is a robust, flexible, well-studied, and easy to implement
technology. It can be operated in batch mode or in continuous mode in the case of
liquid foods, offering the advantage of minimizing operator time if used in an
industrial setup. However, when operated high-power ultrasonication does generate
heat, which can be minimized using cooling systems.

Since one of the main aims of using novel process technologies is the inactivation
of pathogenic microorganisms, this chapter focuses on the effects and mechanisms
of both low- and high-frequency ultrasound treatment on microorganisms. A large
volume of literature on the subject is already available, but not all of the available
data will be reviewed in this chapter. The main objective of this chapter is to discuss
high-power ultrasound inactivation of microorganisms in the light of the different
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ultrasonication conditions, such as ultrasound power and ultrasound frequency, and
the properties of the microorganisms, such as size, shape, and structure of their
capsule. We have also tried to ensure that part of the chapter on microorganisms is
easily accessible to the readers which are more familiar with ultrasound processing;
and similarly parts of the chapter dedicated to ultrasound are written with the aim to
be accessible to microbiologists.

Introduction to Microorganisms

Bacteria and Other Microorganisms in Food

Four main groups of microorganisms – bacteria, yeasts, molds, and viruses – are
strongly related to food safety, as many of them can potentially cause foodborne
diseases [95]. Bacteria, yeasts, and molds are the major causes for food spoilage.

Bacteria are single-celled, prokaryote microorganisms that show a broad range of
specific morphologies including spherical (cocci), rod (bacilli), and curved (comma)
shapes [90, 95]. The size of most bacteria is about 0.5–1.0 μm � 2.0–10 μm, and
they can be arranged in clusters, chains, or tetrads [95]. A bacterium mainly includes
a plasma membrane, cytoplasm, nucleoid with chromosomes, ribosomes, and inclu-
sion bodies [110]. Some significant bacterial foodborne pathogens include Cam-
pylobacter jejuni, Salmonella species, Escherichia coli, Listeria monocytogenes,
Bacillus cereus, Clostridium botulinum, Clostridium perfringens, Shigella, Yersinia
enterocolitica, Vibrio parahaemolyticus, Vibrio vulnificus, Staphylococcus aureus,
and Enterobacter sakazakii [25, 49, 108, 114].

Yeasts and molds are single-celled eukaryotes and multicellular eukaryotic micro-
organisms. Saccharomyces cerevisiae, as a typical yeast in foods, can cause food
spoilage and generate alcohol and CO2 [68, 95]. Viruses are regarded as noncellular
microorganisms. Some viruses can cause foodborne diseases and some bacterio-
phages can lead to fermentation failure which indirectly affects the food qualities
[95]. Yeast, molds, and viruses all have specific structure and sizes which imply that
they can be affected differently by high-power ultrasound processing.

Microbial Growth

There are normally four stages in the growth of microorganisms: the lag phase,
exponential phase (log phase), stationary phase, and death phase (Fig. 1) [74,
82]. During the lag phase, there is no instantaneous increase of the cell number
when microorganisms are transferred into fresh media. Microbes reproduce mark-
edly with a maximal division rate in the exponential phase, and the cell number
remains stable and growth ceases in the stationary phase [63, 74, 82, 91, 96]. During
rapid log growth phase, bacteria and other microorganisms are more sensitive to
inactivation including radiation exposure and antimicrobial drugs [1, 112]. In the
death phase, the cell number decreases logarithmically [90].
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Bacterial Cell Wall and Surface Properties

Cell Wall Type
Bacteria can be considered either gram positive or gram negative based on their
response to gram staining, a system which was developed by Christian Gram in 1884
[90]. Gram-positive and gram-negative bacteria are stained in different colors due to
their difference in cell wall structures. The structures of gram-positive and gram-
negative cell walls are shown in Fig. 2. Gram-positive bacteria have a thicker and
more robust cell wall than gram-negative bacteria [36]. Due to the different thickness
of cell wall which results in various degrees of resistance to mechanical effects, the
cell wall type is widely considered one of the main factors for influencing the
ultrasound inactivation of bacteria.

A gram-positive cell wall is composed of many layers of homogeneous peptido-
glycan or murein, which is about 20–80 nm thick and lies outside the plasma
membrane, whereas gram-negative cells have a 2–7 nm peptidoglycan layer and a
7–8 nm thick additional structure called the outer membrane. Therefore, the cell wall
of gram-positive cells is stronger than that of gram-negative bacteria because of the
extra thickness of the peptidoglycan layer [36, 102, 120]. Also, gram-positive
bacteria have a tighter adherent peptidoglycan layer than gram-negative
bacteria [36].

The peptidoglycan structure is different between gram-positive cells and gram-
negative cells. Peptidoglycan or murein is a complicated polymer that consists of
numerous similar subunits; it contains sugar derivatives and several different amino
acids. One type of amino acids called D-amino acids can protect cells from attacks
by peptidases. Normally, the carboxyl group from the terminal D-alanine is linked to
the amino group of diaminopimelic acid directly; however gram-positive cell walls
generally contain a peptide interbridge as a link between the above two components.
In contrast, there is no peptide interbridge for most gram-negative cell wall pepti-
doglycan. As a result, the peptidoglycan sac, linked and formed by the cross-links
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between peptides and peptide interbridges, is stronger for gram-positive bacteria
than that of gram negative [47, 56, 87, 102, 104, 117].

Hydrophobicity and Hydrophilicity
Hydrophobicity means that a particle or molecule is nonpolar and usually repels
water, the molecule is unable to initiate hydrogen bonding, and the surface energy is
normally low [78], whereas a hydrophilic molecule is polarized, thus is capable of
hydrogen bonding, and can dissolve easily in water or other polar substances. Water
is less structured when it surrounds a hydrophobic surface because of the function of
intermolecular hydrogen bonding; in contrast, water is more structured when it is
near a hydrophilic surface [11]. Surface hydrophobicity plays an important role in
ultrasonication. It is expected that a hydrophobic surface will attract a cavitation
bubble that processes a hydrophobic property.

Water contact angle (WCA) measurement is a significant method of examining
bacterial cell surface hydrophobicity [78]. A highWCA indicates hydrophobicity and a
low WCA is a reflection of hydrophilicity [11]. Microorganisms can be divided into
three groups depending on the value of their WCA: hydrophobic (WCA > 90�),
moderately hydrophobic (WCA = 50� � 60�), and hydrophilic (WCA < 40�)
[78]. For example, it was found that Enterobacter aerogenes was moderately hydro-
phobic (WCA = 62�) and S. cerevisiae was hydrophilic (WCA = 26�) [78], whereas
the water contact angle of E. aerogenesMBLA-0400 was 43� [77]. It was reported that
Staphylococcus epidermidis was hydrophilic judging by the water contact angle
measurement of 18.25� [35]. S. epidermidis ATCC 35983, S. epidermidis ATCC
35984, and S. epidermidis ATCC 12228 were hydrophilic, and their contact angles
were 22�, 19�, and 10�, respectively, at pH7 [42]. The hydrophobicities of seven strains

The gram-positive cell wall 

a b

The gram-negative cell wall 

Cell wall:
Peptidoglycan

Plasma membrane

Cell wall

Outer membrane

Plasma membrane

Peptidoglycan

Fig. 2 Gram-positive and gram-negative cell walls. (a): a gram-positive envelope from Staphylo-
coccus epidermidis; (b): a gram-negative envelope of Enterobacter aerogenes
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ofBacillus subtilisweremeasured, and the study found that the hydrophobicities varied
among different strains [4]. The water contact angles of six strains, including ATCC
7058, ATCC 12432, ATCC 12695, ATCC 15129, ATCC 15476, and ATCC 15561,
were less than 40�, and only ATCC 15811 was about 48�. Some researchers have
characterized hydrophobic status for 27 species of bacteria based on adhesion and
found that 44 % of the hydrophobic bacteria and 17% of the hydrophilic bacteria were
gram positive [72]. Moreover, the results varied with different methods, and the
hydrophobicity status was also affected by the growth medium.

Cell Surface Charge
Bacteria in aqueous suspension are considered to be negatively charged [62], and
bacteria such as S. epidermidis, B. subtilis, and E. coli were reported to have greater
negative charges than positive charges [35]. However, bacteria surface charge effect
on ultrasound inactivation is not known.

Capsules and Slime (Extracellular Polysaccharides)
There is a large structural layer that lies outside the cell wall of some bacteria,
usually composed of polysaccharides called capsules or slime. They can poten-
tially change the cell properties and thus influence the effects of ultrasound
inactivation on bacteria. If it is well organized and difficult to wash off, the
layer is considered to be a capsule; if the layer is unorganized and can be easily
removed, it is called slime [10, 54, 60, 90]. There are several functions of
capsules, including protecting bacteria against desiccation, resisting phagocyto-
sis, expelling bacterial viruses and toxic materials, and protecting the host’s
defense mechanisms [40, 90, 118]. Capsules can be stained by India ink
[118]. It was reported that capsules were found at both the stationary growth
phase and exponential phase for S. epidermidis [50]. S. epidermidis RP62A
(ATCC35984) was also a slime producer [116].

Cell Appendages
Cell appendages are the external features of bacterial cells including flagella, fimbriae,
and pili, and they are not considered components of the cell wall. Flagella are threadlike
locomotor appendages for motile bacteria that protrude from the plasmamembrane and
cell wall; they are about 20 nm in diameter and 15–20 μm long [90]. Fimbriae are short,
hair-like appendages, composed of helically arranged protein subunits, which are on
the surface of some bacteria and are thinner than flagella; pili usually are involved in
bacterial mating [90]. The bacteriawithfimbriaemay affect the ultrasound inactivation,
since they may dampen the mechanical effects induced by cavitation.

Ultrasound Inactivation of Bacteria and Other Microorganisms

There are mainly three groups of factors that affect the results of ultrasound treatment
on the inactivation of bacteria and other microbes: first, the parameters affecting the
cavitation threshold since bacterial inactivation is driven by cavitational effects;
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second, the proprieties of the media; and last, the properties of the microbes. The
factors affecting the cavitation threshold mainly include intensity and amplitude,
frequency, temperature, and external pressure. The proprieties of media cover
viscosity, volume, pH, and the initial number of bacteria. The characteristics of
bacteria basically include gram-staining status, size and shape, bacterial capsules,
bacteria species, spores, and growth phases.

Effects of Cavitation Threshold

Larger intensity causes more violent collapse of microbubbles than smaller intensity
[70]. Thus, the inactivation rate of microorganisms generally increases with the
increasing intensity of ultrasound. Microbes are more resistant to ultrasound at
high frequencies than at low frequencies, which is mainly because in a short
rarefaction and compression cycle, it is difficult for microbubbles to be produced.
Further, because the vapor pressure increases quickly and cavitation bubbles are
generated rapidly, bacteria and other microbes such as yeasts are more sensitive to
ultrasonication at high temperature. Under high pressures, microbubbles can also
collapse more rapidly and violently.

Effects of Intensity and Amplitude
Normally, the higher the intensity amplitude of ultrasound applied, the more
inactivated the bacteria, since greater energy is released at higher intensity. It was
found that the inactivation rate ofMycobacterium sp. 6PY1 increased with increased
ultrasound power [6]. E. coli has been publicized widely for numerous outbreaks that
have caused deaths [89]. Ultrasonic inactivation of E. coli XL1-Blue was investi-
gated by using a horn-type sonicator utilizing the squeeze-film (i.e., sample was hold
in a gap between two transducers) effect at 27.5 kHz with high power intensity
[41]. The results showed that the inactivation rate of bacteria increased with increase
in the amplitude of the vibrating face, which was more than 99 % in 180 s at an
amplitude of 3 μm (p–p) and 2 mm squeeze film [41]. E. coli ATCC 25922 and
NCTC 12900 suspensions also were examined by using ultrasound at different
amplitude levels (0.4, 7.5, and 37.5 μm) [86]. It was found that there was a greater
than 5-log reduction of E. coli by using ultrasound treatment for 15 min at 37.5 μm or
less at 7.5 μm amplitude [86]. The disruption rate and protein release of S. cerevisiae
were also found to increase with the increase in power from 120 to 600 W, when
sonicated at 20 kHz [67].

A group of aerobic mesophilic microorganisms was ultrasonicated in date syrup
at both 10 % and 25 % of total power (the exact power or intensity used was not
reported), and the number of total microorganisms was significantly decreased at
higher intensities than lower intensities [39]. However, it was reported that at
low frequency, the inactivation rate of Mycobacterium sp. 6PY1 reached a constant
level when the power increased to a certain value. And this was explained by
stipulating that the number of cavitation bubbles becomes equal to the bacteria
number [6, 59].
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Effects of Frequency
It is difficult to determine whether low-frequency or high-frequency ultrasound is
more efficient for the inactivation of bacteria because of the reasons stated above.
Although shear forces produced in high-frequency ultrasound are less violent than
those produced in low-frequency ultrasound, there are more hydroxyl radicals
generated at low frequency. It was found that the kill rate at low-frequency high-
power ultrasound (20 and 38 kHz) was significantly higher than at high-frequency
low-power one (512 and 850 kHz) for the inactivation of B. subtilis [58]. The
inactivation percentage of Mycobacterium sp. 6PY1 was lower at a high frequency
(612 kHz) than at a low frequency (60 kHz) at the same power density (114 W/L),
and the percentage was 43 % and 93 %, respectively [6]. It was also reported that
E. coli and Klebsiella pneumonia had a continuous and significant decrease in
numbers when treated by ultrasound with an intensity of 0.012 W/cm3 for 15 min.
At a frequency of 20 kHz, 6.06 % of live E. coli cells remained, while 18.9 % were
still live when ultrasonicated at 40 kHz [57]. At a higher frequency (580 kHz),
57.2 % of E. coli cells were left and 75.5 % of K. pneumonia were left after 15 min,
which was significantly more than at low frequency [57]. However, it was reported
that the rate of inactivation of E. coli IAM 12058 was slightly higher at 500 kHz than
at 20 kHz, under at the same sonication power (1.7–12.4 W) [61].

Effects of Temperature
Normally, bacteria are more sensitive to ultrasound treatment in an environment with
high temperature. Increase in temperature results in an increase in vapor pressure
[71], rapid generation of cavitation bubbles [37], and the viscosity of the media
decreases; thus it lowers the ultrasound power threshold for the generation of
cavitation.

Results from studies showed that ultrasonication at a mild temperature
(50–60 �C) was more effective for microbial inactivation than ultrasonication
under ambient temperature [30, 97]. The results on ultrasonication of E. coli
ATCC 25922 showed that temperature had a significant effect on bacterial inactiva-
tion, where a 5-log reduction of E. coli was achieved in 3 min with no temperature
control, while the optimum ultrasonication time was 10 min when the temperature
was maintained at below 30 �C [99]. S. epidermidis suspensions (105 CFU/ml) were
ultrasonicated by low-frequency ultrasound (20 kHz) in different suspension vol-
umes (2, 5, and 10 ml), intensities (4 %, 10 %, 20 %, and 30 % of maximal energy
output of 400W), and ultrasonication times of 1 or 2 min [105]. Temperature was the
main factor that affected the reduction of live bacteria, and S. epidermidis growth
was minimal when temperatures exceeded 45 �C, while there was slight effect when
temperatures were between 45 and 50 �C. In addition, it was found that ultrasound
combined with temperature was significantly effective for reducing Cronobacter
sakazakii (Enterobacter sakazakii) [2].

For yeast inactivation, it was found that ultrasonication could achieve a desired
5-log reduction in yeast cells Pichia fermentans at a moderate temperature (45 �C)
[3]. S. cerevisiae cells were ultrasonicated in a Sabouraud broth at 35, 45, and 55 �C
(20 kHz, wave amplitude in the range of 71–107 μm), and it was found that
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inactivation at 55 �C and 45 �C increased significantly compared to 35 �C [48]. How-
ever, the increase in bacteria inactivation did not increase linearly with the increase
in temperature [32, 66].

Effects of External Pressure
An increase of rapid and violent collapses of microbubbles occurs when external
pressure increases [71]. For instance, D-values (the time it takes to inactivate 99 %
of bacteria under well-defined processing conditions) for Y. enterocolitica
decreased from 1.52 to 0.20 min when this bacterium was ultrasonicated at
atmospheric pressure and 600 kPa [93]. However, other authors reported that
increase of the pressure applied during sonication above a certain threshold
(400 kPa) did not further improve bacterial inactivation [31, 93]. This was
explained by the fact that ultrasonic field cannot overcome the cohesive forces
due to high hydrostatic pressure applied, resulting in the decrease of the number of
cavities generated [31, 93]. It was found that the upper limit was 300 kPa [66]. Inac-
tivation of E. coli cells with ultrasonication, manosonication (MS), thermoso-
nication (TS), and manothermosonication (MTS) was reported [66]. They found
that the combination of ultrasonication with heat and/or pressurization signifi-
cantly shortened the treatment time to obtain a 5-log reduction of bacteria. The
inactivation of B. subtilis spores was tested using MS and combined MS/heat
treatment [94]. It was found that approximately 99 % of the B. subtilis spores
were inactivated at 500 kPa, with 117 μm of amplitude for 12 min by MS
treatment, and there was a synergistic effect on spore inactivation by using heat
treatment at 70–90 �C with MS at 20 kHz, 300 kPa, and 117 μm for 6 min [94]. The
D-value decreased progressively during the ultrasonic inactivation of C. sakazakii
with the increasing pressure—it had a 62 % decrease when pressure rose from 0 Pa
to 100 kPa and a further 33 % decrease when the pressure changed from 200 to 300
kPa [14].

Media

Cavities cannot be generated easily in highly viscous media because the vibration of
ultrasound waves is impeded [99]. There are still some disagreements about the
effects of the sonicated volume, the pH of the medium, and the initial number of
bacteria, on the inactivation of bacteria. However, many researchers indicated that
bacteria and yeasts were more sensitive to ultrasound treatment when they are in low
numbers.

Viscosity and Media
The effects of ultrasound inactivation on microorganisms are different when they are
present in a food product compared to microbiological aqueous media. For instance,
it was found that, after ultrasonication for 10 min, a 0.78-log reduction was achieved
on Salmonella in milk, compared to a 4-log reduction when they were suspended in
peptone water (160 kHz, 100 W) [64]. Cameron and co-workers isolated three
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species of microbes from pasteurized milk, including E. coli, S. cerevisiae, and
Lactobacillus acidophilus. After ultrasound treatment (20 kHz, 750 W), they
reported that the reductions were more than 99 % for E. coli and S. cerevisiae
and 72 % and 84 % for L. acidophilus when sonicated in saline solution and UHT
milk, respectively [23]. The resistance to MS treatment for C. sakazakii was
found to increase with decreasing in water activity [13]. In this case water activity
was tuned by the addition of sucrose (44.4 % (w/v) of sucrose to achieve a water
activity to 0.94). It is likely that the effect of water activity in this case is due to
the increase in viscosity of the medium. In contrast, there was no significant
difference in the inactivation rate of E. coli by ultrasound when using 0.1 M
phosphate-buffered saline (PBS) or 0.9 % (w/v) sodium chloride (saline)
[75]. This is again likely due to the fact that the viscosities of these two media
are very similar.

Effect of the viscosity of the medium was suggested in the case of the inactivation
of bacteria in milk system with different amounts of total solids. Listeria innocua
ATCC 51742, in milks with different butterfat contents, was ultrasonicated (24 kHz,
120 μm amplitude, 63 �C) for up to 30 min [16]. The rate of inactivation increased
with the decrease of fat content, and 2.5-, 3.2-, 4.5-, and 4.9-log reductions were
obtained for milk with 3.47 %, 2 %, and 1 % butterfat and fat-free milk, respectively
[16]. The effect of the media viscosity was also shown in the case of the inactivation
of E. aerogenes dispersions in water or reconstituted milks of different concentra-
tions, by low-frequency ultrasound (20 kHz, 8 W, sample volume 15 ml) [43]. The
log reductions after 60 min sonication were 3.64, 2.73 (�0.23), 2.31, and 2.21 for the
bacteria in water, 5 % milk (viscosity 1.072 mPa.s), 10 % milk (viscosity 1.293 mPa.
s), and 15 % milk (viscosity 1.735 mPa.s), respectively.

Volume
Volume of bacteria used in different studies varies vastly from few milliliters to more
than 1 l [65, 113]. The volumes used depend on the ultrasound equipment and the
objective of the experiments. Normally the inactivation rate decreases with the
increasing volume when the same ultrasound equipment and conditions are used.
This is due to the fact that the actual ultrasonic energy delivered per milliliter of
media (i.e., W/ml) is greater for a small volume of working suspensions than for a
large one [51]. For instance, it was found that about 70 % and 30 % of B. subtilis
were inactivated in volumes of 100 ml and 150 ml, respectively, while almost no
bacteria were inactivated in a volume of 200 ml, when sonicated at 20 kHz for
15 min [58]. In another study, the effectiveness of ultrasound treatment of Salmo-
nella enteritidis decreased when the volume of whole egg liquid was increased from
12.5 ml to 25 ml; a log reduction of 2.30 and 1.62, respectively, was reported
[51]. The removal percentage of E. coli was 90, 86, and 85 % when treated in an
ultrasonic bath at 42 kHz with a power of 70 W for 30 min, in volumes of 200, 400,
and 600 ml, respectively [34]. These observations clearly suggested that the micro-
bial inactivation is volume dependent, in order to achieve same effectiveness, higher
power is required.
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pH
The use of pH to assist ultrasound inactivation of bacteria has been also investigated.
However, there are some discrepancies in the case of E. coli ATCC 25922 treated at
pH 2.5 and 4.0 using both citric acid and malic acid for pH adjustment [99]. The
study found the bacteria were slightly resistant to ultrasound at higher pH (5.1-log
reduction) than in lower pH (5.4-log reduction), while the type of acid used did not
affect the results significantly. However, it was reported that there were no significant
differences in D-values when S. cerevisiae KE 162 was sonicated (20 kHz, 71.4 μm,
35 �C) at pH 5.6 and 3.0, and the D-values were 29.1 and 30.9 min, respectively
[48]. It was also reported that the pH, ranging from 4.0 to 7.0, did not influence the
effects of MS treatment (20 kHz, 117 μm, 200 kPa) on C. sakazakii [14]. Note that
most studies focused on low-frequency ultrasound treatment, and that at the best of
our knowledge, there are no reports on the effect of high-frequency ultrasound
treatment of bacteria under different pH conditions. This fundamental knowledge
is important, since pH may affect sonochemical reactions in high-frequency system.

Initial Microbial Number
The majority of publications reported that the ultrasound inactivation of bacteria is
more efficient on low initial concentrations of microorganisms compared to high
initial microorganism concentrations. It was reported that 99.9 % of E. coliK12 were
inactivated within 3 min at a concentration of 4 � 106 CFU/ml, while 4 min was
needed to achieve the same effect on a concentration of 2 � 109 CFU/ml (20 kHz,
12.57 W/cm3) [53]. S. cerevisiae A50 was ultrasonicated by a horn-type sonicator at
27.5 kHz at a range of initial numbers (102 to 105 cell/ml), and low initial concen-
trations of cells were more sensitive to ultrasound (about 1.8-log reduction for 102

cell/ml) than high concentrations (about 0.3-log reduction for 105 cell/ml)
[111]. However, it was also reported that there were no significant effects of the
initial concentrations on the inactivation process. For instance, Mycobacterium
sp. 6PY1 suspensions were inactivated by ultrasound at 20 and 612 kHz for
70 min, at concentrations of 2.15 � 10�3 to 1.4 � 10�2 mg protein/L. In this
study the concentration was given as the amount of protein per liter. The results
showed that independently of the concentration, a removal of approximately 93 %
and 35.5 % at 20 and 612 kHz, respectively, was achieved [6].

Intuitively one would expect that the increase in number of microorganism will
decrease the rate of inactivation, due to the increase in viscosity and the clumping of
the microorganisms. However, other parameters, such as the bacteria characteristics
and ultrasound energy, might also affect the relationship between the initial number
and the extent of bacteria inactivation.

Properties of Microorganisms

The mechanisms of microorganism inactivation are normally due to the damage of
cell structure including cell envelope disruption or physiological dysfunctions such
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as function loss of key enzymes [69]. Different species of microbes have different
sensitivities to ultrasonication. The idea that gram-positive bacteria are more resis-
tant to ultrasonication than gram-negative bacteria has dominated in the literature for
some time. However, recently some publications have shown that there is no
significant difference in the inactivation of both types of bacteria. Disagreements
were also reported when considering the shape and size of the microorganisms.

The Type of Cell Wall
Some reports showed that gram-negative bacteria were more sensitive to ultrasonic
inactivation than gram-positive bacteria, due to the cell wall of gram-negative
bacteria being thinner and weaker compared to that of gram-positive bacteria. This
was reported as early as 1975 [5, 9]. More recently, gram-positive streptococci were
reported to be more resistant to ultrasound than gram-negative bacteria group
coliforms [19]. Ultrasound treatment (at 24 kHz and 1500 W/L for 60 min) resulted
in average inactivation rates of 99.5 %, 99.2 %, and 99.7 % of the gram-negative
bacteria coliforms, fecal coliforms, and Pseudomonas spp., respectively, while only
66 % and 84 % inactivation was reported for gram-positive bacteria C. perfringens
and fecal streptococci, respectively, under the same ultrasound treatment conditions
[36]. Gram-negative E. coli and gram-positive L. acidophilus isolated from pasteur-
ized milk were ultrasonicated at 20 kHz and 750 W for 10 min. The results indicated
that more than 99 % of E. coli was inactivated, but only 72 % and 84 % of
L. acidophilus were inactivated in saline solution and UHT milk
[23]. Ultrasonication of gram-negative bacteria including E. coli, Pseudomonas
aeruginosa, and Haemophilus influenzae, as well as gram-positive bacteria Entero-
coccus faecalis, S. aureus, and S. epidermidis, was carried out by using an ultra-
sound generator at different temperatures (6–42 �C, 20 kHz) [75]. The results also
showed that the gram-positive bacteria were more resistant to inactivation by
ultrasound than the gram-negative bacteria. In another study, gram-positive bacte-
rium Streptococcus thermophilus was found to be more resistant than the gram-
negative Pseudomonas fluorescens (sonicated at 20 kHz) [115].

However, other researchers indicated that ultrasonication (26 kHz) of gram-
positive S. aureus and B. subtilis and gram-negative E. coli and P. aeruginosa did
not show any major differences [101]. Ultrasound experiments at 20 kHz performed
on a mixture of gram-negative and gram-positive bacteria, including E. coli,
P. fluorescens, Chryseobacterium meningosepticum, L. acidophilus, Lactococcus
lactis, B. cereus, and L. monocytogenes, also did not show any relationship between
gram status and the effects of ultrasonication [22]. These authors explained their
observation by the fact that cytoplasmic membrane of these microorganisms consists
of a lipoprotein bilayer, rather than cell wall, and thus very sensible to ultrasound
inactivation.

Size and Shape
Larger cells were reported to be more susceptible to ultrasound than small cells [9,
81]. This is mainly because they have larger surface area, which results, under
ultrasonication, in higher tensile forces than in the case of microorganisms with a
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smaller surface area [57, 109]. Similarly, it was suggested that the larger cells of
K. pneumoniae NCTC 418 were more sensitive to ultrasound treatment because of
their large cross-sectional area [81]. Rod-shaped bacteria are also reported to be
more sensitive than coccus-shaped cells [9] due to their cell surface to volume ratio
[27]. However, as for gram status, it was also reported that there was no direct
relationship between the size or shape of cells and the effects of ultrasonication [22].

Bacteria with Spores
Microbial spores are resistant to detrimental conditions including extreme tempera-
tures and high or low pH [27, 73]. For example, it would require 4 h at 100 �C to
destroy Bacillus thermophilus spores, and B. subtilis spores have been considered an
indicator for the sterilization process because of their high resistance to thermal
treatment [27]. Similarly, spore formers were also found to be more resistant to
ultrasound than vegetative bacteria [36, 37]. However, ultrasonicated Bacillus spores
were found to be more sensitive to heat treatment than non-ultrasonicated ones [83],
since the cells had been pre-damaged by ultrasound treatment. In another study
images of scanning electron microscope (SEM) confirmed the disruption and lysis of
the Bacillus globigii spores and cracked spores and “pustules” near the surface of
spores when subjected to ultrasound treatment [26].

Growth Phases
The effect of ultrasound on microorganisms in their different growth phase has not
been extensively considered. It was however reported that dividing yeast cells were
more vulnerable to ultrasonication than when in their stationary phase, because the
dividing yeast cells or diploid cells were much larger than haploid cells
[109]. Manosonication (20 kHz, pH 7.0 buffer, 117 μm, 200 kPa) of C. sakazakii
showed that this bacterium was 1.6 times more resistant when in the stationary and
death phases than when manosonicated in the log phase [14]. The microorganism
growth phase can be very import if it affects the physical characteristics of the
microorganism such as its size and shape. Recently Gao et al. [44] reported that
E. aerogenes suspensions were more sensitive to ultrasonication (20 kHz frequency
and sonication time of up to 20 minutes) in exponential growth phase than when they
were in stationary phase. This was attributed to its change in morphology from a
rodlike in the exponential phase to a coccus shape in the stationary phase.

Viruses
Viruses were also investigated as targets for ultrasound treatment. Three species of
virus surrogates were examined including Murine norovirus (MNV-1), Feline
calicivirus (FCV-F9), and MS2 bacteriophage, by using high-intensity ultrasound
treatment at 20 kHz for 2 to 30 min [106]. However, the ultrasound treatment alone
was not sufficient to inactivate these viruses in food such as orange juice. Thus, it
was recommended that a combination of ultrasound with other processing tech-
niques, such as heat and high pressure, is normally required to achieve virus
inactivation. The bacteriophages ΦX174 and MS2 were treated different high-
frequency ultrasound (582, 862, and 1142 kHz, 133 W) in combination with visible
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light (conditions of visible light treatment were not given). It was found that these
bacteriophages were sensitive to ultrasound treatment at the lower frequencies
(582 and 862 kHz), and thatΦX174 was more resistant to ultrasound than MS2 [29].

Ultrasound as a Hurdle Technology

Although ultrasound treatment alone can inactivate some bacteria, however it still
requires high power to reach a 100 % kill rate, which renders the technique
expensive [12]. As a result, combinations with other inactivation technologies can
be used to lower the processing cost and improve its efficiency. Typical methods
which can be combined with ultrasound are thermal, high pressure, or both; resulting
processes are termed manosonication (MS), thermosonication (TS), and manother-
mosonication (MTS) as mentioned above, respectively. Other technologies include
pulsed magnetic fields (PMF), pulsed electric fields (PEF), high-intensity light
pulses (HILP), ultraviolet (UV), supercritical carbon dioxide (SC-CO2), and the
addition of catalyst such as titanium dioxide (TiO2) or disinfectants.

Some applications of MS and MTS have been covered previously in this chapter.
In addition, MTS treatment at 300 kPa for 12 min inactivated 75 % to 99.9 % of
B. subtilis spores at ultrasound amplitudes of 90 to 150 μm, and the inactivation of
B. subtilis increased further when the processing temperature was increased to 70 �C
[94]. Because of its relatively high viscosity, compared to water, combination of heat
and ultrasound (MS) treatments has been used in the case of milk systems. It was
found that L. monocytogenes and total aerobic bacteria can be inactivated with TS
(20 kHz, 150 W, 118 W/cm2, 18 min) [32]. A 4.82-log reduction of total aerobic
bacteria was achieved with mild heat (57 �C) in raw milk compared to a 3.13-log
reduction by ultrasound treatment alone. TS caused a 5.34-log reduction for
L. monocytogenes in UHT milk, while only a 3.69-log reduction was achieved by
sonication alone. It was also reported that the inactivation of B. subtilis in milk was
more efficient by TS than either heat or ultrasonication alone (20 kHz, 150 W, 70 �
95 �C) [46]. The inactivation of Listeria innocua and mesophilic bacteria in raw
whole milk by ultrasound treatment was studied using an ultrasonic processor
(24 kHz, 120 μm, 400 W) [17]. When sonicated for 10 min, a 5-log reduction was
achieved under mild temperature (63 �C); in contrast, a 5.3-log reduction was
achieved using thermal pasteurization alone.

Ultrasound (20 kHz) and PEF and ultrasound and HILP, emerging nonthermal
technologies, were also used for the inactivation of E. coli and L. innocua [80]. The
combination of these two processes achieved a 4.0-log reduction for E. coli, com-
pared to a 2.6-log reduction for each process alone. While the application of PEF and
ultrasound achieved only a 1.6-log for L. innocua, this remained much higher than
the reduction achieved by PEF (0.3-log reduction) or ultrasound (1.1-log reduction)
alone [80]. In combination with HILP, the inactivation of E. coli (3.9-log reduction)
was not much different from the levels of inactivation achieved by HILP alone (3.5-
log reduction). In contrast, combination of ultrasound and HILP resulted in a 4.1-log
reduction of L. innocua compared to a 2.7-log reduction by HILP alone and a 1.1-log
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reduction by ultrasound alone. In addition, the combination of ultrasound and HILP
resulted in a marked increase in the inactivation of E. coli, from a 2.7-log reduction
for TS (24 kHz, 100 μm, 50 �C, 5 min) to nearly a 6-log reduction when TS and
HILP treatments were used [79]. Ultrasound was also combined with PMF treatment
to inactivate E coli ATCC 11775, but this did not achieve any significant difference
compared to ultrasound treatment alone (20 kHz, 70 W) [100].

The combination of UV-C (ultraviolet radiation with a wavelength of 254 nm)
and ultrasound (20 kHz) was also reported to be very effective on the inactivation of
common fish pathogens such as heterotrophic bacteria and Paramecium spp. in
recirculating aquaculture water, compared to ultrasound alone which was ineffective
in inactivating these pathogens [15].

The SC-CO2 technique is another nonthermal processing method used for bacte-
ria inactivation. SC-CO2 (350 bar, 36 �C) caused a 0.3-log reduction for E. coli DH1
in 5 min, and it achieved a 1-log reduction using high-power ultrasound treatment
(30 kHz, 40 � 5 W); the combination of these two methods resulted in a 8.5-log
reduction [85]. Similarly, 2 min application of ultrasound and SC-CO2 resulted in
7-log reduction for S. cerevisiae [84]. The main reasons for such a synergistic effect
could be because the solubilization of CO2 was enhanced and the transfer of cell-
medium mass was accelerated by ultrasound [85].

TiO2 is sometimes used when ultrasonication is used for disinfection purposes
[33, 36, 92]. The presence of TiO2 is believed to promote the formation of hydroxyl
radicals by heterogeneous nucleation, and that it can also form TiO3 that can
aggravate oxidative damage to bacteria. In addition, excitation of TiO2 by the
thermal and sonoluminescence effects can lead to light-induced photocatalytic
inactivation [33, 36, 92]. The addition of TiO2 during ultrasonication was reported
to cause damage and accelerated peroxidation of the cell membrane of E. coli
[92]. Another disinfectant trialed with ultrasound treatment is Korsolex AF, an
aldehyde-free disinfectant that contained 5.1 % dodecylbispropylene diamine and
16.5 % laurylpropylene diamine [55]. The combination of ultrasound and Korsolex
AF resulted in the inactivation of S. aureus, P. aeruginosa, and Candida albicans,
while ultrasound alone (35 kHz, 0.66 W/cm2 for 1 h) did not cause significant
reduction in these bacteria. Biofilm was also treated by ultrasound, but ultrasound
alone was not sufficient to inactivate the biofilm E. coli at either 70 kHz or 500 kHz,
but it enhanced the killing by the antibiotic gentamicin [88].

Inactivation of Microorganisms in Solid Foods

Most of the researches dealing with the inactivation of microorganisms in food
systems were carried out in model liquid food matrices such as water, juice, milk,
fruit, and solid or semisolid foods such as vegetables, meat, and eggs (Table 1).
Bacteria inactivation in liquid foods has been covered in previous sections. In this
section, applications in semisolid or solid foods are reviewed. Applications of
ultrasound for the treatment of solid foods include apples [52], strawberries [24,
103], plums [28], lettuce [18, 38, 52, 98], carrots [7, 103], cucumbers [103], cherry
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tomatoes [20], red bell peppers [8], spinach leaves [119], white cabbage [103],
spring onions [103], and parsley [103]. Since cavitation, which is fundamental to
bacteria inactivation, occurs in easily liquid media [107], solid foods need to be
immersed in aqueous media during ultrasonication.

As an example, treatment of strawberries was performed by immersing the fruit
into a water bath in an ultrasonic chamber at 20 �C and ultrasonicated at different
frequencies (25, 28, 40, or 59 kHz) for 10 min [24]. As a result approximately a 0.3-
to 0.9-log reduction for bacteria and a 0.2- to 1.1-log reduction for mold and yeast
were achieved. The ultrasound treatment at 40 kHz resulted in a significant reduction
of decay after 8 days of storage at 5 �C compared to non-treated strawberries. Note
that the specific names of the microorganisms were not given in this work.

Because the rate of inactivation in solid or semisolid foods is very low, sanitizers
are used in the aqueous medium to improve bacterial inactivation. For example,
cherry tomatoes were ultrasonicated in the presence of commercial sanitizers
(200 mg/L sodium dichloroisocyanurate or 40 mg/L peracetic acid) for 10 min,
and an average of 3.9-log reduction of Salmonella typhimurium ATCC 14028 was
achieved, compared to ultrasonication or immersion in the sanitizers alone (0.4- to
2.7-log reduction) [20]. When ultrasound treatment of lettuce was performed in the
presence of organic acids, an additional 0.8- to 1.0-log reduction of E. coli O157:H7,
Salmonella typhimurium, and L. monocytogenes was achieved [98].

In addition to the use of sanitizers, hurdle technologies are also employed. For
instance, TS, the combination of thermal and ultrasound treatment (54 �C, 24 kHz,
400 W, 60 μm), was used to decontaminate eggshells, by sonicating a single egg
immersed in 200 ml of water [21]. This process was found to be effective against
Salmonella enterica, S. enteritidis, and Salmonella typhimurium (approximately a
5-log reduction was achieved on S. enteritidis), without affecting the physical
characteristics of the eggshells.

In the case of meat samples, the effect of ultrasonication is dependent on the part
of the cut that has been sonicated. The MS (in this case a combination of steam and
ultrasound) of part of fresh pork jowl inoculated with bacteria showed that 0.6- to
3.6-log reductions were achieved for E. coli, Salmonella typhimurium, and
Y. enterocolitica on the skin surface (0.5–2 s). In contrast, 0.4- to 2.5-log reductions
were obtained for the meat surface of the pork jowl [76].

Conclusion and Future Directions

While the volume of published literature on bacteria is increasing, the variations in
the ultrasound treatment conditions are different from one study to the other. These
conditions such as ultrasound equipment, frequencies, ultrasound power and inten-
sity, sample volume, temperature, and initial bacteria number are not always cited.
Some of the parameters (e.g., power output) were not expressed in same manner, and
some parameters in many publications were not even reported. In some publications
the ultrasound conditions are not even given. Further, while ultrasound treatment is
known to increase the temperature of the medium, most studies do not record the
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maximum temperature reached during sonication. This is an important parameter,
since temperature also contributes to the inactivation of bacteria. This makes quan-
titative comparison of the published results very difficult.

In this literature review, the topics related to ultrasound and bacteria are covered.
Microorganisms are well studied and a concise literature exists. Similarly, funda-
mentals related to ultrasound, particularly ultrasound cavitation, are also well under-
stood. However, there are clearly several gaps in the research works related to the
inactivation of bacteria by ultrasound. Firstly, the exact mechanisms still not fully
elucidated. While the effects of cavitation are generally offered as an explanation, the
exact physics behind the breakup of a microorganism by cavitation is not well
understood. Fundamental knowledge requires theoretical modeling of the inactiva-
tion of bacteria by ultrasound to confirm the proposed mechanisms. Most of the
modeling performed on the experimental data is based on empirical models and is
used to fit the data. These models are certainly useful and help compare using
mathematical equations the effect of ultrasound on bacteria from a microorganism
to another and for different ultrasonication conditions. Recently, Gao et al. [45]
proposed a simple model based on the effect of ultrasound cavitation collapse near a
microorganism. While this theoretical model agrees qualitatively with the experi-
mental results, further work is needed to fine-tune the model as it still relies on fitting
parameters (e.g., exact number of cavitation generated and the physical properties of
the bacteria capsule).

The review of the literature performed in this chapter shows that there are clear
limitation in the inactivation of some microorganisms, particularly those having
thick capsules, such as gram-positive streptococci [44]. This calls to the use of
hurdle technologies, including thermosonication and manosonication, since the
heating temperature to be used can be lower than those needed in conventional heat
or pressure treatments and thus can still result in a better sensory properties of the
treated food. A promising method is the combination of supercritical carbon
dioxide and sonication which, in addition to be highly effective in the case of
some microorganisms (up to a 7-log reduction of Saccharomyces cerevisiae in
juices), offers also the possibility of being implemented in as a continuous
process [84].

Finally, while compared to high-frequency ultrasonication cavitation is
important, generation of radicals and hydrogen peroxide when sonicating bacteria
in aqueous systems is the dominant effect. More work is needed on the effect of
high-frequency ultrasound; while this might not be relevant to the foods due to the
amounts of hydrogen peroxide generated, it can be useful in non-food application
such as water treatment and decontamination.
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Abstract
Low-frequency ultrasound has long been used to break and dissociate insoluble
particles at a molecular level. In solution, power ultrasound of approximately
20 kHz generates sufficient shear to break agglomerates apart through acoustic
cavitation, and this phenomenon has been reviewed in the context of powder
solubility. Dairy powders are a dehydrated nonperishable globally important food
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commodity providing nutrition in both developed and developing regions around
the world. The ability to rehydrate powders for use as food ingredients differs
depending on the composition, processing history, and handling conditions with
certain powders being more difficult to solubilize than others. In this chapter we
focus mainly on the easily hydrated whey protein-based powders and the often
more difficult powders to solubilize in the form of milk protein concentrates.
Taking frequency into account, we discuss the use of high-power ultrasound as a
method to aid powder solubilization through particle dissociation. Ultrasound as a
technology is yet to be adopted commercially as a processing tool by the food-
manufacturing industry, and limitations associated with the technique including
equipment design are also discussed.

Keywords
Low-frequency ultrasound • Acoustic cavitation • Dairy powders • Solubility •
Hydration

Introduction

Solubility: A Critical Functional Property of Dairy Powders

Dairy streams are highly perishable. Milk and other dairy streams are often dried and
converted into powder for preservation to increase the shelf life of these otherwise
rapidly perishable commodities, for storage stability, ease of handling, and transport
without substantial loss of quality even at ambient temperatures. Spray drying is the
globally preferred technology embraced by the dairy industry and together with the
pre-drying processes of evaporative and/or membrane concentration will inevitably
generate insoluble components.

In regions where milk supply exceeds consumption, milk is often spray dried for
export to regions where dairying is unsustainable and local supply is unable to meet
demand. Powders are regularly exported around the world to meet shortfalls in local
milk supplies, and this process may also affect the solubility of powders. Spray-dried
powders possess physical and functional properties including powder structure;
particle size distribution; powder, bulk, and particle density; occluded air; and
particle agglomeration which contribute to wettability, sinkability, dispersability,
and solubility in solution. Solubility is a key functional attribute to industry and
end users, and poorly soluble powders can cause processing difficulties and may
result in quality and economic losses. Solubility is a measure of the final condition to
which the constituents of the powder can be hydrated into solution. It is important to
note that all powders have insoluble matter and not all constituents can be hydrated
even in the most soluble powders. Solubility is dependent on the chemical compo-
sition and its physical state following the drying process. The processes of evapo-
rative concentration and spray drying rely on thermal treatments which affect heat
sensitive components and the severity of the heat treatment as well as the type of
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drying generates denatured insoluble components [1]. Insolubility reflects the aggre-
gate complex formation between denatured β-lactoglobulin and casein proteins and
is referred to as the insolubility index. Adding to the complexity is the varied
composition of pre-dried concentrates which also influence powder solubility. Fac-
tors directly affecting solubility are the presence of lactic acid, high mineral content
in the form of salt ions, pH, and addition of heat-stabilizing agents added prior to
spray drying [2].

Degradation of powder quality also occurs during storage affecting solubility by
increasing the insoluble content. High protein powders and those with high lactose
composition are prone to temperature degradation, and powders are often exported
to regions around the world where the climate is hot or humid accelerating shelf-life
degradation and increasing the insolubility index of powders.

Milk and milk-derived powders are often reconstituted for use in liquid products
and solubility becomes a critical factor. Commercially, the reconstitution process is
performed in the shortest time possible usually in a batch process relying on
temperature and paddle mixing without strict consideration of the solubility profile
of the powder. It is imperative for powders to rapidly solubilize during the reconsti-
tution process and minimize storage sedimentation in resulting products. In the food
industry, rapid dissolution properties are desirable to maximize processing times and
prevent delays, increase production costs, and avoid the manufacture of products
regarded as having poor qualities [3, 4].

Whey and Milk Protein Powders

This chapter focuses on two categories of commonly manufactured dairy powder:
whey protein powders and milk protein powders.

Whey protein powders are manufactured with varying compositional character-
istics and have many uses including infant formulations and diet food formulations
and often used to standardize the protein content in preparation of yogurts. High-
quality whey powders often exhibit good solubility properties.

Milk-based powders include skim milk and whole milk powders and are widely
used as ingredients in many formulated foods including infant formula, soups,
sauces, baked goods, and confectionery products to name a few. Similar to whey
protein powders, these powders also typically exhibit good solubility properties.

Milk protein concentrates are a form of high-protein spray-dried powders (often
exceeding 90 % protein) and due to the high nutritive and functional values are often
used to standardize the protein content of milk in preparation for the use in the
manufacture of secondary dairy products such as cheese, yogurts, and dairy-based
beverages [5]. Milk protein concentrates are also used in the manufacture of con-
fectionery, baked and ice cream products, soups, sauces, dessert products, ready-to-
eat meals, and chocolate biscuits [6–9]. However, when it comes to solubility, this
powder is often problematic and difficult to dissolve [3, 7]. Several studies have
explored the protein conformation, functional properties, protein rehydration, and
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solubility of reconstituted milk protein concentrate powders [10, 11]. Micellar casein
and milk protein concentrate powders are less soluble at ambient temperatures in
comparison with whey or milk powders requiring high temperatures to achieve
adequate solubility during reconstitution [3, 7, 12]. Zwijgers [12] showed that the
solubility of milk protein concentrate (MPC) could be improved significantly by
raising the reconstitution temperature and by lengthening reconstitution times. In a
commercial environment, however, this delays manufacturing processes reducing
productivity, and if powders are poorly dissolved, there is a risk that product defects
may occur resulting in further economic losses [5]. Due to this lack of solubility, a
significant proportion of this chapter has been devoted to milk protein concentrate
powders.

Power Ultrasound in Dairy Processing

Sound energy which is generated by a converter creates a continuous wave-type
motion as it passes through a medium [13]. Ultrasound can be categorized in two
general categories: high-frequency low-energy power ultrasound and low-frequency
high-energy power ultrasound. Ultrasound when used as a processing tool is gener-
ally regarded as the sound waves emitted in the frequency range of 20 kHz to 1 MHz,
also known as “power ultrasound.” Depending on the sound wave frequency and the
amplitude applied, a number of physical, chemical, and biochemical effects can be
generated with the majority of food applications ranging in frequency between
20 and 40 kHz [14]. At these lower frequencies of the power ultrasound frequency
range, acoustic cavitation effects occur and these are powerful enough to disrupt
molecular bonding [15, 16]. Low frequencies (20–100 kHz), typical of most food
applications, generally emit high pressures (70–100 MPa) [17] generating shock
waves, turbulence, and physical effects through transient cavitation, and these
dominate over chemical effects. At higher frequencies within the power ultrasound
frequency range (>100 kHz), these powerful physical effects are gradually lost to
generate predominantly H and OH radicals at the expense of physical shear. At even
higher frequencies often above 1 MHz, the technology is mainly used for quality
analysis, process control, and nondestructive inspection [18] to determine food
properties, to measure flow rate, and to inspect the integrity of food packaging.

Although ultrasound technology has been implemented and applied commer-
cially across various industries, the food industry has been slow to embrace the
technology with few commercial applications. At the laboratory scale, ultrasound
treatment has been used in a wide range of food applications including emulsifica-
tion, extraction of bioactives, food preservation, mixing, meat tenderization, encap-
sulation of essential fatty acid, freezing of food, and quality evaluation [13,
19–25]. Its application also includes degassing of liquid foods, extraction of
enzymes and proteins, inactivation of enzymes, induction of nucleation and crystal-
lization, sterilization, filtration, and homogenization [26, 27]. Few of these applica-
tions are adopted commercially and this is particularly true for the dairy industry.
Ultrasound is still considered novel in the dairy manufacturing; however, numerous
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laboratory studies and some scale-up reports suggest that high-power low-frequency
ultrasound has potential application in dairy manufacturing. These studies often
focus on homogenization, viscosity reduction, controlling age-related thickening
of milk concentrates, control and manipulation of whey and milk protein functional
properties, sonocrystallization of lactose, and flocculation of milk fat to name a few
[28–32]. Treatment times and energy intensities reported in some controlled labora-
tory studies indicate that energy requirements necessary to achieve a desired result
can be small. Such possibilities may open new prospects for commercial implemen-
tation of ultrasound technology in the dairy industry.

Solubility is reported to be proportional to applied ultrasonic power and in
addition to frequency; the applied energy density is paramount to controlling the
solubility of reconstituted dairy powders. Adequate reporting of the applied energy
density is also necessary for reproducibility, and this concept has been slow to be
adopted in this emerging field of research. Zisu and Chandrapala [28], Koh et al. [33]
and McCarthy et al. [34] have all emphasized the importance of appropriate repre-
sentation of applied energy density according to Eq. 1:

Energy density J=mLð Þ ¼ Power drawn Wð Þ � Time sð Þ = Volume mLð Þ (1)

Defining and measuring energy density must take into account not only power
(W) but also processing time and volume if working with a batch system or flow
rate for continuous operation. The power delivered as ultrasonic energy, or calori-
metric power (P), is determined by measuring the temperature change in water, in the
absence of a cooling jacket, using Eq. (2) where Cpw is the heat capacity of water
(=4.18 � 103 J/kg K), M is the mass of water used (kg), ΔT is the change in
temperature (K), and t is the duration of sonication (s) [35, 36]:

P ¼ Cpw M ΔT=tð Þ (2)

The energy density in a batch system is calculated using Eq. 1. It is paramount that
chilled water is circulated through a cooling jacket during sonication to maintain the
solution temperature and avoid artifacts created by heat released as energy during
sonication. In a continuous system, the applied energy density is determined by
simply dividing the rated power (W) by the total flow rate in mL/s. This parameter
provides information on the total sonication energy applied per mL of solution [28].

Also important is the need for ultrasonic equipment designed specifically for the
food and dairy industries to maximize energy efficiency. Traditional horn-type
sonicators typical of most power ultrasound applications were never designed to
process food, and there is a complete absence of commercial manufacturing equip-
ment available for the industry. Consequently this is a significant reason for the slow
adoption of ultrasound technology by the food and dairy sectors. Ultrasonic equip-
ment is traditionally designed to operate in direct contact with the material being
treated (often fluid) and consists of a transducer to which a titanium sonotrode is
attached. This is immersed into solution through which sound waves propagate and
the energy density is greatest at the surface of the sonotrode, and this design may not
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always be the most energy-efficient arrangement for dairy applications. An alterna-
tive to direct contact sonication employs a noncontact approach, and these sonication
cells are designed with multiple low-power transducers attached to the outer surface
of the metal cell eliminating the need for sonotrodes. Sound waves propagate
through the metal surface and fluids are treated on the inner surface of the cell
improving energy distribution. These sonication cells operate with lower power than
sonotrodes but they distribute energy more efficiently, and this is paramount to
designing equipment suited to the industry. A need for large-scale ultrasonic equip-
ment compatible with the energy needs of the food and dairy industries and the
recent surge of ultrasonic dairy research have the potential to prompt the develop-
ment of dairy specific equipment for future adoption by the industry.

Power Ultrasound to Improve the Solubility of Reconstituted
Dairy Powders

Several studies specifically show the disruption of larger insoluble aggregates
following reconstitution of powders to aid solubility. The rapid dissolution of
powders in solution is desired in food manufacturing to reduce processing times,
to improve productivity, and to consistently produce good quality products. To do
this at ambient temperature and across a wide temperature gradient has its chal-
lenges, and targeting insoluble aggregates and slow dissolution components is
paramount. Low-frequency powder ultrasound has long been used to reduce
agglomerate size. A technique such as sonication capable of improving the solubility
of reconstituted powders can reduce hydration times and has potential industry
application. Insoluble components of reconstituted dairy powders are similar in
nature; that is, they are tightly bound agglomerated masses and by reducing their
size to increase surface area will make them more soluble in solution.

It has been documented that high-power low-frequency sonication disrupts insol-
uble aggregates by reducing particle size in dairy solutions made from reconstituted
powders [30, 37]. Sonicating reconstituted whey protein concentrate at 20 kHz also
reduced the turbidity of solutions. Both these results were strongly correlated to
particle size reduction resulting from treatment with high-intensity low-frequency
sonication. Onwulata et al. [38] also reported similar reductions in aggregate size for
whey proteins and caseins. The solubility of reconstituted whey protein concentrate
[39] and whey protein isolate [26] solutions was improved following sonication at
20 kHz, and although not measured, this was possibly related to the reduction in the
particle size of insoluble aggregates. These studies observed the effects of the
ultrasound treatment on the functional properties of reconstituted whey protein
powders at frequencies of 20, 40, and 500 kHz and concluded that low-frequency
high-energy ultrasound treatment had significantly enhanced the solubility of the
whey protein. This improvement in solubility was not observed at 500 kHz. How-
ever, due to the long duration of ultrasonic treatment without adequate temperature
control, the solution temperature rose dramatically, which also is likely to have a
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large contribution to the improvement of solubility. The effect of frequency was also
supported by another study which showed that particle size was not reduced when
sonicating reconstituted dairy powders at frequencies higher than 30 kHz where the
physical forces of acoustic cavitation are weaker [37].

Frequency Is Critical to Solubility of Reconstituted Powders

Reconstituted Powders Sonicated at Low Frequency (20 kHz)

Ashokkumar et al. [29, 30] have shown that solution clarity of opaque 5 % and 15 %
(w/w solids) whey protein solutions reconstituted from whey protein concentrate
powder improved following low-frequency sonication at 20 kHz. After sonication
(up to 60 min at 31 W), opaque solutions became translucent. This gradual improve-
ment in solution clarity was attributed to the physical reduction in the size of the
insoluble powder agglomerates to generate smaller particles as backed by particle
size data. Prior to sonication, agglomerates were shown to reduce in size from an
approximate average of 30 μm (with a range of 10–100 μm and occasionally
exceeding 100 μm) to less than 1 μm as sonication time increased from 1 to
60 min (at 31 W) or as the power of sonication increased from 5 to 13, 31, and
51 W. The bulk effect was observed between 1 and 5 min, and the intensity due to
larger aggregates was completely reduced within the first 10 min of sonication
indicating the ultrasonic disruption of larger aggregates. A distribution
corresponding to particles in the size range of approximately 0.1 μm continued to
grow with increasing sonication time and power due to the disruption of larger
insoluble aggregates. This was not believed to be related to the solubility of the
proteins themselves since sonication did not increase the UV-visible absorption band
corresponding to the whey proteins.

Reconstituted Powders Sonicated at Frequencies Greater than
20 kHz

Sonication of reconstituted whey protein solutions at frequencies higher than 20 kHz
where the physical effects of acoustic cavitation are reduced did not have the same
result. Ashokkumar et al. [29] also showed that sonication at frequencies of
213, 355, and 647 kHz did not affect insoluble agglomerates of whey protein
solutions reconstituted to 8 % (w/w solids), and the particle size of solutions
remained unchanged after sonication for 1 min at 5, 13, 31, and 51 W
[29, 30]. Chemiluminescence was measured to confirm acoustic cavitation. At
213 kHz frequency, the chemiluminescence increased relative to power from 5 W
to 13, 31, and 51 Wafter sonication for 1 min; however, without the physical effects
observed at 20 kHz frequency, the particle size remained unchanged.
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Solubility of Reconstituted and Sonicated Milk Protein Powders

Because of the high milk protein content, interactions between milk protein mole-
cules will vary depending on its structural properties and the environmental circum-
stances (relative humidity, temperature, storage time, etc.) [8, 40]. Therefore, it may
result in the modification of functional behavior of the hydrolysates compared to the
intact protein such as altered solubility, viscosity, sensory properties, and foaming
properties [41, 42].

Solubility expresses the ability to maintain a stable suspension in water [43]. It is
one of the key functional properties of milk concentrate powders as an indicator of
milk protein denaturation and aggregation. Milk protein concentrate powders not
only show low solubility at ambient temperature in comparison with milk powders,
but they require high temperatures to achieve adequate solubility during reconstitu-
tion [3, 8, 12]. Adding to this, MPC powders are prone to protein degradation during
storage resulting in further solubility problems. Generally speaking, protein in the
denatured and aggregated state exhibits poor emulsifying ability, foaming ability,
and solubility [44]. Hevea [8] and McKenna [41] also confirmed that poor solubility
of high milk protein powders was probably related to strong interactions between
β-lactoglobulin and κ-casein. Furthermore, Havea [8] described two types of inter-
actions in the molecule of proteins for the formation of insoluble material. One was
based on covalent bonds. They consisted of inter- and intramolecular disulfide bonds
which were formed via sulfhydryl oxidation reaction or sulfhydryl–disulfide inter-
change. The other one was non-covalent bonds, which included hydrophobic,
hydrogen bonding, ionic, and other weak interactions. It also concluded most of
the protein–protein interactions occurred through hydrophobic bonds. Thus, a solu-
bility test can also be a useful tool to examine and investigate the molecular stability
of milk protein concentrates.

High-power low-frequency ultrasound has been used to achieve rapid solubility
of micellar casein and milk protein concentrate powders during reconstitution at
ambient temperatures. Sonicating at 20 kHz frequency increased the initial solubil-
ities of reconstituted milk protein powders from approximately 70 % to more than
90 % in the first three minutes of treatment with the bulk improvement occurring
during the first minute of sonication [45]. After 10 min of sonication, close to 100 %
solubility was achieved. There was a strong correlation between the particle size of
reconstituted powders and solubility in response to the applied energy density of
sonication showing gradual reduction with longer treatment times. A comparison of
the rehydration of powders by stirring alone could only achieve approximately
85 % solubility after 4 h. Particle size distribution was used to support the solubility
data.

Milk powders contain large vacuoles on the surface of powder particle formed
during the spray-drying process with the bulk of the protein found on the outer shell
[46]. It has been documented that during powder rehydration, agglomerates are
disrupted into primary particles together with the simultaneous release of material
from the powder particles into the surrounding aqueous phase [47]. The latter is
considered a rate-limiting step. Ultrasonic degradation of the external particle layer
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would explain the size reduction which helps the powder to dissolve by acoustic
cavitation initiating the release of material to the aqueous phase at a faster rate.

In a separate study, the effects of power ultrasound were also studied on the
dissolution properties of milk protein concentrate powders [34]. Low-frequency
(20 kHz) high-intensity ultrasound (70.2 W) was used to reconstitute 5 % (w/w)
powder, and the dissolution rate was compared to a conventional methods of
dispersion by stirring. Rehydration of powder by stirring at 50 �C resulted in a
typical two-step dissolution model, whereby the solubilization of larger particles
coincided with the formation of a smaller particle population over time. Dispersal of
reconstituted powders by sonication significantly accelerated the solubility process,
achieving > 90 % levels of powder solubilization within 1 min of treatment at an
energy density of 21.1 J/mL. However, in this study the temperature was
uncontrolled during treatment and rose to over 70 �C during sonication contributing
to solubility and potentially causing protein denaturation and aggregation. The
rehydration process for milk protein concentrate powders involving conventional
dissolution by stirring for 10 min at 50 �C achieves < 90 % powder dissolution.

A different approach to powder solubility was investigated by Yanjun et al. [48]
studying the effect of power ultrasound pretreatment on the physical and functional
properties of reconstituted milk protein concentrate. The impact of low-frequency
20 kHz power ultrasound pretreatment was investigated. Prior to spray drying of the
powders, ultrafiltered and diafiltered milk protein retentates were sonicated at
12.50 W for 0.5, 1, 2, and 5 min. The particle size of these concentrates reduced
from 28.45 μm to 0.13 μm after 0.5 min of sonication and then spray dried. The
solubility of these pretreated powders reconstituted to 5 % (w/w solids) increased
significantly from 35.78 % to 88.30 % after 5 min of ultrasonic pretreatment. The
microstructure of these powder confirmed results, with small particles formed and
trapped in dents of large particles. Sodium dodecyl sulfate–polyacrylamide gel
electrophoresis showed no significant change in protein molecular weight indicating
that the effects of low-frequency sonication are predominantly physical, thereby
disrupting insoluble aggregates without changing protein conformation. Similar
results were observed for reconstituted whey protein powders as discussed earlier
in this chapter.

Effect of Ultrasound Treatment on the Solubility of Milk Protein
Concentrate Powders Aged During Storage

In a previously unpublished study by Yu Song, Arnaud Mimouni, and Bhesh
Bhandari, the effect of ultrasound treatment on the evolution of solubility of milk
protein concentrate was studied in greater detail. Fresh and aged milk protein
concentrates were treated with low-frequency high-energy ultrasound (20 kHz)
after rehydration, and its effect on the solubility of reconstituted powders was
observed.

Different scholars reported that with an increase in storage temperature, the
solubility of the milk protein concentrate was lost at a faster rate [6, 8, 41]. Kher
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et al. [9] found that dried milk protein powders lost solubility on storage and this
further detracted from their functional performance in many food applications.
McKenna [41] also mentioned that after 6 months storage at 20 �C, there were
two layers formed at the particle surface. The first layer was composed of
β–lactoglobulin and the other layer was made up of aggregated casein micelles.
They formed a water-impermeable layer which therefore decreased the solubility.
Anema et al. [5] have shown that the decrease in solubility of milk protein
concentrate powders could be entirely accounted for by the reduced solubility of
the casein micelles. A possible mechanism for the decrease in solubility with
storage is the formation of a network of cross-linked proteins through hydrophobic
and/or hydrogen bonding rather than covalent bonding at the surface of the powder
acting as a barrier to water transport and subsequently inhibiting the hydration of
the MPC85 particles. McKenna et al. [46] have microscopic evidence of movement
of some protein out of the micelle and forming a monolayer of close packed
micelles at the surface of the particles. They further postulated that cross-linking
of micelles by nonmicellar proteins and by the close association of micelles at the
surface.

In the study by Yu Song, Arnaud Mimouni, and Bhesh Bhandari, the objective of
the research was to observe the effect of short-term low-frequency high-power
energy ultrasound treatment on the solubility of the milk protein concentrate pow-
ders during aged storage.

The soluble solid and total nitrogen in the supernatant after rehydration were
examined in order to achieve the goal. Milk protein concentrate powder containing
85 % protein was stored at 25 �C and relative humidity (RH) of 52.9 % for 30 days.
The powder samples were then rehydrated into distilled water at 25 �C for 20 min
followed by ultrasound treatment at 20 kHz for 1 min. The samples were then
centrifuged at 25 �C and 4000 � g for 10 min and filtered with a glass microfiber
filter paper. The soluble solid test and total nitrogen test were conducted on both
supernatant and suspension to examine the solubility of fresh and aged reconstituted
powder samples.

Both soluble solid and crude protein content in supernatant increased signifi-
cantly after ultrasound treatment ( p < 0.05), which indicated that ultrasound treat-
ment had improved the solubility of both the fresh and aged powders during
rehydration. An increase of the temperature of the sample solution during ultrasound
treatment had also contributed to the improvement of the solubility.

Storage and Analysis of MPC85

Commercially produced milk protein concentrate powder (85 % of protein) was used
in these experiments. Milk protein concentrate powder 85 % (MPC85) contained
milk proteins (82.4 % w/w) which has an equal proportion of casein and whey
proteins, lactose (4 % w/w), ash (7.3 % w/w), and fat (1.6 % w/w). Distilled water
was the rehydration medium which was used to dissolve MPC85 in these
experiments.
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10 g of fresh MPC85 powder was initially taken out of cold storage (4 �C) and
spread thinly on a petri dish and then stored in vacuum-sealed P2O5 desiccators
(RH close to 0 %) for 2 days to reach to ambient temperature and moisture content
standardization. Randomized complete block design was adopted in this experiment
to allocate different samples into the desiccators. The samples were transferred into
storage desiccators which contained saturated salt solution of magnesium nitrate,Mg

NO3ð Þ2 � 6H2O. This saturated salt solution allowed the MPC85 powder to equili-
brate at relative humidity (RH) of 52.9 %. The samples were stored at 25 �C for
30 days and then removed from storage for solid content and total nitrogen analyses.

Solubility was measured according to the methods of Havea [8] and Singh [7]
which describe a mass fraction method to test the solubility of MPC85. After 30 days
storage at 25 �C, 10 g of MPC85 powder was slowly poured in to 190 g of water
under controlled conditions (25 �C and agitation rate at 220 rpm), and then after
20 min rehydration, 50 mL of suspension was centrifuged at 4000 � g for 5 min at
25 �C. The supernatant was then filtered under a vacuum (GF/A microfiber filter
paper, 1.6 μm pore size). Duplicate 6 mL of the supernatant and the same amount of
powder suspension were taken for soluble solid test. They were firstly poured into an
aluminum cell and covered with 30–40 g of dried sand. After that, the cells were
stored in the oven at 102 �C for 24 h and cooled down in P2O5 desiccators for 2–3 h
for total solid determination.

The value of total solids in the filtrate of the supernatant from each sample was
compared to that in the suspension to give the mass fraction of dissolved material,
which is expressed as percentage (w/w) of dry powder.

The solubility percentage was calculated as Eq. 3:

Solubility %ð Þ ¼ Weight of total solids of supernatant

Weight of total solids of powder suspension
� 100% (3)

The total nitrogen was analyzed from 2 mL of supernatant and powder suspension
with a LECO CNS-2000 Combustion Analyzer. Fresh and aged MPC85 samples
were treated with ultrasound to determine its effect on solubility immediately after
the addition of powder to water and after hydration for 20 min. 200 g of MPC85
powder suspensions was placed in a 250 mL flat bottom conical flask and then
sonicated with a 20 kHz ultrasonic probe. The probe with its 1.2 cm titanium tip was
immersed in the suspension and the suspension was treated for 1 min (400 W
maximum power). During the rehydration process, samples were observed with a
compound light microscope. 10 g of fresh MPC85 powder was placed into 190 g
water at 25 �C and observed under light microscope at �800 magnification. Sus-
pension samples were then treated with ultrasound for 15, 30, 45, and 60 s and
observed. Samples were also allowed to hydrate for 20 min and observed at 5 min
intervals.

The study was replicated and each value represents the means of two measure-
ments. Analysis of variance (one-way ANOVA) was determined with a significant
level of 5 %. The values statistically different are marked by the same letter (a) and
the values statistically similar are marked with another letter (b).
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Solubility of Sonicated MPC85 Powders During Storage

Ultrasound treatment significantly enhanced the soluble solid content in the super-
natant after 20 min rehydration of both fresh and aged MPC85 powder. Figure 1
shows that the soluble solid content in the supernatant after 20 min of rehydration
improved significantly with 1 min of ultrasound treatment ( p < 0.05). Even though

0

1

2

3

4

5

6

7

8

9

0.01 0.1 1 10 100 1000

Vo
lu

m
e 

(%
)

Par�cle Size (μm)

Control

20kHz 5W

20kHz 13W

20kHz 31W

20kHz 51W

Fig. 1 Particle size reduction of 8 % (w/w) reconstituted whey protein concentrate powder
sonicated at 20 kHz at 5, 13, 31, and 51 W (Adapted from Ashokkumar et al. [29])

0

5

10

15

20

25

30

35

40

Control 20kHz
5W

20kHz
13W

213kHz
5W

213kHz
13W

355kHz
5W

355kHz
13W

647kHz
5W

647kHz
13W

Pa
r�

cl
e 

si
ze

 (μ
m

)

Fig. 2 Particle size of 8 % (w/w) reconstituted whey protein concentrate powder sonicated at
20, 213, 355, and 647 kHz (Adapted from Ashokkumar et al. [29])

1394 B. Bhandari and B. Zisu



the solid content dropped from 69.97 % to 45.88 % after 30 days of aged storage, the
solubility of reconstituted powder improved to 97.15 % and 98.4 % for fresh and
aged MPC85 powder after treated with ultrasound for 1 min.

This result was confirmed by the total nitrogen test. Figure 2 reveals that after
1 min of ultrasound treatment at 20 kHz, the crude protein in the supernatant
significantly increased by 30.86 % and 60.65 % for fresh and aged MPC85 powder,
respectively ( p < 0.05). The similar trend in experiment result between the soluble
solid test and total nitrogen test indicates that low-frequency high-energy ultrasound
considerably enhanced the solubility of the reconstituted MPC85 powder aged
during storage.

Temperature control was not adopted in this study and the temperature of the
MPC85 suspension increased after ultrasound treatment. After only 1 min of ultra-
sonic treatment, the heat energy generated by acoustic cavitation increased the
suspension temperature from approximately 25 �C to approximately 32.5 �C (data
not shown). Both Gaiani et al. [4] and Mistry and Hassan [49] report that high
protein milk powders have low solubility at the room temperature but this improved
as the temperature increases, and it is possible that temperature also contributed to
the solubility in this experiment. However, considering the very short treatment time
(1 min), the temperature contribution to solubility for reconstituted MPC85 powder
is likely to be insignificant in comparison with ultrasonic treatment. It is reasonable
to assume that acoustic cavitation and the shock waves generated by cavitation were
the main contribution to the ultrasound effect [27].

Microscopic examination shows air bubbles forming when fresh MPC85 powder
makes contact with water, indicating the absorbance of water into powder internal
vacuoles (Fig. 3). With ultrasound treatment, the air bubbles collapsed and the
surface tension between the powder and water was overcome which increased the
rate of powder wetting, sinking, dispersing, and dissolving. It is noticeable that in
both situations (with or without 20 min rehydration prior to ultrasound treatment),
there were fewer MPC85 particles observed after ultrasound treatment (Figs. 3 and
4). The absence of the large particle indicates that the MPC85 powder gradually
dissolved in water and milk protein solubilized to its micellar form (Fig. 4).
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This experiment confirms the hypothesis for the rehydration process of MPC85
powder which was proposed by Minouni et al. [47]. Mimouni et al. [47] found that
rehydration occurs in two steps. They are the disruption of the agglomerates into
primary particles followed by simultaneous release of the material from the powder
particles into surrounding aqueous phase. The latter is considered as the rate-limiting
step. Hence, sonication may disrupt the agglomerates easily with shear forces
generated by acoustic cavitation and thereby initiating the release of material to
the aqueous phase at a faster rate. Furthermore, they stated that during powder
rehydration, the vacuoles would be expected to fill with water. Thus, on hydration,
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the bulk of the protein is expected to be in an outer shell. Mechanical degradation of
the external layer of the particles would therefore lead to a limited decrease in their
size, until sufficient material was dispersed at which point the particles would be
expected to collapse or fully dissolve. Results presented in this study show that the

Fig. 6 Rehydration of MPC85 powder at 25 �C with 20 kHz ultrasound treatment viewed at �800
magnification immediately after the addition of powder to water. Ultrasound treatment time: 0 s (a),
15 s (b), 30 s (c), 45 s (d), and 60 s (e) (Song, Mimouni, and Bhandari, unpublished data)
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agglomerates present at the very beginning of the rehydration process were disrupted
due to the mechanical energy from ultrasound treatment. The interaction between the
casein micelles in the primary powder particles was then disrupted with the increase

Fig. 7 Rehydration of MPC85 powder after 20 min hydration at 25 �C with 20 kHz ultrasound
treatment viewed at �800 magnification. Ultrasound treatment time: 0 s (a), 15 s (b), 30 s (c), 45 s
(d), and 60 s (e) (Song, Mimouni, and Bhandari, unpublished data)
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in applied ultrasound energy. Thus the network of interacting micelles was disrupted
and single micelles were released into solution, resulting in the solubilization of the
larger milk particle aggregates (Figs. 5, 6, and 7).

Conclusions and Future Directions

Spray-dried dairy powders possess many physical and functional properties of which
solubility is critical. Solubility is a measure of the final condition to which the
constituents of the powder can be hydrated into solution and is a key functional
attribute to industry and end users. Although ultrasound technology is yet to be
adopted by the dairy industry, recent studies have demonstrated its potential. In
solution, low-frequency power ultrasound of approximately 20 kHz was used to
generate sufficient shear to break agglomerates apart through acoustic cavitation, and
this phenomenon was applied to improve the solubility of reconstituted dairy
powders. Ultrasound substantially improved the rate of solubilization in whey
protein and milk protein-based powders. It is hypothesized that ultrasound acceler-
ates a two-stage rehydration process by disruption of large agglomerates into
primary particles followed by simultaneous release of the material from the powder
particles into surrounding aqueous phase. Sonication disrupts large agglomerates,
thereby initiating the release of material to the aqueous phase at a faster rate.
Continuous reduction in the size of powder particles occurs until complete dispersed
is reached at which point the particles collapse or fully dissolve.
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Abstract
Sonocrystallization as an emerging science and technology has great potential to
improve and change current methods of processing, resulting in significant cost
and energy savings and opening up new applications in lactose crystallization.

Lactose crystallization is reported to be slow and unpredictable. Seeding is not
used in industry and nucleation is achieved by rapid cooling. The problem with
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conventional lactose crystallization is long induction times and large metastable
zone width which makes the process unpredictable and difficult to control.
Therefore, improved control of the lactose crystallization process has particular
significance for the dairy industry.

In the last 10 years, there have been a significant number of reported applica-
tions of ultrasound in lactose crystallization. Most of the work reported utilized
ethanol as anti-solvent to provide methods of whey proteins and lactose recovery
without concentrating to high solid content. More recently, sonocrystallization
from aqueous lactose solutions and concentrated whey has been reported for
pharmaceutical and food industry applications. With the availability of equipment
of industrial scale, it is anticipated that sonocrystallization of lactose in industrial
scale may become a reality in the near future.

Keywords
Crystallization • Lactose • Crystal morphology • Lactose crystallization •
Sonocrystallization

Introduction

Lactose is the major carbohydrate in milk and produced from whey which is the
by-product of cheese making. Lactose is the major constituent of many concentrated
and dried milk and whey products and widely used as a food ingredient and as carrier
in tablets in pharmaceutical industry. Lactose represents 35 % of the total solids in
milk and is the principal constituent in many dairy products, ranging from about
40 % in whole milk powder to 70 % in whey powder. Therefore, the properties of
several dairy products, especially concentrated and dehydrated products, are domi-
nated by certain properties of lactose, especially its solubility, crystallization behav-
ior, and mutarotation.

Lactose is an interesting and complicated system for both crystallographers and
manufacturers. An important difference from most other crystal growth systems is
that an aqueous lactose solution is a pseudo-ternary system: molecules of both α and
β forms of lactose are present which tend to reach mutarotation equilibrium. Thus,
α-lactose monohydrate crystals never grow from a pure environment: their growth
medium always contains β-lactose in a quantity of the same order of magnitude as
the α-lactose itself [1]. The presence of β-lactose not only reduces the driving force
for crystallization of α-lactose monohydrate but also significantly affects the crystal
morphology, and as a result, a tomahawk shape forms (Fig. 1a). α-Lactose
monohydrate can be observed in a variety of shapes, depending on the conditions
of the crystallization: prisms (Fig. 1b), diamond, pyramid, and tomahawk, but this is
purely a matter of variation in morphology; the crystal lattice is always the same
[2]. The commonest shape is the tomahawk.
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The crystal structure was determined by Fries et al. [3]. The unit cell contains two
molecules of lactose and two of water. Lactose molecules are oriented with their long
axis parallel to the b direction with the glucose moieties toward the –b direction.
Michaels and van Kreveld [4] assumed a highly specific interaction between
α-lactose molecules of the lattice and the β-lactose molecule in the solution, most
explicitly at the 010

� �
and 011

� �
faces. Because the molecules of both anomers have

the same β-galactosyl moiety, the α-lactose molecules of the crystal might form
bonds as easily as with the galactose moiety of both α and β molecules. Once
integrated, β-lactose molecules would further inhibit growth of α-lactose at that
growth site. This could explain the shape of the α-lactose monohydrate crystal which
displays a polar character: very small or missing 010

� �
face and a large (010) face.

The crystal morphology is dominated by the 01 1
� �

, 011
� �

, and (010) faces.
α-Lactose monohydrate crystals grown in the absence of β-lactose are prism shaped
and display similarly sized (010) and 010

� �
faces (Fig. 1b).

The medium lactose crystallizes out and adds an extra layer of complexity due to
the presence of proteins, mono- and divalent ions, etc., in whey [6]. Lactose phos-
phate which is produced during cheese making selectively attaches to the (010) face
and reduces the growth rate [7, 8]. The variability of solubility of lactose in different
industrial permeate [9] was reported which also impacted on controlling lactose
crystallization in the industrial scale. Furthermore, these impurities are seasonal, and
in industry different sources of whey are often mixed which makes controlling
lactose crystallization difficult at industrial scale. Therefore, any improvements in
controlling nucleation and also crystal size distribution would make significant
improvement in the dairy industry.

Fig. 1 Tomahawk- and prism-shaped α-lactose monohydrate crystals [5]
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Crystallization

Crystallization is a separation and purification technique that is widely used in
food, chemical, and pharmaceutical industries. Crystallization is defined as a phase
change where solute dissolved in liquid forms an orderly solid structure. Only a
certain amount of solute can dissolve in liquid at a given temperature. This is called
solubility concentration and the solution is at equilibrium. Solutions can be super-
saturated either by removing solvent by evaporation, cooling, or addition of an
anti-solvent. Supersaturated solutions are not at equilibrium and try to reach an
equilibrium state by precipitating excess solute. Supersaturation is the driving
force for crystallization. Undersaturated solutions are stable and will not crystal-
lize. Supersaturated solutions on the other hand are either unstable or metastable
[10]. As can be seen from supersolubility diagram of lactose (Fig. 2), in labile
solutions, spontaneous nucleation is expected. The zone between solubility and
supersolubility curves is called the metastable zone, and the probability of homo-
geneous nucleation is zero. The metastable zone width is influenced by factors such
as fluid dynamics and presence of impurities, and spontaneous nucleation does not
occur [10].

Crystallization proceeds with the formation of a new solid phase from solution
(nucleation) and addition of molecules into this nuclei created (crystal growth) [11].

Nucleation is the process where solutes in liquid transform into crystal lattices
and can take place through either primary or secondary nucleation. In homogeneous
primary nucleation, molecules arrange themselves into a crystal lattice without
external assistance. In heterogeneous primary nucleation, a solid foreign particle or
surface provides apportion of the energy for nucleation which means it requires
lower energy. Primary homogenous nucleation has the highest energy barrier and
therefore only occurs in the labile zone. Primary heterogeneous nucleation occurs in

Fig. 2 Supersolubility
diagram [11]
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the metastable zone without any seed crystals in solution. As soon as crystals form,
they lead formation of secondary nuclei due to attrition or contact and have a lower
energy barrier than primary nucleation.

Primary nucleation prevails only at the initial stage of crystallization. Once a
sufficient number of nuclei form and supersaturation drops into the metastable
regime, secondary nucleation becomes the dominant mechanism for nuclei
generation.

Crystal growth is a combination of two main steps: firstly, mass transport from
solution to the crystal surface by volume diffusion or convection and then, secondly,
incorporation of growth units into the crystal lattice through surface integration
processes [12]. The overall growth rate is determined by the slower of these
processes. If the rate of transportation of molecules onto the crystal surface is slower
than the rate of incorporation of growth units into the crystal surface, the rate will be
diffusion controlled. As the relative crystal-solution velocity is increased, the rate of
growth increases up to a certain point and then remains constant. The growth above
this point is controlled by surface integration.

Different faces may have different growth rates, depending on how readily they
incorporate the crystal growth units. The morphology of a crystal is determined by
the growth rates of each face: faster-growing faces usually grow out and disappear;
slow-growing faces, being large, determine the morphology.

The interplay between secondary nucleation and crystal growth determines the
final crystal size distribution and also the recovery of crystals. Controlling final
crystal size and crystal size distribution is paramount in industrial crystallization.
Therefore, any improvements in controlling nucleation and also crystal size distri-
bution would make significant improvement to industrial crystallization.

Sonocrystallization

Sonocrystallization is the application of power ultrasound (frequencies from 10 to
100 kHz) to the crystallization process [13]. Studies on systems other than lactose
have shown that sonocrystallization generally exhibits four features which do not
occur in crystallization without sonication. These are faster primary nucleation, ease
of nucleation, initiation of secondary nucleation, and production of smaller and purer
crystals [14]. Faster primary nucleation means the metastable zone width is reduced
with the application of ultrasound. Sonication was reported to alter the nucleation
mechanism which was apparent as a strong reduction in the apparent order of
nucleation. In order to establish a relationship between cavitation and ultrasound,
several theories have been postulated, but the contribution of ultrasound to crystal-
lization is still unclear [15].

These effects are attributed to localized high temperatures (5000 K) and pressures
(2000 atm) created by imploding bubbles formed as a result of acoustic cavitation
generated by high-intensity sound waves passing through solutions [16]. Localized
high temperatures would be expected to decrease supersaturation therefore reduce
the driving force. On the other hand, subsequent rapid cooling might play a
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significant part in increasing supersaturation. Localized high pressures may reduce
the crystallization temperatures. Furthermore, cavitation bubbles may act as nucle-
ation sites by lowering the energy required for nucleation.

The ability of the ultrasound to cause cavitation depends on many factors, such as
the frequency and intensity of ultrasound, properties of the liquid, and ambient
conditions [17]. In liquid media, ultrasonic irradiation and cavitation in liquid- and
solid-liquid systems can enhance reaction rate and product yield and facilitate mass
transfer and reactant diffusion [18].

Ultrasound was reported to induce primary nucleation in a particle-free solution
at lower supersaturations. For example, Li et al. [18] reported that by varying
ultrasound power, duration, and solution volume, the mean size, crystal size
distribution (CSD), and crystal shape can be perfectly controlled in spectinomycin
hydrochloride crystallization. Sonocrystallization has been used to replace con-
ventional seeding generating extremely small seed crystals for drug delivery
[19]. Nuclei induced by ultrasound result in larger crystals during cooling
crystallization [20].

Application of ultrasound was reported to reduce induction time [14, 21, 22]. The
time elapses before formation of a measurable amount of crystals are called induc-
tion time, and it consists of formation of nuclei and growth of these nuclei. Assuming
the time formation of a stable nucleus is much higher than the time necessary for the
nucleus to reach a detectable size, the time it takes to reach a certain number of nuclei
correlates to nucleation rate:

tN / NN

JHom
(1)

JHom ¼ Khomexp
4

27

γ3sV
2
mβ

3

T kBϑαlnSð Þ2
" #

(2)

Combining two equations and taking the logarithm, induction time can be
linearized, and Khom and γhom can be calculated from the intercept and the slope of
the line:

ln tindð Þ ¼ ln
Nc

Khom

� �
þ 4

27

γ3sV
2
mβ

3

k3B α2ϑ2T3

1

ln2s
(3)

In literature it has been shown that ln(tind) versus 1/(ln
2S) consists of two linear

segments: at high supersaturations, homogeneous nucleation, and, at lower super-
saturations, heterogeneous nucleation. Lyezko et al. [21] reported that ultrasound
reduced induction time significantly in potassium sulfate solution. Increasing the
power input further reduced the induction time and reduced the slope and the
intersection of the ln (tind) versus 1/(ln

2S) plot. Ultrasound was reported to decrease
the interfacial energy so the size of critical radius was reduced. On the other hand, for
anti-solvent crystallization of roxithromycin, the slope was not affected by ultra-
sound, but the intercept was reduced [14].
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Ultrasonic equipment consists of the electrical power generator, transducers, and
emitters. For sonocrystallization two types of emitters are used: one using water
baths and the other one using a horn [23]. Water baths have been used traditionally
due to availability and low cost. They usually operate at 20–40 kHz, volumes vary
between 0.5 and 25 L, power ranges from 40W to 1000 W, and they are widely used
for cleaning surfaces. More recently ultrasonic horns have become available, and
reported use has increased for higher-intensity applications. It is important that the
power applied or energy delivered to solutions is measured and reported correctly.
Power represents the strength of the treatment which indicates the power of the
ultrasonic wave. Power intensity (power irradiance) is defined as the power trans-
mitted to the medium from the sonorod tip surface (W/m2). As power is related to
energy, it is possible to report ultrasonic energy delivered rather than power taking
time of sonication into consideration (1 J = 1 W.s).

Application of ultrasound will convert the acoustic energy into heat regardless of
the mechanism of the dissipation. Experimentally, this can be measured by measur-
ing the temperature increase of the solution, and the heat dissipated can be calculated
from an energy balance [24]:

Q ¼ mCpΔT (4)

where Q is energy input in Watts, m sample mass, Cp heat capacity of the sample,
and ΔT change in temperature.

This means all application of ultrasound will generate heat unless cooling is
simultaneously applied. The temperature rise will be a function of ultrasound power
applied, the volume of the solution, and the size of cavitation bubbles. At 20 kHz, a
bubble grows to the largest size of 60–100 μm and generates a relatively large
amount of heat [24].

Furthermore, only a fraction of the electrical energy applied to transducers to
generate ultrasound is converted into acoustic energy. This will depend on the type
of the equipment. For example, for ultrasonic water baths, DSA 100 and DSA
150 (China), power ranges from 60 to 150 W, and at 20 and 40 kHz, the relationship
between power used and power dissipated is given in Fig. 3. Power used was
measured with a wattmeter, and power dissipated was calculated by measuring the
temperature change after a defined period of sonication at different power levels with
2.6 L of water (minimum water level). More power is delivered at 20 kHz than
40 kHz and efficiency is slightly higher (Fig. 3a). Approximately 50 % of the power
is dissipated into solution. Power intensity was low and changed between 0.01 and
0.05 W/g. As water baths require two third minimum filled with water, the intensity
applied cannot be increased by decreasing weight of sample. On the other hand,
weight of sample can be varied by using ultrasonic horns. For example, for an
ultrasonic horn (Sonics and Materials 650 with 13 mm rod), using 300 g water,
power dissipated and intensity can be increased by increasing amplitude. Maximum
efficiency is around 45 % and maximum intensity is 0.5 W/g at 100 % amplitude
(Fig. 2b). It must also be noted that when the ultrasonic horn is on standby, it uses
55 W power. By changing the weight of solution, the ultrasound intensity applied
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can be changed (Fig. 3c). Maximum intensity would be around 0.6 W/g (200 g
water), but a significant amount of heat generated needs to be controlled. At low
power densities, ultrasonic baths are slightly more efficient than horns. For 2.6 L
water and 200 W power consumption, the ultrasonic horn delivers 0.035 W/g, while
ultrasonic bath delivers 0.04 W/g (unpublished data). Lyczko et al. [21] reported the
dissipated power represents 40 % of the electrical power consumed by the generator.
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Nalajala and Moholkar [25] investigated the physical mechanism of sonocrys-
tallization and reported that the shock waves created by ultrasound affect nucleation,
while micro-turbulence governs the growth rate. The nucleation rate was reported to
be an order of magnitude higher, but reduction in growth rate was reported as
comparable to a mechanically agitated system for KCl.

Ruecroft, Hipkiss, and Maxted [26] reported that when bulk-phase mass transfer
is rate limiting, ultrasonic treatment will enhance the growth rate by increasing the
diffusion of growth units to the crystal surface. Dennehy [27] describes sonocrys-
tallization as a central technique within the tool box of chemists and engineers for
exerting control over particle size.

Lactose Crystallization

Lactose crystallization is complicated as lactose exists in two anomeric forms and
mutarotation of each form into each other. When α-lactose monohydrate is added in
excess to water with agitation, a specific amount dissolves rapidly, which is called
the initial solubility of α-lactose monohydrate. As some of the α-lactose is converted
into β-lactose, more α-lactose dissolves until the final equilibrium solubility is
attained. The equilibrium solubility of lactose increases with temperature [2] and
is lower in other solvents such as ethanol [28] and slightly higher in whey [29]. More
lactose can be dissolved in solution by heating, and upon cooling, the solution will
hold more lactose than its equilibrium solubility. This is called supersaturation and it
is the main driving force for crystallization. It is expressed with respect to either
lactose concentration or α-lactose concentration. Visser [30] derived a formula for S
of α-lactose in which the influence of β-lactose on solubility of α-lactose is taken into
account. Visser’s equation is:

S ¼ C

CS � FKm C� CSð Þ (5)

C = total lactose concentration, g anhydrous lactose per 100 g water
CS = final solubility of lactose, g anhydrous lactose per 100 g water
F = a temperature-dependent factor for depression of solubility of α-lactose by

β-lactose
Km = β/α ratio of lactose in mutarotation equilibrium at the relevant temperature

Butler [32] has expressed supersaturation as absolute alpha lactose supersatura-
tion Cα-Cαs by using Visser’s equation:

Cα � CαS ¼ CS � FKm C� CSð Þ
Km þ 1

(6)
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For nucleation (primary) to occur, Herrington [28] reported that lactose solution
needs to be cooled to 30 �C, lower than the solubility value. This corresponds to
around 2.1 times the initial solubility and is called supersolubility (Fig. 4).

Due to the presence of foreign particles (dust, impurities), surfaces (propellers), or
mixing, nucleation (primary heterogeneous) of lactose occurs at relatively lower
levels of supersaturation (1.6 times the solubility). This is called forced crystalliza-
tion. This zone is sometimes called the intermediate zone [31]. More recently, the
metastable zone has been investigated in great detail to assist industrial lactose
crystallization. Butler reported a secondary nucleation threshold below which no
nucleation is observed [32]. Wong et al. investigated the appearance of the first
lactose seeds in stirred seeded lactose systems and derived an equation for lactose
concentrations at which the first nuclei were detected as a function of temperature:
C = 0.1634 e(0.0155T) (C lactose (g/g water)) [33]. This was the same relationship
developed by Vu et al. [34]. Temperatures at which transmission starts decreasing
significantly (induction time) and corresponds with the supersolubility curve. The
solubility, supersolubility, SNT, and metastable limits in terms of lactose/100 g water
are:

Solubility [32] C = 10.788 e(0.021T)

SNT [32] CSNT = e(2.389+0.0287T)

First detection [35] C = 16.34 e(0.0155T)

Lactose supersolubility diagram describes the extent of crystallization as a func-
tion of temperature and concentration and is a great tool for controlling crystalliza-
tion. For example:
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• Neither growth nor nucleation can take place in the unsaturated zone.
• Spontaneous nucleation can take place in the labile zone.
• Lactose crystals grow in metastable and labile zones.
• No nucleation will occur below secondary nucleation threshold even in the

presence of seeds.
• Below the forced crystallization curve, crystal growth is promoted, while sec-

ondary nucleation is minimized.
• Above the forced crystallization curve, nucleation is promoted.

Once a sufficient number of nuclei have formed, crystal growth occurs. The rate
of crystallization is then affected by temperature, supersaturation, surface area
available growth, viscosity, agitation, and rate of mutarotation [31]. The rate of
mutarotation is influenced directly by the temperature of the solution; it proceeds
faster at high temperatures and very slowly at temperatures near the freezing point.
Thus, temperature has the opposite effects on mutarotation and crystallization. This
means that by cooling the concentrate too fast or to a very low temperature,
crystallization proceeds quickly, but completion of crystallization takes longer;
slow mutarotation results in a small amount of β-lactose being transformed into
α-lactose for further crystallization. The interplay between nucleation and crystal
growth determines final yield and crystal size distribution.

Nucleation of lactose has been studied and reported extensively [32, 36–39]
(Fig. 5). Variation within the same studies highlights difficulties in measuring
nucleation rates. Also different measurement techniques and equipment used
cause variations in measurements. Nucleation rate increases with increasing
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supersaturation, seed load, agitation, and impurity content and decreases with
temperature [37, 40].

Crystallization kinetics of α-lactose monohydrate have been studied extensively
(Fig. 6). Three main classes of study can be identified. The first is ex situ large single
crystal growth with photographic measurement as developed by van Kreveld and
Michaels [41] in a rotating flask. They have measured the growth rates of all major
faces at 30 �C and two supersaturations. It was observed that there was no growth
on the 010

� �
face and slight growth on the 01 1

� �
face at high supersaturations.

The main growth was the movement of the (010) face in the +b direction and slight
growth on the (110), (100), and (1–10) faces (Fig. 1). Later, Visser [42] used this
method in his work on natural growth inhibitors in lactose and measured the growth
rates of the (010) and the (100) faces in a stagnant system. The second method is in
situ measurements of overall growth rates in a static environment. Shi et al. [43],
Arellano et al. [44], and Dincer et al. [45] used this method to measure the overall
growth rate for a contact and spontaneous nucleation and seeded systems, respec-
tively. Shi’s results have suggested that each crystal grows at its inherent constant
rate, but different crystals have different growth rates. The third method is measure-
ment of overall crystallization rate. Jelen and Coulter [46] and McLeod [37] mea-
sured growth rates in batch crystallizers as a weight increase per unit crystal surface
area, and Shi et al. [39] in a continuous cooling crystallizer.

The photomicroscopic cell growth rates are an order of magnitude slower than the
other measurement methods. Crystal sizes were less than 100 μm in
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photomicroscopic cell growth, while larger crystals 300–600 μm in cooling exper-
iments and 1 cm large crystals were used in single crystal experiments. Within a
lactose population, a wide variation of growth rates were reported [43, 45]. When
large crystals were preselected, faster growth rates were measured. Crystals less than
100 μmwere found to grow at the same rate in stagnant and flow environment. It was
reported that up to 0.4–0.6 μm/min, growth rates are not diffusion controlled
[45]. On the other hand, the growth rates of larger crystals (300–600 μm) increased
with stirring up to 300 rpm, which was double the growth rates in stagnant solution
[37]. Furthermore, the number average growth rates of a population of crystals are
measured with the photomicroscopic method, while mass average growth rates are
measured with other methods. The linear extrapolation technique to calculate the
growth rate in the cooling crystallizer overestimates actual growth rates by
neglecting the high number of slow-growing crystals [47], curvature at small sizes
(less than 40 μm) in the semilogarithmic population density versus crystal size plot.

Growth rates of lactose crystals in industrial permeate were reported to be 50 %
faster and [32] and the same as in aqueous solution [37] in two different studies.

All whey products contain significant amount of lactose; therefore, lactose
crystallization is an important part of production of whey powder, whey protein
concentrate, food, and edible-grade lactose. Figure 7 shows the main products
produced from whey.

Whey from cheese and casein manufacture is the major source of lactose pro-
duction. Whey contains almost 6–7 % dry matter: 70–80 % of this dry matter is
lactose, 10–15 % is protein, 7–15 % is ash, and around 1 % is fat. Calcium,
phosphorus, iron, potassium, and sodium are the main elements constituting the
ash content. The composition of whey changes depending on the type of cheese

Fig. 7 Processing scheme for manufacturing major whey product [6]
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produced [48]. Raw whey from cheese factories contains low level of curd fines,
which are removed by a combination of settling, screening, and centrifugation. The
remaining fat content is removed by separation, and sweet whey needs to be
pasteurized for microbiological quality.

Lactose is crystallized from whey, permeate, or decalcified permeate (Fig. 8). The
major steps for producing lactose are protein removal, concentration, crystallization,
separation, and drying.

Removal of proteins is usually done by ultrafiltration, and it reduces the viscosity
in the concentrated solutions and permits concentrating to higher solid contents.
Concentration of whey up to 50–70 % total solids is done by evaporation. Crystal-
lization is initiated either spontaneously or by seeding with a small quantity of
lactose crystals, usually in batch crystallizers by flash cooling, and crystallization
proceeds with cooling usually to 20 �C. Cooling rates depend on the product
specification. Depending on the specific product or processing objective, the desired
lactose crystal size varies. For example, large crystals are desired in lactose produc-
tion to enable recovery, while smaller crystals less than 20 μm are required for spray-
dried whey powders. Cooling the concentrates too fast or to a very low temperature
results in longer crystallization times as a result of slow mutarotation, i.e., only a
small amount of β-lactose is transformed into α-lactose to promote further crystal-
lization. Cooling rates between 1 and 4 �C/h allow mutarotation and crystallization
to proceed at reasonable rates [31]. The process is slow and takes 12–24 h. Narrow
crystal size distributions are desired, and, therefore, after initial nucleation, crystal-
lizers are operated below the forced crystallization curve to maximize growth and
minimize nucleation. Formed crystals can then be separated by centrifugation and
washed and dried. Crude lactose is refined to produce pharmaceutical-grade lactose

Fig. 8 Simplified version of
lactose crystallization in whey
powder and lactose
manufacturing
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by treatments to remove color, residual protein, and salts. In the refining process,
decolorizing carbon removes impurities; HCl and lime are used to improve the
action of carbon and removal of proteins. The carbon and the precipitated impurities
are removed by filtration. The treated solution is then filtered and evaporated, and
crystallization is initiated by seeding at low supersaturation to minimize graining.
Crystallization of lactose is much more rapid in concentrated syrup than from whey.
Then the crystals are centrifuged, washed, and dried. Commercial lactose manufac-
ture is different from plant to plant.

The problem with conventional lactose crystallization is long induction times and
large metastable zone width (MSZW) which makes the process unpredictable and
difficult to control [49]. Therefore, improved control of the lactose crystallization
process has particular significance for the dairy industry [50].

Sonocrystallization of Lactose

The first reported applications of ultrasound in lactose were to generate seed crystals
with narrow crystal size distribution. Butler called these crystals as common history
seeds as they were nucleated at the same time with ultrasound and grown under
identical conditions [32]. Vu et al. [51] used ultrasound and ethanol as an anti-
solvent to generate fine lactose seeds to make seed slurries with fine lactose particles
for the dairy industry.

Since then, sonocrystallization of lactose has been reported in aqueous solution
and whey at bench scale using ultrasonic baths and horns. There have also been two
pilot-scale trials. Details of literature on sonocrystallization of lactose are given in
Table 1. Early work concentrated on rapid lactose recovery from whey and utilized
anti-solvent to achieve supersaturation and low-intensity ultrasound rather than
energy-intensive concentration and cooling. The aim was to recover lactose from
whey to reduce the biological oxygen value (BOD) and reduce the environmental
impact of whey disposal. Later the attention moved to using high-intensity ultra-
sound for production of pharmaceutical-grade lactose and improving control of
industrial lactose crystallization without the use of anti-solvent. The impact on
morphology and β-lactose incorporation and the impact on nucleation rate were
also investigated.

Lactose Recovery

Bund and Pundit [52] first reported sonocrystallization of lactose in aqueous solution
using an ultrasonic bath (20 kH, 120 W) with 85 % ethanol as an anti-solvent and
yielded recovery of 92 % lactose within 5 min compared to 15 % recovery with
agitation alone. The speed and efficiency of this process are due to insolubility of
lactose in ethanol and also increased cavitation due to lower vapor pressure of the
solution [52]. Lactose solution is 200 times supersaturated using lactose solubility in
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ethanol water mixture as reported by Kougoulos et al. [53]. It was observed that
nucleation was substantially reduced, and available supersaturation was utilized for
growth in the presence of proteins. This technique was later applied to partially
deproteinated paneer whey (resembles cottage cheese whey) from buffalo milk
[54]. Addition of ethanol also resulted in precipitation of minerals as well resulting
in high ash content in lactose [55]. Reduction of final pH to 2.8, continuous
sonication at 7 �C with stirring, and seeding (1 %) resulted in 90 % lactose recovery
within 20 min with 98 % lactose and 2 % protein.

Acetone as an anti-solvent produced similar results to ethanol. 90 % recovery was
achieved after 4 min of sonication in aqueous lactose solution [57] and 80 % from
paneer whey after 15 min of sonication [58].

The most comprehensive study on sonocrystallization of lactose was published
by Kougoulos et al. in 2010 on the influence of ultrasound and anti-solvent on crystal
habit and particle size especially investigating the effect of ethanol addition time
using a P100 20 kHz sonic system with 8 mm ultrasonic probe in a 100 ml reactor
[53]. Ultrasound was not observed to increase the lactose recovery after two hours of
crystallization but reduced the crystal size.

There is the only study reported on recovery without anti-solvent. Dhumal
et al. [59] looked at sonocrystallization of lactose to engineer lactose crystals with
desired size and shape for dry powder inhalers (DPI). Sonocrystallization was used
to replace conventional seeding generating extremely small seed crystals for drug
delivery [19]. Nuclei induced by ultrasound result in larger crystals during cooling
crystallization [20]. When grown in glycerine, lactose with smooth surfaces and
narrow PSD suitable for DPI can be grown. A sonorod (Sonics and Materials, Vibra
Cell, VCX 750) was used for sonication, but the amplitude was not reported. Control
(only stirring), sonicated for 5 min, sonicated for 45 s and stirred for 3 h, and
sonicated and glycerine added. Solutions without sonication produced yields of
44 %, 48 %, and 53 % after 20, 12, and 8 h for 30 %, 40 %, and 50 % solutions,
respectively. Typical tomahawk-shaped lactose crystals were formed. On the other
hand, all three concentrations yielded 83–84 % lactose crystals after 5 min of
ultrasonication and crystal sizes of 27, 22, and 15 μm with increasing concentration.
At higher concentration, the crystal size was smallest due to the increased rate of
nucleation at high concentration. 45 s of ultrasonication followed by 3 h of stirring
produced 78–80 % yield with 80 μm average crystal size. From the images of the
crystals published, sonication produces prism-shaped crystal compared to conven-
tional tomahawk-shaped crystal, and upon standing, crystal grows in b direction,
producing crystals longer in c direction and not in b direction. This occurred after
very high-intensity sonication.

Despite promising results for sonocrystallization of lactose using ethanol as an
anti-solvent, no report of industrial or even small-scale applications have been
reported in the literature. This is mainly due to the large amount of ethanol require-
ments: 5–6 times the volume of whey. Furthermore, ethanol needs to be separated
from solution. Flammability of ethanol also limits its use as an anti-solvent.
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Crystal Morphology

Different morphologies of lactose crystals have been reported in the literature
(Fig. 9). A needle or a prism-shaped morphology was reported in the presence of
anti-solvent and in combination of ultrasound and anti-solvent [52, 55]. These
crystals were reported to be 98 % lactose but the β-lactose content was not reported.
The addition time of ethanol was found to be the most significant effect on particle

Fig. 9 Different morphologies of lactose crystals obtained via sonocrystallization. (a) Needle-
shaped crystals [52]. (b) Needle-shaped crystals [53]. (c) Needle-shaped crystals [53]. (d)
Tomahawk-shaped crystals [53]. (e) Lactose in concentrated whey [60]. (f) LactoSonic [61]
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size and morphology of lactose crystals [53]. Rapid ethanol addition times resulted
in needles, rods, and mixture of plates/rod crystals. With slower additions tomahawk
crystal morphology was observed. Faster addition times increase the precipitation
pressure due to increased supersaturation.

Rod-shaped lactose crystals were reported to have contained up to 45 %
β-lactose. It must be noted that these crystals appear to have curved faces and
unusual morphologies. Both alpha and beta lactose crystals can be visually iden-
tified. Tomahawk-shaped crystals were reported, and it was identified that up to
30 % β-lactose content did not alter the typical tomahawk morphology. This result
can be disputed as individual β-lactose crystals are visible; therefore, the β-lactose
content of tomahawk-shaped crystal should be less than 30 %. These rod-shaped
crystals are quite different than the prism- or needle-shaped crystals reported by
Bund [52].

Sonocrystallization in aqueous solutions resulted in prism-shaped crystals (rect-
angular pyramid) which were reported not to contain any β-lactose [59]. Prism-
shaped α-lactose monohydrate crystals formed in aqueous solutions when the
supersaturation was very high. At 30 % and 40 % lactose concentration, prisms
are not observed in aqueous solutions. It appears that ultrasound had an impact on
either surface diffusion or the mutarotation rate.

This is due to the relationship between precipitation pressure and morphology.
The fastest-growing face of α-lactose monohydrate crystal is actually the (011) face
in the absence of β-lactose. When β-lactose is present and precipitation pressure is
low, β-lactose prevents the attachment of a new layer of molecules and slows the
growth rate. But with increased precipitation pressure due to increased supersatura-
tion, the inhibition of β-lactose decreases, and at the same time β-lactose is incor-
porated into the crystal lattice as well as α-lactose which increases the β-lactose
content of the resultant crystal.

Induction Time and Nucleation Rate

The impact of ultrasound on induction time has been investigated and compared to
stirring [62]. It was observed that ultrasound had a significant effect in reducing
induction times (Fig. 10). Induction times are, on average, an order of magnitude
shorter with sonication (0.15 W/g) compared to stirring (300 rpm) which in turn
means faster nucleation rates. At low supersaturations the influence of ultrasound on
nucleation is much more significant that at high supersaturation. Nucleation rates
increased faster with sonication compared to stirring with increasing concentrations
(Fig. 11). Application of ultrasound induced significantly faster nucleation at con-
centrations of approximately 15 g/100 g lower than stirring which implies that the
metastable zone width is narrowed by ultrasound. Nucleation rates increased with
increasing concentration for both sonication and stirring. However, the effect of
ultrasound was more prominent at low supersaturation (in the intermediate zone,
between relative lactose supersaturations of 1.6 and 2.1) [48]. Similar results were
reported in other literature [14, 18].
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A plot of ln(tind) versus ln
�2(S) differentiates between homogeneous and hetero-

geneous nucleation with different slopes [11] (Fig. 12). Homogeneous nucleation
involves spontaneous formation of nuclei in the absence of foreign particles and
occurs at high concentrations. Existence of foreign particles or surfaces reduces the

Fig. 10 Induction times for
sonicated and stirred lactose
solutions at 22 �C [62]
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energy barrier for crystal formation, and nucleation occurs at lower supersaturations
[12]. A change of mechanisms was observed. In the labile zone (above the
supersolubility line), the similar slopes for sonication and stirring indicated that
ultrasound did not have any impact on surface energy. In the heterogeneous nucle-
ation zone, the slope of the sonicated is lower than the stirred experiments. A similar
result was reported for tolazamide [63]. At high supersaturation, homogeneous
nucleation is higher than heterogeneous nucleation; therefore, it dominates. At low
supersaturation, the rate of homogeneous nucleation is so small so that nucleation is
mainly heterogeneous nucleation. Application of ultrasound affects heterogeneous
nucleation. The decrease in slope with sonication in the heterogeneous nucleation
zone is an indication of decreased surface energy which results in a decrease in the
size of the critical nucleus [21].

The Impact of Power

Sonocrystallization of lactose has been reported in ultrasonic baths, with horns and
flow systems at a wide range of powers and energies (Table 2). In ultrasonic bath
experiments, the impact of low ultrasound energies delivered was increased with the
use of ethanol anti-solvent. The supersaturation of 200–300 times allowed rapid
recovery of lactose. In aqueous solutions without anti-solvent, maximum supersat-
uration (C/Cs) was 2.23, and ultrasound energy delivered was an order of a magni-
tude higher than bath experiments. For example:
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• Ultrasonic bath, 4 J/g: 90 % recovery after 5 min of sonication from 17 % lactose
solution with 85 % ethanol addition

• Ultrasonic horn, 600 J/g: 80 % recovery after 5 min of sonication from 23 %
lactose solution

The effect of ultrasound power on induction time and nucleation rate was
investigated at 60 g/100 g lactose concentration and compared with stirring
[62]. Induction times were found to decrease with increasing power. For sonication,
a rapid decrease was observed until around 0.15 W/g power intensity (140 W, 30 %
amplitude), and then the effect decreased (Fig. 13). Increasing stirring speed
decreased induction time up to 600 rpm. Above this, formation and incorporation
of large number of air bubbles into solutions resulted in increased induction times. In
order to compare power used by sonication and stirring, nucleation rates were plotted
as a function of power intensity applied. Stirring consumes less energy compared to
sonication, but it was not possible to increase the nucleation rate with increasing
stirring speed (Fig. 14). The benefit of reduced induction time with increasing power
density needs to be weighed against the increase in energy consumption. However,
energy requirement will decrease with increasing concentration, which was associ-
ated with decreased induction times.

Growth Rate

The effect of ultrasound on lactose crystal growth is not widely reported. Firstly,
measuring growth rates of lactose crystals during sonication is not straightforward.
Secondly, morphology of lactose crystal is complicated. Most of the studies con-
centrated on ultrasound induced primary nucleation. In the labile zone, nucleation is
more prominent than crystal growth. Growth rates cannot simply be calculated by
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dividing final crystal time with duration of sonication. This is the change in average
crystal size with time, not the crystal growth rate. It is highly influenced by
nucleation. For example, average crystal sizes were reported to decrease with
increasing supersaturation [52], sonication [59], and increasing power. Concluding
that growth rates were reduced with supersaturation or ultrasound is not warranted. It
is not physically possible to get accurate measurement of crystal growth rates under
sonication in the labile zone as it will always be affected by nucleation unless
experiments are conducted in a seeded system. Sonocrystallization of lactose was
investigated, and data was provided by Dhumal et al. [59] to calculate growth rates
with and without ultrasound. Final crystal size and duration of sonication for
saturated lactose solutions were reported for (1) stirred at 300 rpm for 5–10 h,
(2) sonicated for 45 s and stirred for 3 h, and (3) sonicated for 5 min. Calculated
growth rates and applied power densities are given in Table 3 with crystal growth
rates calculated using the equation derived by Butler [33]. Control crystals were
grown for 10 h and yileded around 50 % lactose recovery, while samples sonicated
for 45 s and stirred for 3 h yileded around 80 % recovery. Lactose concentration of
30 % (w/w) corresponds to 43 g lactose/100 g water, and at 25 �C, it lies below the
supersolubility curve in the metastable zone. Growth rates reported in literature
under these conditions are very similar to calculated stirring only growth rates.
According to crystal size measurements, growth rates double following 45 s soni-
cation and increases 30 times with 5 min sonication. In the literature, it was reported
that when bulk-phase mass transfer is rate limiting, ultrasonic treatment will enhance
the growth rate by increasing the diffusion of growth units to the crystal surface [26]
and micro-turbulence governs the growth [25]. It was also reported that growth rates
below 0.4 and 0.6 μm min�1 are integration controlled at 30 �C [64, 65]. Therefore,
increasing mass transfer rate is not expected to increase growth rate in sonicated
samples. One of the difficulties associated with lactose crystals is that morphology
can change significantly, and it may become difficult to assign faces to the crystals.
Under standard conditions, crystal growth occurs in b direction with the (010) face
fastest growing away from the tip of the crystal. The morphology of crystals after
5 min sonication is prism shaped. Measuring the length of the crystal does not
provide comparison of growth rates with tomahawk-shaped crystals. It is very

Fig. 14 The effect of
ultrasound power input on
nucleation rate (♦sonicated,▮
stirred)
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interesting that sonicated crystals grew faster in the c direction. At this supersatura-
tion needle formation is not expected. The XRD patterns of prism-shaped crystals
showed no β-lactose incorporation, and it may be possible that ultrasound has an
impact on surface diffusion of α-lactose molecules on the 01 1

� �
face. There has

been no research on the impact of ultrasound either on the rate of mutarotation or
surface diffusion reported in the literature.

Ultrasound was reported to have no effect on crystal growth rate (60 g/100 g, at
22 �C) when sonicating at 0.46 W g�1 and stirring at 300 rpm [62]. Sonication
resulted in significantly faster nucleation rates than stirring. The change in the
average crystal size (average growth rate) under constant sonication or stirring was
found to be within experimental error at 0.14 μm min�1. Formation of secondary
nuclei during experiments was unavoidable as sonication or stirring was applied
continuously. This resulted in widening of the crystal size distribution. The relative
standard deviation for sonication was found to be higher than for stirring. This
growth rate agrees with other lactose crystal growth rates given in the literature
[45]. The same crystal morphology of a tomahawk was observed for sonicated and
agitated crystals.

Bund also reported crystal growth rates of needle-shaped crystals after sonication
with 85 % ethanol as an anti-solvent [52]. Growth rate was decreased from 2 μm/min
to 1 μm/min in 10 min of sonication, consistent with reduced supersaturation after
90 % lactose recovery within 5 min.

The impact of ultrasound on lactose crystal growth rate has not been fully
understood and warrants further investigation.

Pilot-Scale Sonocrystallization

There has been two pilot-scale sonocrystallization of lactose trials reported in
literature both using a noncontact Prosonitron P500 flow sonicator [60].

Kaugulas et al. [54] used ethanol as an anti-solvent, and total crystallization time
was 360 min. Ethanol was added at 10, 60, 120, and 360 min, and ultrasound was
applied continuously during ethanol addition. Resulting crystals were found to have
significant β-lactose incorporation, and different morphologies were observed, and
this was a significant step forward in the implementation of sonocrystallization as a
viable technology.

Recently sonocrystallization was applied to whey powder production [60]. A
Prosonitron P500 noncontact sonicator was installed in-line with a commercial
manufacturing process immediately following flash cooling. Concentrated whey
(30 � 1 �C containing 55 % solids of which 25 % was lactose) was diverted to
the sonicator at the desired flow rate. Sonication was performed in a single pass at
250–600 W and flow rates of 4–12 L/min to achieve applied energy densities of
3–15 J/mL. Control samples were passed through the ultrasonic rig at the appropriate
flow rate without sonication. Sonicated and control wheys were crystallized in bench
scale following a similar cooling curve to commercial production.
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Sonocrystallization resulted in a faster rate of crystallization compared to control for
up to 200 min. When a second sonication treatment was applied using a sonorod
(UIP 100hd, Hielscher Ultrasonics GmbH, Germany, 1 kW) delivering an applied
density of 4 J/ml, crystallization rate improved to 300 min, but ultimately both
approached yielded around 80 % crystallized lactose. The main benefit was the size
reduction and smaller variation in crystal size. The average crystal size for sonicated
whey was 38.39 � 10.02 μm and for stirred 57.9 � 17.71 μm. No change in
morphology was observed with sonication. A fast rate of reaction can be maintained
for longer by applying a second ultrasonic treatment at the metastable limit to
stimulate further nuclei formation. Although the yield of crystallized lactose is
limited by the solubility of lactose, the resulting crystals are smaller than conven-
tional stirring, and the process delivers greater control of the crystal size distribution.
Results indicate that multiple ultrasonic treatments to create a pulsing effect may
yield the maximum amount of crystallized lactose in a shorter time than conventional
stirring (Fig. 15).

The hypothesis based on multiple ultrasonic treatments was confirmed in a
separate experiment (Fig. 16). Concentrated whey (30 � 1 �C) was fed to crystal-
lization tanks post evaporation at a flow rate of 700 mL/min for 180 min. Sporadic
primary lactose crystallization occurred during the filing process, but it was only
after 180 min when the crystallization process was initiated that lactose crystalliza-
tion was controlled. Constant sonication of the concentrated whey in the crystalli-
zation tank between 180 and 800 min at an energy density of 2 J/mL and a flow rate
of 700 mL/min allowed maximum lactose crystallization to occur at approximately
500 min. This was only limited by lactose solubility. A similar level of crystallization
was reached by stirring without ultrasonic treatment at approximately 900 min.

Fig. 15 Crystallization
profile of lactose in stirred and
sonicated concentrated whey
[60]
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Exposure to multiple ultrasonic treatments is believed to promote constant primary
and secondary nucleation of lactose crystals.

The only sonocrystallized commercial product, LactoSonic, was reported to be
commercially available for inhalation drug therapy (Fig. 17). It is produced by
Prosonix particle rounding technology (PRT) which improved the morphology of
lactose crystals with improved packing density, enhanced flow properties, and
storage stability [61]. In LactoSonic production the Prosonitron 500 model

Fig. 16 Crystallization profile of lactose in concentrated whey during stirring (control) and
sonication by continuous recirculation at 2 J/mL [66]

Fig. 17 Prosonix particle rounding technology [61]
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noncontact sonicator was configured in a recirculation loop, with an existing batch
crystallizer. Crystal slurry was recirculated to create the desired morphology with in
situ ultrasonic (cavitation) milling, Ostwald ripening, and interparticle collision.
Prosonix also reported using a combination of ultrasound and anti-solvent for
various pharmaceutical applications.

Future Trends

Although sonocrystallization is a mature technology in the pharmaceutical and fine
chemical area, its implication to food is still in its infancy stage and needs further
investigation [15]. Ultrasound is an emerging technology in dairy processing, and
despite promising published data in the area of sonocrystallization, it has not been
applied at industrial scale but may become a viable technology as its benefits are
better understood. The impact of ultrasound on mutarotation rates and surface
diffusion rates of lactose molecules has not been investigated. If ultrasound was
shown to increase mutarotation rate, it may increase growth rates and shorten
crystallization times. With the availability of pilot-scale sonicators, it is expected
the processing conditions will be optimized and cost of processing will be reduced.

Conclusion

Sonocrystallization as an emerging science and technology has great potential to
improve and change current methods of lactose crystallization. Sonocrystallization
of lactose has been studied in both anti-solvent and aqueous systems. More recently,
pilot-scale trials have been reported for both aqueous solutions and concentrated
whey for pharmaceutical and food applications. Sonocrystallization was shown to
reduce induction times and increase nucleation rate. Around 90 % lactose recovery
was reported within a few minutes of sonication with the aid of ethanol as an anti-
solvent at 4–16 J/ml ultrasonic energy. Around 80 % yield was achieved in aqueous
solutions, but significantly higher energies were needed (130–600 J/ml). For indus-
trial lactose crystallization of concentrated whey, application of continuous ultra-
sound at lower energy levels (>2 J/mL) resulted in a faster rates of crystallization
with potential to reduce the processing times of existing batch crystallization pro-
cesses. With the increasing availability of pilot- and commercial-scale sonicators and
the expanding interest in ultrasound as a technology, there is great anticipation that
sonocrystallization of lactose may lead to industrial applications.
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Abstract
Membrane filtration is commonly used in the dairy industry for the fractionation
and concentration of dairy fluids. However, the economic efficiency of the use of
membrane filtration systems is limited by membrane fouling, a phenomena which
results from the buildup of particles on the surface and within the pores of the
membrane. Several modifications have been proposed to reduce membrane fouling
and enhance membrane performance. One such example is through the use of
ultrasonics. This chapter addresses the application of ultrasound on membrane
fouling by dairy solutions using two different modes – ultrasonic pretreatment of
the feed prior to filtration and concurrent sonication alongside filtration.
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Introduction

In the dairy industry, membrane filtration is used in various stages of product
manufacture. In particular, microfiltration (MF) is used as an alternative approach
for the separation of caseins from whey proteins in cheese making. The clarified
whey is then processed by ultrafiltration (UF) to produce a concentrate stream of
whey proteins. To produce lactose concentrate, the UF permeate can be further
processed in a nanofiltration (NF) or reverse osmosis (RO) membrane unit.

A major problem in membrane operations is fouling as it directly affects produc-
tivity. The main effect of fouling is a sharp reduction in permeate flux that cannot be
resolved while the process is running due to a buildup of particles on the surface and
within the pores of the membrane [1]. In order to restore the original flux, costly and
lengthy cleaning cycles are required [2]. Often, regular cleaning is insufficient and a
new membrane unit is required. The economic feasibility of membrane technology is
thus heavily dependent on the rate and extent of fouling [3].

In the past decades, many research groups have looked to better their understand-
ing on the effects of fouling so as to fabricate a material with enhanced membrane
performance. In addition, several modifications, as part of retrofitting existing
membrane units, have also been proposed to reduce membrane fouling during
processing. Lastly, various cleaning methods have also been developed to make
cleaning cost effective for the restoration of membrane separation efficiency after
fouling. This chapter focuses on the use of ultrasound in membrane filtration of dairy
fluids in two very different ways – pretreating the feed using ultrasound prior to
filtration and concurrent sonication alongside the filtration unit. In addition, the use
of ultrasound as a cleaning technique is explored. Before that, the flux reduction
phenomenon observed in membrane filtration is briefly discussed.

Flux Reduction in Membrane Filtration

The reduction in flux during membrane filtration is governed by two phenomena:
concentration polarization (CP) and fouling. Both CP and fouling bring about
additional resistance to filtration and occur predominantly on the feed side of the
membrane surface [4]. Figure 1 shows the flux-time comparison for CP and fouling.
CP begins almost immediately at the start of a filtration run and is stable throughout
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filtration [5, 6]. In the long run, a gradual flux decline is often observed, signifying a
buildup of deposits on the surface of the membrane or in the pores of the membrane.
Here at this stage, the buildup of deposits forms a cake layer. When the effects of
fouling have been fully developed, the flux approaches a steady value such that any
further flux decline is due to cake compression and consolidation [7, 8].

Membrane Resistance

In the absence of osmotic pressure effects, the flux through the membrane is given as
follows:

J ¼ ΔP
μpR

0
T

(1)

where J is the permeate flux (m3/m2.s), ΔP is the pressure drop across the membrane
(Pa), μp is the viscosity of the permeate (Pa.s), and R0

T is the total resistance of flow
in the filtration unit (m�1).

Ideally, the only resistance toward mass transfer is due to the membrane and this
is known as the membrane resistance, R0

M. However, CP, which is prevalent in all
filtration systems, results in the formation of a highly concentrated boundary layer at
the membrane surface. This also exerts a resistance to mass transfer, R0

CP. A gel layer
may also be formed when there is a high concentration of retained solutes at the
membrane surface, exerting a resistance R0

G. In addition, there is also a resistance
due to pore blockage by solutes on the porous membrane, R0

B. It is also possible for
some solute to be adsorbed onto the surface of the membrane, providing a resistance
R0

A. Thus, the total resistance accounts for the resistance due to the membrane, CP,
gel layer, pore blockage, and adsorption:

R0
T ¼ R0

M þ R0
CP þ R0

G þ R0
B þ R0

A (2)

Flux

Time

Concentration
Polarisation

Fouling

Fig. 1 Permeate flux behavior with respect to time for both concentration polarization and fouling
(Adapted from Mulder [4]. Reproduced with permission from Springer.)
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Concentration Polarization

In membrane filtration systems, the separation of the solute from the processing fluid
results in an increase in solute concentration near the membrane surface, giving rise
to a boundary layer generated at the membrane surface [9]. This is known as
concentration polarization and is a reversible phenomenon whereby its effects can
be minimized by varying the operating conditions during filtration. As there is a high
solute concentration at the membrane surface, by Fick’s law of diffusion, there is a
tendency for the solute to diffuse back into the bulk feed solution. This is termed as
back diffusion. At steady state, the mass transfer in the CP boundary layer is known
as the film model theory, as shown in Eq. 3 and Fig. 2.

JC� JCP ¼ �D dC

dy
(3)

where C is the concentration of solute (kg/m3), CP is the concentration of solute in
the permeate (kg/m3), D is the diffusion coefficient of the solute (m2/s), and y is the
distance from the membrane (m).

In this model, the rate of back diffusion (�D dC
dy) is equal to the difference between

the molar flux of convective transport of the solute toward the membrane (JC) and
the rate of permeate flux (JCP). The above equation assumes that the diffusion
coefficient remains constant at all concentrations. In the absence of fouling, Eq. 3
becomes:

Boundary
LayerBulk Feed

CB

CM

JC

D(dC/dy) CP

JCP

0δy

Membrane

Fig. 2 Schematic representation of film model theory for concentration polarization (Adapted from
Mulder [4]. Reproduced with permission from Springer.)
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Jδ

D ¼ ln
CM � CP

CB � CP

� �
(4)

where CB is the bulk concentration of the solute (kg/m
3), δ is the thickness of the CP

boundary layer (m), and CM is the concentration of the solute at the membrane
surface at y = 0 (kg/m3). The ratio D=δ is the mass transfer coefficient kCP and is
assumed to be independent of solute concentrations and flux [10]. The mass transfer
coefficient is usually obtained from mass transfer correlations and is discussed
briefly by Koh et al. [11].

Equation 4 is the classical equation used to quantify CP during UF and can only
be used in mass transfer-controlled systems whereby the permeate flux is pressure
independent. Assuming that there is total solute rejection at the membrane surface
and CP = 0, Eq. 4 becomes:

J ¼ kCPln
CM

CB

� �
(5)

In most membrane filtration operations, the feed concentration is kept constant.
Hence, in order to overcome CP, the only solution is by improving the mass transfer
coefficient [2]. Mass transfer coefficient is a function of cross-flow velocity, diffu-
sion coefficient of the solute, density of the feed solution, and filtration configuration
and dimensions.

In some cases, the concentration of the solute at the membrane surface increases
such that the solute concentration reached the upper limit of the solubility of the
solute in the solvent. At this point, the solute precipitates out and a gel layer
develops. This critical solute concentration is known as the gel concentration or
gel point (CG) and is dependent on the type, size, shape, and chemical structure of the
solute. Once the gel layer is formed, the solute concentration within this layer
remains constant at CG, as shown in Fig. 3. This gel layer exerts an additional
resistance to the mass transfer of solute permeating through the surface. Under such
conditions, CM = CG and is known as the gel polarization model. Equation 5
becomes:

J ¼ kCPln
CG

CB

� �
(6)

This model is only applicable to macromolecular solutions and colloidal suspen-
sions. Further, the model is not able to account for the change in feed properties, such
as viscosity and density, as the concentration changes [12].

Fouling

The deposition of particles on the membrane surface or in the pores of the mem-
brane is commonly known as fouling. The decline in permeate flux due to fouling is
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due to the irreversible alteration in membrane properties caused by physical and
chemical interactions between the membrane and the foulants [10]. Fouling occurs
mainly in MF and UF as porous membranes are highly susceptible to fouling. There
are three main fouling mechanisms, as shown in Fig. 4, in MF and UF membranes –
(i) adsorption of foulant onto the membrane surface or within the membrane pores,
leading to the blocking of pores, (ii) buildup of cake layer on the membrane surface,
and (iii) cake compression [13, 14]. Cake compression is rarely observed in
practice.

Unlike CP, fouling occurs slowly with time and may lead to an alteration in
membrane selectivity. For example, the fouling layer controls membrane selectivity
in the separation of casein from whey proteins by MF. This is known as a dynamic or
secondary membrane of polarized solutes and causes MF membranes to behave like
UF membranes. The result is a high rejection of both casein and whey proteins. To
minimize the formation of a dynamic membrane, Cheryan [12, 16] and Lawrence
et al. [17] recommend operating at high cross-flow velocities of 4–7 m/s and low
transmembrane pressure (TMP) of less than 40 kPa. These operating conditions
increase the wall shear stress for casein MF.

Many empirical models have been developed to predict fouling phenomena of
ideal solutions. However, it is hard to apply these models to real systems due to the
involvement of complex physical and chemical factors. Commonly used models
include the pore blockage model and the cake filtration model. A description of these
models can be found in Koh et al. [11].

Boundary
Layer

Bulk Feed

CB

CM =CG

JC

D(dC/dy) CP

JCP

0δ

MembraneGel Layer

Fig. 3 Schematic representation of gel polarization model (Adapted from Mulder [4]. Reproduced
with permission from Springer.)
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Ho and Zydney [18] developed a model that accounts for fouling as a result of
pore blockage and cake layer formation in the same system. They assumed that the
initial flux decline arises from pore blockage by large aggregates on the membrane
surface. The flux through the blocked pores (JB) is given by:

JB ¼ ΔP
μ R0

M þ R0
B

� � (7)

where μ is the viscosity of the feed solution (Pa.s). As the filtration progresses, more
particles settle on the membrane surface, adding resistance for the fluid to flow
through the blocked pores and forming a cake layer on the membrane surface. This
cake layer is formed due to the interaction between the retained solutes itself or with
other components or membrane. It is commonly observed in the filtration of a feed
that consists of proteins, organics, and colloids. Therefore, the filtrate flux through
the fouled membrane is equal to the sum of the flow rate through the open and
blocked pores, as shown in Eq. 8.

J ¼ JW exp � aΔPCb

μR0
M

t

� �
þ R0

M

R0
M þ RP

� �
1� exp � aΔPCb

μR0
M

t

� �� �� �
(8)

RP ¼ R0
M þ Rpo

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2f 0R0ΔPCb

μf R0
M þ Rpo

� �2 t
s

� R0
M (9)

where Jw is the flux through the clean membrane (m3/m2.s) and RP is the resistance
of the protein deposit (m�1). The flow through the open pores corresponds to the

t/V

V

Pore 
Blockage

Cake 
Filtration

Cake
Compression

Fig. 4 A plot of t/V against
V shows the graphical
representation of the transition
in the various fouling
mechanisms with time, where
t is time (s) and V is the
volume of permeate (m3)
(Adapted from
Muthukumaran [15])
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classical pore blockage model and is described by the first term within the brackets in
Eq. 8. The second term in the equation represents flow through the blocked pores.
Here, the permeate flux is characterized by the pore blockage parameter (α), the
initial resistance of the deposit (Rpo), and the cake growth factor ( f 0R0) and is
dependent on these three factors. The pore blockage parameter, which represents
the rate of pore blockage, is equal to the membrane area blocked per unit mass of
protein convected to the membrane surface and is an indication of the protein
aggregate size [15]. The initial resistance of the deposit is the resistance of a single
protein aggregate, while the cake growth factor shows the rate of increase of the
protein layer resistance with time due to the growth of the protein cake layer.

Although there are different models available to describe different fouling mech-
anisms, Ho and Zydney [18] showed that there is no need for that as their combined
pore blockage and cake filtration is in agreement with experimental data for the
constant pressure filtration of bovine serum albumin (BSA) solutions for a range of
protein concentrations and TMP. Through this, they have showed that their model is
able to determine and describe the smooth transition from pore blockage to cake
filtration regime. Further work by these authors showed that the model is also in
good agreement for the filtration of lysozyme, pepsin, immunoglobulin G, and
myoglobin [19] and the MF of BSA-lysozyme and BSA-pepsin mixtures [20]. In
addition, Muthukumaran et al. [21] obtained a good fit between the model and the
experimental data in the UF of whey protein concentrate 80 (WPC80) with and
without in situ ultrasound.

Cleaning Procedure

As fouling is an irreversible phenomenon, the physical and chemical changes that
develop during the process occur throughout filtration [6]. Although changes in
operating conditions during filtration may increase the flux temporarily, it is inef-
fective in reducing fouling effects in the long run. Hence, to alleviate the problem of
low flux, cleaning or replacement of the membrane is necessary.

Membrane cleaning technologies include hydraulic, mechanical, and chemical
methods [11]. Back flushing is a common hydraulic cleaning technique. Although
back flushing improves permeate flux during filtration and delays the need for
cleaning, a possible setback is the control of back pressure in large systems [11,
22]. Mechanical cleaning is a traditional cleaning method that is not extensively
used. It involves the use of brushes or sponge balls that must be properly cleaned or
disinfected to reduce any microbial growth. Further, mechanical cleaning is only
applicable to surface cleaning and does not remove material within the pores of the
membrane [10]. Thus, mechanical cleaning is typically performed in conjunction
with other methods, such as chemical cleaning.

Chemical cleaning can either be done manually or cleaning in place (CIP). A CIP
system is defined as the circulation of cleaning liquid through processing lines,
pipes, and ancillary equipment without dismantling any part of the system. A typical
cleaning cycle for membrane units in the dairy industry might involve product
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removal; prerinse with water; alkali recirculation at 50 �C and pH 10.8–11.0;
intermediate rinse with water; acid recirculation at 50 �C and pH 2.0–2.2; interme-
diate rinse with water; alkali recirculation at 50 �C, pH 10.8–11.0, and 180 ppm of
free chlorine; and final rinse with water.

Two detergent recirculation steps are required as dairy processes consist of both
protein and mineral deposits – alkali recirculation is performed to remove fat and
protein, while acid clean is used to remove minerals. Chlorine, in the form of sodium
hypochlorite, is also used in cases where the bulk of the deposit is proteinaceous to
ensure effective disinfection. As acid tends to tighten the pores of the membrane and
give low permeate flux upon starting up a new run, the cleaning cycle generally
finished off with an alkali clean before a final rise with water is performed.

The cleaning efficiency is checked by measuring the pure water flux at a defined
temperature, pressure, and flow rate at the end of a cleaning cycle and comparing it
with the initial pure water flux obtained before a process run. This is expressed as the
percentage flux recovery. A low percentage flux indicates insufficient cleaning,
while a high percentage suggests efficient cleaning. 100 % flux recovery is rarely
achieved. Although water flux measurement is a common way to quantify for
cleaning efficiency, Trägårdh [23] observed that a high water flux does not neces-
sarily guarantee good operational flux and suggested measuring the product perme-
ate flux in the following run as a better indication for membrane cleaning efficiency.

Membrane Filtration in the Dairy Industry

In the dairy manufacturing industry, the main foulants are proteins (both native and
denatured) and calcium phosphate. Dairy whey, an important dairy product due to its
significant protein and lactose content, consists of β-lactoglobulin (β-LG), which
accounts for the majority of the whey proteins, and α-lactalbumin (α-LA, approxi-
mately 20 %), along with small amounts of bovine serum albumin (BSA) and
immunoglobulins. Glover [24] established that β-LG contributed more to membrane
fouling than α-LA due to the ability of β-LG to form protein sheets on the membrane
surface.

In addition, Marshall and Daufin [7] have shown that protein adsorption is
influenced by the hydrophobicity of the membrane surface and the electrostatic
forces between charged proteins and the membrane. At the initial stages of fouling,
the interactions between the protein and membrane dictate the fouling behavior,
while protein-protein interactions determine this behavior at later stages. Calcium
was also found to play a role in protein cake formation by forming protein-protein
and protein-membrane bridges.

Precipitation of salts and scaling of the membrane surface occurs when sparingly
soluble salts in the feed stream are concentrated during filtration beyond their
solubility. A dominant salt foulant in dairy feeds is calcium phosphate due to
supersaturation in the aqueous phase. It displays reverse solubility whereby its
solubility decreases with increasing temperature [8]. With increasing pH, the degree
of calcium phosphate precipitation also increases as calcium becomes less
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soluble [8]. Thus, low temperatures and pH are utilized in the industry to reduce
calcium phosphate scaling on the membrane surface and within the pores. Calcium
phosphate precipitation during membrane filtration can also be reduced upon addi-
tion of calcium-sequestering agents such as ethylenediaminetetraacetic acid (EDTA)
or citrate to the feed. This reduces the ionic calcium concentration before filtration.

Nyström et al. [25] have reported that uncharged components, such as lactose, are
unlikely to create fouling. This hypothesis was also substantiated by van der Horst
[26] who did not observe fouling due to lactose during filtration of whey compo-
nents. Lipids are also found to have no impact on UF membrane fouling unless the
feed has a high lipid content [7, 27].

In this section, the use of ultrasound in membrane filtration of dairy fluids is
discussed – to increase the permeate flux during membrane filtration and to improve
cleaning efficiency after fouling.

Use of Ultrasound for In Situ Flux Enhancement

A significant research focus has been in the field of fouling minimization or control.
A way to minimize fouling during filtration is through the addition of turbulence
promoters to filtration units. These turbulence promoters increase the shear rate near
the membrane surface by enhancing turbulence and back transport of solutes. This
prevents particle deposition and reduces fouling. Some examples of turbulence
promoters are vibratory shear-enhanced filtration and rotating disk modules.
Akoum et al. [28, 29] have observed an increase in permeate flux by 300–400 %
in these systems when compared to a standard spiral wound membrane. With this
modified membrane filtration unit, it is observed that there is a higher pressure drop,
which leads to greater energy consumption; Krstić et al. [30], however, believed that
this is more than compensated by the flux improvement achieved. It is important to
note that these vibrating equipments are expensive and difficult to scale-up.

More recently, the use of ultrasonic equipment to improve flux has been widely
studied. Similar to the addition of a turbulence promoter, the ultrasonic unit is
installed alongside a filtration unit to generate an ultrasonic field which can induce
localized flow disturbances through vibration and cavitation and enhance turbulence
near the membrane surface. The use of an ultrasonic field hence reduces the effects of
CP. Muthukumaran et al. [15, 21, 31] studied the use of ultrasonics at low power
levels and found that it can significantly enhance permeate flux during filtration of
whey due to bubble collapse and acoustic streaming at the membrane surface. This
leads to the generation of microjects which scour the membrane surface and promote
back transport of deposits to the bulk solution, resulting in increased mass transfer
coefficient within the concentration polarization layer. In addition, these deposits
were broken down and the cake layer was found to be less compressible and looser.
Mirzaie et al. [32] obtained similar results in the MF of milk where a high flux
enhancement factor of 490 % was obtained at a pressure of 0.5 bar, ultrasonic power
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of 40 W, and frequency of 20 kHz. Although an increase in mass transfer coefficient
of water across the membrane was widely reported, Kokugan et al. [33] observed
that ultrasound was not effective at removing foulants that were lodged inside the
pores of the membranes.

Maskooki et al. [34] explored the use of intermittent high-frequency ultrasound to
reduce membrane fouling and observed an increase in fouling at high transmem-
brane pressure. The authors suspected that the reduction in permeate flux may be due
to the foulants redepositing into the pores of the membrane under the influence of the
ultrasonic field and the formation of a more densely compacted cake layer. This
shows that the operating conditions need to be optimized for ultrasound to create a
positive effect on membrane filtration performance.

A study by Teng et al. [35], who investigated the effect of ultrasound positions on
permeate flux during UF of a mixture of bovine serum albumin (BSA) and lyso-
zyme, speculated that the enhancement in permeate flux may also be the result of a
temporary change in the protein structure caused by the shear forces that are
generated by ultrasound. The authors have also reported no change in protein
aggregate size was observed before and after sonication. Other researchers have
also found that ultrasound can change the quaternary and/or tertiary structure of
proteins [36].

Although ultrasound has proven to be effective in increasing productivity, there is
a discrepancy in the literature regarding the structural integrity of the membrane
when exposed to ultrasonic waves. Masselin et al. [37] andWang et al. [38] observed
damage when polymeric membranes were used, while other studies showed no
structural changes to the membrane surface [15, 31, 32, 39–41]. Muthukumaran
et al. [15, 39] have concluded that the impacts to the structural integrity of the
membrane during filtration with ultrasonic enhancement are a function of the power
intensity of the ultrasonic field and the distance between the transducer and mem-
brane. Kallioinen et al. [42], who investigated the influence of ultrasonic treatment
on different membrane materials, also concluded that high ultrasonic intensity,
together with close transducer-membrane distance, is the cause to membrane dam-
age. As a consequence, it is recommended that low ultrasonics (US) intensity is used
for membrane filtration processes. Gondrexon et al. [43] summarized the works done
in the areas of US in filtration systems and found that most studies, which are carried
out at low US intensity, below 5 W/cm2, and low frequency, 20 to 100 kHz, reported
that the membrane’s intrinsic permeability remained unaltered and no structural
damage was observed.

Lamminen et al. [44], on the other hand, studied the effect of ultrasonic frequency
and length of treatment time on the structural integrity of the membrane and reported
that no damage to the membrane was found for periods of over an hour of sonication.
The authors stated that the membranes, which are more resistant to high tempera-
tures and pressures, should be used to reduce the possibility of surface damage. In
addition, Lamminen et al. [44] reported that cleaning was more effective when the
transducer was facing the fouled surface as a result of acoustic streaming.
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Use of Ultrasound as a Pretreatment Method

In feed pretreatment, the feed solution is treated and its properties are altered before
filtration to stabilize or remove foulants. Heat treatment, pH adjustment, addition of
complexing agents, precipitation, and pre-microfiltration are common examples of
the methods used in feed pretreatment. Early works by Hickey et al. [45] showed that
an increase in feed temperature and pH prior to UF, as a form of feed pretreatment,
led to an increase in permeate flux as bulk calcium phosphate crystals, which would
otherwise precipitate in the pores of the membrane, were formed and readily flushed
from the system. However, this method was not commonly used as there was a
decrease in protein retention [46]. Here, the use of ultrasonic treatment upstream of
membrane filtration is explored in detail as a feed pretreatment technique.

To date, ultrasonic pretreatment has not been widely investigated. Hakata
et al. [47] investigated the effect of ultrasonic pretreatment in the MF of an activated
sludge lagoon effluent and observed a greater initial flux decline with increasing
sonication time. They attributed the decrease to rapid pore blockage due to an
increase in the proportion of smaller particles resulting from greater fragmentation
of suspended solids. Conversely, when the effluent is pretreated by both coagulation
and sonication, the permeate flux is higher than either treatment alone. It was thus
speculated that this was due to a change in physicochemical properties of the effluent
organic matter, which led to enhanced coagulation and resulted in the formation of a
cake layer having a lower resistance to flow [47]. They also reported a 30 % increase
in flux recovery and reduced irreversible membrane fouling when the feed was
sonicated for 2 min using a 45 kHz ultrasonic bath with a power intensity of 107 W.

More recently, Koh et al. [48] explored the use of ultrasound for pretreatment of
WPC80 solution before UF. It was observed that pretreatment of the 5 wt% feed
through sonication alone, at an energy density of 31 J/ml, did not affect the flux
decline pattern when compared to the native, untreated feed. At a solid concentration
of 10 wt%, the pretreated feed showed a small but significant flux reduction with the
native feed having a steeper initial flux decline (Fig. 5). Using Ho and Zydney’s
combined pore blockage and cake filtration model [18], the pore blockage parameter
and cake growth factor during UF of the sonicated feed for both 5 and 10 wt% were
slightly lower than that of the native feed. These results were consistent with those
obtained when ultrasonics was applied directly to the UF module [21]. The authors
[48] speculated that the reduced pore blockage parameter is the result of a reduction
in protein aggregate size upon sonication, while the lowered cake growth factor may
be due to the formation of a less compressible cake. In both feed types, the protein
concentration in the permeate remained low at 0.05 wt%. Overall, ultrasonic
pretreatment of the feed did not improve productivity substantially. This may be
due to the small protein aggregate size and low viscosity of the native WPC80
solution; hence, the use of more concentrated protein solutions might lead to more
positive results.

Application of ultrasonic pretreatment on the UF of fresh whey was also inves-
tigated [48]. The pore blockage parameter of the sonicated fresh whey feed was
higher than that of the native feed. It was stated that this may be the result of the
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reduction in size of both the whey protein aggregates and residual fat globules,
which may have blocked the pores more readily. A slightly higher permeate flux and
lower cake growth factor, when compared to the native feed, were also reported.

The same research group also investigated a combination of heat and ultrasonic
pretreatment (PreH + US) to alleviate membrane fouling. The combination of heat
and ultrasound was explored as it was found to improve the heat stability of whey
protein solutions [49]. When a heated solution of denatured and aggregated proteins
is sonicated, there is a dramatic decrease in protein aggregate size and viscosity.
These reductions are attributed to the disruption of hydrophobic interactions by shear
forces that are generated during acoustic cavitation [49, 50]. The protein aggregate
size and viscosity of the preheated and sonicated whey solution remained low upon
further heating, overcoming the problems of poor heat stability in reconstituted
powders [49]. The authors [48] thus believed that with such a reduction in viscosity,
it may alleviate membrane fouling and enhance downstream spray dryer productivity
while producing heat-stable powders. The particle size and viscosity of the WPC80
solutions are presented in Tables 1 and 2, respectively.

Comparing a 5 wt% WPC80 feed that has undergone only heat treatment (PreH)
and a feed which was preheated and sonicated (PreH + US), a clearer distinction in
flux reduction data was observed by Koh et al. [48]. The authors also performed the
experiments at higher solid concentration for the heat-treated feeds. It was observed
that both pore blockage and cake growth increased with increasing solid concentra-
tion for all PreH feeds, while these two parameters remained low for the PreH + US
feeds, as shown in Figs. 6 and 7. The increase in pore blockage for PreH feeds was
due to the increase in the number of larger, denser protein aggregates, which were
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Fig. 5 Flux decline analysis for 5 and 10 wt% native and US WPC80 feeds. Experimental data are
represented by symbols (◊ 5 wt% Native,□ 5 wt% US,Δ 10 wt% Native and○ 10 wt% US), while
solid curves are model calculations using Eqs. 8 and 9, Ho and Zyndey’s combined pore blockage,
and cake filtration model [18] (Adapted from Koh et al. [48]. Reproduced with permission from
Elsevier.)

Ultrasound in Dairy Filtration 1447



formed upon heating, with increasing solid concentration. This resulted in a greater
flux reduction. On the other hand, the aggregates in the PreH + US feeds were
partially broken down by sonication, leading to lower pore blockage values. Simi-
larly, an increase in solid concentration saw an increase in the cake growth factor for
PreH feeds due to the formation of denser cake layers with a higher resistance to
flow, while sonication reduces this cake growth factor due to a lower fraction of
protein contributing to the growth of the deposit.

Table 1 Summary of volume-weighted average particle size of 5 and 10 wt% native and sonicated
WPC80 solutions and 5, 10, 12, and 15 wt% PreH and PreH + USWPC80 solutions (Adapted from
Koh et al. [48]. Reproduced with permission from Elsevier.)

Feed concentration (wt%) Native Sonicated PreH PreH + US

5 24.7 � 0.1 0.19 � 0.001 35.0 � 1.6 1.5 � 0.2

10 37.5 � 0.7 1.1 � 0.6 48.1 � 1.6 5.3 � 0.1

12 56.6 � 1.8 12.5 � 0.1

15 77.9 � 2.9 32.1 � 0.8

Table 2 Summary of apparent viscosity (mPa.s) at a shear rate of 200 s�1 of 5 and 10 wt% native
and sonicated WPC80 solutions and 5, 10, 12, and 15 wt% PreH and PreH + US WPC80 solutions
(Adapted from Koh et al. [48]. Reproduced with permission from Elsevier.)

Feed concentration (wt%) Native Sonicated PreH PreH + US

5 3.2 � 0.1 3.0 � 0.1 10.0 � 1.3 3.0 � 0.1

10 4.5 � 0.1 4.1 � 0.1 61.6 � 0.7 7.7 � 0.1

12 134 � 0.1 9.0 � 0.0001

15 202 � 0.1 10.9 � 0.001
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Fig. 6 Comparison of best-fit values of the pore blockage parameter (α) of 5, 10, 12, and 15 wt%
WPC80 feeds using Ho and Zydney’s combined pore blockage and cake filtration model [18]
(Adapted from Koh et al. [51])
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Based on the gel polarization model, Koh et al. [48] reported that sonication
delayed the “gelling” of the protein. PreH feeds had a lower gel concentration due to
the denaturation of the proteins as a result of heating, which allows the proteins to
“gel” at lower concentrations. Conversely, a larger gel concentration is observed in
the PreH + US system. This shows that sonication delays the “gelling” of the
proteins and coincides with the results obtained using the combined pore blockage
and cake filtration model, where the PreH + US systems have lower pore blockage
and slower cake growth.

In addition, no change to the protein concentration in the permeate was observed
in all systems. The authors thus concluded that feed pretreatment through both heat
and ultrasound can provide a viable approach to the production of concentrates for
use in heat-stable powders through UF. However, both water flux and zeta potential
results showed that 100 % flux recoveries are not achieved in either of the heat-
treated feeds. This may be due to the inability of the cleaning chemical agents to
break down and dissolve the large, denatured protein aggregates. It was reported that
the PreH + US feed had a higher flux after chemical cleaning than that of the PreH
feed as the PreH + US feed has a smaller proportion of large aggregates in addition
to a higher proportion of foulants that are removed by water flushing.

Use of Ultrasound in Membrane Cleaning

Previously, ultrasound was found to be an effective cleaning technique in many
industries. Examples of ultrasonic cleaning are removal of particles from semicon-
ductor wafers [52] and removal of scale and oxides from steep strip [53]. The use of
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Fig. 7 Comparison of the best-fit values of the cake growth factor ( f 0R0) of 5, 10, 12, and 15 wt%
WPC80 feeds using Ho and Zydney’s combined pore blockage and cake filtration model [18]
(Adapted from Koh et al. [51])
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ultrasound was thus considered as an alternative cleaning method for fouled mem-
branes. Similar to the use of ultrasound for fouling minimization, ultrasonic cleaning
generates microjets, which scour the membrane surface and break down layers of
deposits into smaller particles while preventing their redeposition by keeping them
in suspension. In addition, ultrasound enhances turbulence within the cleaning
solution. The improved cleaning efficiency through the use of ultrasound was proven
by Muthukumaran et al. [54] who observed an improvement in the cleaning effi-
ciency of polysulfone UF membranes that were previously fouled with whey
solutions. In another study, Maskooki et al. [34] reported that the use of intermittent
high-frequency ultrasound at 1 MHz for cleaning is less effective than continuous
low-frequency ultrasound of 50 kHz.

Further, greater cleaning efficiencies were observed at low frequencies and high
acoustic powers [44, 54–57]. Lamminen et al. [44] and Caia et al. [58] attributed the
observed increase in cleaning efficiency to an increase in the number of cavitation
bubbles and an increase in the size of the cavitating zone, as a result of high pressure
amplitude of the sound wave with increased ultrasonic power intensity to the system
[59]. With that, greater turbulence was also reported due to the increase in intensity
of bubble implosion [60]. There are also reports of lower cleaning efficiencies at high
ultrasonic frequencies as higher frequencies generate smaller cavitation bubbles,
which may be incapable of dislodging the foulants from the membrane surface [21,
31, 34, 61, 62]. In addition, Watkinson [63] found that the ultrasonic effect was
shown to be more significant in the absence of surfactants and was less dependent on
temperature and pressure. As seen in ultrasonic enhancement to minimize fouling,
there are inconsistent results regarding the structural integrity of the membrane upon
ultrasonic cleaning.

Future of Ultrasonic Units in Dairy Processing

Although promising results are reported through the use of ultrasonic technology in
membrane filtration processes, the scale-up of this unit to larger scale has not been
investigated widely. Ashokkumar [64] believed that this is due to the lack in
development of appropriate large-scale food processing equipment. Large-scale
filtration with ultrasonic enhancement is also thought to be expensive due to its
perceived high energy consumption [46]. Koh et al. [48] have previously shown that
feed pretreatment, through the use of heat and ultrasound or ultrasound only, has the
potential to reduce energy requirements in the UF of whey due to its low viscosity
and resulting low cross-flow pressure drops. However, this energy saving must be
offset against the energy demand of sonication itself.

In addition, most laboratory- and pilot-scale studies were performed using horn
sonicators, which involved direct contact between the ultrasonic horn and the fluid to
be processed. Riener et al. [65] reported a “rubbery” aroma upon sonication of milk
with a 24 kHz, 22 mm diameter horn at a temperature of 45 �C. This is particularly
undesirable and can impede the application of ultrasound in dairy processing. The
“rubbery” aroma was found to be less intense at lower sonication powers but could
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not be totally eliminated. In addition, upon sonication, an increase in volatile
compounds was observed. They speculated that this was the result of the production
of aldehydes from sonication-induced lipid oxidation. Ashokkumar [64] stated that
long sonication contact time may also result in the contamination of the processing
fluid due to the emission of metal particles from the tip of the horn.

Indirect sonication, such as through the use of tubular sonicators, may be more
suitable for processing of food and dairy fluids. However, Ashokkumar [64] reported
that there are only a few ultrasonic equipment manufacturers who are developing
reactors with transducers attached on the exterior to avoid direct contact between
processing fluids and the transducers. Therefore, combined efforts by the physical
chemists, engineers, physicists, and food technologists is needed in the development
of new equipment.

Conclusions

Ultrasonics in membrane fouling and cleaning studies presented here in this chapter
would benefit from further investigation into the effect of ultrasound on the taste,
odor, nutritional value, and allergenic properties of the final dairy products. This is of
paramount importance to ensure that ultrasound does not add off-flavors and unsafe
by-products to the products that are for human consumption. In addition, these
acoustic methods are shown to be promising at the laboratory scale; however,
most of these developments have scale-up and economic issues that require further
investigation.
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Abstract

High-frequency ultrasonic sound waves with a frequency >400 kHz have

recently been used in various applications as a means to enhance the recovery

of food materials in multicomponent mixtures. The premise of ultrasonic

separation is to achieve significant enhancements to separation processes with-

out altering the physical or chemical integrity of the food product. The applica-

tion of ultrasonic standing waves leads to specific positioning of individual

droplets or particles at the pressure nodes or antinodes within a reactor that

increases the probability for them to agglomerate or coalesce into larger entities

more rapidly. Increased particle sizes promote flotation or sedimentation and

therefore enhance the predisposition of material mixtures for separation. This

chapter will detail the main principles behind this technology and how it can be

implemented into existing food processing lines. Application of this technology

in food processing will be shown, showcasing commercial success in the palm

oil milling industry and future potential in dairy and bioproducts.

Keywords

Ultrasonic separation • Ultrasonic standing waves • Acoustic radiation force •

Palm oil • Dairy

Introduction

The ultrasonic processing of food has been investigated for many years, with

applications largely focused in the frequency range spanning 20–100 kHz [1]. This

region is commonly labeled the “power ultrasound” region. Here, a phenomenon

known as acoustic cavitation may occur. This is when pressure waves from the

applied ultrasound cause existing dissolved gas in liquid solutions to form bubbles

that expand and contract. Such bubbles will grow over time due to coalescence and

mass transfer and upon reaching a bubble diameter known as the resonant size,

collapse. The collapse event is often of high intensity and leads to temperature

increases up to 10,000 K and emission of pressure shockwaves of several hundred

atmospheres within the local space of the collapsing bubble. These physical effects

can be harnessed usefully in the initiation of intense shearing, mixing, and heating

and is applicable for food processing applications such as emulsification, homoge-

nization, extraction, or thermal treatment (details of these processes can be located in

other chapters of this book).

Ultrasonic separation is a technology that typically uses high-frequency ultra-

sound (>0.4 MHz to several MHz) to separate food droplets and/or particles

suspended in fluids [2]. At these higher frequencies, the violent cavitation bubble

collapse that leads to enhanced shear and physical disruption in liquid systems is

reduced and becomes almost negligible. Firstly, the cavitation threshold increases

with increasing ultrasonic frequency such that collapse events become less likely to

occur. Furthermore, the resonance size of collapsing bubbles is also inversely
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proportional to the sound wave frequency. With a lowered resonance size, bubble

collapse events occur with less momentum such that at frequencies greater than

1 MHz, these collapse events become relatively benign. As such, ultrasonic sepa-

ration differs from typical sonoprocessing applications in that it aims to achieve

“gentle” processing by avoiding violent bubble collapse.

Separation Techniques in Food Systems

There are a number of conventional food separation processes including centrifu-

gation, sedimentation or clarification, chemical-induced flocculation, and mem-

brane filtration units. These separation processes are well established and robust

unit operations. Nevertheless, they bear a number of potential issues including but

not limited to: (1) high energy consumption, (2) excessive shear that may damage

the integrity of the product, (3) product fouling that limits throughput or requires

extensive cleaning, (4) slow separation rates, and (5) excessive use of chemicals.

Ultrasonic separation can be used alone or combined with these technologies to

enhance process efficiencies.

Three main roles are identified in which ultrasonic separation is likely to be most

useful in the food industry. The first is flocculation or aggregation enhancement,

whereby the application of ultrasonic standing waves within an existing clarifica-

tion or chemical flocculation system dramatically enhances the rate at which

separation occurs, thereby reducing the residence time and/or chemical require-

ment. Reduced cost, increased throughput, and lowered environmental footprint

can be achieved.

The second is based on the predisposition or pretreatment of food material

upstream to an existing separation unit operation. This strategy is particularly

effective in the treatment of food, that is, of a heterogeneous nature, such as those

containing solids, liquids, and liquid product trapped in solids. An example is the

mesocarp material of crushed palm fruit. The application of ultrasonics not only

initiates aggregation of material such that the rate of separation occurs faster in the

downstream clarification process, but the mild physical shear provided by the

ultrasound can assist to liberate more product [3]. This can provide higher recovery

of product from the solid phase and also reduces potential energy requirements

through faster and more efficient downstream separation. Major energy savings can

be achieved when combined with existing separations such as centrifugation.

Finally, the choice of megasonic separation parameters such as frequency, power

level, and residence time can be tuned to selectively remove particles of a specific

size. It can therefore be used as a tool for the fractionation of food ingredients

dispersed within a continuous phase. Examples of components that may have

increased value resultant from fractionation into streams with higher nutritional

or structural benefit include fats, proteins, carbohydrates, and fibers. For this

purpose, ultrasonic fractionation is a technique that is complementary to existing

membrane separation processes.
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Theory

Primary Acoustic Radiation Force

When a sound wave is reflected upon itself, the reflected wave can superimpose to

form what is known as an acoustic standing wave. Such waves are characterized by

regions of high local pressure where constructive superimposition occurs, known as

pressure antinodes, and regions of minimum local pressure where destructive

interference occurs, known as pressure nodes.

When a standing wave field is sustained in a medium containing a suspension of

food particles or droplets, the wave will be partially scattered by the particles if

there is an acoustic impedance mismatch between the fluid and the material of the

particles. The scattering of the wave will produce what is known as the primary

acoustic radiation force. This force acts on the particles and droplets, such that they

are moved toward either the node or antinode of the standing wave depending on

the acoustic contrast factor.

The acoustic contrast factor depends on the density and compressibility of the

particles and their surrounding medium. The contrast factor can be calculated

using:

Ø ¼ 5ρp � 2ρl
2ρp þ ρl

� βp
βl

(1)

where ρ is the density, β is the compressibility, and the subscripts l and p refer to the
liquid medium and the particles, respectively [4]. Particles move toward the

pressure nodes of the standing wave when the contrast factor has a positive sign

and toward the pressure antinodes when the contrast factor has a negative sign. As a

rule of thumb, food ingredients which have a density less than the surrounding fluid

have a contrast factor that drives them toward the pressure maxima. Those with a

density higher than the surrounding fluid will be driven toward the pressure minima.

The positioning of individual droplets or particles on pressure nodes or antinodes

within the standing wave will cause them to aggregate or coalesce rapidly into

larger entities. Figure 1 shows a schematic representation of particles moving

toward pressure nodal planes and pressure antinodal planes.

The study of acoustic radiation forces dates back to the work of King [5]. His

work focused on understanding the behavior of spherical incompressible particles

in acoustic fields. Yosioka and Kawasima [4] extended the work of King calculating

the acoustic forces for compressible particles in planar acoustic waves as:

Fac ¼ � 4π

3
r3kEacϕ sin 2kxð Þ (2)

where r is the particle radius, k ¼ 2π
λ the wave number, λ is the wavelength of sound,

Eac the specific energy density, x the distance from a nodal point of the standing

wave, and ϕ is the acoustic contrast factor. Gor’kov [6] generalized the work of
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Yosioka and Kawasima calculating the acoustic forces for compressible particles

subjected to any acoustic field. Following Gor’kov’s approach, the acoustic radia-

tion force Fac can be obtained from the acoustic force potential Uac as [7]:

Fac ¼ ∇Uac (3)

where the acoustic force potential has been derived by Gor’kov [6] as:

Uac ¼ 4π

3
r3 f 1

1

2ρlc
2
l

hp21i � f 2
3

4
ρlhv21i

� �
(4)

f 1 ¼ 1� κp
κl

(5)

f 2 ¼
2 ρp � ρl
� �
2ρp þ ρl
� � (6)

κ and ρ are compressibility and density, while the subscripts l and p stand for

“liquid” and “particle” (droplet or a solid particle), respectively. The terms hp12i and

Fig. 1 Migration of food materials within an acoustic standing wave field (Reprinted with

permission from Leong et al. [2] Copyright 2013 American Chemical Society)
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hv12i are the mean square pressure amplitude fluctuation of the sound field and of the

particle velocity, respectively, and can be determined by solving the Helmholtz

equation [8, 9]. The acoustic radiation force potential from a transducer element has

been visualized by FEM [10].

The ability to separate food particles from the bulk fluid phase also depends on

the applied frequency and amplitude level of the ultrasound used. The size of the

food particles in question influences the selection of these parameters. Separation is

not possible or very difficult if either the frequency or acoustic intensity is too low

to manipulate particles which have a very small particle size. This can be overcome

by applying very high-frequency ultrasound, as was demonstrated Yantchev

et al. who used 40 MHz ultrasound to manipulate submicron particles inside a

microfluidic chamber [11]. However, it is not possible to use such high frequencies

in large-scale systems due to the strong attenuation such high-frequency ultrasound

experiences with distance. An alternative method to manipulate small particles is

by using seeding particles [12] or a flocculating agent that promotes smaller

particles to stick together.

Additional Forces Acting on Particles

Once particles are displaced to either the nodal or antinodal planes, additional

forces that act over short distances called “secondary acoustic forces” or “Bjerknes

forces” come into play. These forces tend to attract particles together within the

plane, enhancing the probability of collisions and hence aggregation and coales-

cence into larger collections of particles. Bjerknes forces are originated by the

scattering of sound off neighboring particles [13]. The direction of these forces

depends on the angle between the distance vector separating two particles and the

direction of the sound field. Generally, these forces attract particles to one another

once particles have moved into the nodal or antinodal planes (Fig. 2).

Fig. 2 Direction that the

secondary radiation force acts

on particles when they are

parallel to the direction of

sound propagation and when

they are perpendicular to the

direction of sound

propagation (Reprinted with

permission from Leong

et al. [2] Copyright 2013

American Chemical Society)
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Once particles or droplets are grouped together on a plane, they may flocculate

into bigger aggregates or coalesce into larger droplets. Clusters of particles or larger

droplets can flocculate or cream at a faster rate if there is a density difference

between the liquid medium and the material of the particle or droplet. This is due to

buoyancy or gravitational force as follows:

FB ¼ 4

3
πr3g ρl � ρp

� �
(7)

where g is gravity. Particles moving in a viscous liquid will also experience the

Stokes drag force FD . For small particles it is reasonable to neglect the particles’

inertia and to assume that they are always moving in a local steady state [14]. For

low Reynolds number the drag force FD is given by Stokes Law as:

FD ¼ 6ηπr vl � vp
� �

(8)

where η is the viscosity of the fluid, vl is the velocity of the fluid, and vp is the

velocity of the particle.

Acoustic Streaming

Acoustic streaming is the time-independent flow generated by the attenuation of an

acoustic wave. This is an important factor for acoustic separation technologies

because streaming exerts drag and shear on particles, influencing their behavior

and movement within an acoustic field [15]. Typical effects of acoustic streaming

on particle manipulation by acoustic radiation force were explained by Spengler

[16]. Spengler’s study of yeast cells manipulated in an ultrasound chamber detailed

observations of cell motion with changing patterns and velocities over time that

caused cells to be dragged around the chamber by streaming. In large-scale applica-

tions streaming can be severe and override the acoustic radiation forces, disturbing or

even eliminating the formation of particle bands established at pressure nodal planes.

Acoustic streaming is caused by the attenuation of the sound field. Wave atten-

uation can be caused by viscous attenuation in the medium; scattering on particles,

droplets or bubbles; or friction between a vibrating wall and the surrounding fluid.

Zarembo [17] considered three main types of acoustic streaming: (1) Eckart stream-

ing, (2) Rayleigh streaming, and (3) boundary layer Schlichting streaming. The latter

two are considered microstreaming events because the length scale is of the order of

magnitude of a wavelength for the case of Rayleigh streaming, and orders of

magnitude smaller than a wavelength for the case of Schlichting streaming. Eckart

streaming, on the other hand, is a large-macroscale streaming condition because the

length scale of this flow pattern is significantly greater than the wavelength. An

illustrative diagram of Eckart and Rayleigh streaming is shown in Fig. 3.

Schlichting streaming is a boundary layer-driven acoustic streaming, arising

from the friction between the vibrating fluid medium in contact with a solid wall

or vice versa, a vibrating wall in contact with a fluid. This effect is confined to a thin
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viscous boundary layer (called the shear-wave layer or the Stokes layer) [18]. Once

the Schlichting streaming is established within the boundary layer, it provides a

strong force that drives fluid toward the outside of the layer. In the case of standing

waves, the streaming that occurs between pressure nodes and antinodes is called

Rayleigh streaming.

Eckart streaming is due to the attenuation of the acoustic energy across the bulk

of the fluid. When the medium attenuates the wave, a proportion of the acoustic

energy is absorbed by the fluid, heating it up. The viscous acoustic attenuation

coefficient for a plane sound wave was derived by Stokes as:

α ¼ 2v 2πfð Þ2
3c3

(9)

FromEq. 9 it can be seen that attenuation is proportional to viscosity and to the square

of the frequency. This means that streaming effects tend to becomemore intense with

increasing frequency. In high-power ultrasonic operations, there is also a formation of

a fast-jet streaming called “Stuart” streaming. According to Lighthill [19], at higher

powers Stuart streaming takes the form of an inertially dominated turbulent jet.

Design and Operating Guidelines

This section will cover the design and operating principles relevant to large-scale

food processing using ultrasonic separation. For specific reactor design concepts,

the reader should refer to the review by Leong et al. [20]. The design aspects of

Fig. 3 Eckart and Rayleigh

acoustic streaming. Eckart

streaming propagates through

the medium from the sound

source and occurs without the

requirement for a standing

wave to be generated.

Rayleigh streaming requires a

standing wave consisting of

pressure nodal and antinodal

regions to develop (Reprinted

with permission from Leong

et al. [2] Copyright 2013

American Chemical Society)
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microfluidic separation devices have also been extensively covered in the public

domain and will not be presented in this chapter. Readers interested in design

aspects and scaling laws in continuous microfluidic systems are encouraged to

read the reviews by others [14, 21–23].

Design Parameters

The effectiveness of ultrasonic separation is underpinned by the ability to generate

a stable, strong acoustic standing wave field inside the separation reactor. To

achieve this, important design considerations are required. The distance of separa-

tion between the transducer and reflector should be designed to optimize the energy

density and standing wave quality factor. The alignment and placement of trans-

ducers within the separation reactor should also be considered and positioned to

optimize energy delivery.

Energy Density and Quality Factor
The quality factor (or Q factor), determined from the electrical impedance spectrum

[24], is an important property in resonating systems such as standing waves. It

represents the ratio of acoustic energy achieved in the resonator to the power

applied to the generator. This factor is especially relevant in microfluidic devices

for estimating the acoustic energy density (see Eq. 10) [25] but can also be relevant

in the design of larger-scale separation reactors.

Eac ¼ PQ

2πf
(10)

where P is the active power consumption and the quality factor, Q, is at the

frequency f [26]. The power consumption can be determined from the online active

power meter integrated with the ultrasonic power supply. The Q factor is influenced

by parameters such as the transducer-reflector distance. A higher acoustic energy

density generates a stronger acoustic radiation force (see Eq. 2) and hence is

expected to enable more rapid particle separation.

Transducer-Reflector Distance
The maximum effective distance to achieve a constant standing wave field upon

reflection is limited by attenuation of the sound wave in the fluid medium. The

higher the ultrasonic frequency, the more strongly attenuated it becomes. Thus,

ultrasound in the MHz region generally has shorter effective working distances to

achieve a strong standing wave field, compared with lower-frequency ultrasound.

Strong attenuation may also give rise to undesirable acoustic streaming in the form

of Eckhart streaming currents, which can disrupt effective separation from

occurring.

Thus, the transducer-reflector distance is a critical design consideration, as

separation with high frequencies will not operate effectively if the incident sound
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wave becomes too attenuated before it can be reflected by the opposing wall. For

example, in the work by Leong et al. [27], transducer-reflector distances greater

than 85 mm became less effective in achieving skimming of cream from milk when

using dual 1 and 2 MHz frequency ultrasound. Leong et al. [28] demonstrated with

high-frequency 2 MHz ultrasound that sound pressures declined significantly with

distance beyond 55 mm in a large experimental chamber (Fig. 4). By contrast,

mid-frequency 400 kHz ultrasound was found to penetrate a significantly longer

distance (up to 2 m) without significant decline in pressure level.

Number of Nodes/Antinodes
The number of pressure nodes and antinodes within the standing wave generated is

dependent on the distance between the sound source and reflector, the reflector

thickness, as well as the frequency. The higher the frequency and the greater the

distance to the reflector, the larger the number of available sites (nodes/antinodes)

for food material to accumulate. It is worth noting that the spacing between each

node and antinode is a quarter wavelength of the ultrasound frequency.

Transducer Alignment
The alignment and positioning of transducers and the reflector within the reactor to

generate standing waves should be considered with respect to (a) the direction of

material flow inside the reactor, either horizontally or vertically, and (b) the align-

ment of multiple transducers in parallel or perpendicular reactor walls. Note that a

perfectly parallel alignment between transducer and reflector/transducer, while

Fig. 4 Change in pressure relative to the pressure measured at 55 mm from the surface of the

transducer for 400 kHz and 2 MHz transducers. No reflector plate except for the vessel wall at

2,100 mm was used for these measurements (Reprinted from Leong et al. [28], Copyright 2015,

with permission from Elsevier)
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offering optimal reflection, may cause potential transducer damage if high energy

density is confined to a small geometrical volume.

Horizontal Versus Vertical Alignment of the Material Bands
with Material Flow
A vertical or horizontal alignment refers to whether the transducer or reflector is

positioned in a way that the nodal/antinodal bands that are formed are aligned in the

vertical or horizontal plane (see Fig. 5). Where gravity is a necessary mechanism

for enhanced separation (i.e., product collects at the top or bottom of the container),

a vertical alignment is more amenable to separation since once product is aggre-

gated to a sufficient size, the product can sediment or rise rapidly due to buoyancy.

A horizontal alignment, however, hinders this natural rise/fall since product must

pass through aligned bands that can “trap” the aggregated material prior to eventual

rising/falling beyond the active processing region. Applying ultrasound in pulses

can intermittently release product trapped in the horizontally aligned bands but

would consequently decrease the energy input to the system per unit time.

Parallel Versus Perpendicular Multiple Transducer Arrangement
for Enhanced Energy Density
This design criterion is considered only when using multiple transducers to increase

the density of the energy input. An increased energy density can be beneficial to

accelerating particle accumulation and hence separation. In this case, the transducer

plates can be arranged facing each other (parallel) or orthogonal (perpendicular),

Fig. 5 Depiction of vertical alignment of the transducer and/or reflector for ultrasonic separation

(Taken from Leong et al. [20] with permission of Springer. Copyright Springer Science+Business

Media New York 2015)
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and either position has been shown to be effective [29]. Parallel alignment can be

envisioned to be more likely to achieve effective superposition when using identical

frequency (or wavelength multiple) transducers. Perpendicular alignment may

create more regions where particle accumulation can occur.

An issue to consider when deciding which alignment is most suitable is the

effective penetration distance of the frequency used for separation. For frequencies

>1 MHz, the geometrical transducer-reflector distances >85 mm become less

effective for separation due to attenuation and increased acoustic streaming. This

was evidenced in reduced effectiveness for milk fat skimming [27].

Here, the minimum transducer-reflector distance is the width of the reactor,

which must be designed to fit the transducers. Parallel alignment has the advantage

of allowing close positioning of the transducers when facing each other. Very short

transducer-reflector distances, or in this case transducer-transducer distances, can

be realized even with large surface area plates when using a parallel alignment. The

use of parallel transducers has been shown to work at batch scale, although

additional adjustments may be needed to avoid direct sound radiation into the

transducer, which may cause damage to the piezoceramics due to excessive heating.

If necessary, transmission plates designed with optimal thickness for sound trans-

mission can be used to position the transducers externally [30], which may allow for

a more durable system for continuous processing.

A perpendicular alignment on the other hand is limited by the size of the

transducer. Large transducers will increase the width of the separation chamber.

In some cases, this width may be too large to allow for sufficient sound penetration

due to sound wave attenuation (e.g., if high frequencies are used). This reduces the

effectiveness and efficiency of the separation.

Operating Parameters

The achievement of successful separation is contingent on employing suitable

operating conditions that (a) do not damage the transducers employed, (b) do not

damage the food material being separated, and (c) enable effective and efficient

separation.

Choice of Frequency
In principle, sound waves of any frequency can be used to establish a standing wave

by which to manipulate suspended food materials. The selection largely depends on

the type of material being separated. It should be noted however that the primary

and secondary acoustic radiation forces scale with the applied frequency. That is,

the higher the frequency, the stronger the force that is applied to the particles. Small

particles require a stronger force to manipulate. There is also a requirement that the

wavelength of the applied sound wave be smaller than the particle or droplet that is

to be manipulated.

To separate small particles in the range between 1 and 10 μm, it is recommended

to use a high-frequency ultrasound in the 1–4 MHz range to maximize the acoustic
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radiation forces in the system. When applying higher-frequency ultrasound

>2 MHz, considerations must be made to the limitations in vessel geometry that

arise from attenuation of high-frequency ultrasound.

For particles or liquid droplets that are >10 μm, it can be advantageous to use a

slightly lower-frequency ultrasound in the range between 400 kHz and 1MHz for

the separation processes. These lower frequencies are less attenuated, and hence

larger geometry reactors can be feasibly operated [28]. Larger geometries are more

amenable to high-throughput processing and also increase the number of nodes/

antinodes established within the acoustic standing wave, such that there is a larger

number of locations where food material can collect and separate. An example

where mid-frequency ultrasound was employed successfully for a large-scale food

manufacturing operation is in the predisposing of palm oil product from the palm

mesocarp material. Here, an ultrasound frequency of 600 kHz was successfully

employed to process flow rates up to 45 tons/h [20].

Frequencies in the power ultrasound region can also be used to manipulate

particles and droplets, but the lowered acoustic radiation forces and strong physical

disruption and mixing effects associated with these frequencies make them less

suitable.

Temperature of Operation
The limits of operation temperature are defined by (a) the physical limits of the

ultrasonic transducer and (b) the temperature by which the food material begins to

deteriorate from excessive heating.

Most transducers are capable of operating with temperatures up to 80 �C [20],

depending on the specifications provided by the manufacturer. For hot processes,

such as in edible oil production, it is advised not to have transducers placed in direct

contact with the fluid. Instead, a transmission plate system [20, 30] is recommended

whereby the transducer is positioned external to the fluid in the food reactor and the

sound wave is transmitted through a stainless steel layer with an optimal thickness

for transmission. In this case, a thickness that is a half-wavelength multiple of the

applied frequency leads to optimal transmission. On the contrary, a plate thickness

that is an odd multiple of a quarter wavelength leads to ideal reflection.

The temperature of the food medium will heat up as ultrasound is applied, due to

attenuation of the sound wave. In this case, mechanical energy from the sound wave

is transformed to heat, and heat flow also occurs between the compression and

rarefactions of the oscillation cycle. Most food systems deteriorate in quality as

they are heated. High temperatures may lead to denaturation of proteins, vitamins,

and other components. Designs should include a cooling jacket or heat sink as

necessary to maintain the integrity of the food material.

In some food systems, there exist optimal temperature ranges in which ultrasonic

separation works more effectively. The temperature influences the physical prop-

erties of the food medium, influencing its density, viscosity, compressibility, and

solid-liquid properties. These changes also influence acoustic properties such as the

speed of sound and attenuation. In the ultrasonic separation of milk fat, Leong

et al. [31] found that temperatures in the range between 20 and 60�C provided more
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optimal separation, compared to milks that were chilled at cold room temperatures

~5–13�C. The reason proposed was due to a balance between the liquid-solid

ductility as milk fat transitioned from semisolid to liquid and the presence of

immunoglobulins present in whole milks.

Energy Density
The acoustic energy density is an important parameter along with the ultrasonic

frequency that affects the magnitude of the acoustic radiation forces imparted on

the particles distributed in the food medium. Increasing the energy density enables

the initiation of more rapid separation of food materials and so can enable higher

volumetric throughput either in batch or continuous separation processes. Higher

energy density can be achieved by (a) reducing the volume being processed within

the active region and (b) using dual transducers aligned in parallel positioned within

close proximity.

However, one should be mindful that increasing energy density will also pro-

mote stronger acoustic streaming flows in the system. Such flows may be detri-

mental to separation in that it can perturb the collection of aggregated materials.

Residence Time and Specific Energy
Residence time is linked with energy density. To achieve desired output targets,

food materials should experience sufficient duration of exposure to the ultrasonic

standing wave in order to collect and aggregate to sufficiently large size such that it

will separate spontaneously from the system. Typically, the food material needs to

be subject to a defined specific energy that is conditional on the volume processed

and the energy density delivered. Smaller particles and/or droplets will require a

longer residence time to be aggregated to sufficiently large size for separation.

Other factors which may influence this will include if the aggregation of food

materials is reversible (i.e., weak interactions) or irreversible (i.e., coalescence,

strong interactions). For materials that experience weak interparticle interactions,

separation effectiveness can be improved by using a flocculent that will hold

smaller particles more strongly together during sonication.

Operation Modes

Ultrasonic separation is amenable to operation modes ranging from batch to fully

continuous. The choice largely depends on the outcome desired from the separa-

tion. For example, fully continuous operation enables high-throughput product

treatment, whereas batch separation enables control of residence time to achieve

targeted final output compositions, which may be advantageous for certain appli-

cations, e.g., in “fractionation” type processes. Some of the key design questions to

consider in designing a reactor for either batch or fully continuous operation, such

as product collection and process controls, are outlined. The principles would be

similar in semi-batch and semicontinuous flow separation processes.
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Batch (Single Unit)
Batch reactors can be relatively straightforward to design and operate and can be a

useful first step toward developing a scale-up process for any potential ultrasonic

food separation application. These reactors will inevitably consist of a fixed

processing volume where standing waves are established. The food material to be

separated will be loaded into the interrogation volume, processed, and then

removed. High-density materials will sediment to the base of the reactor;

low-density material will rise to the top of the reactor by buoyancy. Inlets and

outlets located strategically to maximize product recovery after separation are

necessary to ensure efficient product collection. The required duration of

processing (i.e., residence time) will be determined by the energy input, volume

processed, and the rate at which collected food material will separate by buoyancy

or sedimentation. One of the possible advantages of batch separation is that the

residence time, which influences the extent of separation, can be more effectively

controlled for a given batch of food material and hence may be more suitable, e.g.,

for fractionation-type applications.

Continuous Flow
The design of continuous systems is more challenging to implement and operate

since forces arising from product flow must be balanced with the acoustic forces

during separation. The advantage however is that higher throughput can be

achieved.

Whereas microscale systems can implement flow-split devices to harvest prod-

uct [2], large-scale food systems have standing waves consisting of many nodal

planes that make this impossible. Instead, overflow and underflow devices are the

most amenable method to collect product. High-density material will collate at the

bottom of the reactor and can be intermittently swept through the underflow area of

the chamber. Low-density material will float to the top and can, by slow flow

motion, be displaced to an overflow collection area. Carefully designed control

systems must be put in place in order to maintain product quality (i.e., target

concentrations for the separation process). For example, parameters such as energy

input or rate of product flow can be adjusted to tailor the resultant separation

achieved at the outlets.

The rate of product flow however must be below a certain Reynolds number to

ensure laminar flow (which is dependent on the cross section of the flow area). For

cylindrical pipes, this value is ~2,000. Flow regimes which are extremely turbulent

are generally not suitable for megasonic separation, since mixing of the product will

occur in such a situation, preventing effective separation. Nevertheless, the acoustic

radiation force can in some cases be strong enough to overcome the mixing that

occurs during processing. Separation can be successful in the presence of high

mixing and flow if there is additional mechanism such as coalescence or floccula-

tion that can hold collected food material together.

Continuous flow ultrasonic separation can be a useful addition to existing

processing operations, where the predisposition or pretreatment of product prior
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to a downstream separation unit will provide a benefit for the recovery of a high-

value material post-decantation or centrifugation. In this situation, the ultrasonics

serve to initiate agglomeration and/or coalescence of suspended food material, as

well as enhance the extraction of product that may be trapped in solid raw materials.

This intervention enhances the rate at which the downstream process achieves

separation and also increases the recoverable yield of the food material. One

example in which such an operation has been proven useful is in the palm oil

milling industry, where the predisposition of material enhances the recoverable oil

from the plant mesocarp [3].

Applications

This section will assess designs established to date at various scales for a range of

applications. The most prominent example is the continuously operating separation

reactor implemented in a high-tech palm oil mill, where the ex-screw press feed is

treated for increased palm oil recovery. Other examples are the utilization of

ultrasonics for milk fat separation and fractionation, algal cells in the production

of algal oils, and bacteria, yeasts, and other cells in fermentation systems.

Applications of Ultrasound for Palm Oil Separation

A typical palm oil milling operation in Malaysia may experience a loss of recov-

erable product in the effluent with a potential revenue of >$200,000 USD per year.

The application of ultrasonic separation technology to existing plant operations can

be effective in minimizing product loss and to enhance clarification efficiency.

Juliano et al. [3, 32] successfully demonstrated the ability to enhance oil

recovery from the extract obtained from pressed oil palm fruit mesocarp at lab

and pilot scale. This success has recently been extended to full-scale commercial

operation, capable of processing throughput of up to 45 tons per hour (Fig. 6). The

system depicted can be applied directly to existing palm oil mills. Here, the feed

coming directly from the ex-screw press is passed through a vertical chamber where

droplets of palm oil product are predisposed into larger droplets. An additional

recovery of between 1% and 10 % product is achieved in the process, which

eliminates virtually any oil being lost to the effluent stream.

The success of the ultrasonic application is due to the ultrasound (applied at

600 kHz frequency) generating physical “rubbing” of the plant material. This

activity assists the extraction of oil from the vegetal matter. The oil in the bulk

liquid is then coalesced into larger droplets by the acoustic standing waves,

resulting in faster oiling-off by gravity settling in downstream processing. Thus,

ultrasonic application in this case improves the total recoverable oil and the rate of

separation.

The use of this technology has revolutionized the design of future palm oil plants

where the environmental footprint can be significantly reduced by decreasing the
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volumes utilized in the vertical clarification tanks, the amount of decanter centri-

fuges, and the oil loss into effluents. For a typical palm oil milling operation, this

equates to an increased profit averaging between $500,000 and $2,000,000 USD per

year.

Enhanced Creaming of Milk Fat Globules

The dairy products we consume and enjoy such as milk, cheese, and butter have

usually undergone a separation process that removes or concentrates the fat in the

milk to a product specification defined by the manufacturer. In the dairy industry,

this separation is typically achieved by using a centrifuge, which removes the fat

from milk by application of intense g-forces by rapid spinning. Since milk fat is a

valuable commodity, a common practice involves removing all of the fat from the

milk and recombining the separated cream as required back into the skimmed milk

to make products with standardized fat concentrations.

Traditionally, separations were performed simply by letting the cream in milk

rise to the top where it could be skimmed off. Such practices are slow, requiring

many hours to achieve sufficient separation. They are however still performed

Fig. 6 (a) Schematic

representation of the

megasonic palm oil

separation reactor: the

rectangles represent a

transducer/transmission plate

setup; (b) photograph of the

commercially operating

megasonic reactor (@45 t/h;

4 � 600 kHz, 1 kW each)

(Taken from Leong et al. [20]

with permission of Springer.

Copyright Springer Science

+Business Media New York

2015)
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today, primarily by cheese makers like those in Northern Italy famed for Parmesan

and Romano cheeses [33]. These cheese makers continue to apply these traditional

methods, since it creates milk with a fat size distribution that contributes to the

unique flavors in these cheeses. The process creates a point of differentiation that

cannot be achieved using centrifugation [34]. Ultrasonic separation has been

recognized as a complementary technology that can significantly enhance the

separation rate of fat from milk by “natural” methods [27].

When an acoustic standing wave is applied to volume of milk, the fat globules

collect at the pressure antinodes, which can be observed as “bands” of fat globules.

This phenomenon was observed by Miles et al. [35] in a small cuvette container.

The milk fat globules collecting and concentrating at the pressure antinodes have an

enhanced probability to aggregate into larger floccules. As fat globules collect into

larger floccules, they begin to rise more rapidly to the surface due to the increased

hydrodynamic radius as described by Stokes’ Law [36].

A first-approach scale-up (up to 6 L volume) in a batch system was demonstrated

by Juliano et al. [29] using a recombined milk emulsion. For a recombined milk

emulsion, rapid separation could be achieved using ultrasound at an operating

frequency of 400 kHz in a vessel with a transducer-to-reflector distance between

~18 and 20 cm. At these distances, a frequency of 1 MHz was less effective than

400 kHz and a frequency of 2 MHz again less effective than 1 MHz. The parameters

found to achieve rapid separation of a recombined milk emulsion, however, were

not successful in separating fat globules in natural whole milk within the same

vessel [37]. Several reasons can be attributed to this. Natural whole milk has

different properties, namely, particle size distribution and surface composition,

compared to a recombined milk emulsion. The mean particle size is smaller in

natural whole milk and so requires high-frequency ultrasound or strong acoustic

energy density to manipulate effectively. In order to effectively apply high-

frequency ultrasound >1 MHz, the geometry with respect to the distance between

transducer and reflector should also be small to minimize attenuation.

Leong et al. [27, 31] applied these concepts to achieve separation using natural

whole milk. Leong et al. showed that higher-frequency ultrasound, in this case

>1 MHz, could effectively manipulate and separate the fat globules present in

natural whole milk provided that a short transducer-reflector separation distance

(between 30 and 85 mm) was used. Furthermore, the application of dual transducers

in a parallel arrangement was found to influence more rapid skimming of fat due to

the ability to achieve a higher energy density per unit volume.

Leong et al. [31] also showed that there is an “optimal” temperature range over

which the rate of milk fat separation is greatest. In this case, a temperature range

between 20 and 60 �C offered fast separation of milk fat in the experimental trials.

Leong et al. [38] have recently highlighted the ability of ultrasonic separation to

initiate fractionation of milk fat globules into streams with enhanced proportions of

small or large fat globules. These streams may have potential for creating dairy

products with enhanced microstructure. This was achieved by manipulating the

duration of processing and collecting product at defined intervals at specific loca-

tions within the reactor.
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Notably, it was established that the milk fat became distributed in the separation

vessel after sonication, such that the smallest fat globules were retained toward the

bottom of the vessel and large-sized fat globules were enriched within the cream

collected near the top of the vessel. These fractions positioned at the top and bottom

of the vessel can be collected specifically by overflow/underflow. Similar tech-

niques can be used to split streams of food ingredients containing specific particle

size distributions.

Microbial and Algal Cell Separation

A diverse group of prokaryotic and eukaryotic photosynthetic microorganisms

known as microalgae can be used to produce edible oils and other biofuels that can

be used as an attractive alternative sustainable energy source. These algae are grown

in aqueous medium such as water, but their separation, often by centrifugation, is

identified as being energy intensive. The use of ultrasonic standing waves to con-

centrate microalgae is identified as a significant advancement toward improving their

dewatering efficiency. Ultrasonic separation has been used to separate the algal cells

from water [39, 40]. Bosma et al. [39] applied 2.1 MHz to algae flowing continuously

through a small volume and achieved a separation efficiency of over 90 %, albeit at

low flow rates of only 4–6 L per day. Although production flow rates are currently

low, continued work to scale up ultrasonic separation systems by applying key

concepts as detailed in this chapter will bring these products closer to market.

Fermentation Products

Ultrasonic separation can also be used as an alternative cell-retention system for

fermentation and cell culturing applications [41]. Recombinant proteins, amino

acids, and antibodies are some examples of the high-value products which can be

delivered in these applications. Studies have shown that selective retention of

viable versus nonviable cells is possible [42] reducing the need to “bleed out”

product during operation, thereby improving production. Such systems are com-

mercially available with the development of BioSep™, and could also be readily

implemented into food applications such as fermentation tanks in the beer and wine

industry.

BioSep™ units are available from throughputs as small as 10 L/day up to 200 L/day.

Gorenflo et al. [41] found that these types of systems performed reliably and achieved

separation efficiencies between dead and viable cells of greater than 95 %. Typical

operation employs a stop time of 9 s (for run time of 120 s) to facilitate the removal of

cells out of the acoustically active region. The advantage of ultrasound separation in

such applications is that the technique is relatively simple and offers nearly

maintenance-free operation by reducing the need to periodically bleed out product.

The high-frequency ultrasound employed limits any potential physical or chemical

change to the product, thereby preserving the quality.
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It should be noted the 20-fold scale-up from 10 L per day perfusion rates to

200 L per day was based on using four parallel compartments in one separator

with a single controller. This is because scale-up is limited by the geometry in

which a strong standing wave can be established when using high-frequency

ultrasound.

To be successful in the food industry and to accommodate the large throughputs

required in beer and wine processing, scale-up to several tons per day is essential.

For achieving these higher flow rates, a further scale-out of the process by using

several 200 L/day reactors is recommended, since increasing the size of the

separation chamber or flow rate through the chamber may reduce the overall

efficiency of the system. Alternatively, different design configuration, including

adjustments of the process conditions, may offer reasonable performance without

the requirement of simple numbering up, which may be cost prohibitive due to the

high capital costs of not only the ultrasonic transducers but also the reaction

chambers themselves.

Future Applications

Potential designs can be established for a number of other applications such as

effluent treatments, separation of starch suspensions, and water recycling. These

reactors will have similar design considerations to the abovementioned applica-

tions. The scale of the process will determine the required throughputs, and the

nature of the material to be separated will influence the selection of the appropriate

operating parameters. For example, the ultrasonic frequency selection will be

governed by the material to be separated and its properties such as particle size,

density, and compressibility. This in turn determines the suitable geometries that

can be designed for the separation reactor. To achieve the required throughputs,

scale-up may be achievable if lower frequencies (<600 kHz) are used, whereas

scale-out by using many parallel units may be necessary to maintain separation

effectiveness in the process should a high frequency be required. Understanding

these principles will ensure that a successful design is produced.

Conclusions and Future Directions

The application of ultrasonic separation technology to food manufacturing pro-

cesses shows great promise. Recent advances have led to an improved understand-

ing that will facilitate the development of high-throughput ultrasonic separation

reactors. Even though there are few reactors currently operating at full-scale

industrial processing, there is large potential for growth of this technology into

the food industry as a separation enhancing tool to increase process efficiencies and

production.
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Environmental remediation, 424, 428–447
Extraction, 1271–1284

of polysaccharides, 1281–1284
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F
Fat crystallisation, 1303–1304
Fe doped Bi2O3, 754
Fe doped TiO2, 753
Fenton process, 739
Film model theory, 1438
Fluid dynamics

conservation of mass, 37
conservation of momentum, 37–38
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motivation, 34–35
nonlinearity, significance of, 38–39
oscillation, rectification of, 39–40
pressure and density, 36
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Food preservation. See Ultrasound bacterial

inactivation
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sonoluminescence, 153–154
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definition, 1346–1347
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electricity, 1349
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principles, 1348
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ion-exchange, 818–819
membrane separation methods, 818
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ultrasound-assisted sorption processes, 816

Heavy metals, 814
ultrasonic removal, 819–837
USEPA concentration level, 815
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High-frequency ultrasound, 227
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527–528, 546

effects of, 532, 540
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composition, 533
H2O2, 261–269, 281, 288
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Hot spot theory, 845
Hybrid, methods, 905–906, 908
Hybrid particles, 458, 469–471
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Hydrodynamic acoustic cavitation (HAC), 764
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dyes degradation, 860–862
early models, 640–651
and H2O2, 852–854
and photocatalysis, 854–860
recent models, 651–667
role of, 845–846

Hydrogel adsorption, 857–860
Hydrogen evolution reaction (HER), 547

cobalt based electrocatalysts, 541
definition, 526
efficiency of, 530
electrocatalyst pre-activation for, 533–535
fabrication of, 535–536
molybdenum based electrocatalyst, 538
nickel based electrocatalysts, 541–542
surface composition, 531–533
Tafel equation, 529
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Hydrothermal synthesis, 754
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Input power
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L
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Membrane filtration
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computational fluid dynamics, 109–112
design and setup of, 103
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Multibubble sonoluminescence, 71, 93–95
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dynamics of, 75–76
rectified diffusion growth of, 76–80

Sol-gel method, 753–754
Solid lipid nanoparticles (SLN), 1130
Solubility, ultrasound-assisted
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physical picture, 631–632

Sonochemical immobilization, 339, 340
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Sonoprocess, 396, 402, 420
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Streamers, 5–6, 21, 23
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bubble size distribution, 168
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rectified diffusion, 161, 162
single bubble systems, 163–164
total bubble volume method, 161–163

Surfactants, 71, 787
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Synthesis, 300–321
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Temperature distribution, 236, 237
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