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Preface

The present monograph Applied Spectroscopy and the Science of Nanomaterials is
a synergistic compendium of 11 informative and cutting-edge chapters written by
leading researchers in the fields of spectroscopy and condensed matter physics as
applied to a variety of materials at the nanoscale.

“Raman Spectroscopy, Modeling and Simulation Studies of Carbon Nanotubes”
authored by Daniel Casimir, Raul Garcia-Sanchez and Prabhakar Misra focuses on
carbon nanotubes (CNTs) that are allotropes of carbon and consist of a single layer
of sp2-hybridized carbon atoms. CNTs have a hollow cylindrical shape and are of
two types: single-walled carbon nanotubes (SWCNTs) and multi-walled carbon
nanotubes (MWCNTs). The majority of SWCNT have diameters of the order of
*1 nm and lengths of the order of microns to centimeters. MWCNTs are composed
of concentric layers of SWCNTs nested inside one another, giving it a layered
cylindrical shape. In this chapter, the authors provide a historical overview of CNTs
and examine specifically their thermal properties and describe in-depth the use of
Raman spectroscopy and Molecular Dynamics (MD) simulations to characterize
and investigate the thermal characteristics of SWCNTs. Such investigations lead to
a clearer understanding of the chirality of nanotubes through the visualization of
rolled-up graphene sheets, and in turn provide insight into the versatility and myriad
thermomechanical and electrical properties that make CNTs excellent candidates
for a wide variety of applications in nanoelectronics and the semiconductor
industry.

In “Laser Optogalvanic Spectroscopy and Collisional State Dynamics
Associated with Hollow Cathode Discharge Plasmas” Michael Blosser, Xianming
Han, Raul Garcia-Sanchez, and Prabhakar Misra discuss the laser optogalvanic
effect in a discharge plasma environment, specifically associated with an iron–neon
(Fe–Ne) hollow cathode lamp. The theoretical model behind the optogalvanic effect
provides insight into the importance of laser optogalvanic spectroscopy as a tool for
spectral characterization of plasma processes and enhanced understanding of the
collisional state dynamics associated with the discharge species in hollow cathode
lamps. The chapter focuses on transition states of neon in the Fe–Ne hollow cathode
lamp and for illustrative purposes analyzes in detail the waveforms associated with
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the optogalvanic transitions of neon: 1s4–2p3 (607.4 nm), 1s5–2p7 (621.7 nm),
1s3–2p5 (626.6 nm), 1s5–2p8 (633.4 nm) and 1s5–2p9 (640.2 nm). A comparison
between the experimentally recorded waveforms and the Monte Carlo fitting rou-
tine, along with a discussion related to the variation of the fitting coefficients as a
function of the discharge current, illustrates the success of the theoretical model in
elucidating collisional state dynamics associated with discharge species in a plasma
environment. The authors also describe the potential applications of the optogal-
vanic effect at the nanoscale in fields such as graphene-based nanoelectronics and
nanoplasmonics.

“Applications of Fluorescence Anisotropy in Understanding Protein
Conformational Disorder and Aggregation” written by Neha Jain and Samrat
Mukhopadhyay focuses on the applications of fluorescence anisotropy in protein
conformational disorder and aggregation. Fluorescence spectroscopy is an ultra-
sensitive multiparametric technique that provides key insights into protein con-
formational dynamics and size changes simultaneously. Fluorescence polarization
(anisotropy) is one of the parameters related to the rotational dynamics of a fluo-
rophore either intrinsic to the molecule or attached to a biomolecule. The anisotropy
measurements can be utilized to unravel the structural and dynamical properties of
biomolecules. The advantage of fluorescence anisotropy measurements is that it is a
concentration-independent parameter; it can be measured either in the steady-state
or in the time-resolved format. Steady-state fluorescence anisotropy provides
important information about the overall size/dynamics of biomolecules, whereas the
time-resolved fluorescence anisotropy can distinguish between the local and the
global dynamics of a fluorophore. Therefore, the time-resolved anisotropy mea-
surements allow one to determine the conformational flexibility of biomolecules. In
recent years, it has been demonstrated that fluorescence anisotropy can be effec-
tively utilized to obtain structural and dynamical information about protein-based
assemblies such as aggregates, protein-lipid complexes, etc. This chapter provides
an overview of the applications of fluorescence anisotropy to study protein con-
formational disorder, misfolding, and aggregation, leading to the formation of
nanoscopic amyloid fibrils that are implicated in a range of human diseases.

“Nuclear Magnetic Resonance Spectroscopy in Nanomedicine” authored by Ping-
Chang Lin talks about the essentials of noninvasive measurements and deep pene-
tration through living bodies using nuclear magnetic resonance (NMR) spectroscopy
as a useful adjunct tool that complements in vitro and in vivo centered investigations
in nanomedicine. This chapter introduces basic NMR principles and important NMR
techniques that are especially relevant to the field of nanomedicine, followed by
exploration of physicochemical characterization and metabolic profiles germane to
the treatment and understanding of serious diseases. Conventional medicine gener-
ally relies on certain expression of disease symptoms (eg., metabolic responses,
infections, and cancers) detected or diagnosed through the use of sophisticated and
usually expensive medical instruments, devices, or implants, while appropriate
therapy is subsequently developed based on clinical trials. On the contrary, nano-
medicine, which focuses more attention on nanoscale interactions within biomole-
cules, cell organelles, and cells, is aimed at achieving early diagnosis and to ensure
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accurate dosage for treatment at the molecular or cellular level, prior to the appear-
ance of traditional symptoms. Two major challenges remain at the forefront of
nanomedicine, namely: (1) how to reliably regulate the assembly of more than one
active component in a nanoscale vector and (2) how well to control the forms and
dosages of the active agents that are spatially and temporally released.

“An Efficient Coupled Dipole Method for the Accurate Calculation of van der
Waals Interactions at the Nanoscale” is written by Hye-Young Kim and details the
powerful and efficient coupled dipole technique for understanding van der Waals
(VDW) interactions at the nanoscale. The VDW force arises from purely quantum
mechanical charge fluctuations and is variously called a dispersion or London or
Casimir force. This often considered as weak, yet ubiquitous, attractive interaction
is important in many nanoscale systems. This chapter provides an overview of the
Coupled Dipole Method (CDM), an atomistic and accurate computational method
widely adopted to predict the VDW forces between dielectric nanomaterials. There
is a concern about the burden of memory and computing time needed to solve
eigenvalue problems by either diagonalization or iteration, which have hindered the
implementation of CDM for large systems. Here, an efficient way, named trace-
CDM (TCDM), is presented. TCDM uses the simple fact that the trace of a square
matrix is equal to the sum of its eigenvalues and thus calculates the accurate VDW
energies without solving for the eigenvalues. Four examples are presented to
demonstrate the advantages of the method as a time and effort saver computational
technique for complex eigenvalue problems in nanoscience.

“Adsorption of Gases in Nanomaterials: Theory and Simulations” by Mamadou
T. Mbaye, Sidi M. Maiga and Silvina M. Gatica describes the theory and simula-
tions associated with the adsorption of gases in nanomaterials. “Physical adsorp-
tion” (physisorption) is a term applied to atoms or molecules that are weakly bound
to surfaces and has been extensively explored for more than half of a century
because of interest in both potential applications and basic science. These appli-
cations include the separation of cryogenic gases, their storage, and their use as
surface characterization tools, such as the measurement of surface area of porous
media by nitrogen adsorption. The science of physisorption encompasses a wide
variety of fundamental questions, including many related to phase transitions. The
remarkable capability of physical adsorption to explore and analyze these diverse
phenomena quantitatively derives from the weak binding energy <0.3 eV, which
has several significant consequences. One is that the adsorbed film represents just a
small perturbation of the underlying surface, simplifying theoretical analysis
enormously. Often the substrate is assumed to be perfectly rigid, unaffected by the
film. Another consequence is that the adsorbed gases are not significantly altered
from their 3D gas phase electronic state, meaning that their mutual interactions are
relatively well known. A particularly valuable consequence of the small binding
energy is that a vapor coexists with the film (except at very low T), so that one can
experimentally determine the chemical potential of both phases. This chapter
focuses on adsorption in nanomaterials. In particular, the authors describe equi-
librium properties of gases adsorbed in CNTs, graphene and Metal Organic
Frameworks (MOFs). The behavior of adsorbed matter at the nanoscale is
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dramatically different from the corresponding bulk material, due in part to the
reduced dimensionality. The chapter describes the main results of simulations of
adsorbed gases in nanomaterials and predicts novel phases that have not been
observed yet, presenting challenges and opportunities to make significant break-
throughs in understanding intriguing phenomena linked with the behavior of
adsorbed molecules at the nanoscale.

“Atom-Precise Metal Nanoclusters” penned by Anu George and Sukhendu
Mandal looks at the world of atom-precise metallic nanoclusters. Nanoscale metals
are generally classified based on three length scales into nanoparticles, nanocrystals,
and nanoclusters. Nanoparticles are broadly defined as nanoscale particles in the
range 1–100 nm, while the term “nanocrystal” is defined as a nanoscale crystallite
of size >2 nm and nanoclusters (NCs) are those noncrystalline nanoparticles that are
typically very small and composed of a specific number of metal atoms in the metal
core, which are protected by shell of ligands. NCs are noncrystallographic in nature
due to lack of translational symmetry. Optical properties of large metal nanopar-
ticles to external electromagnetic fields depend on their sizes, free-electron density,
and therefore their nearly bulk-like dielectric function relative to that of the sur-
rounding medium. When particle size approaches the subnanometer size regime,
the optical, electronic, and chemical properties of metal NCs differ dramatically
from the other two size regimes. The ultra-small size of these NCs induces dis-
tinctive quantum confinement effects, which result in discrete electronic structure
and molecular-like properties, such as HOMO–LUMO electronic transition,
enhanced photoluminescence, intrinsic magnetism, to name a few. These NCs
bridge small organometallic complexes and larger crystalline metal nanoparticles.
Understanding the evolution as a function of cluster size is one of the grand
challenges in chemistry and physics at the present time. In this chapter, the authors
discuss the bridging roles of metal NCs between molecular chemistry and nano-
chemistry. Fundamental understanding of the evolution of the structure, electronic,
and optical properties, as the materials evolve from the atomic state to NCs to fcc-
structured nanocrystals, is of paramount importance and constitutes a major task in
nano and materials science research. The evolution across length scales holds
promise to yield fundamental insights into correlation between structure and the
important quantum mechanical properties of NCs.

“Plasmonic Properties of Metallic Nanostructures, Two Dimensional Materials,
and Their Composites” is authored by Lauren Rast and describes the intense and
highly tunable optical field enhancement provided by nanomaterials supporting
plasmon resonances, which has diverse applications in the areas of biophotonics,
terahertz spectroscopy, and subwavelength microscopy. This chapter compares
plasmon resonance behavior and tunability in noble metal nanostructures with that
of two-dimensional and quasi-two dimensional materials including graphene, sili-
cene, germanene, and transition metal dichalcogenides. Plasmonic optical behavior
and related advancements in two-dimensional materials functionalized by metallic
nanostructures are discussed, as well as possibilities for new directions for work on
similar composite plasmonic systems are outlined.
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“Application of GrapheneWithin Optoelectronic Devices and Transistors”written
by F.V. Kusmartsev, W.M. Wu, M.P. Pierpoint, and K.C. Yung talks about how
scientists are always yearning for new and exciting ways to unlock graphene’s true
potential. There are reports that suggest this two-dimensional material may possess
some unique properties that make it a viable candidate for use in optoelectronic and
semiconducting devices. Although graphene is highly transparent due to its atomic
thickness, the material does exhibit strong interaction with photons, which provides
clear advantages over existing materials when used in photonic devices. Moreover,
the material can be used to trap light and alter the incident wavelength, forming the
basis for a plasmonic device. The authors highlight graphene’s nonlinear optical
response to an applied electric field and the phenomenon of saturable absorption.
Within the context of logical devices, graphene has no discernible band-gap.
Therefore, generating one will be of utmost importance. Among many others, some
existing methods to open this band-gap include chemical doping, deformation of the
honeycomb structure, or the use of CNTs. The authors also discuss various designs of
transistors, including those which incorporate CNTs, and others which exploit the
idea of quantum tunneling. A key advantage of the CNT transistor is that ballistic
transport occurs throughout the CNT channel, with short channel effects being
minimized. The authors go on to discuss recent developments associated with the
graphene tunneling transistor, with emphasis being placed upon its operational
mechanism. Kusmartsev and colleagues also discuss the incorporation of graphene
within high frequency devices that do not require a predefined band-gap.

“The Versatile Roles of Graphene in Organic Photovoltaic Device Technology”
authored by S. Jayalekshmi and Sreekanth J. Varma builds on the wonder material
graphene’s potential applications in the realization of efficient and stable organic
optoelectronic devices, especially flexible solar cells, and assesses the prospect of
realizing all carbon photovoltaic devices. The combination of uniqueness and fine
tuning of electrical and optical properties of graphene, makes it a highly sought after
candidate for various technologically important applications in optoelectronics.
Graphene has been identified as a suitable replacement for the highly expensive,
brittle and less abundant indium tin oxide, as the transparent electrode material for
optoelectronic device applications. The absence of energy band-gap in graphene had
originally limited its applications in optoelectronic devices. This problem has since
been solved with the advent of functionalized graphene and graphene nanoribbons
(GNRs). Functionalized graphene and GNRs have extended its use as hole and
electron transport layers in organic/polymer light emitting diodes and organic solar
cells by appropriate tuning of the band-gap energy. Blending dispersions of func-
tionalized graphene with the active layers in photovoltaic devices has been found to
enhance light absorption and to enable carrier transport efficiently. Graphene layers
with absorption in the entire visible region can be fine-tuned to be incorporated into
the active layers of organic solar cells. Realization of optimal conditions for the
synthesis of GNRs and functionalized graphene hold promise for achieving the
requisite structural, optical and electrical properties for the development of all carbon-
based cost-effective organic solar cells with improved efficiency in the not-too-distant
future.
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“Nanomaterials in Nanomedicine” written by Francis Mensah, Hailemichael
Seyoum, and Prabhakar Misra focuses on the applications of nanomaterials in
nanomedicine. Nanotechnology has led to the construction of new devices for
diagnostics and therapeutics, which permits early detection and treatment of
malignant tumors and other serious diseases. It has also led to the improvement and
efficiency of drug, gene, and protein delivery. Nanoparticles are being used to target
the central nervous system (CNS), which can be challenging because of the
necessity to cross the blood–brain barrier (BBB). They are also used in the treat-
ment of Alzheimer’s Disease (AD), which is a neurodegenerative disorder prevalent
in the aging population. It is characterized by severe neuronal loss and proliferation
of plaques composed of β-amyloid peptide (Aβ) and τ-protein deposits. An
imbalance between production and clearance leads to the aggregation of Aβ pep-
tides, especially in neurotoxic forms, and may be the initiating factor in AD.
Nanobiotechnology forms the basis of many new devices being developed for
medicine and surgery, such as nanorobots. It has applications in most branches of
medicine, such as: nanooncology—concerning cancer research; nanoneurology—
the study of neurological disorders; nanocardiology, which studies cardiovascular
disorders; nanoorthopedics, which studies diseases of bones and joints; nanooph-
thalmology, which studies eye’s diseases; and also for other infectious diseases.
This chapter illustrates the use of nanoparticles as effective drug carriers for
localized treatment of tumors via the use of liposomes, which are viscoelastic and
deformable materials, akin to red cells. In this chapter, the authors also present an
overview of the viscoelastic properties of liposomes in connection with the use of
red blood cells evolution equation in mathematical biology. Recent advances have
shown that liposomes can be used to incorporate red blood cells for delivery in the
human body, and understanding rheological properties of liposomes is vital to their
effective therapeutic utilization.

I would like to thank all the chapter authors for their excellent contributions and
for their patience as the book project evolved from the planning to the imple-
mentation stage over a period of several months and a number of iteration cycles.
Also, I would like to thank Mr. Loyola D’Silva of Springer for making the initial
contact with me at OPAP 2013, the Annual International Conference in Opto-
electronics, Photonics and Applied Physics, held in Singapore in February 2013,
when this monograph took initial shape, and for his persistent, guidance and sup-
port in making this book project a reality.

In closing, I would like to acknowledge my wife, Ms. Suneeta Misra, and my
children, Dr. Isha Misra and Mr. Uday Misra, without whose love and support this
book may never have been completed in a timely manner.

I would like to dedicate this book in fond memory of younger brother,
Dr. Sudhakar Misra, who passed away prematurely on December 15, 2013.

Washington, DC, August 2014 Prabhakar Misra
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Raman Spectroscopy, Modeling
and Simulation Studies of Carbon
Nanotubes

Daniel Casimir, Raul Garcia-Sanchez and Prabhakar Misra

Abstract This chapter focuses on two types of carbon nanotubes (CNTs):
single-walled carbon nanotubes (SWCNTs) and multi-walled carbon nanotubes
(MWCNTs). CNTs are cylindrically-shaped carbon allotropes. They consist of a
single layer of sp2-hybridized carbon atoms, giving it a hollow cylindrical shape.
The majority of SWCNT samples have diameters on the order of *1 nm and
lengths on the order of microns to centimeters. MWCNTs are composed of con-
centric layers of SWCNTs nested inside one another, giving it a layered cylindrical
shape. In the present chapter, we will provide a historical overview of CNTs and
examine specifically their thermal properties as it relates to their applications to the
semiconductor industry and nanoelectronics. The understanding of CNT chirality
through the visualization of rolled-up graphene sheets will provide insight into the
versatility and myriad thermo-mechanical and electrical properties of CNTs. We
will focus on the use of Raman spectroscopy and Molecular Dynamics (MD)
simulations to characterize and investigate the thermal characteristics of SWCNTs.

Keywords Carbon nanotubes � Single-walled �Multi-walled � Chirality � Thermal
properties � Thermo-mechanical properties � Electrical properties � Graphene �
Raman spectroscopy � Modeling � Molecular Dynamics (MD) simulation

1 Introduction

In order to provide an overview of carbon nanotubes, we will take the historical
perspective, although the reported timeline has been mired in controversy. In 1952,
Soviet scientists, Radushkevich and Lukyanovich reported the first Transmission
Electron Microscope (TEM) images of MWCNTs [1]. There was a period of lull
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regarding landmark discoveries relating to CNTs until 1976, when Oberlin et al.
generated single- and multi-walled CNTs while trying to grow carbon fibers by
pyrolyzing a mixture of benzene and hydrogen around 1,100 °C [2]. Such fila-
mentous growth of carbon was followed by the observation of so-called carbon
fibers in an arc discharge by Abrahamson, who reported this at the biennial carbon
conference held at The Pennsylvania State University in 1979 and later reported
their characterization in 1999 [3]. Circular shaped (armchair configuration) and
helical shaped (chiral form) CNTs were suggested by Soviet scientists in 1982
following Transmission Electron Microscopy (TEM) imagery and X-ray Diffraction
(XRD) pattern recording of carbon nanoparticles [4]. In 1987, Tennent received a
U.S. patent for producing and characterizing the so-called carbon fibrils [5]. This
was followed by Iijima’s discovery of MWNTs in 1991, while attempting to
understand the growth mechanisms associated with another carbon allotrope,
namely buckminsterfullerene (or bucky-ball) [6] and Mintmire et al.’s publication
in 1992 [7] regarding the promise of excellent conducting properties of fullerene
tubules and their zero band gap at room temperature. Both Iijima and Mintmire
et al.’s publications in the early 1990s helped bring significant visibility to CNTs
and energized research into their characterization and properties at an astonishing
pace all around the globe. Such investigations were spurred greatly by subsequent
discoveries related to SWCNTs by Iijima and Iohihashi [8] and Bethune et al. [9].

Owing to their high aspect ratio, studies of CNTs can serve in testing theories of
1-dimensional systems [10]. Since being brought into the scientific spotlight over
20 years ago by Iijima [6], there have been rapid developments regarding the
unique physical properties of CNTs and both SWCNTs and MWCNTs have been
extensively studied. Investigations into their thermal properties serve as a good
illustration of the continued interest in understanding both their behavior and the
potential for a number of applications in materials science and engineering that arise
from the wide-ranging configurations this material can take. Knowledge regarding
the thermo-mechanical properties of CNTs, although not at presently limited, has
often been controversial. One such topic lies in the axial and radial thermal
expansions of SWCNTs. Kwon et al. [11] reported a negative thermal expansion of
SWCNTs in a temperature interval of 0–800 K, while Li [12] reported positive
values for the same temperature range. Optical techniques, such as fluorescence and
Raman spectroscopy, allow rapid and reliable characterization of CNTs, including
their structural imperfections and chirality.

The concept of chirality, or the ability to superpose the mirror image of an object
on top of the original, is important for understanding the lattice and structural
complexity of SWCNTs. SWCNTs can be grouped via two major classifications
into chiral and achiral. By utilizing a folding construction on a flat graphene lattice,
the primitive lattice of any SWCNT can be constructed based on the chiral and
achiral classifications [13]. The axis of symmetry for SWCNTs is along the lon-
gitudinal direction, which in turn determines the arbitrary orientation and angle of
the carbon hexagons along the cylindrical wall of the resulting nanotube. A sur-
prisingly simple folding operation applied to the planar graphene lattice can account
for the existence of only two achiral varieties (armchair and zigzag), and also for
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the helicity of the remaining non-symmetric or chiral tube types. Also significant in
this discussion is that the electronic properties of SWCNTs depend exclusively on
their geometry [10]. However, it should be emphasized that the description
regarding the nanotube structure is merely a mathematical construction, and that
actual CNTs grow naturally in the form of cylinders according to complex and not
fully understood growth mechanisms [14].

2 Electronic Structure of CNTs

Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) is an open
source code that performs Molecular Dynamics (MD) simulations. By creating an
input text file that specifies lattice spacing, atom type, atom interactions and other
parameters of the nanoscale system we are trying to model, LAMMPS outputs a
‘dump’ file. This ‘dump’ file can be run by an MD visualization software, such as
The Open Visualization Tool (Ovito) or Visual Molecular Dynamics (VMD)
package. The visualization in Ovito shown in Fig. 1 shows a single sheet of graphene
and the structure of the carbon atoms. Each atom is bonded to three other atoms
forming the hexagonal shaped structure. With LAMMPS, the trajectories of atoms
can be calculated and more complicated interactions can be simulated. Interestingly,
for example, this structure could be extended to analyze water on graphene sheets.

LAMMPS utilizes four main components that need to be specified in each input
text file, which are: initialization, atom definition, settings and running simulations.
The ‘initialization’ dictates units, dimensions, atom styles, etc. For 2D graphene,
the units are ‘metal’, and atom style is simply ‘atomic’. The next step, atom defi-
nition, dictates the lattice spacing for graphene. A custom lattice is needed to

Fig. 1 3-D Visualization of graphene structure using the open visualization tool (Ovito) software
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replicate the sheet of graphene (shown in Fig. 1). The distance between each atom
was defined in angstroms based on literature values of lattice spacing for graphene
[15]. The third section, settings, includes properties, such as pair and bond coef-
ficients. This particular simulation required pair interactions, which can be defined
as ‘pair_style’ under the atom definition section, and ‘pair_coefficients’ under
settings. As a first approximation, one can use the Born potential for visualizing
graphene; however, one needs to use the refined potential termed the Adaptive
Intermolecular Reactive Empirical Bond Order (AIREBO) potential for a more
accurate modeling and representation of the structure and its dynamics. Finally, a
simulation can be set up for the molecules produced. Figure 1 shows the 3-D
visualization generated for the structure of graphene employing a combination of
LAMMPS and Ovito.

Let a1 and a2 be two graphene basis vectors, as illustrated in Fig. 2, and Ch the
so-called chiral vector obtained as a linear combination of a1 and a2 in terms of a
pair of integers n and m:

Ch ¼ na1 þ ma2 ð1Þ

with magnitude

Chj j ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ m2 þ nm

p
ð2Þ

where Chj j can be considered as a measure of the circumference of the nanotube.

Fig. 2 Figure demonstrating
the geometrical construction
of a (4, 4) armchair single-
walled carbon nanotube from
a graphene sheet. The sheet is
rolled along the chiral vector
Ch until the Carbon atom at
point A coincides with the
Carbon atom at point B. The
rectangle formed by the
Translation vector T and the
chiral vector form the unit cell
of the resulting nanotube
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The values of n and m are arbitrary with the constraint 0 ≤ |m| ≤ n. The Cartesian
components of the lattice vectors a1 and a2 are (a√3/2, a/2) and (a√3/2, −a/2),
respectively, where a = aC–C√3 = 2.46 Å.

Figure 2 shows a diagram of a planar hexagonal lattice and the relevant geo-
metrical parameters in the description of the conceptual rolling/folding operation in
the construction of a single walled carbon nanotube from this sheet. The two
vectors a1 and a2 are the basis lattice vectors of the planar sheet, and the vector is
rolled along the chiral vector, Ch until point A coincides with point B. The first and
second integers in the designation of the nanotube chirality n and m come from the
amount of a1 and a2 vectors used to construct the two vectors that have the chiral
vector as their resultant. The translation vector T, is the shortest possible vector that
is perpendicular to the chiral vector that can be constructed from the basis vectors
a1, and a2.

3 Thermo-Mechanical Properties of SWCNTs

It was anticipated in the 1990s when they were discovered that SWCNTs would
have unique remarkable mechanical properties, and that has have proven to be the
case. A common denominator among many of these extraordinary mechanical
properties is the nature of the intra-planar Carbon-Carbon bond in the graphene
lattice, the conceptual parent material of all other carbon allotropes including
nanotubes. Overall, the mechanical properties of carbon nanotubes are reasonably
well understood. However, research on these thermo-elastic properties is still not at
a uniform level of development [11]. This is due to the fact that although contin-
uum/elasticity theory has proven to be applicable in studying the mechanical
properties of SWCNTs, its use at the nano-scale requires careful use. A major
portion of the research of SWCNT mechanical properties concerns the measure-
ment and calculation of various elastic constants, such as Poisson’s ratio, Young’s
modulus, and the thermal expansion coefficients of bundled and individual
SWCNTs.

Figure 3 shows an SEM image of a sample of the purified SWCNT reported on
in this chapter and illustrates one of the exceptional mechanical properties of these
objects hinted at above. SWCNTs were predicted to have rather “soft” surfaces for
externally applied loads perpendicular to their axis, with the ability in some cases to
flexibly bend around sharp corners or in circles and not break [1]. The relatively
large free standing SWCNT imaged in the center of Fig. 3 shows just this behavior.
In sp2 graphitic materials the intra-planar covalent σ bonds from the base structure
resulting in elastic thin film behavior along the axial direction for nanotubes.
However, because SWCNTs have hollow cores with no interlayer potential inter-
actions, perpendicular deformations, including unstable ones result in bending of
the nanotube without any fracture of the base σ skeleton.
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4 Raman Spectroscopy of SWCNTs

We have used Raman spectroscopy for our experimental investigations into the
thermal effects associated with SWCNTs. Resonance Raman spectroscopy serves as
a sensitive tool for probing the mechanical properties of SWCNTs. Intensities of
Raman transitions are typically quite weak, especially from the laser excitation of
nano-sized entities, however the unique electronic properties of these quasi one
dimensional objects cause a many fold increase in the Raman intensity, known as
resonance Raman scattering, allowing in some cases for the collection of Raman
spectra of individual SWCNTs.

A schematic of the instrument (Thermo Scientific DXR SmartRaman Spec-
trometer), employed to carry out the Raman spectroscopy measurements of the
CNT samples, is shown in Fig. 4. A 780 nm laser source (frequency stabilized
single mode diode with high brightness; frequency stability <1 cm−1 over a one-
hour period and beam quality with a power setting of 6 mW was used. A full range
grating was employed in the triplet spectrograph used (with an average spectral
dispersion of 2 cm−1 per CCD pixel). The laser beam is focused on the sample
using an objective lens and the scattered radiation from the sample is directed into
the Imaging Spectrometer through a collection lens and a Raman signature (Stokes
transitions only) is recorded using the appropriate Rayleigh filters and automated
aperture (20–50 µm) selections as read by the CCD detector. Specifically, for
instance, a 25 µm slit provided a resolution *1.93 cm−1. A Ventacon Heated Cell
served as a temperature-controlled environmental chamber (in the temperature
range room temperature up to 200 °C) used and housed the sample either on its
surface (in case of solid samples) or within (as in the case of nanopowders and

Fig. 3 SEM Image of purified SWCNT sample produced by the HiPco technique
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carbon nanotubes). All temperature-dependent data were specifically collected for
the purified batch of SWCNTs.

Significant Raman bands recorded for SWCNTs and their relationship to
important mechanical properties are discussed below [16].

Figure 5 is an example Raman spectrum collected in the backscattering con-
figuration with 780 nm laser excitation for a sample of SWCNTs produced through
the high-pressure carbon monoxide (HiPco) process—a gas-phase method for large-
scale production of CNTs—and subsequently purified to 15 % residual Fe catalyst
by weight. The pair of peaks (labeled G+ and G−) are customarily present in sp2-
hybridized graphitic materials as a single peak characteristically identified as the G
(Graphite)-band around *1,580 cm−1 and is related to the in plane C–C bond
stretching mode for graphitic nanomaterials. Such (G+ and G−) peaks occur because
of strain induced in rolled-up CNTS that cause the transverse and optical phonon
modes to mix and become Raman active and subsequently split into two separate
phonon frequency peaks—with peak separation serving as a direct measure of the
amount of strain present in the graphitic nanomaterial being analyzed. (Both
elasticity theory and ab initio techniques have been used in understanding how the
above spectral features can also be linked to the diameters of the nanotubes.)

In Fig. 5, the splitting observed shows two peaks at 1559.88 and 1585.00 cm−1,
which correspond to G− and G+, respectively. These experimental results agree with
the ab initio derived expression for G− in Ref. [9].

Fig. 4 A schematic of the
experimental arrangement
used for recording the Raman
spectra of the CNT samples
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xG ¼ 1592� C

dbt
ð3Þ

The experimental parameters obtained for this expression in Eq. (3) were as
follows: β = 1.4, CA1 = 41.4 cm−1 nm, CE1 = 32.6 cm−1 nm, and CE2 = 64.6 cm−1 nm
[9]. Small strain-induced changes in carbon nanotubes are easily measurable by
Raman spectroscopy, due to the high frequency of the graphitic G band. For
example, a mere 1 % strain-induced change in this Raman feature of sp2-hybridized
CNTs resulted in a measurable peak splitting *16 cm−1, which is larger than the
10 cm−1 width of the natural G band. The more than 25 cm−1 difference between the
two G band features for the semiconducting tubes in resonance, without any external
loading, also exhibited this very useful feature of SWCNTs. The next group of bands
in the low frequency regime, specifically the 264 and 228 cm−1 features, dubbed the
radial breathing modes (RBM), are another set of Raman features of SWCNTs that
are intimately tied to their mechanical properties (like the previously discussed G
band). However, where the G-band is present in all sp2 graphitic materials, the RBM
features are unique to nanotubes. As its name indicates, the RBM refers to the
collective radial vibration of the SWCNT, as if it were breathing. This Raman feature
is the one usually relied on for the estimation of the average diameter of CNTs, and
not the diameter dependence of the G-band feature in Eq. (3). Both elasticity theory
and ab initio techniques, in addition to experiment, predict an inverse diameter
relationship for this Raman feature, with small deviations from the simple rela-
tionship given in Eq. (4) arising from effects due to inter-tube interactions in bundled
nanotube samples and the Kohn anomaly.

Fig. 5 Comparison of the Raman spectrum of both unpurified and purified SWCNT sample
obtained with 780 nm excitation
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xRBM ¼ A
dt
þ B ð4Þ

In the present case, the pair of fitted parameters (A, B) used in the diameter
estimation have the following values: A = 234 cm−1 nm and B = 10 cm−1, yielding
an average SWCNT diameter of *1.09 nm for the 228.81 cm−1 Raman peak in
Fig. 5. Based on the geometrical structure of SWCNTs described earlier, and Eq. (2),
this diameter value can be shown to correlate to the specific chiralities (14, 0) and
(10, 6). The RBM seen at 264.01 cm−1 is also of special interest. It has been shown in
Ref. [10], based on an RBM intensity map with 785 nm excitation, that this peak is
useful in assessing the extent of aggregation of the different tubes present in a
bundled sample, which may prove to be another helpful technique in the ongoing
search for simpler robust techniques in determining the diameter distribution of
samples compared to scanning probe methods. This “roping” peak, present in the
spectra in Fig. 5, corresponded to the chirality (10, 2)—being in resonance for
bundled samples, while for individualized nanotubes a chirality of (12, 1) was the
dominant one [10].

The two other labeled features in the Raman spectrum shown in Fig. 5 are the D
(Defect) band at 1290.22 cm−1 and the 2D band at 2578.61 cm−1, respectively.
Although the intensity ratio of the D “Defect” band to the G band is used in
assessing the quality of SWCNT samples, these results must be used cautiously as it
is still uncertain if the D band can be used for defect characterization in all sp2

hybridized nanocarbon materials. An important wrinkle is that the D band Raman
feature of individual SWCNTs is narrow (with line-widths in the range of
7–40 cm−1), and the Raman spectra of bundled samples are made up of broad peaks
with superimposed features from separate nanotubes in a given graphitic nano-
sample. Another issue is the lower frequency of the D band in SWCNTs, compared
to other bulk sp2 nanocarbons, and in addition the downshift of the D band in
nanotubes is also diameter-dependent. In addition, the 2D band results of second-
order scattering near the K-point in the planar graphene Brillouin zone occurs via a
double resonance process and such a highly dispersive second order feature also
proves useful in the characterization of SWCNTs.

Although the focus of the present report is single walled carbon nanotubes
(SWCNTs), a sample Raman spectrum of multi walled carbon nanotubes
(MWCNTs) is shown in Fig. 6 for comparison, and to illustrate the effectiveness in
the use of Raman spectroscopy in the characterization of Carbon allotropes. The
major differences between the two sets of spectra of MWCNT and SWCNT,
respectively, are the reduction in intensity and the number of RBMs present in the
multi-walled sample [17]. Also noticeable is the more prominent defect peak in
the multi-walled carbon nanotube sample. The first effect is due to the restriction of
the radial vibration by the outer walls of the nested coaxial nanotubes, and the latter
effect has been attributed to the stacked multi-layer of MWCNTs leading to more
opportunities for disorder [18].
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4.1 Raman Spectra of SWCNTs as a Function
of Temperature

When heated to higher temperatures the location of the Raman peaks of SWCNT
and other carbon allotropes, shift to lower frequencies due to the softening of the
inter-atomic bonds [18]. This red-shifting of the Raman frequencies of carbon
nanotubes demonstrates the suitability of Raman spectroscopy in the character-
ization of carbon allotropes and carbon nanotubes in particular. This phenomenon
can be decomposed into two effects, one purely thermal and the other a volume/
strain effect caused by the thermal expansion of the crystal lattice. The first term in
Eq. (5) represents the thermal effect, and the second term the volume effect [19].

Dx ¼ ox
oT

� �
V

DTþ ox
oV

� �
T

oV
oT

� �
P

DT ð5Þ

Many studies have shown however that the temperature effect is the dominant
one in this phenomenon. For this reason both our results and those from the
literature on this effect usually display a linear trend, since the second order term in
Eq. (6) associated with the volume effect is usually very small [20].

x ¼ x0 � a1T� a2T2 ð6Þ

Our results in reproducing the temperature induced linear red-shift of major
Raman peaks in a sample of purified SWCNT ropes, specifically the G+, G−, D, G′
and RBM peaks are shown in Figs. 7 and 8. Each data point on the plots is the
average of two Raman spectra collected at the same sample point at each respective
temperature. The linearity of the temperature variation of the G′ peak was not
clearly evident in our data, with a significant amount of scattering in contrast to the
other Raman peaks, as shown by its low coefficient of determination. The cause of

Fig. 6 Raman spectrum of multi walled carbon nanotubes with 780 nm laser excitation
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the departure from linearity in the redshift trend for this second order Raman band
in our results is presently unknown. This peak however is very dispersive and
sensitive to electronic and other perturbations [21]. This extreme sensitivity to
thermal, mechanical and other perturbations was also the reason Deng et al., whose
study is mentioned later also chose this Raman band in their thermal expansion
study [22]. Raman spectral data were collected on the CNT samples under
increasing temperature from room temperature up to 200 °C in 10 °C increments.
The HiPco single walled nanotube samples were obtained from Unidym Carbon
Nanotubes, and according to the manufacturer had only 15 % by weight of Fe
catalyst present. The diameter range of the single walled carbon nanotubes was also
stated as 0.8–1.2 nm [16].

Fig. 7 The Raman Shift for
the major SWCNT peaks as a
function of temperature

Fig. 8 The Raman Shift for
the SWCNT RBM modes as a
function of temperature
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Our tabulated and plotted results are shown in Figs. 7, 8, and Table 1, respec-
tively, and the temperature slopes Dx

DT presented in Table 2 agree well with Gregan
[20] and Raravikar [23].

Raravikar [23] reported temperature slope Dx
DT

� �
values of −0.0189 and

−0.0238 cm−1/K for the G+ and G_ peaks, respectively, using 514.4 nm excitation,
while Gregan [20] reported similar values of −0.016 cm −1/K for both G+ and G−

peaks again using 514.5 nm excitation. In addition, in Table 2 we provide the
temperature slopes for the G′, D and Radial Breathing Mode (RBM) features as well
(with 780 nm excitation).

The temperature-shifted Raman peaks are useful in determining the thermal
expansion coefficients associated with SWCNTs. It has been noted in the literature

Table 1 Values for the Raman shift (cm−1) of the major SWCNT peaks with increasing temperature

Temp (°C) G′ G+ G D RBM (1) RBM (2) RBM (3)

30 2579.53 1594.2 1565.665 1294.405 267.58 233.995 206.425

40 2578.98 1594.19 1565.37 1294.96 267.555 233.935 206.28

50 2576.94 1594.055 1565.275 1294.625 267.475 233.985 206.225

60 2577.425 1593.97 1565.215 1294.845 267.51 233.815 206.2625

70 2578.375 1593.86 1565.155 1294.405 267.49 233.795 206.2725

80 2577.54 1593.42 1564.58 1293.52 266.91 233.495 206.0275

90 2574.86 1593.12 1563.86 1294.18 266.69 233.3 205.6075

100 2576.525 1593.015 1563.865 1293.735 266.54 233.24 205.4375

110 2575.925 1592.87 1563.74 1293.1 266.41 233.21 205.3525

120 2577.16 1592.51 1563.455 1293.545 266.455 233.18 205.28

130 2573.625 1592.3 1563.445 1293.4 266.39 233.055 205.2775

140 2575.975 1592.115 1563.3 1293.42 266.35 232.975 205.2625

150 2575.425 1592.205 1563.25 1293.875 266.205 233.045 205.1325

160 2575.88 1591.845 1562.795 1292.57 266.18 232.415 205.1275

170 2574.385 1591.69 1562.835 1293.005 266.29 232.875 205.225

180 2573.175 1591.51 1562.495 1291.04 266.245 232.725 205.3375

190 2574.335 1591.39 1562.18 1292.08 266.35 232.35 205.4325

200 2575.74 1591.43 1562.545 1291.6 266.16 232.6 205.335

Table 2 Temperature slopes
of the various Raman peaks of
bundled SWCNTs illustrated
in Figs. 7 and 8

Raman band feature Temperature slope Dx
DT (cm−1/°C)

using 780 nm excitation wavelength

G+ Peak −0.0187

G− Peak −0.0204

G′ Peak −0.0264

“Defect” D Peak −0.0182

RBM * 267 cm−1 −0.0093

RBM * 234.31 cm−1 −0.0095

RBM * 206.49 cm−1 −0.0075
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however, that the determination of the axial thermal expansion coefficient, and
many other thermo-mechanical properties of individual carbon nanotubes is
extremely difficult owing to their nanoscopic dimensions and also due to their
appearance as one of many nanotubes entangled in complex nanotube bundles upon
production (as illustrated in the SEM image shown in Fig. 3). Therefore, the
majority of the values for the Coefficient of Thermal Expansion (CTE) coefficients
are derived from experimental studies done on bundles of carbon nanotubes.

The latter is also true for the novel and practical recent work done by Deng et al.
[22]. In Deng et al., the temperature shift in the Raman G′ band of single and double
walled carbon nanotubes both in and outside of an epoxy mixture were measured.
They chose to use the G′ band for the study because it, “was the most sensitive to
external perturbations” [22]. The shift in the G′ band with applied strain with the
laser polarization in the same direction as the applied strain was also measured, and
finally using the temperature slope of the G′ band under the two previously men-
tioned conditions in addition to an average over all angular orientations of the strain
shifted G` frequencies, Deng was able to calculate the CTE of the carbon nanotubes
denoted as αF in Eq. (7). αE is the CTE of the epoxy matrix that the carbon
nanotubes are embedded in Deng et al. [22].

aF ¼ aE � vC � vFð Þ=S0 ð7Þ

Finally in this section, it is also shown that the thermal conductivity of SWCNTs
can also be obtained through resonant Raman spectroscopy. Terekhov et al. [24]
discusses a robust practical technique to estimate the thermal conductivity of a
carbon nanotube sample. Initially while developing a Raman based calibration
method of determining the amount of SWCNT content in powdered single walled
carbon nanotube samples, they also noted the correlation between the temperature
slope of the G+ band of heated SWCNTs and the amount of SWCNT content
present in the sample; using the above relationship, and the fact that the physical
interpretation of the slope of the shift in the G+ peak versus laser power density is
the inverse thermal conductivity allowed them to estimate the thermal conductivity
in samples with different amounts of SWCNT content or purity levels. Our
reproduction of this technique, based on our data is shown in Fig. 9.

5 Molecular Dynamics Simulation

Computational studies regarding the mechanical properties of SWCNTs have often
reported contradictory results for elastic moduli and constants. A major factor
contributing to the above problem lies in the arbitrariness of the thickness of a
nanotube shell, which is usually prescribed the value of the interlayer spacing in
graphite *0.35 nm. The early computational studies of the elastic properties of
SWCNTs usually ascribed to Robertson et al. [25] employed the Tersoff and
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Brenner empirical potentials, one of the first many-body empirical potentials used
in such investigations. This particular study confirmed the elasticity theory-based
prediction of the inverse squared diameter dependence of the strain energy, in
addition to other interesting predictions, such as a decrease in the Young’s modulus
for extremely narrow SWCNTs. We have carried out Molecular Dynamics (MD)
simulations based on the Adaptive Intermolecular Reactive Empirical Bond Order
(AIREBO) potential [26, 27]. The latest iteration of the Tersoff-Brenner empirical
potential, specifically developed for hydrocarbons, commonly in use now is the
AIREBO potential:

E ¼ 1
2

X
i

X
j 6¼i

EREBO
ij þ ELJ

ij þ
X
k 6¼i;j

X
l 6¼i;j;k

ETORSION
kijl

" #
ð8Þ

The first term contains the repulsive and attractive interactions, including a
special “bond order” term to modify bonded energies, the second term is the
Lennard-Jones potential, and the last term calculates angular and torsional inter-
actions. This potential was used to produce the illustrations in Figs. 10 and 11, a
snapshot of one unit cell of a (12, 1) SWCNT representative of one of the chiralities
present in the actual sample. Both figures are from equilibration runs, of MD
simulations with 0.0005 ps time-steps, and a total of 80,000 time-steps. The bottom
portion of Fig. 10 shows the distortion of a cross-sectional portion of the SWCNT
during the first 3,000 time-steps in 1,000-step intervals. The choice of this empirical
potential was also influenced by the extensive table of single-walled carbon
nanotube mechanical properties produced by Bialoskorski and Rybicki using the
above potential given in Eq. (8) [13].

Fig. 9 The shift of the
G+ Raman feature away from
1,592 cm−1 upon heating
caused by increased laser
power density
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Molecular Dynamics (MD) simulations examining the axial dimension denoted
by the white arrow in Fig. 11 were also performed. This “apparent length”
dimension, denoted by S, of the model carbon nanotube was constructed by sep-
arating the SWCNT into cylindrical sections 2 nm in height, and summing the
center of mass distance between consecutive disks along the axial direction of the
nanotube. Similar to the radial distortions, Verlet time integration with a 0.5 fs time
step was used, and fixed boundary conditions employed in studying the distortion
of this particular SWCNT dimension. MD simulations were performed at various
temperatures in the range 100–800 K (in increments of 100 K). At each tempera-
ture, the apparent length behavior can be used to obtain the length of the SWCNT.

The apparent length variation of CNTs with temperature has been discussed by
Cao et al. [28]. Our results also exhibit such variation. Figure 12, for instance,
illustrates such variation of the axial dimension over the course of 100 ps duringNose-
Hoover thermostated Molecular Dynamics (MD) simulation runs at 400 and 800 K.

Each sample point of the (apparent length) quantity S is the average of 10
samples selected every 100 time-steps, and averaged on every thousandth time-step.

Fig. 10 Illustration of a (12, 1) chirality single-wall nanotube via molecular dynamics simulation
using LAMMPS

Fig. 11 The axial sampling geometry of a SWCNT model based on Raman and Scanning
Electron Microscope (SEM) analysis
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Also, it needs to be noted that, before any sampling of the axial length S had begun,
data from the first 100,000 time-steps of this quantity were discarded in order to
allow time for thermal equilibrium. The oscillation of the apparent length S (shown
in Fig. 12), appears to be a combination of low and high frequency vibration modes
(akin to that reported by Cao et al. [28]).

Fig. 12 Apparent length of SWCNTs versus time variation on the ps scale is shown in the plots
for temperature runs of 400 and 800 K, respectively
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Figure 13 shows a discrete Fourier Transform of the axial length oscillation at a
temperature of 800 K; it includes vibrations in both the longitudinal axial and
transverse bending directions. Note that in this figure, only the dominant frequency
at 0.027451 THz is labeled. As discussed in Cao et al. [28], this Fourier decom-
position of the trajectory data obtained from Molecular Dynamics simulations is
beneficial to the structural analysis of SWCNTs since it complements the predic-
tions of continuum mechanics, wherein the nanotube is modeled as a smooth
cylindrical shell made of an elastic homogeneous material.

6 Concluding Remarks

In this chapter we have discussed the history of carbon nanotube research and the
remarkable properties they possess as a result of their varied electronic structure,
which allows nanomaterials to have versatile electric and thermal properties [29, 30].
At the center of this versatility is the concept of chirality, which we can visualize by
treating carbon nanotubes as if they were rolled-up sheets of graphene; rolling the
graphene sheet around a chiral vector (whose direction and size are determined by
the n and m chiral coefficients) results in a wide variety of carbon nanotube (n, m)
configurations with metallic or semiconductor electrical properties and achiral or
chiral structures.

The present chapter also discusses how Raman spectroscopy, a powerful optical
technique, has been of increasing use in the study of the properties of nanomaterials.

Fig. 13 Fast Fourier Transform (FFT) of the apparent length of SWCNTs at 800 K is illustrated as
a FFT Power versus Frequency (in THz) plot
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With Raman spectroscopy, we can determine quantitatively the temperature shifts in
frequency of the Raman peaks associated with carbon nanotubes. In addition, several
researchers as cited above have shown significant amount of structural character-
ization based on thermal shifts of Raman spectral characteristics. Specifically, the
use of the strain and temperature-induced frequency shift of the 2nd order G′ peak to
obtain the axial thermal expansion coefficient was noted and discussed. We have
also discussed the method of classical Molecular Dynamics simulation, and its
application to the structural characterization of single-walled carbon nanotubes, with
pertinent results and lucid demonstrations that compliment continuum based studies
of the mechanical behavior of SWCNTs with data obtained from MD simulations.
The useful ability to obtain an estimate of the thermal conductivity of SWCNT
bundles via the temperature shift of the Raman G+ mode under laser heating has also
been demonstrated. Thanks in part to the electronic density of states of CNTs,
Raman intensities are also enhanced several-fold, allowing for the identification of
the Raman signal from de-bundled SWCNT samples. An important concept asso-
ciated with the Raman spectroscopic studies of nanomaterials is the identification of
the Raman peaks related to carbon allotropes, resulting in the important G, D and
RBM Raman modes, which are used to determine a variety of significant mechanical
and electrical properties of CNTs, including important differences between different
types of CNTs, specifically, SWCNTs (purified and unpurified) and MWCNTs.

As shown in the reviews and the reported literature results summarized in the
current chapter, much still remains to be done in the area of carbon nanotube
characterization in general, and also specifically in our on-going investigations
relating to thermal effects associated with CNTs. Regarding the latter, our
Molecular Dynamics simulation results were primarily focused on the axial
dimension of SWCNTs, and not on the radial dimension. Results on the latter based
on our ongoing work are anticipated to yield an interesting dimension to the thermal
characterization of SWCNTs. Also, the unique specific heat capacity of SWCNTs,
the ability to determine the radial CTE of SWCNTs, and be able to probe their 1-
dimensional characteristics, as discussed in [31], would add to greater under-
standing of the thermal behavior of CNTs and in their widespread applications.
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Laser Optogalvanic Spectroscopy
and Collisional State Dynamics Associated
with Hollow Cathode Discharge Plasmas

Michael Blosser, Xianming L. Han, Raul F. Garcia-Sanchez
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Abstract In this chapter we will discuss the laser optogalvanic effect in a discharge
plasma environment, specifically associated with an iron-neon (Fe–Ne) hollow
cathode lamp. The history of the optogalvanic effect will serve as an introduction to
the importance of the phenomena. The theoretical model behind the optogalvanic
effect will provide insight into the importance of laser optogalvanic spectroscopy as
a tool for spectral characterization of the plasma processes and enhanced under-
standing of the collisional state dynamics associated with the discharge species in
hollow cathode lamps. The present chapter will focus on transition states of neon in
the Fe–Ne hollow cathode lamp. The results presented here will use, for illustrative
purposes, the waveforms associated with the laser-excited optogalvanic transitions
of neon: 1s4–2p3 (607.4 nm), 1s5–2p7 (621.7 nm), 1s3–2p5 (626.6 nm), 1s5–2p8
(633.4 nm) and 1s5–2p9 (640.2 nm). A comparison between the experimentally
recorded optogalvanic signal waveforms and the Monte Carlo fitting routine, along
with a discussion related to the variation of the (ai and bj) fitting coefficients as a
function of the discharge current, will illustrate the success of our theoretical model.
We will also briefly touch upon the potential applications of the optogalvanic effect
at the nanoscale in fields such as graphene-based nanoelectronics and
nanoplasmonics.
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1 Introduction

Laser optogalvanic spectroscopy is the study of the change in impedance that
occurs as a result of irradiating the atoms in a gas discharge environment, such as a
hollow cathode, with a laser source; the concomitant variation in impedance is often
referred to as the OptoGalvanic Effect (OGE). OGE is a direct consequence of the
laser excitation of the atoms/molecules populating the various energy levels of the
species present in the discharge plasma, followed by collisions that result in
redistribution of the plasma species in energetically favorable states. With advances
in laser technology, such as the widespread availability of tunable and short-pulsed
lasers, optogalvanic spectroscopy has gained a foothold in the study of plasma
species and their atomic/molecular transitions by tuning the laser precisely to
specific wavelengths that resonate with the plasma species of interest. In addition,
specific collisional state dynamics of a particular species can be investigated
because its rate of ionization undergoes changes due to collisions within the dis-
charge plasma. The rate of ionization depends on the probability of atomic ioni-
zation occurring after the atom is hit by an electron and also on the duration of the
resulting excited state [1], whereby, specifically, an atom has a higher rate of
ionization if it is in a metastable state.

At the heart of the laser optogalvanic spectroscopy investigations is a Hollow
Cathode Lamp (HCL), which is typically composed of an anode, a cathode and a
buffer gas (e.g. neon) encased in a glass enclosure, and is exposed to lasers and
other spectral line sources. The use of the HCL allows us to obtain OG signals for
the cathode species in addition to the buffer gas. The experiments presented here
make use of an Fe–Ne (the notation refers to the composition of the electrode and
the buffer gas used) HCL, which allows us to not only determine the OG signals
that result from the iron, but also determine the neon transitions at very precise
wavelengths. Thus, laser optogalvanic spectroscopy is an ideal tool also for spectral
calibration in atomic and molecular spectroscopy.

With the advent of nanotechnology, the study of nanoplasmonics is becoming
increasingly important. Laser optogalvanic spectroscopy can play a significant role
in understanding the behavior of nanoplasmas [2–4]. In the same fashion that laser
optogalvanic spectroscopy has been employed to determine the characteristics of
hollow cathode tubes involving metals such as iron and noble gases such as neon
[5], this technique has potential applications in the determination of collisional rates
and population densities for electrodes made of nanomaterials, such as graphene,
which has found extensive use in research involving Li-ion batteries [6–10].
Currently, while research on graphene-based nanoelectronics and nanoplasmas is
being carried out, to our knowledge there are no extensive studies using laser
optogalvanic spectroscopy and graphene electrodes available in the refereed
literature.
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2 Literature Review

In this section we will review the advances in the optogalvanic effect and the
evolution of the laser optogalvanic spectroscopy research from a historical per-
spective and delve into more detail into the possible applications of its use in the
field of nanoscience.

2.1 The Optogalvanic Effect

The first known publications relating to the optogalvanic effect are seen as early as
the 1920s [11, 12]. Foote and Mohler [11] observed ionization of caesium (Cs)
vapor occurring when the sample was irradiated with light of wavelength longer
than 318 nm, which corresponded to wavelengths at which Cs emits light. The
authors deduced that the reason for the ionization was due to the fact that the
excited atoms collided with others and caused the ionization of the sample. In 1928,
Penning observed this same phenomenon, to which he referred to as a new pho-
toelectric effect [12]. Penning detected a variation in the impedance associated with
the discharge of an element when irradiated with the emission of another identical
discharge, which later came to be known as the OptoGalvanic Effect (OGE). Other
similar effects were observed through a wide variety of experiments during the
subsequent decades. In 1930, Terenin [13] observed the OGE in molecules while
studying the photoionization of salt vapors. Joshi [14–16] independently discovered
the same effect (and referred to it as the Joshi Effect), while studying chlorine in a
discharge tube, and noted that the current through the discharge would change when
the sample was irradiated with energies equal to the difference in energy between
the ground and excited states. However, some scientists argued that the Joshi Effect
was different from the Optogalvanic Effect on the grounds that one referred to a
voltage rise and the other to a current rise [17]. Kenty [18] and Meissner and Miller
[19] studied the effect in mercury (Hg) and helium (He) discharges, respectively. In
the 1960s, Garscadden et al. [20] also observed the OGE when a change in the
discharge current manifested itself as moving striations in a He–Ne discharge.

While the OGE was observed through multiple experiments over half a century,
it was not until the development of the tunable dye laser that such investigations
took center-stage and became mainstream. Green et al. [21] showed that high-
sensitivity spectra could be obtained using tunable lasers using galvanic detection
of optical absorptions in a gas discharge [21] and also via detection of species in
flames [22]. Green et al. measured a change in the voltage across the discharge tube
while irradiating the sample at a laser wavelength corresponding to a transition of
the sample under investigation. The authors determined that such a change in
voltage could be used as a way to characterize materials in the discharge without the
use of an optical detection device, unlike techniques such as fluorescence. This type
of research approach also illustrated the usefulness and applications of using a
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hollow cathode lamp as the gas discharge environment, which allowed not only
excited state transitions but resonance transitions as well to be observed. A year
later, in 1977, King et al. [23] showed how direct calibration of laser wavelength
and bandwidth using the OG signal provided a simple and yet highly accurate
calibration tool for tunable dye lasers. Due to the continued rapid development of
tunable dye lasers and Green’s pioneering research, laser optogalvanic spectroscopy
became a widespread spectroscopic technique used in the study of atoms and
molecules in a discharge environment, especially as it relates to their ionization,
transition states and collisional dynamics in response to laser excitation.

2.2 Optogalvanic Spectroscopy Techniques

In 1979, Lawler et al. [24] reported Doppler-Free Intermodulated Optogalvanic
Spectroscopy, a single-photon spectroscopy technique similar to intermodulated
fluorescence spectroscopy that utilizes the detection of the impedance change in
gaseous discharges. The primary concept of Doppler-free spectroscopy revolved
around the circumvention of the Doppler Effect in spectral data. The Doppler Effect
in spectroscopy refers to the fact that, if an atom is moving towards a laser source at a
certain velocity v then the laser frequency will be upshifted relative to the motion of
the atom. Unlike typical optogalvanic techniques at the time, which were Doppler-
limited, the laser beam was split into two equal parts, but with different frequencies,
which were then sent through the discharge in opposite directions. Due to the fact
that the split laser beams propagate in dissimilar directions, they interact with dif-
ferent velocity groups, those with equal but opposite velocities. However, when the
laser frequency matches the atomic/molecular absorption frequency, the two laser
beams interact with the same atoms/molecules, and in this case with the ones with
zero velocity in the direction of the absorption, resulting in a Doppler-free spectrum.
Lawler et al. [24] used this technique to study the 3He transitions 23P–33D and found
that this technique compared favorably with other Doppler-free techniques of the
time, such as High-Resolution Saturation Spectroscopy [25], Saturated-Interference
Spectroscopy [26] and Doppler-Free Laser Polarization Spectroscopy [27]. The
Optogalvanic Double-Resonance Spectroscopy [28] technique utilized the same
concepts as Doppler-Free Intermodulated Optogalvanic Spectroscopy [24]. In this
case, the first laser would be tuned to a specific wavelength that would cause precise
transitions between upper and lower energy levels, whereas the second laser would
excite the molecules in the levels excited by the first laser. Such a twin laser approach
resulted in increased sensitivity over other double resonance techniques that did not
utilize the concept of optogalvanic spectroscopy.

Two-photon techniques serve as one of the standard tools for exciting atoms to
states that are not possible by using single-photon processes. Goldsmith et al. [29]
used a continuous wave (CW) dye laser in a He–Ne discharge to observe transitions
in 20Ne using Doppler-Free Two-Photon Optogalvanic Spectroscopy. The use of
two-photon optogalvanic spectroscopy allowed the study of non-metastable
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transitions in addition to metastable and ground state transitions. As a result, a
ground-breaking study by Shawlow et al. [29] reported the first optogalvanic
spectroscopy observations of non-metastable state transitions of atoms/molecules in
a discharge [29].

2.3 Optogalvanic Spectroscopy Studies in a Hollow Cathode
Lamp Discharge

Misra et al. [30] reported a comprehensive list of over 350 optogalvanic transitions
in the 337–598 nm region using a pulsed tunable dye laser and an iron-neon (Fe–Ne)
hollow cathode discharge. In conjunction with simultaneously recorded interference
fringes, a subset (223) of these OG transitions arising from neon permitted the
calibration of dye laser frequencies in the visible and near ultraviolet to 0.3 cm−1

accuracy. The authors also reported in the same paper [30] that the waveform shapes
of the distinct OG transitions of neon at wavelengths (in air) 3510.721, 3515.190,
and 3520.471 Å, respectively, recorded with a steady discharge current of 0.5 mA
and a laser pulse energy of 20 µJ, were quite different. The same authors investigated
the polarity of OG transitions of neon further [31] by focusing on a total of twenty
nine OG transitions in the near UV and visible that could be explained in terms of
processes that affect the population of neon atoms in metastable states. A close
inspection of the oscilloscope traces showed conclusively that the OG signals arising
from metastable neon energy levels exhibit waveforms that are negative in character
(corresponding to increased ionization current) and subsequently became positive
(due to decreased ionization current). In contrast, the OG signals arising from
transient non-metastable levels were either completely negative or inverted in shape
as compared to those from longer-lived metastable levels. More recently, experi-
mental investigations and mathematical modeling of the OG waveforms of laser-
excited Fe–Ne hollow cathode lamp transitions have been carried out in great detail
jointly by Han and Misra [5, 32, 33]. A mathematical rate equation model has been
developed that incorporates the various processes contributing to the generation of
the OG signal waveforms in a laser-stimulated hollow cathode discharge plasma.
The experimentally observed waveform was fitted employing a nonlinear least-
squares Monte Carlo technique to determine the pertinent amplitude coefficients,
decay rates, and the instrumental time constant, in order to better characterize the
collisional processes taking place in a hollow cathode discharge plasma.

2.4 Applications Involving Nanomaterials and Nanoplasmas

As mentioned in the introduction, laser optogalvanic spectroscopy has potential
prospects in applications utilizing nanomaterials and nanoplasmas. In particular, the
development of graphene-based electrodes for use in hollow cathode lamps holds
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promise for intriguing discharge plasma experiments using laser optogalvanic
spectroscopy. Additionally, investigations of nanoplasmas, plasmas with a lifetime
of the order of femtoseconds [2–4], holds potential for ultrashort timescale opto-
galvanic studies that will shed light on fast processes occurring in discharge plas-
mas that hitherto have escaped detection and study.

3 Theoretical Model

The laser-induced optogalvanic effect in a discharge environment, such as a hollow
cathode lamp, can be summarized in the sequence of events shown in Fig. 1.

First, the relevant energy levels of the atom (e.g. neon) can be identified as
follows: the ground energy level (not shown in Fig. 1), a group of relatively closely-
spaced energy levels (two are shown and labeled |1> and |2> in Fig. 1, which will
be referred to as the “first group”), and another group of relatively closely spaced
energy levels above the first group (two are shown and are labelled as |U1> and |
U2> in Fig. 1, which will be called the “second group”).

Collisions with the electrons in the discharge current excite a large number of
atoms into the first group of energy levels, but relatively few of these are excited
into the second group. Some of the energy levels in the first group are metastable
states, which causes the population in these states to be large. Even if an energy
level is not a metastable state and can radiatively decay down to the ground state,
radiation trapping by the ground state can significantly lengthen its effective life-
time. The electron collisional ionizations from the first group of energy levels, in
turn, contribute electrons to the discharge current. If the atomic population in the
first group of energy levels is altered, then the contribution to the total number of
free electrons will change due to the different ionization rates of each energy level,
resulting in changes in the discharge current.

Fig. 1 An energy-level schematic illustrating the collisional dynamics and population distribution
giving rise to the Optogalvanic Effect in a Hollow Cathode discharge plasma
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A pulsed laser can be used to alter the atomic population in the first group of
energy levels. First, a laser can be tuned between |1> and |U1>, exciting the atom
from |1> to |U1>. Subsequently, the atom can radiatively decay down to |2> in the
first group of energy levels. Alternatively, a collision may transfer the atom from |
U1> to |U2> and then radiatively decay down to |2>. In the end, the net effect of the
laser pulse is to transfer some atoms from |1> to |2>. This process happens very
quickly, on the order of tens of nanoseconds (lifetime of the second group of energy
levels). On the time scale of the optogalvanic effect, this transfer may be said to
occur instantaneously.

The different population distributions will result in a dissimilar ionization rate,
which in turn causes a change in the discharge current. Specifically, the contribution
to the discharge current from |1> is reduced because some of the atoms in that
energy level are transferred to other energy levels (|2> in the above discussion),
while contributions from other energy levels on the receiving end of the population
transfer (such as |2>) will increase. As a result, the discharge current will undergo a
modification, which in turn is captured in the varying OG waveform.

Finally, the ensuing collisions will eventually fill back the population hole in |1>
and return its population back to its steady-state value; and this in turn will also
occur for the populations in the other energy levels. As a result, the discharge
current in the hollow cathode lamp will eventually return to its steady-state value as
well.

In order to describe the evolution of the atomic populations in |1> and |2>,
following the population transfer mentioned above, we write down the following
differential equation:

dNi

dt
¼ IPi � Ni Ci þ Iri þ Irisð Þ i ¼ 1; 2 ð1Þ

where Pi is related to the electron collisional excitation probability from the ground
state (not shown in the figure) to |i>, in this case, |1> or |2>, I is the discharge
current, Ni is the atomic population for state |i>, Γi is the effective spontaneous
decay rate for state |i>, σi is related to the electron collisional ionization probability
of state |i>, and σis is related to the electron collisional de-excitation probability of
state |i>.

Prior to laser excitation, by setting dNi
dt ¼ 0, we obtain the steady-state popula-

tions ni for state |i>:

ni ¼ IPi

Ci þ Iri þ Iris
i ¼ 1; 2 ð2Þ

To solve Eq. (1), we assume that the ground state holds the vast majority of the
atoms so that its population can be treated as constant. As a consequence, we can
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treat Pi as constant. Taking into account that Eq. (2) gives the populations for
t = ∞, we obtain the solutions for Eq. (1):

Ni tð Þ ¼ ni þ ciexp½� Ci þ Iri þ Irisð Þt� i ¼ 1; 2 ð3Þ

where {ci} are constants determined by initial conditions due to the pulsed laser
excitation to |U1> and the quick relaxation down to |2>. The population changes
caused by the laser excitation are:

DNi tð Þ ¼ Ni tð Þ � ni ¼ ciexp½� Ci þ Iri þ Irisð Þt i ¼ 1; 2 ð4Þ

After laser excitation, the atomic population in |1> and |2> can be written as

DN1ð0Þ ¼ �DN0 and DN2ð0Þ ¼ þDN0: ð5Þ

Inserting the two equations Eq. (5) into Eq. (4) and writing the two equations
separately, we obtain:

DN1 tð Þ ¼ �DN0exp½� C1 þ Ir1 þ Ir1sð Þt� ð4aÞ

DN2 tð Þ ¼ þDN0exp½� C2 þ Ir2 þ Ir2sð Þt� ð4bÞ

Therefore, the Optogalvanic (OG) signal due to ionizations from |1> and |2> is

S tð Þ ¼ DN1Ir1 þ DN2Ir2
¼ DN0f�Ir1 exp � C1 þ Ir1 þ Ir1sð Þt½ � þ Ir2 exp � C2 þ Ir2 þ Ir2sð Þt½ �g

ð6Þ

Normalizing it to ΔN0, we obtain the experimental time-resolved OG signal as

s tð Þ ¼ SðtÞ
DN0

¼ a1e
�b1t þ a2e

�b2t ð7Þ

where

a1 ¼ �Ir1 ð8Þ

b1 ¼ C1 þ I r1 þ r1sð Þ ð9Þ

a2 ¼ Ir2 ð10Þ

b2 ¼ C2 þ I r2 þ r2sð Þ ð11Þ
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3.1 The Effect of Plasma/Instrument Relaxation Time
on the OG Signal

Neither the discharge plasma nor the detection instrument can respond to changes
instantaneously. Let us assume the relaxation time constant to be τ. The actual OG
signal observed in an experiment is a convolution of Eq. (7) with a time constant τ:

s tð Þ ¼ a1
1� b1s

e�b1t � e�t=s
� �

þ a2
1� b2s

e�b2t � e�t=s
� �

ð12Þ

We want to point out that since the relaxation time constant τ depends on the
discharge conditions, it is not a constant if the discharge current changes.

3.2 Physical Significance of Fitting Coefficients

As seen from Eqs. (8) and (9), the a1 term in Eq. (12) is negative and the a2 term is
positive. This is because the effect of the pulsed laser is to transfer some population
from |1> to |2>, resulting in a drop in the contribution to the total ionization from |
1>, and hence a negative OG signal results due to energy level |1>; whereas the
reverse holds true for the positive OG signal from energy level |2>.

If the first group of energy levels consists of more than 2 individual energy
levels, then the OG signal will be an extension of Eq. (12):

s tð Þ ¼
Xn
i¼1

ai
1� bis

e�bit � e�t=s
� �

ð13Þ

where n is the total number of energy levels in the first group. One term in the
summation has negative amplitude, which corresponds to the contribution from the
initial energy level |1> from which atomic population is transferred to other energy
levels initiated by the laser pulse, and the rest of the terms are positive because their
corresponding energy levels are on the receiving end of the population transfer.

4 Experimental Set-up for Laser Optogalvanic
Spectroscopy

The experimental set-up used is shown in Fig. 2 [5]. A pulsed laser is tuned to each
of the studied neon transitions (607.4, 621.7, 626.6, 633.4, and 640.2 nm) and
directed to enter an iron-neon (Fe–Ne) Hollow Cathode Lamp (HCL). The dis-
charge current in the HCL is limited by the RC circuit and the current is adjusted to
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be between 2–19 mA via the power supply voltage. A Tektronix TSD 224 digital
oscilloscope displays and stores the OG signal. Subsequently, the OG signal
waveforms from the oscilloscope are used in the Monte Carlo fitting routine [5].

5 Neon Transitions

Unlike other noble gases, neon can discharge at low currents, such as those used in
the present investigation, making it an ideal gas for the study of discharge plasma
environments in a hollow cathode lamp. For the neon 1s–2p transitions, there are
four 1s states and ten 2p states, which yields a total of 30 radiative transitions [32].
Figure 3 shows these transitions with their corresponding wavelengths in nano-
meters. Laser optogalvanic spectroscopy, along with the above mathematical for-
mulation, makes it possible to determine the population density distribution in the
discharge. We will illustrate the theoretical model by applying it specifically to the
following OG transitions of neon in the visible: 1s4–2p3 (607.4 nm), 1s5–2p7
(621.7 nm), 1s3–2p5 (626.6 nm), 1s5–2p8 (633.4 nm) and 1s5–2p9 (640.2 nm). As
seen on the arrow connections in Fig. 3, the main idea is that when neon atoms are
excited from their original state, 1s5 for example, to a state such as 2p7, they can
subsequently relax back from 2p7 to 1s2, 1s3, 1s4 and 1s5. Table 1 below sum-
marizes the possible relaxation states for the investigated OG transitions.

5.1 1s4–2p3 Transition (607.4 Nm)

This particular transition for atomic neon occurs at 607.4 nm, where the neon atoms
after excitation can relax down to another state; additionally, it can also relax back
to where it started, the 1s4 state. The Monte Carlo approach cited above is used to fit
the theoretical Eq. (13) to the observed waveform recorded at 607.4 nm. A fuller
discussion regarding the fitting process is given below in the Results and Discus-
sion section. The fitted values for the 1s4–2p3 waveform are summarized in Table 2.

Fig. 2 Schematic experimental arrangement for laser optogalvanic spectroscopy using a Hollow
Cathode Lamp (HCL)
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Fig. 3 Neon atom transitions
between 1si–2pj states with
corresponding wavelengths
(nm) (adapted from Ref. [32]
with permission)

Table 1 Investigated OG
transitions of neon and
associated relaxation states

Transition Wavelength (nm) Relaxation states

1s4 → 2p3 607.4 1s2 | 1s4
1s5 → 2p7 621.7 1s2 | 1s3 | 1s4 | 1s5
1s3 → 2p5 626.6 1s2 | 1s3 | 1s4 | 1s5
1s5 → 2p8 633.4 1s2 | 1s4 | 1s5
1s5 → 2p9 640.2 1s5 | 2pj → 1si
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5.2 1s5–2p7 Transition (621.7 Nm)

The 1s5–2p7 transition is observed around 621.7 nm, where the neon atoms after
excitation can relax down to three additional states, namely 1s2, 1s3, and 1s4, plus of
course the original 1s5 state. The fitted values for the 1s5–2p7 waveform are given in
Table 3.

5.3 1s3–2p5 Transition (626.6 Nm)

This particular transition at exists around 626.6 nm, where the neon atoms after
excitation can relax back to three state, namely the 1s2, 1s4 and 1s5 in addition to
relaxing back to 1s3. According to the work put forward, the observed waveform
can be fitted to the expression in Eq. (13). The values fitted are given in Table 4.

Table 2 Fitted decay rates obtained from a non-linear least-squares fit of the observed OG
waveforms for neon at 607.4 nm for 2–19 mA currents. The fitted a-coefficients are in arbitrary
units, while the b-coefficients are in units of (µs)−1

I (mA) a1 b1 a2 b2 a3 b3
2 18.258 0.349 −14.491 0.252 0.182 0.005

3 17.672 0.255 −16.919 0.159 3.011 0.075

4 15.130 0.229 −15.984 0.129 4.516 0.074

5 18.754 0.165 −19.918 0.113 3.961 0.061

6 19.813 0.134 −19.922 0.105 2.128 0.050

7 3.280 0.270 −1.345 0.089 – –

8 2.114 0.672 −0.87164 0.103213 3.165 0.137

9 2.047 0.642 −3.34231 0.100771 3.540 0.124

10 1.950 0.613 −3.67748 0.102807 3.834 0.121

11 1.687 0.704 −5.05266 0.116876 5.427 0.135

12 1.452 0.944 −2.08021 0.120003 2.687 0.171

13 1.316 1.065 −2.06138 0.127232 2.739 0.181

14 1.261 1.172 −2.58873 0.136241 3.341 0.184

15 1.251 1.416 −2.32504 0.142215 3.158 0.198

16 1.194 1.441 −2.40965 0.144766 3.272 0.201

17 1.153 1.452 −3.08785 0.150483 3.913 0.195

18 1.223 1.450 −3.24175 0.148668 4.054 0.192

19 1.165 1.517 −3.62614 0.158177 4.498 0.199
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Table 3 Fitted decay rates obtained from a non-linear least-squares fit of the observed OG
waveforms for neon at 621.7 nm for 2–19 mA currents. The fitted a-coefficients are in arbitrary
units, while the b-coefficients are in units of (µs)−1

I (mA) a1 b1 a2 b2
2 1.467 0.164 −0.625 0.019

3 2.202 0.144 −1.167 0.031

4 3.419 0.105 −2.366 0.040

5 8.575 0.054 −7.866 0.041

6 2.875 0.028 −2.564 0.016

7 0.758 0.107 −0.453 0.011

8 0.776 0.200 −0.411 0.038

9 1.298 0.145 −0.978 0.070

10 1.551 0.147 −1.230 0.082

11 1.698 0.150 −1.381 0.090

12 1.868 0.153 −1.554 0.097

13 1.956 0.157 −1.641 0.103

14 1.951 0.163 −1.632 0.107

15 1.862 0.170 −1.535 0.109

16 1.780 0.176 −1.445 0.110

17 1.799 0.179 −1.457 0.112

18 1.750 0.187 −1.402 0.116

19 1.781 0.190 −1.433 0.120

Table 4 Fitted decay rates obtained from a non-linear least-squares fit of the observed OG
waveforms for neon at 626.6 nm for 2–19 mA currents. The fitted a-coefficients are in arbitrary
units, while the b-coefficients are in units of (µs)−1

I (mA) a1 b1 a2 b2
2 14.037 0.237 −4.392 0.034

3 14.195 0.180 −6.314 0.041

4 27.220 0.092 −21.431 0.056

5 20.285 0.069 −16.302 0.041

6 4.849 0.093 −2.320 0.009

7 4.935 0.454 −0.993 0.006

8 5.131 0.353 −1.906 0.036

9 5.368 0.323 −2.402 0.051

10 5.290 0.335 −2.426 0.056

11 5.165 0.356 −2.361 0.059

12 5.914 0.306 −3.218 0.088

13 5.859 0.314 −3.232 0.093

14 5.773 0.324 −3.188 0.098

15 5.764 0.332 −3.167 0.101

16 5.827 0.336 −3.191 0.105

17 5.909 0.343 −3.159 0.105

18 5.765 0.354 −3.036 0.106

19 5.711 0.360 −3.019 0.110
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5.4 1s5–2p8 Transition (633.4 Nm)

This particular OG transition is recorded around 633.4 nm, where the neon atoms
after excitation can relax to three states, namely 1s2, 1s4, and 1s5. The observed
waveform can then be fitted to the expression in Eq. (13). The fitted coefficients for
the 1s5–2p8 waveform (shown in Fig. 4) are summarized in Table 5.
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Fig. 4 Time variation of the OG signal at 2.0 mA fitted to the mathematical model for the OG
waveforms at 633.4 and 640.2 nm illustrating the similarity between experimental and theoretical
fits for each neon transition studied

Table 5 Fitted decay rates obtained from a non-linear least-squares fit of the observed OG
waveforms for neon at 633.4 nm for 2–19 mA currents. The fitted a-coefficients are in arbitrary
units, while the b-coefficients are in units of (µs)−1

I (mA) a1 b1 a2 b2
2 2.983 0.169 −1.317 0.028

3 14.192 0.179 −6.330 0.041

4 30.874 0.089 −25.157 0.057

5 22.296 0.068 −18.324 0.042

6 4.854 0.092 −2.334 0.009

7 5.004 0.464 −0.989 0.006

8 5.132 0.352 −1.915 0.036

9 5.375 0.322 −2.408 0.052

10 3.221 0.137 −2.776 0.094

11 3.221 0.144 −2.774 0.099

12 3.096 0.152 −2.642 0.103

13 2.999 0.159 −2.520 0.105

14 3.080 0.165 −2.591 0.111

15 2.852 0.172 −2.356 0.113

16 3.221 0.173 −2.720 0.120

17 3.571 0.176 −3.070 0.128

18 2.130 0.205 −1.622 0.117

19 2.153 0.210 −1.644 0.121
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5.5 1s5–2p9 Transition (640.2 Nm)

At first glance, the 2p9 population can only radiatively relax back to the starting
state 1s5, resulting in no changes in the population distribution among the 1s states,
and thus no OG transitions should be observed. However, we did observe OG
transitions following laser excitation. Collisions transfer population from 2p9 to
other 2p state(s), which in turn relax down to 1s state(s), resulting in population
distribution changes in the 1s states. The fitted parameters for the 1s5–2p9 wave-
form (shown in Fig. 4) are summarized in Table 6.

6 Results and Discussion

The stored data on the digital oscilloscope were fitted to the mathematical model
and analyzed in this section of the work. Similar to previous experiments [5],
Eq. (14) was used to fit the OG waveforms (index j replacing i in Eq. (13)):

Table 6 Fitted decay rates obtained from a non-linear least-squares fit of the observed OG
waveforms for neon at 640.2 nm for 2–19 mA currents. The fitted a-coefficients are in arbitrary
units, while the b-coefficients are in units of (µs)−1

I (mA) a1 b1 a2 b2
2 4.113 0.068 −3.875 0.059

3 4.280 0.069 −4.036 0.061

4 4.384 0.064 −4.134 0.055

5 9.890 0.063 −7.829 0.033

6 1.035 0.017 −0.957 0.010

7 0.289 0.168 −0.114 0.033

8 0.554 0.131 −0.371 0.073

9 0.945 0.126 −0.746 0.092

10 1.007 0.132 −0.792 0.097

11 0.616 0.156 −0.382 0.087

12 0.772 0.153 −0.522 0.097

13 0.789 0.159 −0.522 0.101

14 1.018 0.156 −0.736 0.111

15 1.125 0.159 −0.826 0.117

16 1.139 0.163 −0.826 0.120

17 1.047 0.171 −0.718 0.121

18 1.003 0.178 −0.657 0.122

19 1.254 0.175 −0.893 0.131
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S tð Þ ¼
Xjmax
j¼1

aj
1� bj

e�bjt � et=s
h i

ð14Þ

Furthermore, the parameters aj, bj and τ were obtained following least-squares
fitting of each of the transitions 1si–2pk using the above equation. The number of
terms in the equation that were used to fit the waveform depended on the wave-
length and the current. However, in most cases, not all of the four states were
equally important and involved in a particular optogalvanic transition. As a result,
we can fit the experimental signal using less than four terms in Eq. (14) for a
particular optogalvanic signal, and the minimum case involved two states.

Of the several OG waveforms recorded in the present investigation: 1s4–2p3
(607.4 nm), 1s5–2p7 (621.7 nm), 1s3–2p5 (626.6 nm), 1s5–2p8 (633.4 nm) and
1s5–2p9 (640.2 nm), two are shown for illustrative purposes in Fig. 4.

Figure 4 serves to illustrate the high quality of the Monte Carlo fits for the OG
transitions studied for fixed circuit currents in the range 2.0–19 mA and also

Fig. 5 Variation of the a-coefficients as a function of discharge current for the five OG transitions
(607.4, 621.7, 626.6, 633.4, and 640.2 nm) studied for neon
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demonstrates the variations in the amplitude and shape of the optogalvanic wave-
forms as a function of current and wavelength change. As a result of the interaction
between the laser photons and the population in a specific 1 si level, the neon atoms
are excited to the 2pk level, which in turn decays via spontaneous emission: 2pk
→ 1si (i = 2, 3, 4, 5,…), whereby the population of the initial 1s level decreases and
one or more of different 1s levels increases. Depending on the ionization rates from
these 1s levels, one observes an increase or decrease in ionization (with a corre-
sponding increase or decrease in the OG signal) that lasts for varying lengths of
time. As can be seen from Fig. 4, the values from the theoretical model are
essentially identical to the experimental values. In Tables 2, 3, 4, 5 and 6, the fitted
a-coefficients are in arbitrary units, while the b-coefficients are in units of (µs)−1.

As seen from the above tables, the exponential rates, bj, do not change signifi-
cantly as the discharge current decreases from 19 to 8 mA. However, for 6 and
7 mA the exponential rates suddenly become very small. In addition, the tabulation
shows a similar behavior for the a-coefficient as a function of the discharge current
in the 19–8 mA range. Figures 5 and 6 help illustrate the rapid change in waveform
behavior as the discharge current reaches 6 and 7 mA. It appears that there are

Fig. 6 Variation of the b-coefficients as a function of discharge current for the five OG transitions
(607.4, 621.7, 626.6, 633.4, and 640.2 nm) studied for neon
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noticeable plasma resonance effects around 7 mA, especially for the 607.4 nm
transition, whereby our model is able to fit the experimental optogalvanic waveform
with two terms only, as reflected in Table 2.

7 Concluding Remarks

In this chapter we have provided a historical perspective regarding the evolution of
the optogalvanic effect and discussed both the experimental investigations and the
mathematical formulation that helps explain the optogalvanic signal waveforms
obtained by laser-exciting the discharge plasma in a hollow cathode lamp. In order
to illustrate laser optogalvanic spectroscopy and collisional state dynamics asso-
ciated with discharge plasmas, we have used a tunable laser to excite the plasma in
an iron-neon (Fe–Ne) hollow cathode lamp and studied in great detail the neon
transitions 1si–2pk in the 590–670 nm region (for the current range 2–19 mA).
Specifically, we focused on the following transitions: 1s4–2p3 (607.4 nm), 1s5–2p7
(621.7 nm), 1s3–2p5 (626.6 nm), 1s5–2p8 (633.4 nm) and 1s5–2p9 (640.2 nm), to
illustrate the applicability of the rate equation model developed and the excellent
quality of the fit obtained employing the Monte Carlo fitting routine. The variations
in the a- and b-coefficients as a function of current in the range 2–19 mA have also
been determined and we noted a significant change in these parameters around
6–7 mA current values, while relatively small changes in the 8–19 mA range.

Current optogalvanic research continues to focus on the studies involving atomic
states of various buffer gases, including metastable states, in a hollow cathode lamp
employing a variety of electrode materials and gas combinations. Since the opto-
galvanic effect is driven by the change in conductivity of the plasma under the
effects of a light source, studies such as the present one can provide insight into the
use of laser optogalvanic spectroscopy in newly emerging fields, such as graphene-
based nanoelectronics, nanoplasmonics and nanoplasma dynamics.
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Applications of Fluorescence Anisotropy
in Understanding Protein Conformational
Disorder and Aggregation

Neha Jain and Samrat Mukhopadhyay

Abstract Fluorescence spectroscopy is an ultra-sensitive multiparametric technique
that provides key insights into protein conformational dynamics and size changes
simultaneously. Fluorescence polarization (anisotropy) is one of the parameters
related to the rotational dynamics of a fluorophore either intrinsic to the molecule or
attached to a biomolecule. The anisotropy measurements can be utilized to unravel
the structural and dynamical properties of biomolecules. The advantage of fluores-
cence anisotropy measurements is that it is a concentration-independent parameter;
it can be measured either in the steady-state or in the time-resolved format. Steady-
state fluorescence anisotropy provides important information about the overall size/
dynamics of biomolecules, whereas the time-resolved fluorescence anisotropy can
distinguish between the local and the global dynamics of a fluorophore. Therefore,
the time-resolved anisotropy measurements allow one to determine the conforma-
tional flexibility as well as the size of biomolecules and assemblies. In recent years, it
has been demonstrated that fluorescence anisotropy can be effectively utilized to
obtain structural and dynamical information of protein-based assemblies such as
aggregates, protein–lipid complexes etc. This chapter provides an overview of the
applications of fluorescence anisotropy to study protein conformational disorder,
misfolding and aggregation, leading to the formation of nanoscopic amyloid fibrils
that are implicated in a range of human diseases.
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Protein–lipid complexes � Amyloid fibrils

1 Principles of Fluorescence Anisotropy

Fluorescence spectroscopy is an ultra-sensitive tool to investigate many dynamic
processes including conformational and size changes of proteins in response to the
changes in the surrounding environment. Among the fluorescence readouts, the
fluorescence anisotropy is often the method of choice both in vitro as well as in vivo
since the changes in the anisotropy are highly sensitive. Additionally, being a
ratiometric readout, the anisotropy is independent of the concentration of fluoro-
phores. The theory of fluorescence polarization was first introduced by Perrin in
1926. It was introduced in the field of biochemistry many decades ago by the
pioneering work of Weber and has gained enormous importance in the decades that
have followed [1]. It provides unique insights into different molecular parameters
including the changes in conformation, orientation, fluidity of the medium and
biomolecular size. Therefore, it has been successfully utilized in the investigations
of complex mechanisms of biological folding and assembly [2–6].

Fluorescence anisotropy is defined as the ratio of the difference between the
intensities of vertically and horizontally polarized emissions to the total fluores-
cence intensity (Eq. 1). Being a ratiometric measurement, fluorescence anisotropy is
a dimensionless parameter. Two fundamental properties need to be considered
while measuring the fluorescence anisotropy: (i) the fluorescent probe possesses
both excitation and emission dipoles and (ii) there is always a time-lag between the
absorption and emission of a photon (lifetime of the fluorophore). The depolar-
ization of fluorescence anisotropy occurs due to the angular displacement of the
fluorophore which takes place in between the absorption and emission of photons
and therefore, is a measure of the rate of rotational diffusion during the lifetime of
the excited state of a fluorophore (nanoseconds). The rate of fluorescence depo-
larization, as a result of rotational diffusion, is dictated by the viscosity of the
medium and the size (and shape) of the fluorophore [7–9]. The size of a rotating
unit increases upon aggregation and interaction with the other molecules. Therefore,
fluorescence anisotropy offers a reliable mean to probe the increase in the size. The
larger the size is, the slower the fluorescence depolarization is and larger is the
observed fluorescence anisotropy (Fig. 1).

Amyloid aggregation, mediated by protein conformational disorder/misfolding,
accounts for a variety of human diseases such as Parkinson’s, Alzheimer’s and
Huntington’s diseases [10–12]. These aggregates are composed of cross β-sheet
structure and are highly ordered. Since most proteins are naturally fluorescent due
to the presence of fluorescent amino acid (such as tryptophan), or they can be
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chemically labeled by fluorescent dyes of choice, measuring the fluorescence
anisotropy provides a convenient approach to probe the aggregation process. The
anisotropy measurements can also be extended to the microscopy format to carry
out cellular anisotropy imaging [13–15].

The anisotropy measurements are carried out in two broadly classified formats,
namely, steady-state and time-resolved measurements. The steady-state fluores-
cence anisotropy (rss) is measured under continuous excitation source. To measure
the steady-state anisotropy, the sample is excited with a vertically polarized light
and the emission is measured using polarizers in two orthogonal orientations
Ik and I?
� �

. These polarized intensities are used to obtain the steady-state anisot-
ropy as follows [7, 8]:

rss ¼ ðIk�GI?Þ=ðIk þ 2GI?Þ ð1Þ

The perpendicular component is always corrected by a geometry factor called G-
factor. The changes in the steady-state anisotropy (rss) indicate the overall changes
in the protein conformation (flexibility) and/or size of the protein. These mea-
surements are well suited for monitoring self-association of proteins and pro-
tein–lipid interactions since these interactions result in larger size and hence slower
rotation leading to the increase in the fluorescence anisotropy (Fig. 1). Steady-state
anisotropy measurements provide a convenient and quick approach of detecting
conformational change, flexibility and aggregation of biomolecules but are not
adequate to describe these changes in a quantitative fashion. This is due to the fact
that the anisotropy has contributions from both local/internal motions of the fluo-
rophore and the global tumbling of the entire molecule/assembly that cannot be
distinguished by steady-state measurements alone. This limitation can be overcome
by fluorescence anisotropy measurements carried out in the time-resolved format in
which the time-dependent decays of polarized emission intensities (parallel and

Fig. 1 Schematic of fluorescence anisotropy: a Fast depolarization arising out of rapid tumbling
of a monomer or a small molecule. b Dampening of rotational dynamics due to binding/
association. c Time-resolved fluorescence anisotropy showing local and global rotational dynamics
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perpendicular) are acquired using a polarized and pulsed excitation source [16–19].
The fluorescence anisotropy decay monitors the depolarization events that occur
during the lifetime of the excited state of a fluorophore. The time-resolved
anisotropy measurements enable one to distinguish between the local and the global
dynamics of a fluorophore present in the system under investigation. Typically, the
time-resolved decay of fluorescence anisotropy can be expressed as sum of expo-
nentials as follows:

r tð Þ ¼ r0½a1expð�t=/fastÞ þ a2expð�t=/slowÞ� ð2Þ

where r0 is the intrinsic fluorescence anisotropy, /fast and /slow are fast and slow
rotational correlation times, respectively and α1 and α2 are amplitudes associated
with fast and slow rotational times, respectively.

The two different rotational correlation times (/fast and /slow) describe the local
and the global motion, respectively. The fast rotational correlation time represents
the local tumbling of the fluorophore whereas the slow rotational correlation time
attributes to the global dynamics. The slow rotational correlation time (/slow) is
often related to the volume (V) and hence the size of the biomolecules, as well as
the viscosity (η) of the medium by the Stokes-Einstein-Debye equation as follows:

/slow ¼ gV=kT ð3Þ

V ¼ 4=3pR3 ð4Þ

where R is the mean hydrodynamic radius of the molecule or aggregate.
In the subsequent sections, we describe the applications of fluorescence

anisotropy in studying the protein misfolding and aggregation. For a more com-
prehensive description on the theory and practice of fluorescence anisotropy,
readers are referred to Refs. [7, 8].

2 Fluorescence Anisotropy in the Description of Protein
Misfolding and Aggregation

2.1 Probing Protein Oligomerization and Amyloid Assembly

A number of studies have reported that the fluorescence anisotropy (steady-state
and time-resolved) technique can be utilized efficiently to decipher the aggregation
mechanisms of various proteins [20–25]. For example, measuring the fluorescence
anisotropy of Thioflavin-T (ThT), an amyloid indicator, has been established as a
simple tool to monitor the amyloid aggregation of HET-s prion protein [20]. A
steady increase in ThT anisotropy was observed as a function of time following
which the nucleation (kn) and elongation (ke) of prion amyloid assembly were
determined. In a recent report, the oligomer formation of amyloid-β (Aβ) peptide,
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known to play a key role in the pathogenesis of Alzheimer’s disease, was estab-
lished by monitoring the changes in the fluorescence anisotropy of pyrene-labeled
pronucleon peptide [21]. A decrease in the pyrene anisotropy was observed when
the peptide was bound to oligomers, which could be attributed to the long lifetime
of pyrene. Similarly, time-resolved fluorescence anisotropy technique was utilized
to investigate the oligomerization and self-assembly of HIV-1 integrase, as well as
to characterize the oligomeric aggregates of the prion protein [22, 23]. In another
study, the protein–protein interactions in a crowded milieu were elucidated using
time-resolved anisotropy decays where fluorophores such as 1,8-anilino naphtha-
lene sulfonic acid (ANS) and fluorescein isothiocyanate were employed to observe
the interactions between apomyoglobin (apoMb) and ribonuclease A (RNase A), as
well as human serum albumin (HSA) at high concentrations [24]. The anisotropy
decay profiles suggested that apoMb forms dimers with RNase A, whereas, no
dimerization was observed upon interaction with HSA. The time-resolved anisot-
ropy experiments were also utilized to reveal different conformational states of
HSA at different pH [25]. In this chapter, we have compiled a few selected studies
wherein steady-state and time-resolved fluorescence anisotropy techniques were
efficaciously used to understand the key molecular events pertaining to protein
conformational change and misfolding leading to amyloid aggregation.

2.2 Chain Collapse of an Intrinsically Disordered Protein

As mentioned previously, fluorescence anisotropy is widely used to monitor the
protein conformational and size changes since it is related to the rotational motion
of a fluorophore. The faster the rotation, the lower the anisotropy is and the slower
the rotation, the higher the anisotropy. Recently, this technique was elegantly
implemented in a study to distinguish between two distinct, predominantly popu-
lated states of a natively-unfolded protein namely, κ-casein, under two different
solution conditions [26]. κ-casein, containing a single tryptophan residue (intrinsic
fluorophore), is an intrinsically disordered protein (IDP) which can adopt different
conformations such as a collapsed, compact state or an extended state depending
upon the solution conditions. The structural and dynamical properties of these two
conformers were distinguished using both steady-state and time-resolved fluores-
cence anisotropy in addition to other fluorescence observables. Under native
(physiological) condition, the steady-state fluorescence anisotropy of tryptophan
was higher compared to that in the presence of a denaturant, suggesting that the
rotational mobility of tryptophan was restricted under native condition owing to the
compaction of κ-casein, whereas, the polypeptide chain was expanded in the
presence of a denaturant [26]. In order to obtain insights into the rotational
dynamics of these two conformers, time-resolved fluorescence anisotropy mea-
surements were performed and following the decay analyses using a biexponential
function, two rotational correlation times (fast: local and slow: global) were
recovered (Fig. 2). The slow rotational correlation time (*7 ns) was used to
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estimate the mean hydrodynamic radius of the protein which corresponded to
*1.9 nm for the collapsed globule. However, for the expanded conformer, the slow
rotational correlation time is independent of the size of the protein because seg-
mental mobility/fluctuations of an extended chain can depolarize the fluorescence
much faster compared to the global rotation of the chain. Therefore, dynamic light
scattering (DLS) technique was utilized for size estimation which indicated an
average hydrodynamic radius of *4.6 nm (for the expanded conformer) that
decreased to *1.9 nm (for the collapsed conformer) upon transferring κ-casein
from the denaturant-containing solution into the native buffer. Thus, fluorescence
anisotropy was able to distinguish between denatured (expanded) and collapsed
(compact) forms of κ-casein [26]. The collapsed state can further initiate and
promote the formation of protein oligomers and amyloid aggregate at higher protein
concentrations as observed by much longer rotational correlation times (Unpub-
lished results from the Mukhopadhyay laboratory).

2.3 Characterization of Molten-Globule State of Ovalbumin

Steady-state and time-resolved fluorescence anisotropy experiments were per-
formed to illustrate the structure and dynamics of a low pH-induced partially-
unfolded, molten-globule state of ovalbumin [27]. Partially-unfolded conformers
are conjectured to be amyloidogenic, which play a pivotal role in protein aggre-
gation and amyloid assembly. In these experiments, the fluorescence anisotropy of
the intrinsic tryptophans was measured. Results from the steady-state anisotropy
measurements revealed a conformational expansion at low pH (pH 2) because the
low pH form had higher anisotropy compared to the native form at pH 7. Inves-
tigation into the dynamical properties of the native and the low pH conformers by

Fig. 2 Time-resolved anisotropy decays of single tryptophan in κ-casein depicting fast (local) and
slow (global) motion under native (a) and denatured (b) condition. The grey filled circles represent
the observed anisotropy decays, and the black lines represent the fits obtained using a
biexponential function. Reproduced with permission (Ref. [26])
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time-resolved fluorescence anisotropy technique yielded two rotational correlation
times. The fast rotational correlation time was found to be the same (*0.2 ns) for
both the conformers, whereas, the slow rotational correlation time increased from
*14 ns (native form) to *21 ns (low pH form) (Fig. 3). These results indicated
that the protein undergoes a conformational expansion at the acidic pH, thus leading
to slow global tumbling of the fluorophore. However, the fluorescence lifetime of
tryptophan is short, which can reduce the precision in the estimation of the slow
rotational correlation time. To circumvent this issue, an extrinsic fluorophore,
namely, 1,8-anilino naphthalene sulfonic acid (ANS) was employed since it has a
longer mean lifetime (>10 ns) when bound to the hydrophobic pockets inside the
protein. The fluorescence anisotropy decay measurements of ANS, non-covalently
bound to the low pH-induced conformer of ovalbumin, revealed a long correlation
time of *24 ns, further supporting the conformational expansion. An overall
increase of *40 % in the mean hydrodynamic volume of the molten globule state
of ovalbumin was observed which is in line with the size expansion for a typical
molten globule [27]. Upon the formation of amyloid, ovalbumin demonstrated a
very long rotational correlation time (>100 ns) suggesting higher order protein
assembly (Unpublished results: Bhattacharya).

2.4 Conformational Dynamics of Amyloidogenic Compact
Disordered State of β2-Microglobulin

A similar study was recently carried out to characterize the disordered, yet compact,
state of β2-microglobulin, a protein involved in dialysis-related amyloidosis [28]. In
these experiments, the tryptophan fluorescence anisotropy decays were obtained
under both native and low pH (pH 2.5) conditions. Two rotational correlation times,
fast and slow, were recovered upon decay analyses. Comparison between the fast

Fig. 3 Time-resolved fluorescence anisotropy of tryptophan in ovalbumin in the native form at pH
7 (a) and in the molten-globule form at pH 2 (b) forms. The grey filled circles represent the observed
anisotropy decays, and the black lines represent the fits obtained using a biexponential function.
Reprinted (adapted) with permission from Ref. [27]; Copyright (2012) American Chemical Society
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rotational correlation times, an indicator of local tumbling of the fluorophore, of the
native protein and the low pH conformer revealed no significant differences.
However, a significant increase in the amplitude (α1; Eq. 2) of the fast component,
from *37 % (native) to *61 % (low pH form), was observed, indicating that the
low pH form of β2-microglobulin possesses higher conformational flexibility.
Similarly, an increase in the slow rotational correlation time (from *5.9 to
*8.8 ns) was observed when β2-microglobulin was transferred from the native
buffer into the low pH buffer suggesting an increase in the mean hydrodynamic
volume of the protein at low pH which is accompanied by a volume expansion of
*70 % (Fig. 4). Overall, the observations obtained from time-resolved anisotropy
measurements suggested that the low pH-induced conformer of β2-microglobulin
exists in a ‘collapsed disordered’ form accompanied by an increase in conforma-
tional flexibility and swelling of the polypeptide chain [28].

2.5 Detection of Oligomers and Fibrils of Amyloid-β Peptide

In one of the early findings, it was demonstrated that the time-resolved fluorescence
anisotropy technique could be successfully utilized to recover the early and late events
of protein aggregation [29]. In this work, the aggregation of the amyloid-β peptide
(Aβ), known to play a key role in the pathogenesis of Alzheimer’s disease, was
investigated using fluorescence anisotropy decays whereby pre-fibrillar and fibrillar
stages could be detected during Aβ aggregation. The fluorescence anisotropy
experiments were carried out using a fluorescently labeled synthetic Aβ(1–40) pep-
tide. The peptide, denoted as ‘fluo-peptide’, contained a fluorescein marker that was
covalently attached to a cysteine residue. At a very low concentration of the fluo-
peptide, the fluorescein anisotropy decayed very rapidly to zero indicating that the
fluo-peptide tumbled very rapidly.Moreover, when thefluo-peptidewas incubated for

Fig. 4 Tryptophan fluorescence anisotropy decays of β2-microglobulin at pH 7 (a) and at pH 2.5 (b).
The black filled circles represent the observed anisotropy decays, and the black lines represent the fits
obtained using a biexponential function. Reproduced with permission from Springer (Ref. [28])
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6 days under native conditions, the fluorescein anisotropy decays remained almost the
same, suggesting that the fluo-peptide did not undergo any self-association at low
concentrations. Rather, the peptide existed as a dimer because its estimated mean
hydrodynamic radius (*1.5 nm) is comparable to that of the Aβ dimers (*1.8 nm)
that were measured by dynamic light scattering (DLS) technique. In order to monitor
Aβ aggregation at higher concentration, the unlabeled and fluorescein-labeled Aβ
peptides were mixed in an appropriate ratio (100:1) and the fluorescence anisotropy
decays were measured immediately after mixing. It was observed that the fluorescein
anisotropy did not decay completely to zero. This non-zero anisotropy or “residual
anisotropy” in the decay profile was attributed to the formation of a complex con-
sisting of the fluo-peptide and the preformed aggregates (from unlabeled Aβ peptide),
that were already present in the solution, prior to mixing. Upon further incubation,
there was a progressive increase in the relative contribution of the residual anisotropy
to the overall anisotropy decay due to the formation of large aggregates. After a certain
period of time, the relative contribution of residual anisotropy dropped which was
presumably caused by the precipitation of the large aggregates (Fig. 5). The above
observations suggested that only two types of fluorescent species were detectable in
the anisotropy data, the “uncomplexed” Aβ dimer and large aggregates. Thus, the
study suggested that the aggregation of Aβ is initiated by a nucleation event which is
followed by the formation of larger aggregates. This technique can be of great use for
diagnostic purposes, as the different species formed during aggregation could be
detected in the early stages. On the other side, labeling the protein with a fluorophore
having long lifetime would facilitate capturing the larger aggregates which would
have long correlation times. This study provides a new strategy to detect early olig-
omers and to unravel the underlying molecular mechanism.

Fig. 5 Time resolved anisotropy decays of Aβ 1–40 (normal peptide with fluo-peptide). The
traces in order of increased ‘r’ values represents anisotropy decay due to fluo-peptide only
followed by addition of normal peptide after incubation for 0, 1, 24, 72, 96, and 120 h. Reproduced
with permission from Elsevier (Ref. [29])
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2.6 Characterization of Protofibrils in Barstar

It was demonstrated that the time-resolved fluorescence anisotropy technique could
be successfully employed to gain insights into the structural reorganization of
barstar during various stages of aggregation at a residue-specific resolution [30].
For these experiments, the authors generated seven different single-cysteine mutants
of barstar, spanning along the entire polypeptide chain, whereby the thiol group of
each of the cysteine residue/mutant was chemically labeled by 5-((((2-iodoacetyl)
amino)ethyl)amino)naphthalene-1-sulfonic acid (IAEDANS). In this study, the
amplitude (α1; Eq. 2) of the fast rotational component (ϕfast; Eq. 2), which is
associated with the flexibility of the fluorescent probe (AEDANS), was efficiently
utilized to decipher the structural details of barstar oligomers and protofibrils en-
route to barstar fibrillation (Fig. 6). Briefly, analyses of each of the residue-specific
AEDANS anisotropy decay at different stages of barstar aggregation enabled the
recovery of both the local (fast) and global (slow) rotational correlation times and
the respective amplitudes. Since the amplitudes of the fast components showed a
large variability among the residue positions, a “dynamic amplitude map” was
created that delineated the following salient features of barstar aggregates: (i) during
barstar oligomerization at low pH, the C-terminal end becomes more structured
whereas the N-terminus does not participate in the oligomer formation and the
middle region also remains flexible, (ii) as the aggregation proceeds, and protofi-
brils are formed, all the amino acid residues of barstar except one become more
ordered inside the aggregate core without any drastic structural reorganization and
finally, (iii) the fibrils share a similar “internal structure” as that of the protofibrils
because the residue-specific AEDANS fluorescence dynamics remained almost
constant after the protofibrils were formed [30]. Additionally, it was reported that
the low pH-induced oligomers are the “on-pathway” species to protofibril and fibril
formation owing to the similarity of the dynamic amplitude maps at each stage
(Fig. 6).

Fig. 6 a Time-resolved fluorescence anisotropy decays of barstar in protofibrils with (AEDANS
labeled at Cys3, pink; at Cys14, blue; and at Cys40, red). b Dynamic amplitude map (βfast) of
barstar in the oligomeric-form (red) and in protofibrils (blue). c Atomic force microscopy image of
protifibrils. Reproduced with permission from Elsevier (Ref. [30])
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Studies on protein concentration dependence revealed that barstar aggregates
even at sub-micromolar concentrations. At low concentrations (≤1 μM), monomers
and the aggregates appear to coexist. This is evident from a dip-and-rise behavior in
the time-resolved fluorescence anisotropy decay (Fig. 7). It has been reported that a
dip-and-rise behavior in the time-dependent anisotropy is a definitive indication of
the presence of at least two populations of molecules consisting of a species having
a short fluorescence lifetime and fast rotational motion, along with another species
having a long fluorescence lifetime and slow rotational motion in the timescale of
fluorescence [31]. This is due to the fact that photons emitted at early time are
highly depolarized due to the fast rotational motion and/or extensive angular dif-
fusion, whereas photons emitted at late times are predominantly from the large
aggregate, which has a slow rotational motion and/or more restricted angular dif-
fusion. The two-population analysis of time-resolved anisotropy revealed that the
fraction of the aggregate is altered from *0.4 (0.5 μM of protein) to *1.0 (10 μM
of protein) at pH 2.7 at room temperature. The unusual dip-and-rise behavior is not
seen at protein concentrations higher than 5 μM, suggesting that nearly all the
molecules are transformed into aggregates at high protein concentrations. It should
be pointed out, however, that the absence of dip-and-rise behavior in the fluores-
cence anisotropy decay would not have ruled out the presence of two (or more)
populations (Unpublished results: S. Mukhopadhyay and G. Krishnamoorthy). This
technique will be useful to identify the population distributions of monomers and
aggregates as a function of protein concentration for many other pathologically-
relevant proteins.

Fig. 7 Protein concentration dependence of time-resolved anisotropy decays of barstar (AEDANS
labeled at Cys82) 5 min after a pH-jump to 2.7 at room temperature. a 0.5 μM; b 1 μM, c 5 μM and
d 10 μM. Analysis using a two-population model revealed that the fraction of aggregates
approaches 1.0 beyond 5 μM of barstar concentration (Unpublished results by S. Mukhopadhyay
and G. Krishnamoorthy)
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2.7 Mechanistic Insights into Aggregation of Serum Albumin

Recently, it has been demonstrated that steady-state fluorescence anisotropy could be
efficiently utilized to monitor the aggregation kinetics of serum albumin [32]. It was
reported that at low pH (pH 3), bovine serum albumin (BSA) forms a partially-
unfolded amyloidogenic precursor at room temperature that formed amyloid fibrils
when incubated at high temperature and in the presence of salt [32]. In order to
delineate the aggregation mechanism of BSA, a variety of fluorophores were used
independently. At high protein concentrations and before heating, the authors
observed a small increase in the anisotropy of tryptophan (intrinsic probe) and a
significant increase in the ANS (extrinsic probe; non-covalently bound to BSA)
anisotropy which was ascribed to the formation of soluble oligomers at room tem-
perature. Upon heating, a progressive increase in both the tryptophan and ANS
anisotropy was observed that reached to saturation quickly without any lag phase.
This observation suggested that at an elevated temperature, the large-sized aggregates
are formed from pre-formed oligomers. The BSA aggregation kinetics was also
monitored by labeling the single free cysteine (located in domain I of BSA) with
IAEDANS and changes in AEDANS anisotropy were recorded as a function of
aggregation. Due to its location the change in AEDANS anisotropy reflected the
changes in the domain I of BSA. At low protein concentration the steady-state
anisotropy of AEDANS-labeled BSA was low (*0.17) compared to that at higher
protein concentration and in the presence of salt at room temperature (*0.19)
indicating the formation of soluble oligomers. A sharp increase in AEDANS
anisotropy was observed upon heating and saturated at*0.26. Therefore, combining
all the fluorophore anisotropy data collected as a function of time, the study on BSA
aggregation suggested that, at higher protein concentration and in the presence of salt,
collapse of the extended hydrophobic patches occurs at room temperature leading to
oligomerization that eventually drives the formation of amyloid-like fibrils accom-
panied by a size increase. Thus the anisotropymeasurements of different fluorophores
provided detailed information on the mechanism of aggregation in BSA [32].

2.8 Detergent-Induced Oligomerization of Lysozyme

In another study, the steady-state fluorescence anisotropy technique was used to
decipher conformational and size changes during the lysozyme aggregation in the
presence of an anionic surfactant namely, sodium dodecyl sulphate (SDS) [33]. A
variety of fluorophores (intrinsic and extrinsic) were used to gain insights into the
mechanism. Under native conditions all the probes, including tryptophan, ANS and
dansyl, showed a high degree of rotational motion and thus low fluorescence
anisotropy. When the protein was incubated at pH 9.2 with SDS at a sub-micellar
concentration and at room temperature, there was a sharp increase in the steady-
state anisotropy of all the fluorophores. This observation suggested that the
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positively charged protein at pH 9.2 interacts with negatively charged SDS and
undergoes conformational changes, leading to the exposure of hydrophobic patches.
These hydrophobic patches promote the formation of aggregates, wherein the
probes get buried inside, resulting in a highly restricted mobility and a significant
increase in the anisotropy due to the formation of large-sized aggregates.

2.9 Membrane-Induced Folding of Amyloidogenic
α-Synuclein

A very recent report has demonstrated the utilization of steady-state fluorescence
anisotropy technique, in addition to other fluorescence methodologies, in discerning
the precise location of various residues of α-synuclein on a membrane surface. α-
Synuclein, a protein implicated in Parkinson’s disease, belongs to a class of Intrin-
sically Disordered Proteins (IDPs) that are devoid of stable structures and can adopt
different forms depending upon the binding partners [34]. The authors took the
advantage of non-availability of tryptophan and created 10 single tryptophan mutants
(F4W, A27W, Y39W, A56W, A69W, A78W, A90W, A107W, A124W, and
A140W) of α-synuclein. In order to determine the rotational mobility of α-synuclein
at a residue-specific resolution upon binding to a lipid membrane, the tryptophan
fluorescence anisotropies of all the locations were recorded. It was conjectured that,
due to binding-induced folding, the interaction between the membrane and few
specific residues of α-synuclein would dampen the rotational flexibility of tryptophan
that could be captured by the increase in the fluorescence anisotropy. The changes in
the anisotropy would also be affected by the exact positioning of the fluorophore on
the membrane surface. In the native/free (disordered) form, the anisotropies of all the
locations were low (*0.05) but demonstrated marked location-dependent variation
upon membrane binding-induced folding to a helical state. A fluorescence anisotropy
map was constructed based on the tryptophan steady-state anisotropy data that were
recorded at various residue positions under membrane-bound conditions. A sub-
stantial increase in the fluorescence anisotropy (rss > 0.15) for a few residues in the N-
terminus and the middle (NAC) domain (positions 4, 56 and 78) revealed that the
residues are tightly held with the membrane and therefore experience low rotational
flexibility. No significant changes in the tryptophan anisotropy (rss < 0.10) were
observed for the residues located in the C-terminus (positions 107, 124 and 140)
suggesting that the C-terminal region is not involved in the binding-coupled folding
event. A slightly lower anisotropy was observed for the residue positions 27, 39, 69
and 90 as compared to the positions 4, 56 and 78 indicating that the former residues
are located on the outer surface of the membrane and hence, demonstrate higher
degree of flexibility (Fig. 8). Taken together, these anisotropy data allowed us to
delineate residue-specific structural details of membrane-bound α-synuclein [34].
The time-resolved fluorescence anisotropy measurements on this lipid–protein sys-
tem is currently underway in our laboratory.
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2.10 Watching Protein Association in the Cell by Anisotropy
Imaging

Fluorescence anisotropy has been extended in the field of imaging to monitor the
spatial localization of proteins in the living cells [13, 35–38]. This has given a new
direction to the study of assembly, arrangement of cellular constituents and
membrane–protein interaction at the micro- and nano-scale resolutions. Confocal
fluorescence anisotropy imaging is a highly sensitive tool to elucidate both the
dynamics and the structural features of protein aggregates in the living system,
which can be further extended to study amyloid systems and drug screening pro-
cedures (Fig. 9). α-Synuclein aggregation was directly monitored in the cell lines by

Fig. 8 Steady-state fluorescence anisotropy of single tryptophan located at different residue
positions in α-synuclein; free IDP state (light grey) and membrane-bound form (dark grey)
(Adapted from Ref. [34])

Fig. 9 Confocal fluorescence anisotropy (CFA) microscopy of α-synuclein-C4-FlAsH aggregates
in SH-SY5Y cells. a CFA image and b associated fluorescence anisotropy image (Adapted from
Ref. [36])
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employing the fluorescence anisotropy imaging technique [36]. It was observed that
α-synuclein amyloidogenic aggregates were composed of multimeric and immobile
structures. Fluorescence anisotropy imaging can be coupled with homo-fluores-
cence resonance energy transfer (FRET) to understand the molecular details of
protein oligomerization since homo-FRET results in the fast depolarization and thus
leads to a decrease in the anisotropy even without a significant rotational mobility
[35]. This approach has provided valuable insights into the organization of sero-
tonin1A receptor assembly in the membrane [37] and homo-dimerization of amyloid
precursor protein at the plasma membrane [38] in live cells.

3 Conclusion and Future Directions

The application of fluorescence spectroscopy and imaging in biological systems has
expanded tremendously over the past decades and a number of biological processes
can now be studied at the single-molecule level. Fluorescence anisotropy mea-
surements have emerged as a very attractive technique to interrogate various steps
involved in the complex process of protein folding, misfolding, aggregation and
amyloid formation. The approach is not limited to detection of amyloids but can
potentially be extended to study the inhibition and/or reversal of aggregation that is
of paramount importance for designing the therapeutics against pathological con-
sequences of amyloids. We envision that the fluorescence anisotropy techniques
discussed in this article will find broad applications in the structural, molecular and
cellular understanding of various biologically important protein association, inter-
actions and aggregation.
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Nuclear Magnetic Resonance Spectroscopy
in Nanomedicine

Ping-Chang Lin

Abstract Retaining the essentials of noninvasive measurement and deep penetration
through living bodies, nuclear magnetic resonance (NMR) spectroscopy presents as a
useful adjunct to the in vitro and in vivo studies of nanomedicine. This chapter is
aimed at introducing basic NMR principles and certain NMR techniques relevant to
the field of nanomedicine, followed by exploration of physicochemical character-
ization and metabolic profiles responding to treatment and development in
nanomedicine.

Keywords Noninvasive measurements � Nuclear magnetic resonance � NMR
spectroscopy �Physicochemical characterization �Metabolic profiles �Nanomedicine

1 Introduction to Nanomedicine

Nanomedicine, emerging from nanotechnology that usually generates and imple-
ments materials at less than 100 nm scale, is a discipline of “science and technology
of diagnosing, treating, and preventing disease and traumatic injury, of relieving
pain, and of preserving and improving human health, using molecular tools and
molecular knowledge of the human body” [1]. According to the definition proposed
by the European Medical Research Councils of the European Science Foundation in
2004, nanomedicine was categorized into analytical tools, nanoimaging agents,
nanomaterials, nanodevices, novel therapeutics and drug delivery systems [1].
On the other hand, the US National Institutes of Health Roadmap for Medical
Research in 2004 stated that nanomedicine “refers to highly specific medical inter-
ventions at the molecular scale for curing disease or repairing damaged tissues, such
as bone, muscle, or nerve” (http://commonfund.nih.gov/nanomedicine/overview).
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Typically, the initiative structures of nanomedicine fabrication contain a length scale
between 1 and 100 nm and at least one dimension in the range of sub-nm to 100 nm
[2]. Emphasis on structures controlled at the nanometer scale has gathered numerous
new properties that do not exhibit at atomic or molecular levels, but instead, permit a
potential for a diverse array of applications, including those in biomedical disciplines
[3].

Conventional medicine generally relies on certain expression of disease symp-
toms (e.g. metabolic responses, infections and cancers) detected or diagnosed
through use of sophisticated, high-cost medical instruments, devices or implants,
while the therapy is then developed upon the corresponding clinical trials. On the
contrary, nanomedicine, which keeps more attention on nanoscale interactions
within biomolecules, cell organelles and cells, is aimed at achieving early diagnosis
and ensuring accurate dosage for treatment at the molecular or cellular level prior to
the appearance of traditional symptoms. At the present time, two major challenges
remain at the forefront of nanomedicine development: (1) how reliably to regulate
the assembly of more than one active component in a nanoscale vector, and (2) how
well to control the forms and dosages of the active agents spatially and temporally
released [4].

Despite being in the early stages of development, the realm of nanomedicine
embraces a myriad of nanomaterials retaining potential for positive impacts on
healthcare applications and revolution in medical research in the areas of drug
delivery, therapy, diagnostic and therapeutic multi-functional systems, imaging
agents and sensing/monitoring techniques for disease diagnosis or response to dis-
ease pathogenesis, and nanotechnologies for facilitation of biomedical discovery and
research [5, 6]. Once the intrinsic characteristics of nanomedicine, such as phar-
macokinetics and cytotoxicity, are fully comprehended, the progress of nanomedi-
cine development can be expected to improve the delivery, efficacy, bioavailability,
correct dosage, targeting ability and personalization of nanopharmaceuticals asso-
ciated with disease diagnosis and treatment [7–9].

Overall, engineered materials with dimensions similar to biological moieties at
the nanoscale can possibly be implemented as diagnostic nanomedicine, therapeutic
nanomedicine, or both [10–12]. Available nanomaterials that can be considered
nanomedicines include various polymer, protein or drug conjugates/complexes,
liposomes, niosomes, micelles, dendrimers, emulsions, nanocrystals, nanoparticles,
nanocapsules, carbon nano-platforms and quantum dots. Certain types of nanom-
aterials are shown in Fig. 1 [5, 13–16].

The physiological behavior associated with nanomedicines can influence the
therapeutic efficacy, diagnostic accuracy, or both; therefore, in this context, it is
necessary to understand the physicochemical characteristics of nanomedicines
affecting their distribution and behavior in vivo [18]. Because the physiological
interactions in the body may be highly impacted by the in vivo biodistribution,
passage, phagocytosis and endocytosis of nanomedicines, which are essentially
different from those of conventional medicines, it is important to develop robust
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standards to directly respond to assessment of the potential of fabricated nanoma-
terials and to provide guidance for ensuring the quality control, safety and toxicity of
nanomedicines [19, 20]. For evaluation of the physicochemical properties of man-
ufactured nanomedicines, many techniques routinely applied to conventional
pharmaceuticals can also be used in the same manner [21]. Indeed, several nano-
material-related characteristics are crucially important and require investigation
through commonly applied modalities or new specific technologies to comprehend
the in vivo behavior of the nanomaterials. In this chapter, we mainly address the
applications of NMR spectroscopy to nanomedicine, after briefly describing the
NMR principle and relevant NMR techniques applicable to physicochemical char-
acterization of nanomedicines.

Fig. 1 Nanomaterials used in nanomedicine. The surface of a nanomedicine is possibly covered
with hydrophilic surfactants, such as polyethylene glycol, and its interior core can be formed by
solid materials, liquid materials or an encapsulated drug. Reproduced with permission from Ref.
[17], Future Medicine Ltd
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2 Basic Principles of NMR

Since the first NMR phenomenon experimentally detected by Felix Bloch and
Edward M. Purcell in 1946, the theoretical and experimental frameworks of NMR
spectroscopy have been continuously developed to interpret the NMR spectral
features associated with molecular structures and chemical exchange processes.
Although a detailed account of NMR theory is not within the scope of this chapter,
a few important, relevant equations and milestones are still worth noting.

NMR is a study of the interactions between nuclear magnetic moments and
imposed magnetic field, during which the emission and absorption of electro-
magnetic radiation can be observed [22]. For a nuclear spin subjected to any sort of
magnetic field, B0, the Hamiltonian representing the interaction energy between the
spin and the magnetic field can be converted into the Larmor equation:

x0 ¼ �cB0 ð2:1Þ

where the spin vector precesses about the axis of the magnetic field at frequency x0,
and the gyromagnetic ratio γ, a constant for the specified nucleus, is formulated by
the magnetic moment μ, the nuclear spin I, and the reduced Planck’s constant �h:

c ¼ l=�hI ð2:2Þ

The resonance frequency x0 is, in fact, sensitive to the chemical environment
induced by electronic shielding responding to external magnetic field. As placed in an
external magnetic field, a nucleus—located at different positions in a molecule or
different molecules—may experience various degrees of electronic shielding, which
are caused by the opposite rotation of the surrounding electrons to the nuclear spin
precession and are referred to as the chemical shift. Therefore, the Larmor equation is
then modified by introducing the electron-generated magnetic field into the effective
magnetic field B at the nucleus:

x0 ¼ �cB ¼ �cB0ð1� rÞ ð2:3Þ

where r is the shielding constant.
To detect the precessional motion of nuclei from the viewpoint of classical

mechanics, the net longitudinal magnetization, which is the ensemble of nuclear
magnetic moments constructed by the population difference between the nuclear
spin states along the direction of the external magnetic field B0, must be tipped from
its equilibrium position towards the transverse plane by applying a second magnetic
field B1 in the transverse plane [23]. In modern NMR techniques, a RF pulse or a
RF pulse sequence, i.e. the B1 field, is applied to induce the magnetization pre-
cession at the Larmor frequency, which can be expressed by the Bloch equations in
the presence of relaxations in the laboratory frame [24]:
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dMxðtÞ
dt

¼ cðM tð Þ � B tð ÞÞx �
MxðtÞ
T2

ð2:4Þ

dMyðtÞ
dt

¼ cðM tð Þ � B tð ÞÞy �
MyðtÞ
T2

ð2:5Þ

dMzðtÞ
dt

¼ cðM tð Þ � B tð ÞÞz �
Mz tð Þ �M0

T1
; ð2:6Þ

where the magnetization MðtÞ ¼ Mx tð Þ̂iþMy tð Þ̂jþMzðtÞk̂, the external magnetic
field BðtÞ consists of the static magnetic field B0 and the time-dependent B1, and the
magnetization relaxation times include T1, the spin-lattice relaxation time, and T2,
the spin-spin relaxation time. The RF signal induced from magnetization precession
is then obtained by a receiving coil placed in the transverse plane.

Free induction decay (FID), which is the time-dependent signal generated from
nuclear magnetization precession, can be processed into the frequency-dependent
spectrum through Fourier transformation (FT). This process was first introduced as
pulsed FT NMR by Ernst and Anderson in 1966 [23, 25]. Due to the capability of
rapid data accumulation, the FT NMR method since then has been applied in
different aspects: collection of all spectral information in an FID, increase of sen-
sitivity and improvement of signal-to-noise ratio in a rather short period of time,
and dynamic studies of rapid processes including chemical reactions and relaxations
[22]. In addition, studies of biomolecules, cells, tissues and in vivo applications
have been fostered through many modern NMR techniques, including relaxation
measurements and two-dimensional (2D) FT NMR spectroscopy.

Magnetization relaxation is the process of the spin system regaining its equilib-
rium state after the RF pulse perturbation. The two relaxation components, T1 and
T2, are depicted in the Block equations (Eqs. 2.4–2.6). T1 relaxation is associated
with the restoration of spin populations to the Boltzmann distribution by transferring
the excited-state energy of the spins to the surrounding lattice, while T2 relaxation is
related to the entropy process of transverse magnetization disappearance caused by
elimination of phase coherence through exchanging rather than losing energy
between spins [23, 26]. The mechanism of longitudinal T1 relaxation, also referred to
as spin-lattice relaxation, is caused by the ensemble of changes in individual mag-
netic moments interacting with the local magnetic field oscillating at the Larmor
frequency, i.e., the magnitudes and orientations of the magnetic moments are altered
due to the thermal motion of associated atoms or molecules [27]. The process of
transverse T2 relaxation, also named spin-spin relaxation, results from the interaction
of individual magnetic moments with the local magnetic field oscillating at the
Larmor frequency and from a slightly different precession frequency caused by the
distributed local magnetic field at every individual magnetic moment [27].

2D FT NMR spectroscopy is a set of NMR methods that process acquired data
into a two-dimensional frequency space and are particularly useful for determina-
tion of molecular structures. The first 2D NMR experiment, which is known as
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homonuclear correlation spectroscopy (COSY), was proposed by Jean Jeener in
1971, followed by a theoretical description of COSY and a thorough statement of
2D NMR spectroscopy reported by Richard Ernst and coworkers in 1976 [23, 28].
This contribution opened a gate to the development of modern multidimensional
NMR techniques that play an important role in various disciplines such as organic
chemistry, structural biology, and molecular and cellular pharmacology. Although
3D or higher dimensional spectra can be achieved in high-resolution liquid state
NMR spectroscopy, this chapter rather provides a brief description of 2D meth-
odology as frequently encountered for in vivo NMR spectroscopy [23].

Most of the 2D NMR experiments consist of four time periods: preparation,
evolution, mixing and detection (Fig. 2) [23]. The duration of preparation time is
typically designed long enough to permit the spin system to achieve the equilibrium
state, and the spin system is generally perturbed into some coherence by applying
certain types of pulses and delays at the end of this period. Evolution time t1 is
referred to as the indirectly detected domain because the spin system is not detected
by the receiver coil but would rather freely precess. For example, the spins precess
and dephase at their Larmor frequency according to the spin-spin relaxation T2, if a
90° pulse is applied prior to the evolution time. The length of evolution time t1 is set
to zero in the beginning and then incremented by a constant Dt1, with an individual
FID stored for each increment of t1. In mixing time, the coherence present at the end
of t1 is manipulated into an observable signal by another set of pulses and delays.
Alternatively, magnetization associated with one spin may be transferred to another
spin with a sinusoidal amplitude modulation during this period. During detection
time t2, the magnetization in the transverse plane is observed as an FID in the same
fashion used in the one-dimensional FT NMR spectroscopy.

In practice, a time-domain 2D NMR experiment of variables t1 and t2 is Fourier
transformed with respect to both the time variables into the 2D frequency-domain
spectrum, in which the contour plot possesses an advantage in identifying and
studying coupled resonances embedded in more intense resonances shown in the
regular 1D NMR spectra. Among thousands of 2D NMR pulse schemes proposed,
certain pulse sequence techniques have been representatively used in the wide-
spread applications across various research areas.

COSY, the first introduced 2D NMR technique, has been used extensively to
identify nuclei sharing a scalar coupling [22]. The loci of cross-peaks (i.e. off-diagonal
peaks) in a COSY spectrum correlate the scalar-coupled nuclei at the corresponding
chemical shifts. To study the secondary and tertiary molecular structures, 2D nuclear

Fig. 2 Schematic diagram of a generic 2D NMR experiment
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Överhauser enhancement spectroscopy (NOESY) is performed to examine the
occurrence ofmagnetization transfer between nuclei, which is through themechanism
of dipole-dipole interaction during the mixing time. The appearance of cross-peaks in
aNOESYspectrum indicates the spatial closeness of the corresponding nuclei, and the
cross-peak intensities can be used for conformational analysis [22, 27]. In addition, the
exchange spectroscopy, used for the study of chemical exchange processes, adopts the
same NOESY pulse sequence, in which the mixing time is designed to observe
chemical exchanges. Further, multiple quantum spectroscopy has been increasingly
implemented in 2D experiments, through which the evolution of unobservable mul-
tiple-quantum coherence during time t1 can be detected indirectly [27]. Also, the idea
of multiple quantum coherence can be very useful in in vivo applications via applying
a spectral editing technique selectively to exclude undesired spin signals in order to
simplify an NMR spectrum [23].

3 Physicochemical Characterization of Nanomedicines

3.1 Overview of Physicochemical Characteristics
of Nanomedicines

Compared with the bulk material counterparts, nanoscale materials, including what
are considered as nanomedicines, possess distinct physicochemical properties such
as size, size distribution, shape, composition, molecular weight, purity, surface
properties, stability, solubility and aggregation state [29]. Most of these properties
are highly associated with particular physiological interactions and may provide
benefits to medical applications, e.g. improvements in efficacy, reduction of side
effects, prevention and treatment [6, 17, 21].

Among the physicochemical properties of nanomedicine, size plays a critical
role in regulating circulation in the bloodstream, penetration across the physio-
logical drug barriers, site- and cell-specific localization as well as induction of
cellular responses [30–32]. The shape of nanomedicine affects efficiency of drug
delivery, flow and adhesion of drug delivery carriers throughout the circulatory
system, in vivo circulation time, cellular uptake, degradation, biocompatibility and
retention in tissues and organs [33–42]. Furthermore, the disposition and translo-
cation of a nanomedicine in an organism may be influenced by the shape, together
with the size and agglomeration state, of the nanomedicine [43]. Chemical com-
position is an important factor that determines toxicity of nanomaterials and also
influences the transport, delivery and biodistribution of nanomedicines [44, 45].
Purity determination is crucial because the impurities of nanomedicine, which
typically result from the side products of nanomedicine formulation, can not only
connect with nanomedicine reproducibility but significantly impact drug efficacy as
well as introduce unfavorable side effects [18, 21]. Surface properties are of
intrinsic importance due to typical occurring interactions of nanomedicines with
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biological organisms at the surfaces [43]. Among the surface properties of nan-
omedicines, surface composition is associated with the superficial layers but not
with the bulk materials, while surface energy is related to the dissolution, aggre-
gation and accumulation of nanomedicines [18]. Surface charge, which is typically
estimated by zeta potential, controls the dispersion stability or aggregation of
nanomaterials and may affect physiological barrier penetration and receptor bind-
ing. Beyond the surface properties, species absorbance/adhesion potentially chan-
ges the activity and conformation of the attached species and leads to alteration in
the surface composition of the nanomedicine [18]. The stability of a nanomedicine
may impact its corresponding toxicity, which is possibly induced by several factors,
such as temperature, pH, particle size and the presence of other excipients or
impurities, during synthesis and storage, or even in vivo [21, 45, 46].

3.2 NMR-Accessible Physicochemical Characteristics

NMR spectroscopy is a nondestructive/noninvasive technique that can be utilized to
detect the composition of the sample examined [18]. In addition to requiring limited
sample preparation to reduce artefacts or structural deterioration, it possesses a high
sensitivity to changes in the local environment for resolving the structures of
amorphous materials, polymers and biomolecules with apparent lack of long-range
order [18, 47, 48]. Moreover, compared with the other spectroscopic approaches
applied to nanomedicine characterization, NMR spectroscopy provides an advan-
tage in simultaneously, unambiguously identifying the chemical composition and
structure in an inhomogeneous system (Table 1) [49, 50]. In many circumstances
the molecular mobility, intermolecular distances and diffusion properties of indi-
vidual components can be answered via NMR spectroscopy as well [49, 50].
Through specific designation of RF and gradient pulse sequences for NMR mea-
surements, the dynamics of species investigated, including relaxation, molecular
conformation and molecular mobility interaction, can be evaluated in different
conditions [47, 51, 52]. Although the main drawback of low detection sensitivity of
NMR spectroscopy indicates the demands of increasing sample amount and

Table 1 NMR spectroscopy for evaluation of the physicochemical characteristics of
nanomedicines

Physicochemical
characteristics
analyzed

Strengths Limitations Refs

Size (indirect
analysis)
Structure
Composition
Purity
Conformational
change

Non-destructive/non-invasive
method
Unambiguous identification of
molecules and compounds
Limited sample preparation
requirement

Low sensitivity
Time consuming tatic
Relatively large sam-
ple size requirement
Scarce NMR
active nuclei

[21, 50,
52–60]
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acquisition time for measurement to reach a certain level of signal-to-noise ratio, the
increasing sample amount can be of benefit to exclusion of the influence of sample-
sample holder interference (Table 1) [18, 48, 52].

Several physiochemical characteristics belonging to nanomedicine candidates can
be determined or investigated by NMR spectroscopy, for example, the structure,
purity and functionality in dendrimers, polymers and fullerene derivatives, and the
conformational changes occurring in the interactions between ligands and nanoma-
terials [21, 53–56]. The diffusivity of nanomedicine can be evaluated using pulsed
field gradientNMRtechnique, throughwhich the sizes and interactions of investigated
species were calculated [57]. The subsections below briefly address the physico-
chemical characteristics of nanomedicine generally accessible to NMR spectroscopy.

3.2.1 Size

The size of nanomedicine or nanomaterial is generally considered as the diameter of
a sphere whose selected physical property is equivalent to that of the examined
nanomaterial in the same condition [61, 62]. A frequently adopted model is the
volume diameter of a nanomedicine, meaning the nanomedicine of equal volume to
the modeled sphere [61]. Another model is the hydrodynamic diameter of a
nanomaterial, referred to as the effective size calculated from the diffusion coeffi-
cient using the Stokes-Einstein relationship [61].

The size of a material governs its total surface area, which reflects the inter-
ference probability of the reactive components. For a sphere of radius r, the volume
V of the sphere is linearly proportional to r3 while the surface area of the sphere
scales with r2. The fraction of reactive components on the surface of a spherical
material is associated with the ratio of the surface area to the volume of the material,
which is proportional to the reciprocal of radius r and is depicted by dispersion
F (Eq. 3.1 and Fig. 3) [63]. For cubic materials of edge length d and for cylindrical
materials of cross-sectional radius r and fixed length L, the dispersions retain in the
very similar manner (Eqs. 3.2 and 3.3) and are also shown in Fig. 3:

F ¼ 4pr2

4pr3=3
¼ 3

ffiffi
½

p
3�4p
V

ð3:1Þ

F ¼ 6d2 � 12d þ 8
d3

¼ 6ffiffi½p
3�V � 12ffiffi½p

3�V2
þ 8
V

ð3:2Þ

F ¼ 2pr2 þ 2prL� 4pr
pr2L

¼ 2:2
ffiffi
½

p
3�10p

V
� 0:4

ffiffi
½

p
3� 10p

V

� �2

for L ¼ 10r

ð3:3Þ

Overall, simply reducing the size of nanomedicine can dramatically increase its
surface area per unit mass, which enhances the interference probability of the
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reactive surfactants, possibly causing alterations in the physicochemical and
physiological properties of the nanomedicine [21].

3.2.2 Composition and Purity

In the process of fabricating nanomedicine, it usually comprises two or more types
of nanomaterials to form a complex, e.g. a chelate, a conjugant or a capsule;
therefore, even engineered nanomedicine formulation without contamination may
exhibit notable heterogeneity and polydispersity [21, 64]. Further, the complexity of
engineered nanomedicine causes the distinct difference between physicochemical
characterization of nanomedicine and that of traditional pharmaceuticals [64].
Because numerous types of nanomaterials can be implemented in the production of
nanomedicine, consequent composition analysis of the nanomaterial complex is
more complicated than that for a single entity [18, 21, 65].

Due to potential heterogeneity and polydispersity in an engineered nanomedi-
cine, the purity of the nanomedicine must be determined in the complex of different
components by defining a rational range rather than absolute purity standard [21,
64]. Indeed, the acceptable range of purity must meet necessary safety regulation
and efficacy profile for the formulation through testing a large number of the
randomly sampled component materials and batch-to-batch synthetic reproduc-
ibility [64]. In general, determination of nanomedicine purity can be accomplished
through analysis of the chemical composition. Prior to finalizing the formulation of
a nanomedicine and proceeding with the composition analysis, proper purification
processes are required to remove any residual manufacturing components or side
products to ensure the absence of endotoxin contamination [66].
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3.2.3 Structure and Conformational Alteration

Available in a regular crystalline structure, an amorphous form or a non-crystal-
lographically symmetric pack is the structure of a fabricated nanomedicine, which
is generally governed by the size, chemical composition, number of components or
atoms, and chemical interactions between the components/atoms of the nanomed-
icine [67]. In addition, covalent bonding, ionic bonding, hydrogen bonding, van der
Waals forces and dipole-dipole interaction can engage in the settlement of a
nanomedicine structure [67]. For instance, covalent bonding conducts the devel-
opment of rigid bond angles, and metallic bonding, which is referred to as the
constitution of electrostatic forces between delocalized conducting electrons from
electron clouds and positively-charged metallic ions, performs a close-packed
arrangement for metal atoms [68].

While engineered nanomedicines such as nanoparticles enter living environ-
ments, proteins or enzymes presenting in a biological fluid adhere to the surface of
nanomedicines to form a nanomaterial-biological component interface that is the
primary structure of a protein corona in a dynamic, competitive process [69–71]. The
nano-bio interface is not at steady state and is likely formed in an inhomogeneous
and dynamic/transient environment that may be affected by the nature of binding
ligands, hydrophobic and charged regions, as well as free-surface-energy-induced
conformational changes or reactive oxygen species [70]. These adhered proteins or
enzymes undergoing conformational alteration or aggregation in different manners
can result in exposure to cryptic epitopes, potentially trigger inappropriate cellular
responses and induce unknown consequences [71–73].

3.3 Physicochemical Characterization of Nanomedicines
Using NMR Spectroscopy

For characterizing the physicochemical properties of nanomedicines addressed in
Sect. 3.2, several NMR spectroscopic techniques have been applied in a frequent
manner, such as the pulsed gradient spin-echo (PGSE) technique for size mea-
surement, the liquid- and solid-state NMR techniques, as well as the 2D NMR
spectroscopy, for structural examination, and the High-Resolution Magic Angle
Spinning (HR-MAS) NMR for composition confirmation. The following examples
illustrate the applications of NMR spectroscopy to nanomedicine characterization.

The PGSE NMR spectroscopy has been implemented to measure the size and
size distribution of colloidal materials fabricated from macromolecular amphiphiles
and nanoparticles by analyzing the objects’ diffusivities in solution or dispersion
[57]. Given the self-diffusion coefficient D of a nanomaterial, determined in the
PGSE NMR measurement, the hydrodynamic radius rH of the nanomaterial can be
calculated from the Stokes-Einstein equation, on the assumption of spherical
objects:
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rH ¼ kBT
6pgD

ð3:4Þ

where kB stands for Boltzmann constant, T is absolute temperature and g represents
solution viscosity. The capability of the PGSE NMR method has been demonstrated
in a study that the accurate size distributions of polysulfide nanoparticles and
polymersome vesicles were performed by examining the diffusion coefficients of the
poly-ethylene glycolylated surfaces in both the colloidal systems [57]. In the anal-
ysis of these two colloidal systems, the PGSE NMR measurements were also used to
detect the population differences among the nanoparticles, vesicles and colloidal
components such as micelles, and to investigate the purification efficiency [57].

Similar to the PGSE method, the pulsed gradient stimulated echo NMR mea-
surement has the ability of measuring the apparent diffusion coefficients of poly-
styrene latex nanoparticles [74]. As considering the long-range electrostatic
interaction between polystyrene latex nanoparticles, the hydrodynamic sizes of the
nanoparticles in pure and sodium dodecyl sulfate aqueous solutions were accurately
determined through use of the Stokes-Einstein equation after extrapolative deter-
mination of the true diffusion coefficients [75].

In a structural study of butyl-passivated silicon nanocrystals nc-Si/Bu, the multi-
nuclear liquid- and solid-state NMR spectroscopies, which are critical to characterize
passivated reaction products, were used to observe the butyl group bonded to the
silicon nanoparticle surface [76]. Upon analysis of the scalar J couplings of 29S-13C in
the liquid-state NMR spectra and the through-space dipolar couplings in the 1H-29Si
solid-state NMR spectra, the formation of butyl-capped nanocrystalline silicon was
verified [76]. Similar NMR approaches can be applied to a variety of nanoparticle
systems of different isotopes including 111Cd and 197Au [76].

A ligand shell coating on a metal core-shell nanoparticle is the key of response to
the particle’s solubility and interfacial properties, while the structure of the ligand
shell can be determined by implementing 1D and 2D NMR techniques. In a study
of nanoparticles consisting of a gold core and a self-assembled thiolated monolayer
constructed by a binary mixture of aliphatic and aromatic ligand molecules at
varying composition, the structure of a thiolated monolayer shell was investigated
through using 1D NMR and 2D NOESY [77].

Solution NMR can also be used to assess aqueous solubility enhancement and
cytotoxicity reduction through, for example, characterizing the structure of
hydrophilic polymer-capped nanoparticles [78]. By directly heating carboxylated
multiple-walled carbon nanotubes (MWCNT) in poly(propionylethylenimine-co-
ethylenimine) (PPEI–EI) random amino-polymer melt, the proton signals at *2.0
and *2.8 ppm were absent in the 1H NMR spectra of the PPEI–EI polymer-
functionalized MWCNTs, in comparison of the spectra of PPEI–EI [79]. The signal
absence was responsible for the amidation and esterification of ethylenimine units
with the nanotube surface-bound carboxylic groups in the functionalization of
MWCNT samples [78, 79].
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In the last few years, HR–MAS NMR using magic angle spinning for non-solid
materials has been extensively applied to the biological and biomedical fields
because it can generate high-resolution NMR spectra for tissue and cellular samples
measured in heterogeneous nature [80]. Through utilizing the advantage of HR-
MAS NMR accurately to characterize surface-attached ligands and modified sur-
faces, a study has successfully investigated individual synthetic steps of the
cyclopeptide immobilized on the surface of poly(vinylidene fluoride) based nano-
particles, while another study examined the process of thermolytically produced
thiol-derivatized silver clusters [80–82].

4 NMR-Based Metabonomics

4.1 What Is Metabonomics?

Several developing disciplines are currently applied thoroughly to understand the
nature of many normal physiological and disease processes, including (i) genomics,
which focuses on the systematic study of the whole genome of a cell or organism
for investigation of a genetic complement, (ii) transcriptomics, which primarily
concerns the complete set of RNAs encoded by the genome of a specified cell or
organism for examination of gene expression, (iii) proteomics, which aims at the
large-scale study of proteins within a cell or organism for analysis of protein
synthesis and cell signaling, (iv) metabolomics, which emphasizes on metabolic
profiling and fluxes, particularly with normal endogenous metabolism, at a cellular
or organ level, and (v) metabonomics, which mainly examines perturbations of
metabolic profiling and regulation of function caused by diseases, drugs, environ-
mental factors and extragenomic influences [83, 84]. In these ‘omics’ techniques,
alterations in gene expression and proteomic data do not always act as the surrogate
endpoints in diagnosis of disease or evaluation of drug efficacy, but merely reflect
the potential for the endpoint changes [84]. On the contrary, changes in metabolic
profiles caused by metabolism disruption after a drug or noxious agent/stressor
exposure are the endpoint observations, revealing the connection of the metabo-
nomics measurements with cellular function and the overall physiological state in a
cell or organism [84, 85].

Metabonomics, referring to the quantitative assessment of the dynamic responses
of metabolites in a multicellular system to xenobiotic exposures such as patho-
physiological intervention and genetic modification, provides a platform for
investigating the complex consequences of toxic reactions, disease processes and
genetic manipulation [84, 86]. A myriad of sample types in various biological
systems at different degrees of complexity from biofluids, cells and tissues to
animal models and human subjects can be analyzed using metabonomics [85].
Metabonomics is a powerful tool consisting specific analytical techniques and
pattern recognition methods. The analytical techniques are implemented to explore
metabolic signatures, followed by applying pattern recognition methods, such as
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multivariate statistics, to latent-information extraction, primary pattern discrimina-
tion and identification/prediction of objects unknown to the implemented analytical
techniques in complex datasets (Fig. 4) [84]. Among a number of spectroscopic
techniques employed to produce the metabolic profiles of biomaterials for a me-
tabonomic study, NMR spectroscopy possesses advantages in sample handling,
non-destructivity, analytical reproducibility, molecular identification and instru-
mental robustness, accompanied with the capabilities of molecular dynamics
analysis and tissue sample measurement [84, 87].

4.2 Applications of NMR-Based Metabonomics

Over the last years, NMR-based metabonomics has been increasingly utilized in
disease and disorder diagnoses, drug discovery and development, and nutrition and
toxicology researches through studying different biofluids, e.g. urine, serum and
cerebrospinal fluid, on a metabolic basis [85, 88, 89]. In the aspect of drug
development, for instance, environmental complications may modulate drug
metabolism and toxicity, and may further restrain the predictions of drug-induced
responses through pharmacogenomics [90]. Thus, a metabonomics-based approach
named pharmacometabonomics has been proposed to predict the beneficial or
adverse effects of potential drug intervention through analyzing biofluid metabolite
profiles obtained from NMR spectroscopy [91]. An example of pharmacometabo-
nomic study exhibited that subjects at high predose urinary levels of p-cresol sulfate
reduced the capacity for acetaminophen sulfonation, and also predicted the con-
nection of an individual’s predose urinary metabolite profile with the postdose
urinary fate of a normal dose of analgesic and antipyretic drug acetaminophen [90].

In a nutrition study, 1H NMR spectroscopy was incorporated into a metabo-
nomic approach to the biochemical effects of dietary phytoestrogens [92]. The 1D
and 2D NMR spectral profiles were acquired in urine collected from premenopausal
women before and after soy or miso consumption in the controlled dietary

Fig. 4 Procedure of NMR spectroscopy based metabonomics. Reproduced with permission from
Ref. [84], Nature Publishing Group. a NMR spectra, b Primary data reduction, c Unsupervised
mapping of data in three-dimensional space, d Supervised classification and calculation of
confidence limits
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intervention. The chemometric investigation of subtle changes in the NMR spectral
profiles exhibited the impact of soy isoflavone-rich diets, particularly the
unconjugated soy isofavone form such as miso, on balance perturbation in a few
osmolytes such as betaine, choline, creatinine and creatine [92].

Instead of examination of collected urine, another NMR-based metabonomic
study was to investigate the serum metabonome in the obese and lean strains of
swine [93]. Multivariate analysis of the NMR spectra of serum collected in these
two strains of swine revealed distinct metabonome profiles in which certain
metabolites’ levels in the obese pigs were significantly higher than those in the lean
ones, indicating different metabolisms existing between these two strains [93].

As an approach of toxicological screening, the high-resolution 1H NMR spec-
troscopy was applied to the analysis of biological fluids to illustrate metabolic
response with respect to the mechanism or the texture of toxic processes in an
organism [94]. Examples include a study of toxicological responses to acetami-
nophen overdose through analysis of urine and plasma in human hepatocyte
transplanted chimeric mice [95]. The NMR-based metabonomic analysis showed a
decrease in urinary endogenous 2-oxoglutarate, an intermediate metabolite in the
TCA cycle, and an increase in β-hydroxybutyrate, a ketone body that is the final
product of the acetyl-CoA metabolic pathway, in plasma after acetaminophen
administration [95]. The alterations in the observed endogenous metabolites may be
caused by suppression of energy metabolism and TCA cycle, referring to the effect
of acetaminophen-induced hepatotoxicity [95, 96].

Another toxicity study using 1H NMR-based metabonomics was to examine the
metabolic response after administration of a toxic organophosphorous compound
tributyl phosphate [97]. The 1H NMR spectra collected in the urine of the tributyl
phosphate exposed rats revealed the disturbance of endogenous urinary metabolites,
among which three tributyl phosphate-associated metabolites, namely, dibutyl
phosphate, N-acetyl-(S-3-hydroxybutyl)-L-cysteine and N-acetyl-(S-3-oxobutyl)-L-
cysteine were the key factors in segregating the tributyl phosphate treated group
from the control group in the metabonomic analysis [97].

4.3 NMR-Based Metabonomics in Nanomedicine

Metabonomics has potential to provide a thorough evaluation of the bioactivities of
nanomedicines, although it is still relatively underexplored in characterizing or
profiling nanomedicines [85]. However, from the aspect of investigation modern
NMR technology possesses an advantage that various metabolites in biofluids can
be detected simultaneously at high sensitivity, which is suitable for metabolomic
studies. Therefore, the combination of NMR spectroscopy and metabonomic
analysis techniques will most likely benefit the characterization and regulation of
nanomedicines.

The concern of in vivo toxicity may overwhelm the application of a particular
nanomedicine in clinical practice. Nanomedicine-induced metabolic changes are
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possibly associated with in vivo toxicity or toxic effect that can be examined
through use of metabonomic analysis of the acquired NMR data. By adopting the
NMR-based metabonomics, several studies have successfully demonstrated the
toxic or biochemical impacts of extensively used nanoparticles including titanium
dioxide (TiO2), silicon dioxide (SiO2) and ultra-small superparamagnetic particles
of iron oxides (USPIO):

Toxicity of TiO2 nanoparticles. Among a wide range of applications in manu-
factured TiO2 nanoparticles, a recent study examined the toxicological effect of the
administered nanoparticles on rats at three concentration levels of oral exposure
[98]. The collected rat urine and serum were investigated by 1H NMR spectroscopy,
followed by a metabonomic approach using principal component analysis and
partial least squares analysis. According to the NMR-based metabonomic analysis,
the complex disturbance in endogenous metabolites of urine and serum exhibited
the impact of TiO2 nanoparticle treatment on energy and amino acid metabolisms as
well as on the minor injuries in liver and heart [98].

Toxicity of SiO2 nanoparticles. SiO2 nanoparticles have been innovated as an
emerging drug delivery system due to their possessing particular structures and
functions. As no surprise, they also raise toxicological concerns in public. Recently,
a study of SiO2 nanoparticles showed that sub-acute hepatoxicity was induced in
rats after intranasal exposure of SiO2 nanoparticles, in addition to pulmonary
inflammation, myocardial ischemic damage, atrioventricular blockage and neuro-
toxicity responding to SiO2 inhalation reported in literature [99]. The NMR-based
metabonomic approach to SiO2-nanoparticle exposed rat serum showed the ele-
vation of lactate, alanine, acetate and creatine levels, indicating hepatic dysfunction
verified in the serum biochemistry test of significant increases in ALT and AST
enzyme activity levels [99].

Influence of USPIO nanoparticles on a biochemical process. USPIO, typically
composed of an iron oxide core and a hydrophilic coating, is an example of nano-
particles used to enhancemagnetic resonance imaging contrast for detection of lymph
node metastasis, carotid atherosclerotic lesions, stroke, brain tumor proliferation,
multiple sclerosis and spinal cord injury based on their properties of “superpara-
magnetic” susceptibility, long circulating lifetime in the bloodstream and prevention
of early uptake by monocytes or macrophages after intravenous administration [100,
101]. However, the influence of nanoparticles on the biochemistry of macrophage
cells is nearly opaque, particularly in the intracellular biochemical processes [102].
Through the HR-MAS 1H NMR spectroscopy and multivariate analysis, Feng et al.
demonstrated that macrophage-like cells responded to USPIO exposure with changes
in cellular metabonome linked to energy production and the TCA cycle [102].
According to the study, the metabolic properties of macrophage appeared to be the
temporal index of phagocytosis and release of USPIO, as well as the information on
cell membrane modification [102].

The universal, non-selective vision of metabolic profiles performed by the NMR-
based metabonomics has demonstrated the capability of exploring unexpected but
valuable assets, particularly for those nanomedicines’ properties hardly character-
ized by conventional parameters [85]. However, the low sensitivity of NMR
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techniques may generate an obstacle of detecting the metabolites or compounds at
low concentration levels, which can, fortunately, be complemented by high-sensi-
tivity Mass Spectroscopy. Given the accessibility of metabonomics to cell culture,
animal model and human subject researches, the method of NMR-based metabo-
nomics practically integrates the in vitro and in vivo toxicological studies of nan-
omedicines through characterization of the cellular metabolic phenotypes in vitro
[85]. Still, oversimplification of the in vitro model should be taken into account. In
this manner, an adequately large sample size is required to minimize bias, variance,
or both resulting from different undesired factors in individual samples and to
develop appropriate multivariate statistics models. Having the strength of integrating
data collected, for example, by NMR spectroscopy from the different biological
matrices of the same organism, the metabonomics will likely offer a more complete
and comprehensive picture of the effects of a particular nanomedicine.

5 Other NMR Spectroscopy Applications in Nanomedicine

NMR spectroscopy is one of the major tools for elucidation and confirmation of
the structures of newly synthesized and natural compounds in pharmacology and
the pharmaceutical industry [103]. It has also been widely used to determine the
composition, impurities and complexity of conventional drugs, as well as the drug
behaviors in acidic and basic solutions. In the area of nanomedicine, NMR spec-
troscopy has been frequently involved in physicochemical characterization of
engineered nanomaterials and metabonomic analysis of organismic response
(Sects. 3.3 and 4.3). In addition, NMR spectroscopy plays an important role in the
development of nanomedicine, in investigating the toxicity of nanomedicines, in
detecting inflammatory response to nanomedicine treatment in particular organs or
tissues, in evaluating the in vivo targeting efficiency of nanomedicine, et cetera,
which are exemplified in the studies summarized below.

NMR for nanomedicine development—study of dendrimer-heparin interactions.
Dendrimers, the polymers of tree architecture, are considered a new episode of
multifunctional drug delivery systems to improve therapeutic efficacy and reduce
side effects. Retaining the flexible choice of terminal functionality and versatility in
surface chemical modification, dendrimers were the preferred candidates of non-
invasive vehicles for delivering heparin, which is a commonly used anticoagulant
and employed in the treatment of thrombosis—typically administrated through
intravenous or subcutaneous injections in clinical trials [104]. In a recent study of
dendrimer-heparin interactions, the authors utilized NMR spectroscopy to investi-
gate the binding activities and structures of the heparin-dendrimer aggregates [104,
105]. The complexes under investigation were made by mixing generation-5 (G-5)
primary amine-terminated and ethylenediamine-cored poly(amidoamine) (PA-
MAM) dendrimer with heparin at different concentration ratios. The 1H NMR
measurement of the complexes revealed downshifts of methylene protons (b’ and
d’) in the outermost layer of the G-5 dendrimer at high heparin/dendrimer ratios
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(Fig. 5), which were primarily caused by the electrostatic interaction between the
cationic amine groups of G-5 dendrimer and the anionic sulfate/carboxylate groups
of the heparin chain [104].

In addition, the size of the heparin-dendrimer aggregates was calculated from the
Stokes-Einstein relationship using the apparent diffusion coefficients of the aggre-
gates obtained from the PGSE 1H NMR measurement. While raising the ratio of
heparin to G-5 dendrimer from 0.7 to 20, a linear reduction in the diffusion coef-
ficient of G-5 dendrimers was observed, which indicated the fraction of bound
dendrimer increasing in the aggregate [104]. Furthermore, 2D 1H -1H NOESY was
employed to examine the potential binding sites of heparin in the aggregate com-
plex (Fig. 6). Accompanied with the reult of the 1D 1H NMR measurement, the
evidence of no peak shifts observed at the interior scaffold protons of the dendri-
mer and the absence of cross-peak signals between the heparin and dendrimer
protons in the NOESY spectra pointed out that heparin binds to the surface of
dendrimers through ionic interactions [104].

NMR for toxicity research—study of single-walled carbon nanotubes. Due to
their novel physicochemical characteristics and ability to penetrate through par-
ticular biological barriers, single-walled carbon nanotubes (SWCNT) have been
demonstrated as contrast agents and drug delivery vehicles [106]. To gain more
insight into the in vivo biodistribution and pharmacological profile of SWCNT,
several different types of SWCNT were engaged in a longitudinal study [106].
Given the capability of measuring the indexes of intrinsic hepatotoxicities—
simultaneously, such as lipid acids and low molecular-weight metabolites—HR-
MAS 1H NMR spectroscopy was employed to assess any endogenous alterations in
hepatic metabolism after SWCNT administration [106]. The spectra with a chem-
ical shift range from 0.5 to 4.65 ppm, covering a myriad of metabolites, were
acquired in the intact rat liver tissue under high-speed spinning at the magic angle.

Fig. 5 1H NMR spectra of G-5 dendrimer with heparin at different concentration ratios. The
concentration ratios of heparin/G5 dendrimer were from 0 to 20, as the concentration of G-5
dendrimer fixed at 2 mg/mL. Reproduced with permission from Ref. [104], the American
Chemical Society
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The result showed no obvious variation across different experimental groups,
indicating that hepatotoxicity was unlikely triggered by SWCNT injection; the
analysis was consistent with other analytical outcomes [106]. Nevertheless, any
concern related to organ/tissue toxicity caused by nanomedicine administration is
possibly investigated by using the same or similar NMR approach.

NMR for inflammatory response—study of angiogenesis of aortic valve stenosis
via perfluorocarbon nanoparticles. Similar to the early stage of atherosclerosis
developing endothelial damage and dysfunction, the immune-inflammatory mecha-
nisms are at the center of the pathogenesis of aortic valve stenosis, in which a pro-
inflammatory agent, angiotensin II, performs upregulation of redox-sensitive
cytokines, chemokines and growth factors [107–110]. Angiogenesis, the excrescence
of new blood vessels from existing microvessels stimulated by local expression of
cytokines and growth factors, is present in the pathogenesis of nonrheumatic aortic
valve stenosis [111]. Angiogenic neovasculature can be markedly separated from
mature vasculature by monitoring ανβ3 integrin, which is upregulated on the lumenal
side of neovascular endothelium [109]. Upon a model of atherosclerosis, a recent
study demonstrated the development of aortic valve sclerosis in the cholesterol-fed
rabbits to imitate human aortic stenosis, while the synthesis of avb3 integrin-targeted

Fig. 6 1H–1H NOESY spectra (mixing time = 300 ms) of heparin/G5 dendrimer complexes at a
concentration ratio of 2, when the G5 dendrimer concentration of 2 mg/mL. Reproduced with
permission from Ref. [104], the American Chemical Society
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perfluorocarbon (PFC) nanoparticles could be used in imaging contrast enhancement
and drug delivery [109]. Two hours after the respective treatments of the avb3 inte-
grin-targeted and integrin-nonspecific PFC nanoparticles, the aortic valve leaflets
excised from the corresponding rabbits were measured using ex vivo 19F magnetic
resonance spectroscopy (MRS) to validate the binding ability of the targeted PFC
nanoparticles. When administrating the targeted PFC nanoparticles to the rabbits, the
intensities of the corresponding fluorine NMR signals collected at the rabbit aortic
valves exhibited about three times stronger than those treated with the nonspecific
PFC nanoparticles, making this modality a plausible assessment of preclinical aortic
valve disease [109].

NMR for evaluation of nanomedicine targeting efficiency—study of ATP phos-
phorus signal enhancement via galactose-chitosan oligosaccharide conjugated
nanoparticles. Although phosphorus-31 MRS retains potential in the study of
energy metabolism in living systems, applying 31P NMR to the in vivo investi-
gation of hepatopathy is still very challenging due to no significant difference
observed in the contents of the phosphorus compounds between the normal and
pathological hepatic tissues. In a recent study, evaluations of targeting efficiency
and ATP 31P signal enhancement were proposed via employment of particular
nanoparticles composed of chitosan oligosaccharide (CSO) and multiple galactose
(Gal) residues, in which CSO and ATP form the CSO/ATP complex through
electrostatic forces and Gal residues are specifically recognized by the asialogly-
coprotein receptors on the surface of hepatocytes [112]. The 31P NMR spectra
showed the enhanced ATP signals of Gal-CSO/ATP nanoparticles in HepG-2 cells
and the promising targeting efficiency in vitro, representing a strong likelihood of
in vivo clinical applications [112].

6 Conclusion

Noninvasive NMR spectroscopy, which has been chosen in certain pre-clinical and
clinical applications, expresses the capabilities of characterizing several physico-
chemical properties and bioactivities of nanomedicines, as well as for monitoring
the dynamic responses of metabolites to nanomedicine administration. Many NMR
techniques varying, for example, from one-dimensional spectroscopy to multi-
dimensional spectroscopy and from pulsed field gradient to high-resolution magic
angle spinning have been utilized to facilitate the nanomedicine studies. A recently
emerging NMR-based metabonomics technique demonstrates the potential in
evaluation of in vivo nanotoxicity through using in vitro models. Although, perhaps
not as wide spread in every aspect of nanomedicine, NMR spectroscopy none-
theless will be more frequently applied when more comprehensive studies of
nanomedicine are implemented and practiced in the near future.
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An Efficient Coupled Dipole Method
for the Accurate Calculation of van der
Waals Interactions at the Nanoscale

Hye-Young Kim

Abstract The van der Waals (VDW) force arises from purely quantum mechanical
charge fluctuations and is variously called a dispersion or London or Casimir force.
This often considered as weak, yet ubiquitous, attractive interaction is important in
many nanoscale systems. This chapter provides an overview of the Coupled Dipole
Method (CDM), an atomistic and accurate computational method widely adopted to
predict the VDW forces between dielectric nanomaterials. There is a concern about
the burden of memory and computing time needed to solve eigenvalue problems by
either diagonalization or iteration, which have hindered the implementation of CDM
for large systems. Here, an efficient way, named trace-CDM (TCDM), is presented.
TCDM uses the simple fact that the trace of a square matrix is equal to the sum of its
eigenvalues and thus calculates the accurate VDW energies without solving for the
eigenvalues. Four examples are solved to demonstrate the advantages of the method.

Keywords van der Waals (VDW) forces and interactions � Dispersion force �
London force � Casimir force � Coupled dipole method (CDM) � Trace-CDM
(TCDM) � Nanoscale � Dielectric nanomaterials � Diagonalization � Iteration �
VDW energies

1 Introduction

The van der Waals (VDW) interaction between atoms and molecules composing or
being near a soft or hard condensed matter has always been one of the major research
interests in diverse science and engineering fields. At separations large compared to
atomic dimensions such that the overlap of electronic densities is negligible, atoms,
molecules, self-assemblies, and surfaces interact via VDW dispersion forces giving
arise to physical adsorption, atomistic friction, surface tension, and the aggregation
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and stability of nanomaterials. This interaction is often considered as a weak, and thus
less significant, force in macroscopic systems. However, the degree of importance of
VDW force varies for different systems and thus cannot be universally summarized.
After all, the very existence of the attraction between any two neutral non-polar atoms
or molecules was the mystery that made many scientists puzzle for a long time even
after Johannes Diderik van der Waals empirically modified the ideal gas law and
introduced the well-known van der Waals equation of state [1–5]

Pþ a
V2

� �
V � bð Þ ¼ NkBT ð1Þ

Here kB, V, P, T, and N are the Boltzmann constant, total volume, pressure,
temperature, and the number of gas atoms, respectively. The constants a and b in
the correction terms can be empirically determined. The correction term in volume
(b) represents the reduced accessible volume for each atom due to the repulsion
from other atoms that already have occupied the volume b. The correction term in
pressure (a/V2) implies that the atoms at the boundary have less kinetic energy than
those in the interior due to the attractive force exerted by other atoms. The attractive
correction term in potential energy of atoms is proportional to 1/V2, i.e., propor-
tional to 1/r6 if r is the mean separation of the gas atoms. The identity of this
mysterious attractive force observed between neutral atoms was unsolved until the
introduction of quantum mechanics. In 1930, London [6–10] solved the many-
electron Schrödinger equation by second-order perturbation theory and represented
the energy gain by the attractive force with an integral over the dynamic polar-
izaiblites of each atom. London’s derivation of the VDW dispersion interaction is
thus considered as one of the major early successes of quantum mechanics [3].

In short, the problem of calculating the interaction energy between two atoms
reduces to a solution of the Schrödinger equation with a Hamiltonian:

H ¼ H1 þ H2 þ V ð2Þ

where H1 and H2 are the Hamiltonians for the isolated atoms. The last term V is the
Coulomb interactions between all the charges in atom 1 and those in atom 2 and is
treated as a perturbation in the Shrödinger equation, which can then be solve by
either perturbation theory or the variational method [2]. Eisenschitz and London [6]
and London [7–10] made a dipole approximation which allows only one transition
state per atom, and showed that the first term in the solution of the perturbation
theory vanishes for nonpolar atoms. Therefore, from the second-order perturbation
theory, London obtained the VDW interaction for two isotropic neutral atoms, 1
and 2, at separation r:

V ¼ �C6=r
6 ð3Þ

C6 ¼ 3�h
p

� �Z
dx a1 ixð Þ a2 ixð Þ: ð4Þ
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Here, α1 (iω) and α2 (iω) represents the dynamic polarizabilities of atoms 1 and
2, respectively.

For systems involving atoms or molecules with non-zero (or excess or non-
vanishing or non-negligible) permanent electric multipoles (charge, dipole moment,
quadrupole moment, etc.), the VDW interaction is definitely weaker than the
electrostatic or induction contributions. However, for many systems composed of
neutral non-polar particles, the VDW interaction becomes the dominant force and
starts to play a crucial role in the function and stability of the system. This is mainly
due to the fact that the dispersion interaction is ubiquitous like the gravitational
interaction, and more importantly to the fact that it depends strongly on the detailed
structure or shape of the nanoscale materials [11, 12]. The VDW interaction is
ubiquitous since it is originated from the quantum mechanical fluctuation of elec-
tronic density (or dynamic polarization) of any atom or molecule in the universe. In
fact, this is the force responsible for the condensation and crystallization of van der
Waals crystals (such as solid helium), for the structures and energetics in colloid
chemistry and biology, for the formation of liquid crystalline phases in solutions,
for the anomalous swelling of clay soils on addition of water, for the formation of
molecular crystals, and for viral self-assembly, to name a few [1–5, 13–20]. As the
size of the system decreases into the region of micro and nanotechnology, the
property of material in nanoscale changes from that of macro system [21]. The
variety of modern technologies, especially electronic, mechanical, chemical, and
bioengineering applications, indeed demand an accurate prediction that can lead to
a delicate control over nano-sized small clusters of particles or devices [22, 23]. A
specific example would be the micro-machine and nano-machine. Nanocolloids is
also a research field in which the VDW forces play a key role in designing and
manufacturing devices, such as nanoelectromechanical systems (NEMS), low-
power circuits, miniature barcodes, etc. Another example among many others is the
research field of physical adsorption [24–26] of atoms or molecules on various
surfaces with possible applications to micro- and nano-sensors.

From a theoretical point of view in dealing with macro or even micro-sized
systems, the common understanding until very recent years has been that the
estimation of long-range van der Waals force is a well-defined problem and easily
calculable. On the other hand, the estimation of short-range forces is considered as
computationally more challenging because it involves the many-electron problem
with overlapping electronic densities that requires inevitable approximations. It
should be noted here that, in principle, the estimation of VDW dispersion forces
also involves collective many-body problem: among atoms and molecules or
between atoms and a surface or between clusters of atoms or molecules. However,
this complication of atomistic many-body problem was often considered resolved
by using the Clausius-Mossotti relation [27] to estimate the effective atomic
properties (atomic polarizability) from the readily measurable macroscopic prop-
erties (permittivity function) of the corresponding condensed-matter bulk system.
Using this effective atomic polarizability, the dispersion interaction of an atom
and a cluster of atoms, for example, has been represented by a sum of London’s
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two-body interactions between the atom and each constituent atoms of the cluster
assigned with the effective atomic polarizabilities. This approach is commonly
called the pair-sum or 2-body approximation [28].

The procedure of calculating the interaction energy of macroscopic bodies by
summing the pair interactions between the individual atoms or molecules of these
bodies, as mentioned above, is based on the assumption of additivity of the inter-
atomic interaction energies. This assumption of additivity is justified only within
the scheme of the second order perturbation theory [2, 29, 30] since the first
nonadditive contribution occurs in the third-order perturbation theory. The non-
additive correction term due to three-body (or, triple-dipole) interactions was first
obtained by Axilrod, Teller, and Muto (ATM) [31–33] in 1943 using the third order
perturbation theory. Since then considerable efforts have been spent to evaluate the
contribution of the nonadditive corrections to the pairwise 2-body interaction term,
due to three-body and even four-body interactions derived from the third- and
fourth-order perturbation theory, respectively [34–38]. The common reasoning
behind the reluctance to explore further the higher-order many-body contributions
was the assumption that the higher-order term in the perturbation theory would be
smaller than the lower-order terms. However, at the same time, a concern recog-
nized by some researchers was that the higher-order many-body contributions
might not be so simply negligible in condensed matter systems. As will be see in
the next section, the number of combinations of atoms that contribute to each n-th
order many-body term in the perturbation theory increases significantly as the order
n increases. Therefore, even though the VDW interaction of each combination of
many-atoms might become weaker as n increases, the net contribution of the n-th
order term after summing over the largely increased number of combinations might
not necessarily be negligibly smaller than, for example, that of the (n − 1)-th order
term. The main reason, at least to my opinion, that has kept many researchers away
from further estimating the actual “quantitative” contribution of higher-order many-
body interaction terms whose expression can be derived from the perturbation
theory is the impractically cumbersome expressions of these many-body terms, as
can be seen in Refs. [34–36]. Avoiding the use of these cumbersome expressions is
one of the main advantages of using the trace-CDM (TCDM) which is presented in
the next section.

One of the most studied VDW systems is the inert gases. The potential energy of
like pairs of inert gas atoms is quite well known empirically. However, the total
potential energy of a bulk system of inert gases is not precisely equal to the sum of
the atomic pair potentials. There is an extensive body of work [39–41] which shows
that if accurate pair potentials are used, the inclusion of the ATM three-body VDW
interaction gives a good agreement with experiment for condensed rare gas systems.
For example, the triple dipole dispersion energy for solid xenon is 10 % of the total
cohesive energy of xenon, with similar fractional contributions for the lighter inert
gases (Ne, Ar or Kr) [39]. More significantly found is that if the ATM interaction is
omitted there is a definite disagreement with experiment, which cannot be remedied
by simply modifying the pair potential. This is due to the strong dependence of the
ATM interaction on the relative location of the three atoms involved, that is, on the
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type of triangle formed by these three atoms. As material becomes denser and as its
shape becomes more anisotropic, the importance of the many-body interaction
terms increases.

There is another extreme theoretical approach to obtain the dispersion interaction
between an atom with a substrate or a large cluster of atoms, or between two large
clusters of atoms. That is to consider the substrate or the large cluster of atoms as a
continuum, characterized with a dielectric tensor ε (ω), instead of recognizing it as a
cluster of many individual atoms characterized with atomic polarizabilities α(ω).
This continuum description of matter has an advantage over the prior-mentioned
atomistic description of matter as all the many-body terms are intrinsically included.
This continuum approximation method is, however, known to work well only when
the distance between interacting particles is much larger than the interatomic dis-
tance of atoms within a cluster or a substrate [4, 5, 42–45]. In fact, the continuum
methods are found to overestimate the many-body “screening” effect in nanoscale
systems [28].

The significant improvement in accuracy achieved in recent experimental
measurements of the force between nanoscale materials, especially in the force
microscopy, such as atomic force microscopy (AFM), challenges for advanced
calculations and thus more accurate predictions that can (1) incorporate the detailed
atomistic nanostructures at the surface or edge of nanomaterials and (2) include all
the nonadditive many-body interaction terms as well [46]. Because the aforemen-
tioned atomistic approach has the advantage of being sensitive to the detailed
structure of the nanomaterials, many efforts have been made to find an atomistic
approach that also can include “all” the many-body terms, beyond the three-body
terms.

Since early 2005, the author was involved in an effort to explore better ways to
estimate the van der Waals dispersion interaction accurately in nanoscale systems in
collaboration with a group of enthusiastic theoretical and experimental experts. This
collaborative effort led us to a series of studies using the coupled dipole method
(CDM) [28, 47–52]. The focus of our original work was mostly on the accurate
estimation of the van der Waals interaction between two nano-sized dielectric
clusters of various shapes and relative orientations. However, the method is general
and is readily applicable to other systems.

The aim of this chapter is to provide a self-contained overview of the subject of
CDM. Also presented is an efficient way to execute CDM, henceforth called trace-
CDM (TCDM), in order to reduce the computational burden of memory and run
time, while maintaining accuracy. TCDM will allow cost-effective implementation
of CDM for systems composed of large number of particles, such as those in
computer simulation studies. The formulations and computational techniques are
summarized in great details as some of these were omitted in the original publi-
cations due to space limit.

The outline of this chapter is as follows. The next section provides the formu-
lation of CDM which calculates the nonretarded VDW interaction energies exactly
within the dipole approximation. Also presented is the formulation of TCDM, an
efficient computational way of solving CDM, which obtains accurate VDW
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energies without having to solve for all the eigenvalues. A few simple cases are
solved analytically, as examples, to demonstrate the use of both CDM and TCDM.
Section 3 concludes this chapter with a brief discussion on the importance of
including all the many-body interaction terms (or at least up to the 10-th order term)
and the practical advantages of using TCDM over two traditional ways of including
many-body terms, the eigenvalue method of CDM and the perturbation theory.

2 Coupled Dipole Method (CDM) and Trace-CDM
(TCDM) for Non-retarded VDW Interaction

The VDW attraction is truly a quantum mechanical phenomenon. That is why, as
mentioned in the previous section, the mystery of VDW attractive dispersion
interaction could only be unveiled by London adopting then newly established
quantum mechanics theory. Quantum theory in its simplest form tells us that
everywhere in space there are quantized electromagnetic radiation fields. In other
words, there are photons everywhere in random motion. These photons get con-
stantly absorbed and emitted by any particles in the system, so that induced dipole
moments are formed instantaneously on the particles. The interaction energy
between these instantaneously induced dipoles obtains the attractive VDW dis-
persion interaction energy which obeys the 1/r6 relationship for two atoms at
separation r as shown in Eqs. (3) and (4). The final form of the VDW dispersion
energy is given in terms of their atomic or molecular dynamic polarizabilities, and
tends to increase rather than decrease with increasing temperature due to the
increase of polarizabilites with increasing temperature [53].

Using the Schrödinger formalism, the correct free energy of the coupled elec-
tron-photon system is obtained only if both the electron and the photon remain
essentially in their ground states. This implies the restriction to direct electron
transitions to and from an excited state with no successive transitions through
different excited states, and thereby implies that only zero or one photon of cor-
responding transition energy of each excited state is absorbed or emitted. Each
transition may be represented by a single excitation of a quantum mechanical
harmonic oscillator. London simplified the system by assuming that only one
excited state is available for each harmonic oscillator, and thus the interacting
ground-state atoms can be represented by equal number of interacting harmonic
oscillators whose characteristic frequencies are equal to the electronic excitation
energies. This is the point where the quantum mechanical formulation of London
makes a connection to the classical Lorentz harmonic oscillator model of atoms
(frequently also called Drude model) which has been used to explain the interaction
between electromagnetic fields and matter since 1900 [54, 55].

It should be noted that the Schrödinger formalism adopted by London is non-
relativistic, and the many-electron Schrödinger equation assumes static electro-
magnetic interaction potentials between all electrons. There is an exact quantum
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mechanical treatment, the quantum electrodynamics (QED) procedure, of the dis-
persion interaction which involves quantization of both matter and electromagnetic
fields (or photons). The full quantum mechanical analysis is far too complicated and
would not add much to our current purpose. The conclusion in non-relativistic
regime and thus in the non-retarded VDW interaction, which is the subject of
interest in this chapter, remains unaltered.

In practice, to calculate the VDW interaction energies, certainly among con-
densed matter scientists and engineers, the oscillator model has been strongly
favored due to its simplicity and to the fact that they already have a readily available
tool to estimate the atomistic polarizability from the macroscopic dielectric constant
using the Clausius-Mossotti relation. In 1963, McLachlan [56, 57] derived the
VDW dispersion interaction starting from the Drude model of atoms. In CDM,
following McLachlan’s approach, the oscillator model is employed to derive the
nonretarded VDW interaction energy of a cluster of atoms or between clusters of
atoms. The general form of the dynamic atomic polarizability of a Drude harmonic
oscillator is:

aðxÞ ¼ e2

m

� �X
k

1
x2

ok � x2
� � ¼X

k

aok

1� x2

x2
ok

� � ð5Þ

Here ω0k and α0k is the characteristic frequency and static polarizability of the k-
th electron transition in the atomic states. For the simplest Drude atomic model,
where an atom is represented with one characteristic frequency (ω0) and the iso-
tropic static polarizability (α0) as assumed by London, the dynamic atomic polar-
izability becomes:

aðxÞ ¼ ao

1� x2

x2
o

� � ð6Þ

Substituting Eq. (6) to (4) yields, after the integration over frequency, another
form of London’s formula for the VDW interaction energy of two identical atoms at
separation r:

V ¼ � 3
4
�hx0

a20
r6

ð7Þ

Before going any further, it should be noted here that the London’s simple
oscillator model has been generalized [2, 29, 30] by allowing more than one
electronic transition states per atom. With this generalized oscillator model, there
appear additional nonvanishing higher-order terms in the second order perturbation
theory for two isolated atoms which correspond to the instantaneous dipole-quad-
rupole, quadrupole-quadrupole interaction, etc. (see Eqs. 36 and 37 in Ref. [2])
Although these higher-order multipole interaction terms are interesting on their
own, they are out of scope of this chapter. Here, we will focus on the dispersion
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interaction due to the instantaneous fluctuating dipole moments of ground state
atoms as adopted in London’s work.

Now, using the harmonic oscillator model in Eq. (6) requires atomic values of α0
and ω0. Derived from the continuum theory, the Clausius-Mossotti relation con-
nects the macroscopic matter property to the “effectively screened” microscopic
property of the composing atoms [27]

eðixÞ � 1
eðixÞ þ 1

¼ 4p
3
qaðixÞ ð8Þ

Thus, by knowing the permittivity function for a single resonant peak, atomistic
values for ρα0 and ω0 can be calculated, where ρ is the bulk density of the material.
More details on how to use this equation to obtain atomic values from experimental
data and some typical atomic values can be found in Appendix D of Ref. [51]. The
validity of using the Clausius-Mossotti relation, which after all is derived from the
continuum model of bulk material, in estimating the atomic properties in nanoscale
materials is still an open question. As the size of clusters of atoms becomes smaller,
the finite-size effects such as discrete boundary conditions become evident.
Therefore, the bulk properties such as the dielectric constant or bulk density are not
well defined. Although it is very important and interesting, this subject is out of
scope of this chapter. Since the CDM formulation is independent from how one
estimates the atomic polarizability and the characteristic frequency, we proceed
without digressing. Following formulations and calculations of CDM and TCDM
adopt the Clausius-Mossotti relation.

The CDM is a self-consistent method that is intrinsically atomistic and yet
includes all many-body interaction terms, both of which are the characteristics of
the very method, as described in Sect. 1, that can best estimate the VDW inter-
actions among nanoscale materials. The detailed formulation is as follows [28,
49–52].

2.1 Formulation

Let us consider a system of two clusters of atoms of nano-size and of arbitrary
shape as an example. By definition, the VDW interaction between two clusters A
and B (with number of atoms N and N0, respectively) is the change in total energy
of the system with two clusters at finite separation relative to that of the system with
two clusters at infinite separation. Therefore, using CDM, one may first calculate
the total energy (VN+N0) of a system of N + N0 atoms, the total energy (VN) of a
system of N atoms, and the total energy (VN0) of the system of (N0) atoms sepa-
rately. And then, the VDW interaction energy of the system is simply obtained from
subtracting the self-energy of individual clusters from the total energy of the
composite system:
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Vvdw ¼ VNþN 0 � VN � VN 0 ð9Þ

To demonstrate the CDM formulation in detail, let us start with a system con-
taining only one cluster A of N atoms. An arbitrary atom i in the cluster will have an
instantaneous dipole moment (characterized by the dynamic atomic polarizability)
induced by the net local instantaneous electric field, ~E ~xið Þ:

~pi ¼ a
$
i �~E ~xið Þ ð10Þ

where the atomic polarizability is written in its general form of a tensor, which is
assumed isotropic in Eqs. (5) and (6). ~xi is the position vector of the atom i. The
local instantaneous electric field at~xi, in the absence of any externally applied field,
results from the vector sum of instantaneous electric fields due to instantaneously
induced dipole moments of all other atoms in the system:

~E ~xið Þ ¼
XN
j¼1
j6¼i

T
$
ij �~pj ð11Þ

where, T
$
ij is the usual 3-dimensional static-dipole-interaction tensor (or, a 3 × 3

matrix):

T
$
ij �

3n̂ijn̂ij � I
$

r3ij

 !
for i 6¼ j

0 for i ¼ j

8><
>: : ð12Þ

Here, n̂ij ¼~rij=~rij
�� �� is the unit normal vector between atoms i and j, and I

$
is the

3-dimensional identity tensor. Substituting Eq. (11) into Eq. (10), one obtains a set
of self-consistent equations for the dipoles, one for each atom in the system:

~pi �
XN
j¼1
j 6¼i

a
$
i � T

$
ij �~pj ¼ 0 ð13Þ

Note here that the indices i and j indicate the atoms, not the vector components
(e.g. px, py, pz,, etc.). The scalar product notation assumes the usual dot-product
operation between vectors and tensors. The synchronizations of the dynamic group
talk between ever-fluctuating atomic polarization (or, instantaneously responding
dipole moment) of N atoms in the system lead to 3N normal modes, where the
factor 3 originates from the three-dimensionality of atomic structure.1

1 Despite the same notation adopted, the static-dipole-interaction tensor shown in Eq. (12) of this
chapter has a different definition from the T-matrix used in Eq. (2) in Ref. [49], where the

An Efficient Coupled Dipole Method for the Accurate Calculation … 93



Assuming now the isotropic atomic polarizability of Lorentz oscillator model
(Eq. 6), one obtains,

~pi � a0i

1� x2

x2
0i

� �XN
j¼1
j6¼i

T
$
ij �~pj ¼ 0: ð14Þ

Rearranging terms, one obtains,

~pi 1� x2

x2
0i

� �
� a0i

XN
j¼1
j 6¼i

T
$
ij �~pj ¼ 0 ð15Þ

One then arrives at the formation of an eigenvalue problem,

~pi � a0i
XN
j¼1
j6¼i

T
$
ij �~pj ¼ x

x0i

� �2

~pi ð16Þ

For a system composed of identical atoms (just to simplify the formulation), ω0i

and α0i is simply replaced by ω0 and α0, respectively, and one may rewrite Eq. (16)
as a matrix form to obtain

I
$ þ Q

$� �
�~P ¼ x

x0

� �2
~P: ð17Þ

Here,~P is now a 3N column matrix (x,y,z-components of each N dipoles), I
$
is a

3N × 3N identity matrix, and Q
$ � �a0T

$
is a 3N × 3N square matrix for a system

composed of identical atoms. Standard linear algebra algorithms, such as the free
software LAPACK (Linear Algebra PACKage) [58] or ScaLAPACK (Scalable
LAPACK) [59], can be used to solve this eigenvalue problem by diagonalization of

the matrix I
$ þ Q

$� �
. There are 3N eigenvalues ((ωk/ω0)

2) with the integer index k

runs from 1 to 3N obtained in this eigenvalue problem, which can then provide the
3N normal mode frequencies (ωk) in units of ω0. Since each normal mode fre-
quency contributes a ground state energy of �hxk=2 (or at finite temperature,

(Footnote 1 continued)

dimensionless T-matrix is defined as T
$
ij ¼ �aiðxÞ 3n̂ijn̂ij � I

$� �
=r3ij for i ≠ j. Note that this

dimensionless T-matrix adopted in Ref. [49] corresponds to the Q-matrix defined in Eq. (17) of

this chapter. Accordingly, Eq. (1) in Ref. [49] should be corrected as~pi þ
PN
j¼1
j 6¼i

T
$
ij �~pj ¼ 0, which

then becomes equivalent to Eq. (13) of this chapter as it should be.
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�hxk=2ð Þ coth �hxk=2kTð Þ [60]2), one finds the total energy of a system composed of
N-Lorentz oscillators from

VN ¼ �h
2

X3N
k¼1

xk ð18Þ

Therefore, by solving 3N linear equations self-consistently, CDM automatically
provides the contributions of all many-body interactions. Note that one can also
calculate the 3N eigenvectors corresponding to these eigenvalues, which corre-
sponds to the dynamic polarizability of the cluster of atoms, i.e., the dipole
moments of the system of atoms as a whole. It should be noted as well that the
assumption of isotropic atomic polarizability made here is purely for computational
convenience and the general form of anisotropic atomic polarizability can be
adopted in CDM.

Now, let us return to our original problem of a system of two clusters, A and B,
composed of N and N0 identical atoms, respectively. One obvious way to obtain the
VDW interaction energy between two clusters is to strictly follow the method
described above and solve for 3N eigenvalues of the cluster A. And then use the same
procedure to solve for 3N0 eigenvalues of the cluster B, and then again use the same
procedure to solve for 3(N + N0) eigenvalues for the composite system of (N + N0)-
atom system of two clusters A and B. That is, one would diagonalize the matrix in the
eigenvalue problem (Eq. (17)) to solve for all eigenvalues, and sum up the zero-point
energy contributions of each and every eigenmode as shown in Eq. (18) to obtain the
total energy of each cluster (VN and VN 0 , separately) and that of the total system
(VNþN 0 ) [49–52]. The final step is to use Eq. (9) to obtain Vvdw. If one were to estimate
the VDW energy of a system composed of many (N +N0, for example) atoms, instead
of the VDW energy between two clusters of atoms, one simply needs to replace VN

and VN 0 in Eq. (9) by a sum of self-energies of individual atoms 3N �hx0=2 and
3N 0 �hx0=2, respectively. In Eq. (9) the subtraction of self-energies of individual
atoms were not explicitly shown since the atomic self-energy terms from single-
cluster systems A and B cancel those from the whole system (A + B). In other words,
while the total energies in Eq. (9), VN , VN 0 and VNþN 0 , include the self-energies of
composing atoms, the final VDW interaction energy Vvdw is free from the self-
energies of composing atoms or clusters. The VDW interaction energy obtained this
way includes all the higher-order many-body interaction terms, and thus is exact
within dipole approximation. This method of solving CDM has been successfully
implemented in various quantum chemistry calculations based on density-functional
theory (DFT) [13, 61–63] and computer simulations [64]. In principle, one may
extend this method to include the higher-order multipole interactions by including

2 Lifshitz EM (1956) The theory of molecular attractive forces between solids. Sov. Phys. JETP
2:73-83; The dispersion force can be treated for finite temperature by substituting �hx

2 by �hx
2 þ

�hx
e�hx=kT�1 ¼ �hx

2 coth �hx
2kT

� �
to account for the thermal excitation of the modes.
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more characteristic frequencies than one per each harmonic oscillator [2] as men-
tioned in the introduction.

In a quantum chemistry study based on DFT with CDM implemented [63], it is
observed that the computational cost of calculating the many-body VDW interac-
tions using CDM is negligible compared to the underlying electronic structure
calculation. It should be, however, noted here that these quantum chemistry cal-
culations are done for systems composed of very small number of atoms (less than
200). On the other hand, computational material scientists [64] are making an effort
to implement CDM into the Massively Parallel Monte Carlo (MPMC). MPMC is an
open-source computer code [65] developed to study the interactions of gas phase
sorbates and various metal-organic materials (MOF). As the number of particle N
increases, the increasing size of matrices renders the matrix diagonalization in the
eigenvalue method of CDM impractical. The bottle-neck of this challenge of
implementing the CDM for large size systems comes from both memory size and
run time since these grow as N2 and N3, respectively [28]. To circumvent the
challenge of memory size, many studies involving large number of particles such as
computer simulation studies in Ref. [64] calculates the many-body VDW interac-
tion by solving the eigenvalue problem iteratively. Another way to meet this
challenge of memory size is to parallelize the computer code so that diagonalization
of large-size matrix can be performed. Successfully parallelized codes of CDM
have been demonstrated to study systems of large (unlimited, in principle) number
of particles [28, 64]. The challenge in the computational run time of using the
eigenvalue method of CDM for a large system remains unresolved thus far.

There is, however, a way to circumvent both of these challenges. This procedure,
which will be called as Trace-CDM (TCDM) from here on, does not require matrix
diagonalization and allows one to obtain the VDW interaction energy Vvdw with
much better efficiency and still with great accuracy. TCDM simply uses the fact that
the trace of a square matrix is equal to the sum of its eigenvalues [37, 66, 67].
According to this, once the eigenvalue problem is written in its matrix form, the
sum of all the eigenvalues equals the trace of the square matrix of the eigenvalue
problem. This would be a great alternative way for those who are not interested in
obtaining the individual eigenvalues, but just the sum of those as shown in Eq. (18).
Unfortunately for those, however, the eigenvalue problem shown in Eq. (17) has
eigenvalues as x2

k=x
2
0

� �
, not xk=x0ð Þ. Therefore, the trace of the square matrix

I
$ þ Q

$� �
in Eq. (17) is equal to

P3N
k¼1 x2

k=x
2
0

� �
, not to

P3N
k¼1 xk=x0ð Þ. Only if one

could set up the eigenvalue problem so that the eigenvalues are not x2
k=x

2
0

� �
, but

xk=x0ð Þ, the VDW interaction energy of the system can be obtained straightfor-
wardly according to Eq. (18). For that, the eigenvalue problem in matrix form in
Eq. (17) may be rewritten as:

I
$ þ Q

$� �1=2
�~P ¼ x

x0

� �
~P ð19Þ
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and from this, one obtains the total VDW energy of the system of N particles:

Tr I
$ þ Q

$� �1=2
¼
X3N
k¼1

xk

x0

� �
¼ VN= �hx0=2ð Þ; ð20Þ

where Tr denotes the invariant trace, the sum of eigenvalues. Finding the square

root of a matrix, I
$ þ Q

$� �1=2
, however, is not an easy task and requires expensive

linear algebra computations which would not offer any advantage over solving for

all the eigenvalues of the original matrix, I
$ þ Q

$� �
, as would have been done in the

eigenvalue method of CDM.
To meet our original purpose of finding the memory-efficient and cost-effective

way to solve CDM, let us take a detour route similar to the one taken in the
perturbation theory. In short, noticing the form of the matrix in Eq. (20), let us

expand it in the power series in terms of Q
$ n

using the usual binomial expansion as
follows [37, 67]:

I
$ þ Q

$� �1=2
¼
X1
n¼0

cnQ
$ n

: ð21Þ

Here cn are the coefficients found in the following binomial expansion

1þ yð Þ1=2 ¼
X1
n¼0

cny
n ð22Þ

c0 ¼ 1

cn ¼ cn�1
3
2n

� 1
� �

for n 6¼ 0

Then, using the properties of trace in linear algebra, the trace of the square-root
of the matrix in Eq. (20) may be represented as a sum of traces of the multiples of

the matrix (Q
$ n

) as follows:

Tr I
$ þ Q

$� �1=2	 

¼ Tr

X1
n¼0

cnQ
$ n

" #
¼
X1
n¼0

cnTr Q
$ nh i

ð23Þ

Now, the total VDW interaction energy of the system of a cluster of N atoms is,

VN ¼ �hx0

2
Tr I

$ þ Q
$� �1=2	 


¼ �hx0

2

X1
n¼0

cnTr Q
$ nh i

� �hx0

2

X1
n¼0

W ðnÞ
N ð24Þ
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Obtaining the traces of Q
$ n

is not much of a computational burden. As discussed
later in this section, each n-th order term in this power series expansion indeed
corresponds to the n-th order term in the perturbation theory. Also, according to the
exact CDM calculations done in Ref. [49], including up to 10-th order terms in this
power series expansion reproduces the exact CDM result for varying shapes and
orientations of nanomaterials within much less than 1 % error (see Table 1). Fig-
ure 2 of Ref. [49] is reproduced in Fig. 1. The fractional percent energy is defined as

Fractional % Energy of order M ¼
�hx0
2

PM
n¼0

W ðnÞ
N

VN
� 100 ¼

PM
n¼0

W ðnÞ
N

P1
n¼0

W ðnÞ
N

� 100 ð25Þ

Also, the numeric values of the fractional percent energy are listed in Table 1 up
to the interaction order M = 15. Same symbols as adopted in Fig. 1 are used in
Table 1 to indicate the corresponding configuration (orientations and types) of
clusters to the ones shown in the inset of Fig. 1.

Therefore, TCDM provides a great alternative way for those who are interested
only in obtaining the final VDW interaction energies (Vvdw), and not in obtaining
the individual eigenvalues (ωk

0s) and/or the corresponding eigenvectors. Returning
back to our original problem of a system of two clusters A and B, composed of N
and N0 identical atoms, respectively, to solve it with TCDM one starts with the self-
consistent equations for ‘all’ atoms in the system (N + N0) that can be expressed in
matrix form

Table 1 Numerical values of the fractional percent energy of order M to the total VDW
interaction energy as a function of the highest-order (M) of many-body terms included. Each
symbol indicates the cluster configuration shown in the inset of Fig. 1

M Decamer Decamer Cubes

2 48.66 93.93 99.33

3 65.96 77.22 95.29

4 81.93 92.87 101.03

5 89.64 94.37 99.41

6 94.42 97.37 100.23

7 96.94 98.44 99.87

8 98.36 99.19 100.07

9 99.12 99.56 99.96

10 99.53 99.77 100.03

11 99.75 99.87 99.98

12 99.87 99.93 100.02

13 99.93 99.96 99.99

14 99.96 99.98 100.01

15 99.98 99.99 99.99
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X
$ �~P ¼ k2~P; ð26Þ

where the eigenvalues λ2 of the square matrix

X
$ ¼ I

$ þ Q
$

M
$

M
$ 0

I
$0
þ Q

$ 0

 !
ð27Þ

are the squared eigen frequencies (i.e.,k2 ¼ x=x0ð Þ2) of the composite system

A + B. Here, Q
$
denotes a 3N × 3N symmetric, traceless matrix, made of dimen-

sionless dipole tensors connecting two atoms within cluster A and I
$
is the 3N × 3N

identity matrix, as already have been used in Eq. (19) for the system of N particles.

Q
$ 0 and I

$0 are the corresponding matrices for the N0 atoms within cluster B. M
$

is a
3N × 3N0 matrix representing the dipole interaction tensors connecting one atom in

A to another atom in B. M
$ 0 is the transpose matrix (a 3N0 × 3N matrix) of matrix M

$

representing the dipole tensor connecting one atom in B to another atom in A. The

eigenvalue problems of I
$ þ Q

$
and I

$0 þ Q
$ 0 correspond to that of each cluster A and

B (see Eq. 19), respectively. As mentioned before, in TCDM, the exact non-
retarded VDW dispersion energy from each eigenvalue problem is obtained by
taking the trace of the square matrices:
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Fig. 1 Fraction of total VDW interaction energy as a function of the highest-order (M) of many-
body terms included. Triangles (circles) correspond to the VDW interaction between two decamers
at separation r/a = 50, where a is the separation between nearest atoms in the linear chain.
Diamonds corresponds to the VDW interaction between two 27-atom cubic clusters at r/a = 10.
Atoms in each cubic cluster are arranged in a simple cubic lattice structure with lattice constant a.
The dashed lines are drawn to guide the eye. Refer to Ref. [49] for more details
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Wvdw ¼ Tr X
$1=2
	 


� Tr I
$ þ Q

$� �1=2	 

� Tr I

$0 þ Q
$ 0

� �1=2	 

: ð28Þ

This equation is essentially identical with Eq. (9), except that Wvdw is now a
dimensionless VDW energy and is equal to Vvdw/(ħω0/2) when all the atoms in the
system are identical.

The second term in the right hand side of Eq. (28) is the matrix for a system of a
cluster (A) of N particles, and has already been expanded earlier in Eq. (23).
Similarly, the third term in the right hand side of Eq. (28) may be expanded as:

Tr I
$0 þ Q

$ 0
� �1=2	 


¼
X1
n¼0

cnTr Q
$ 0n
h i

: ð29Þ

The power law expansion of the first term in the right hand side of Eq. (28) can
also be done as follows:

Tr X
$1=2
	 


¼ Tr I
$

0
0 I

$0

 !
þ Q

$
M
$

M
$ 0 Q

$ 0

 !( )1=2
2
4

3
5 ¼

X1
n¼0

cnTr
Q
$

M
$

M
$ 0 Q

$ 0

 !n" #

ð30Þ

Consequently, the dimensionless total interaction energy in Eq. (28) can now be
written as a sum of all {W(n)} contributions, which again is equivalent to Eq. (9) in
units of ħω0/2:

Wvdw ¼
X1
n¼0

W ðnÞ ð31Þ

where, W(n) is the n-th order contribution to the dispersion interaction:

W ðnÞ ¼ cn Tr Q
$

M
$

M
$ 0 Q

$ 0

 !n" #
� Tr Q

$ nh i
� Tr Q

$ 0
� �nh i( )

ð32Þ

Incidentally, since the eigenvalues of X
$
and I

$ þ Q
$
(or I

$0 þ Q
$ 0) are necessarily of

the form k2i ¼ 1þ xi and k20i ¼ 1þ x0i, respectively, these traces are readily
expressed in terms of xi and x0i. Therefore we obtain yet another form of the general
n-th order contribution to the dispersion interaction:

W ðnÞ ¼ cn
X3ðNþN 0Þ

i¼1

xið Þn�
X3N
j¼1
j2A

x0j
� �n �X3N 0

k¼1
k2B

x0kð Þn
2
664

3
775 ð33Þ
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This expansion is the equivalent power-series (or perturbation) expansion in
terms of ρα0, as demonstrated in Ref. [49] using the eigenvalue method of the exact

CDM, to which all M
$

and Q
$
matrices are proportional.

In Eq. (32), since the power series expansion is in matrix form, it is easier to
identify where each n-th order many-body term originates from. For example,
W(0) = 0 due to the cancellation of atomic zero-point energies; W(1) = 0 due to the
tracelessness of Q matrices for a neutral non-polar system; W(2) = 2c2 Tr (MM0) due
to the pairwise interaction terms with one atom in A and another in B; W(3) = 3c3 Tr
(QMM0 + Q0M0M) due to the triplets with one atom in A and two atoms in B or vice
versa; W(4) = 4c4 Tr(QQMM0 + Q0Q0MM0 + QMQ0M0 + M0MM0M/2), etc. A quick
review of linear algebra reveals that the matrix in a trace of a product can be
switched allowing tr(AB) = tr(BA). Equivalently, the trace is invariant under cyclic
permutations, i.e., tr(ABCD) = tr(BCDA) = tr(CDAB) = tr(DABC). This gives the
factors of 2 and 3 in the above expressions of W(2) and W(3), respectively. In Fig. 2,
schematic diagrams are drawn to aid the intuitive understanding of the n-th order
many-body interaction contributions.
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Fig. 2 Schematic diagrams
of the n-th order many-body
interaction contributions
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To gain a solid understanding of how the TCDM works and what makes it so
efficient, we will lay out four examples of calculating the VDW interaction energies
for a couple of simple systems using both ways: (1) The eigenvalue method of exact
CDM which adds all the eigenvalues obtained from diagonalizing the square matrix
in the eigenvalue problem, and (2) the alternative way of TCDM which calculates
the trace of the square-root of the matrix by expanding it in binomial power series.
We will show that these two methods give same results as they should.

2.2 Example 1: Calculation of the VDW Interaction Energy
of a Pair of Identical Non-polar Atoms Using TCDM

Let us consider a pair of identical non-polar atoms at a distance of r (Fig. 3). This
problem is the simplest case and the eigenvalue problem becomes:

1 0 0 c 0 0
0 1 0 0 c 0
0 0 1 0 0 �2c
c 0 0 1 0 0
0 c 0 0 1 0
0 0 �2c 0 0 1

0
BBBBBB@

1
CCCCCCA

p1x
p1y
p1z
p2x
p2y
p2z

0
BBBBBB@

1
CCCCCCA

¼ x
x0

� �2

p1x
p1y
p1z
p2x
p2y
p2z

0
BBBBBB@

1
CCCCCCA

ð34Þ

where, γ = α0/r
3.

To remain closely related to the general formulations discussed previously for
the VDW interactions between two clusters of atoms, purely for the purpose of
demonstration, let us assume that these atoms belong to two different clusters A and

B. Then, comparing Eq. (34) to Eqs. (26) and (27), one obtains Q
$ ¼ Q

$ 0 ¼ 0 and

M
$ ¼ M

$ 0 ¼
c 0 0
0 c 0
0 0 �2c

0
@

1
A: ð35Þ

From Eq. (32), then, one obtains the n-th order contribution to the dispersion
interaction:

W ðnÞ ¼ cnTr 0 M
$

M
$ 0 0

 !n( )
: ð36Þ

r

z

Fig. 3 A pair of identical non-polar atoms at separation r
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Note that, alternatively, one could have considered this problem as a cluster of
two atoms, instead of two clusters composed of one atom each. In that case, the
eigenvalue problem of Eq. (34) corresponds to Eq. (19) with

Q
$ ¼ 0 M

$

M
$ 0 0

 !
ð37Þ

and thus regaining Eq. (36) from Eq. (23). Both perspectives of the same physical
system are of course equivalent.

As stated earlier, both W(0) and W(1) are zero due to the cancellation of self-
energies of each atom and the tracelessness of Q matrix, respectively. When n = 2,
c2 = −1/8, and

Tr 0 M
$

M
$ 0 0

 !
0 M

$

M
$ 0 0

 !( )
¼ Tr M

$
M
$ 0 0

0 M
$ 0M

$

 !
¼ Tr M

$
M
$ 0 þM

$ 0M
$h i

¼ 2 Tr M
$
M
$h i

ð38Þ

The last step is taken using M = M0 since the two atoms are identical. Also, from
Eq. (35), Tr(MM) = 6γ2 = 6(α0/r

3)2. Consequently, one obtains the first surviving
term (n = 2) in the many-body power series expansion,

V ð2Þ
vdw ¼ 1

2
�hx0

� �
W ð2Þ ¼ 1

2
�hx0

� �
� 1
8

� �
ð2Þ 6

a20
r6

� �
¼ � 3

4
�hx0

a20
r6

ð39Þ

Including only till the second-order term, we now recover the London’s formula,
Eq. (7), for two identical non-polar atoms at separation r. Let us further explore the
higher-order terms. Because all the diagonal elements are zero in the matrix in
Eq. (36), the trace of the n-th power of the matrix is zero for all odd n. Therefore,
the next non-zero term is when n = 4, c4 = −5/128 which gives

W ð4Þ ¼ c4Tr 0 M
$

M
$ 0 0

 !4
8<
:

9=
; ¼ c4Tr M

$
M
$ 0M

$
M
$ 0 0

0 M
$ 0M

$
M
$ 0M

$

" #

¼ 2c4Tr M
$
M
$
M
$
M
$h i

¼ 36c4
a0
r3

� �4
ð40Þ

Or, the 4-th order VDW interaction term is obtained as

V ð4Þ
vdw ¼ 1

2
�hx0

� �
W ð4Þ ¼ � 45

64
�hx0

a40
r12

: ð41Þ

Here, note that the power expansion coefficient cn is always a negative number for
even n due to the (−1)n−1 factor in it. On the other hand, Tr[Mn] = γn [1 + 1+(−2)n] is
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always positive for even n. Therefore, one can conclude that all the non-zero con-
tribution of W(n) is negative. Therefore, including higher-order terms in the VDW
interaction between two atoms increases the attraction. Note that this next higher
order term of n = 4 in the VDW interaction of two atoms also shows up as one of the
4-body interaction terms in the VDW interaction between two clusters of many
atoms (see W(4) in Fig. 2).

It should be noted that the n-th order contribution of Eqs. (32) and (33) in the
“many-body” power series expansion of Eq. (31) is not exactly the same as the “n-
body” interaction. This example of VDW interaction between “two” atoms
(therefore, two-body) demonstrates that the power expansion always is an infinite
order expansion [68]. The reasoning behind the conventional use of London’s
formula for the VDW interaction energy for the two-atom system is based on the
usual assumption of perturbation theory that the contributions of the higher-than-
the-second-order terms will be smaller than the first nonvanishing second-order
term. This assumption is valid for certain systems such as the one considered in this
example, however is not always the case in general as demonstrated in our previous
work of VDW interaction between two odd-shaped clusters [49, 50].

2.3 Example 2: Calculation of the VDW Interaction Energy
of a Pair of Identical Non-polar Atoms Using
the Eigenvalue Method of Exact CDM

The eigenvalues of Eq. (34) in the general form of

X
$ �~P ¼ u~P ð42Þ

can be numerically found from solving the characteristic equation of the eigenvalue
problem:

det X
$ � uI

$h i
¼ 0 ð43Þ

After some lines of derivation, one obtains:

ð1� uÞ6 � 6c4 1� uð Þ4þ9c4 1� uð Þ2�4c6 ¼ 0 ð44Þ

which gives six solutions,

x�
z ¼ x0 1� 2cð Þ1=2; x�

x ¼ x�
y ¼ x0 1� cð Þ1=2 ð45Þ

Due to symmetry, the x- and y-direction normal mode frequencies are degenerate.
The corresponding normal modes (eigenvectors) are listed in Table 2. Here, the dot
and cross symbols indicate out-of-plane and into-the-plane direction, respectively.
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Now, the VDW interaction between two atoms can be obtained following
Eq. (18) after subtracting the zero-point self-energy of two atoms when they are at
infinite separation:

Vvdw ¼ �hx0

2
1þ 2cð Þ1=2 þ 1� 2cð Þ1=2 þ 2 1þ cð Þ1=2þ 2 1� cð Þ1=2�3� 3

h i
ð46Þ

Here, the 3-dimensional harmonic oscillator of each atom has zero-point self-
energy of 3ħω0/2. For γ ≡ α0/r

3 < 1, one can expand the square-root terms as done
in Eq. (22) to obtain,

Vvdw ¼ �hx0

2
� 1
8

� �
12c2 þ � � �� �	 


¼ � 3
4
�hx0

a20
r6

� 45
64

�hx0
a40
r12

� � � � ð47Þ

The first non-zero term gives again the London’s VDW representation. Each of
the higher order terms with γn with n > 2 equals to the n-th order contribution to the
dispersion interaction W(n). This power expansion of VDW interaction indeed
corresponds to Eq. (33) for the simplest case of a two-atom system and demon-
strates that the xi shown in Eq. (33) is proportional to γ in the Drude atomic model.

2.4 Example 3: Calculation of VDW Interaction Energy
of a Linear Chain of Four Identical Atoms Using TCDM

The eigenvalue problem is formulated following Eqs. (26) and (27):

X
$ �~P ¼ k2~P

Table 2 Eigenvalues and corresponding eigenmodes in a system of two atoms at separation r

xþ
z ¼ x0 1þ 2cð Þ1=2

xþ
x ¼ x0 1þ cð Þ1=2

xþ
y ¼ x0 1þ cð Þ1=2

x�
x ¼ x0 1� cð Þ1=2

x�
y ¼ x0 1� cð Þ1=2

x�
z ¼ x0 1� 2cð Þ1=2
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with

X
$ ¼ I

$ þ Q
$

M
$

M
$ 0

I
$ þ Q

$ 0

 !

Here, Q
$ ¼ 0 M

$
12

M
$ 0
12 0

 !
, Q

$ 0
¼ 0 M

$
34

M
$ 034 0

 !
, M

$ ¼ M
$
13 M

$
14

M
$
23 M

$
24

 !
, and

M
$ 0

¼ M
$ 0
13 M

$ 0
23

M
$ 0
14 M

$ 0
24

 !

with M
$
ij ¼ M

$ 0
ij ¼

cij 0 0
0 cij 0
0 0 �2cij

0
@

1
A and cij � a0

r3ij
¼ a0

z3ij
.

The distance between two atoms i and j is noted as rij, and is equal to zij when the
linear chain lies along z-axis as shown in Fig. 4. Now, the n-th order contribution to
the dispersion interaction in the chain system becomes:

W ðnÞ ¼ cnTr
Q
$

M
$

M
$ 0 Q

$ 0

 !n( )
ð48Þ

Since both Q
$
and Q

$ 0 are traceless 6 × 6 matrices,

Tr Q
$ n

¼ 2 ð2þ 2nÞcn12 for even n ðn� 2Þ
Tr Q

$ n
¼ 0 for odd n ðn� 1Þ

And similarly,

Tr Q
$ 0n
n o

¼ 2 ð2þ 2nÞcn34 for even n ðn� 2Þ
Tr Q

$ 0n
n o

¼ 0 for odd n ðn� 1Þ

On the other hand, since M
$
ij is a 3 × 3 diagonal matrix,

Tr M
$ n

ij

n o
¼ ð2þ �2ð ÞnÞ cnij for all n ;

z1 2 3 4

Fig. 4 A linear chain of four identical atoms
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which can be delineated as:

Tr M
$
ij

n o
¼ 0 for n ¼ 1

Tr M
$ n

ij

n o
[ 0 for even n

Tr M
$ n

ij

n o
\ 0 for odd n ð[ 1Þ

Again, as stated earlier, both W(0) and W(1) are zero due to the cancellation of
self-energies of each atom and the tracelessness of the Q and Q0 matrices,
respectively.

When n = 2, c2 = −1/8, and

Tr Q
$

M
$

M
$ 0 Q

$ 0

 !2
2
4

3
5 ¼ Tr Q

$
Q
$ þM

$
M
$ 0 Q

$
M
$ þM

$
Q
$ 0

M
$ 0Q

$ þ Q
$ 0M

$ 0 M
$ 0M

$ þ Q
$ 0Q

$ 0

 !

¼ Tr Q
$
Q
$ þM

$
M
$ 0 þM

$ 0M
$ þ Q

$ 0Q
$ 0

h i
ð49Þ

Here, Tr Q
$ 2

¼ 12c212, Tr Q
$ 02 ¼ 12c234, and

Tr M
$
M
$ 0

n o
¼ Tr M

$ 0
M
$

� �
¼ 6 c213 þ c223 þ c214 þ c224
� �

.

Therefore, one obtains the VDW energy of a chain of four identical atoms at
arbitrary separations:

W ð2Þ
chain ¼ c2Tr

Q
$

M
$

M
$ 0 Q

$ 0

 !2
2
4

3
5 ¼ � 3

2
c212 þ c234 þ c213 þ c223 þ c214 þ c224
� � ð50Þ

Note that this second-order contribution is a simple sum of London’s pair
interaction terms over all possible distinct pairs of atoms in the system. This VDW
result corresponds to the VDW interaction calculated under the 2-body pair-sum
approximation described in the introduction of the present chapter. Six distinct pairs
listed in Eq. (50) are schematically drawn in the Fig. 5.

In the next higher-order term with n = 3, c3 = 1/16 and

Tr Q
$

M
$

M
$ 0 Q

$ 0

 !3
2
4

3
5 ¼ Tr Q

$ 3
þ Q

$ 03 þM
$
M
$ 0Q

$ þ Q
$
M
$
M
$ 0 þM

$ 0Q
$
M
$ þ Q

$ 0M
$ 0M

$ þM
$ 0M

$
Q
$ 0 þM

$
Q
$ 0M

$ 0
	 


:

ð51Þ

Here, Tr Q
$ 3

¼ Tr Q
$ 03 ¼ 0. Also, Tr M

$
M
$ 0Q

$n o
¼ Tr M

$ 0Q
$
M
$n o

¼ Tr Q
$
M
$
M
$ 0

n o
and Tr Q

$ 0M
$ 0M

$n o
¼ Tr M

$ 0M
$
Q
$ 0

n o
¼ Tr M

$
Q
$ 0M

$ 0
n o

due to the cyclic invariance of

the trace of the multiples of matrices [66]. After some calculations, one obtains
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Tr M
$
M
$ 0Q

$n o
¼ �12 c13c32c21 þ c14c42c21ð Þ

and

Tr Q
$ 0M

$ 0M
$n o

¼ �12 c34c41c13 þ c34c42c23ð Þ:

Therefore, the third-order contribution becomes

W ð3Þ
chain ¼ c3Tr

Q
$

M
$

M
$ 0 Q

$ 0

 !3
2
4

3
5

¼ � 9
4

c13c32c21 þ c14c42c21 þ c34c41c13 þ c34c42c23ð Þ ð52Þ

Note here that this third-order contribution of the VDW interaction of this
system corresponds to the sum of Axilrod-Teller-Muto (ATM) 3-body VDW
interaction terms [18–20] for all possible distinct set of three atoms. The ATM 3-
body term of one set of trio (A, B, C) then gives:

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

Fig. 5 Schematic diagrams
of the 2nd-order many-body
interaction contributions
listed in Eq. (50), W(2)
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DVATM
vdw ¼ 9

8
a30

1þ 3 cos hA cos hB cos hCð Þ
r3AB r

3
BC r

3
CA

1
2
�hx0

� �

¼ � 9
4

a30
r3AB r

3
BC r

3
CA

1
2
�hx0

� � ð53Þ

Here, the angles θA, θB and θC are the inner angles in the triangle formed by
three atoms A, B, and C, as shown in Fig. 6. In the linear configuration of the
present example, since all the atoms lie in a line, two of these angles will be zero
and one angle will be 180°, for example θA = θB = 0 and θC = 180°, making the
term (1 + 3 cosθA cosθB cosθC) = −2 for any combination of three atoms A, B and
C. That allows us to take the last step in the above equation.

In the system of a linear chain of four atoms, there are four sets of trio made of
distinct three atoms ({1, 2, 3}, {1, 2, 4}, {3, 4, 1}, and {3, 4, 2}) as listed in

Eq. (52) of W ð3Þ
chain, which are schematically drawn in Fig. 7.

When n = 4, c4 = −5/128, and

Tr Q
$

M
$

M
$ 0 Q

$ 0

 !4
2
4

3
5 ¼ Tr

Q
$ 4

þ Q
$ 04 þ Q

$
Q
$
M
$
M
$ 0 þ Q

$
M
$
M
$ 0Q

$ þM
$
M
$ 0Q

$
Q
$ þM

$ 0Q
$
Q
$
M
$

þQ
$ 0Q

$ 0M
$ 0M

$ þ Q
$ 0M

$ 0M
$
Q
$ 0 þM

$ 0M
$
Q
$ 0Q

$ 0 þM
$
Q
$ 0Q

$ 0M
$ 0

þQ
$
M
$
Q
$ 0M

$ 0 þM
$
Q
$ 0M

$ 0Q
$ þ Q

$ 0M
$ 0Q

$
M
$ þM

$ 0Q
$
M
$
Q
$ 0

þM
$
M
$ 0M

$
M
$ 0 þM

$ 0M
$
M
$ 0M

$

2
6666664

3
7777775

Here, Tr Q
$ 4

¼ 36c412, Tr Q
$ 04 ¼ 36c434, and Tr M

$
ij

� �4
¼ 18c4ij. Also,

Tr Q
$
Q
$
M
$
M
$ 0

h i
¼ Tr Q

$
M
$
M
$ 0Q

$h i
¼ Tr M

$
M
$ 0Q

$
Q
$h i

¼ Tr M
$ 0Q

$
Q
$
M
$h i

;

Tr Q
$ 0Q

$ 0M
$ 0M

$h i
¼ Tr Q

$ 0M
$ 0M

$
Q
$ 0

h i
¼ Tr M

$ 0M
$
Q
$ 0Q

$ 0
h i

¼ Tr M
$
Q
$ 0Q

$ 0M
$ 0

h i
,

Tr Q
$
M
$
Q
$ 0M

$ 0
h i

¼ Tr M
$
Q
$ 0M

$ 0Q
$h i

¼ Tr Q
$ 0M

$ 0Q
$
M
$h i

¼ Tr M
$ 0Q

$
M
$
Q
$ 0

h i
, and

Tr M
$
M
$ 0M

$
M
$ 0

h i
¼ Tr M

$ 0M
$
M
$ 0M

$h i
due to cyclic invariance of the trace of multiples

A

B C

A 

B C 

rAB rCA 

rBC 

Fig. 6 The triangle in the Axilrod-Teller-Muto triple-dipole interaction
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of matrices. These four distinct traces are obtained after some calculations as
follows.

Tr Q
$
Q
$
M
$
M
$ 0	 


¼ Tr M12M
0
21M13M

0
31 þM12M

0
21M14M

0
41 þM12M

0
21M23M

0
32 þM12M

0
21M24M

0
42

 �
¼ 18 c221c

2
13 þ c221c

2
14 þ c212c

2
23 þ c212c

2
24

� �

Tr Q
$ 0
Q
$ 0
M
$ 0
M
$

	 

¼ Tr M34M

0
43M

0
13M31 þM0

34M43M
0
14M41 þM34M

0
43M

0
23M32 þM0

34M43M
0
24M42

 �
¼ 18 c243c

2
31 þ c234c

2
41 þ c243c

2
32 þ c234c

2
42

� �

Tr Q
$
M
$
Q
$ 0
M
$ 0	 


¼ 2 Tr M12M23M34M
0
41 þM12M24M

0
43M

0
31

 �
¼ 36 c12c23c34c41 þ c12c24c43c31ð Þ

Tr M
$
M
$ 0
M
$
M
$ 0	 


¼ Tr
M4

13 þM4
14 þM4

23 þM4
24

þ2M2
31M

2
14 þ 2M2

13M
2
32 þ 2M2

14M
2
42 þ 2M2

32M
2
24 þ 4M13M32M24M41

" #

¼ 18 c413 þ c414 þ c423 þ c424 þ 2c231c
2
14 þ 2c213c

2
32 þ 2c214c

2
42 þ 2c232c

2
24 þ 4c13c32c24c41

� �

Thereby, the fourth-order contribution of the many-body VDW interaction
becomes:

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

Fig. 7 Schematic diagrams
of the 3rd-order many-body
interaction contributions
listed in Eq. (52), W(3)
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W ð4Þ
chain ¼ � 45

32

c412 þ c413 þ c414 þ c423 þ c424 þ c434
� �
þ 2 c221c

2
13 þ c221c

2
14 þ c212c

2
23 þ c212c

2
24þc243c

2
31 þ c234c

2
41

�
þc243c

2
32 þ c234c

2
42 þ c231c

2
14 þ c213c

2
32 þ c214c

2
42 þ c232c

2
24

�
þ 4 c12c23c34c41 þ c12c24c43c31 þ c13c32c24c41f g

2
6664

3
7775
ð54Þ

Note here that this fourth-order contribution of the VDW interaction agrees with
its general from of Eq. (1) in Ref. [36] which is derived from the fourth-order
perturbation theory. Each term in the fourth-order many-body interaction contri-
butions corresponds to distinct set of two atoms, three-atoms, and four atoms in this
four-atom system. The combinations of atoms involved in Eq. (54) are schemati-
cally drawn in Fig. 8 in the order each term appears in the equation.

2.5 Example 4: Calculation of the VDW Interaction Energy
of Two Dimers Lying Along the Connecting Line Using
TCDM

To demonstrate the application of TCDM for the calculation of VDW interaction
energy between two or more clusters of atoms, we will look at the system of four
identical atoms located along a line from a different perspective. Let us consider this
system of four atoms as two dimers lying along the connecting line (Fig. 9). A
practical example of this system would be the linear alignment of hydrogen mol-
ecules (H2) studied in Ref. [20]. Now, the VDW interaction energy between the two
dimers can be obtained by subtracting the self-energy of each dimer from the total
energy of the system. Recall that the self-energy of each dimer has already been
obtained in Examples 1 and 2.

The eigenvalue problem of this system will be of the same form as derived in
Example 3 for the system of a liner chain of four atoms. To estimate the VDW
interaction between two dimer, however, the Eq. (48) should be modified, since
now the self-energy of each dimer should be subtracted from the total energy
following the general expression given in Eq. (32):

Thereby, the first nonvanishing term is the second-order many-body
contribution:

W ð2Þ
two
dim ers

¼ c2Tr Q
$ M

$

M
$0

Q
$0

� �2� �
� c2Tr Q

$ 2
� �

� c2Tr Q
$ 02
n o

¼ � 3
2

c213 þ c223 þ c214 þ c224
� � ð55Þ

Note that this second-order contribution is a simple sum of London’s pair
interactions over all possible pairs of atoms, with one atom from the first dimer (A)
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z1 2 3 4

z1 2 3 4
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z1 2 3 4
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z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

Fig. 8 Schematic diagrams
of the 4th-order many-body
interaction contributions
listed in Eq. (54), W(4)
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and another from the second dimer (B), in the system. This again corresponds to the
VDW interaction from calculations based on pair-sum approximation. Note that the
two-body interaction terms involving two atoms that belong to the same cluster (c212
and c234 terms, in this example) are subtracted as self-energies of each cluster (or
dimer, in this example).

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

z1 2 3 4

Fig. 8 continued

z1 2 3 4

Fig. 9 Two identical dimers lying along the z-axis
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It should be noted here that the third-order contribution of the VDW interaction
between two dimers remains the same as that in the chain of four atoms which was

considered in Example 3. This is because of the fact that Tr Q
$ 3

¼ Tr Q
$ 03 ¼ 0.

Therefore, W ð3Þ
two
dim ers

¼ W ð3Þ
chain. In fact, Tr Q

$ n
¼ Tr Q

$ 0n ¼ 0 for all odd n due to the

tracelessness of Q and Q0 matrices. Therefore, the n-th order contribution of the
VDW between two dimers or of a chain of four atoms remains the same,

W ðnÞ
two
dim ers

¼ W ðnÞ
chain, for odd n.

3 Discussion and Concluding Remarks

The aim of this chapter is to present an overview of the CDM method which is
intrinsically atomistic method which includes all the many-body interaction terms
self-consistently. This rare combination of characteristics makes CDM an ideal
method to calculate the VDW interaction energy involved in nanoscale systems.
However, to obtain the VDW interaction energy using the eigenvalue method of
exact CDM, one first needs to obtain all the eigenvalues in the eigenvalue problem
of matrix size (3N × 3N) for a system composed of N particles. Usually the
eigenvalue problems are solved by direct diagonalization or iterative methods. As a
result, there was a concern for solving the eigenvalue problems of exact CDM for
systems composed of many atoms and molecules such as those found in computer
simulation studies. The computational burden is from both in memory size and in
run time. As N increases, the memory size and the run time increases as N2 and N3,
respectively. The problem with memory size can be resolved by parallelization. The
burden from the run time still remains. Thereby, a memory-efficient and cost-
effective computational method, TCDM, is presented.

TCDM, an alternative way to execute CDM, is to obtain VDW interaction
energy by calculating the trace of the square-root of the 3N × 3N square matrix,
rather than its eigenvalules. It is demonstrated in this chapter that the power series
expansion in TCDM is indeed equivalent to that of the perturbation theory.
Therefore, one will have to terminate the series and determine how many higher-
order terms to include, unlike the eigenvalue method of exact CDM discussed
above which intrinsically includes all the many-body terms. It is however shown, in
our previous studies [49], that including terms less than 10 (n < 10) gives an
excellent convergence (much less than 1 %) to the exact value of VDW Interaction
energy for various configurations as listed also in Fig. 1 and Table 1 in this chapter.

A question might be raised. If TCDM is based on the power series expansion
that is equivalent to that of the traditional perturbation theory, why do we use
TCDM? From the perturbation theory, in principle, one can derive all the higher-
order many-body interaction terms. However, most researchers have studied and/or
included the contribution of three-body interactions in addition to the pair-wise sum
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approximation as the only many-body correction term. There has been no quanti-
tative estimation of many-body interaction terms beyond the three-body term done
using the expression derived from the perturbation theory, to the best knowledge of
the author. I believe that this is because the analytic formula of the n-th order many-
body term that can be derived from the perturbation theory becomes impractically
cumbersome as the order n increases beyond three. Only the two-body (London
formula) and three-body (ATM formula) terms have been adopted by researchers.
On the other hand, in TCDM, one just needs to set up the initial 3N × 3N matrix of
the eigenvalue problem of the system. The matrix multiplications are executed in
the computer code which would be much more cost-effective than diagonalization.
One does not need to explicitly derive the analytic form of each n-th order term.
This feature of TCDM will make it practical for any interested future users to
include increasingly many higher-order n-body terms as desired.

It should be noted that, although, in this chapter, two simple systems (composed
of two and four identical atoms, respectively, aligned in a line) are considered as
examples to explicitly demonstrate the actual execution of CDM and TCDM, the
use of both methods can be extended for accurate estimates of the VDW energy in
any nanoscale systems composed of dielectric materials. The formulation of exact
CDM and efficient TCDM can readily be generalized for systems composed of non-
identical atoms.

Finally, I would like to conclude this chapter with the following list of a few
unresolved issues that can further improve our understanding of the VDW
interaction:

(1) Retardation should be included as a function of inter-atomic and/or inter-
cluster separation. The CDM presented in this chapter calculates the non-
retarded VDW interaction. As the separation increases, larger than about
10 nm, the retardation effect gradually increases due to the finite speed of light.
Even though this retardation effect is receiving increasing attention due to
rapid advances in the nanotechnology in both fundamental/applied sciences
and engineering, calculations have been limited to either non-retarded VDW
or fully-retarded VDW interactions. One may refer chapter 6 of ref. [2], for
example, for a detailed discussion of both relativistic and semi-classical
methods to calculate the retarded dispersion forces at intermediate separations,
but the extension of these methods to many-body systems is not a trivial
problem.

(2) The higher-order multipole dispersion interaction terms beyond the dipole
approximation should be investigated. Just like the higher-order many-body
interaction terms, the higher-order multipole dispersion interaction terms have
been commonly assumed as negligible compared to the dipole interaction
terms. As the common assumption on the higher-order many-body interaction
terms being small is shown incorrect for some odd-shaped nanoparticle sys-
tems [49], it is critical to test this assumption of the small higher-order mul-
tipole interaction terms in nanoscale systems.
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(3) The validity of using the Clausius-Mossotti (CM) relation (see Eq. 8) in
nanoscale materials should be investigated as mentioned in Sect. 2. The
“effective” atomic polarizability is required as an input in calculating the
VDW interaction. There has been a considerable effort made in developing the
effective non-local atomic polarizability tensor using a self-consistent quantum
mechanical calculation using DFT [61], which includes both bonded and non-
bonded many-body interaction terms. It would be interesting to see the
extension of such calculation for the larger nanoscale systems of varying shape
and size to test the validity of the CM relation.

Achievement of these important and challenging tasks will allow us to accurately
predict the VDW forces in nanoscale systems at varying separations as well as in
those of varying shape, size and composition.
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Adsorption of Gases in Nanomaterials:
Theory and Simulations

M.T. Mbaye, S.M. Maiga and S.M. Gatica

Abstract Physical adsorption (physisorption) is the study of atoms or molecules
weakly bound to material surfaces. Physisorption-related investigations raise critical
questions concerning phase transitions, fractals, wetting transitions, two-dimensional
superfluidity, and Van der Waals interactions. This chapter focuses on adsorption of
gases (e.g. Ar, Kr, H2, CO2, and CH4) in nanomaterials, and in particular the authors
describe equilibrium properties of the gases adsorbed in carbon nanotubes, graphene
and Metal Organic Frameworks (MOFs). The adsorption potential used for devel-
oping the theoretical model for studying physisorption involves the summing of
two-body interactions, and several important properties of adsorbates can be obtained
via simulations, namely equilibrium properties, thermal characteristics, selectivity,
wetting features, and structure and phase of the adsorbed monolayer. Applications of
physisorption include the separation of cryogenic gases, their storage and their use as
a surface characterization tool.

Keywords Adsorption � Physisorption � Nanomaterials � Molecular dynamics
simulation � Van der Waals interactions � Carbon nanotubes � Graphene � Metal
organic frameworks (MOFs) � Wetting transitions

1 Introduction to Physical Adsorption

“Physical adsorption” (physisorption) is a term applied to atoms or molecules that
are weakly bound to surfaces. Physisorption has been extensively explored for more
than half of a century because of interest in both potential applications and basic
science. These applications include the separation of cryogenic gases, their storage
and their use as surface characterization tools, such as the measurement of surface
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area of porous media by nitrogen adsorption. The science of physisorption
encompasses a wide variety of fundamental questions, including many related to
phase transitions. For example, adsorption provided the first definitive confirmation
of landmark calculations of Onsager, Lee and Yang concerning the Ising model’s
prediction of critical exponents for the two-dimensional (2D) liquid-vapor transition
(measured in CH4/graphite experiments of Kim and Chan [1]). Similarly, the
measured exponents of the order-disorder transition of He isotopes on graphite
confirmed the predictions of the three-state Potts model [2–4]. Other basic princi-
ples that are tested by physisorbed films include ideas concerning fractal surfaces
(e.g. in porous media), wetting transitions (first seen for He on Cs) and 2D
superfluidity (on numerous surfaces), as well as the theories of van der Waals
interactions. The many successes in this field and the numerous remaining ques-
tions concerning both the forces and resulting behavior of monolayer films are
reviewed in a monograph by Bruch et al. [5] and a recent article by Bruch et al. [6].

The remarkable capability of physical adsorption to explore and analyze these
diverse phenomena quantitatively derives from the weak binding (binding
energy < 0.3 eV). This has several significant consequences. One is that the
adsorbed film represents just a small perturbation of the underlying surface, sim-
plifying theoretical analysis enormously. Often the substrate is assumed to be
perfectly rigid, unaffected by the film (although we, and other groups, have studied
the limitations of that assumption) [7]. Another consequence is that the adsorbed
gases are not significantly altered from their 3D gas phase electronic state, meaning
that their mutual interactions are relatively well known. A particularly valuable
consequence of the small binding energy is that a vapor coexists with the film
(except at very low T), so that one can determine experimentally the chemical
potential µ of both phases; they are equal in the case of equilibrium, which occurs
relatively quickly for physisorbed gases. Letting b�1 ¼ kBT, the relationship is

lfilm h;Tð Þ ¼ lvapor P;Tð Þ ¼ kBTlnðPbk3Þ ð1Þ

(The right-most expression assumes that the vapor is ideal and monatomic).
Here, the 2D film density θ ≡ N/A, where A is the surface area and N is the
coverage; the quantity λ is the de Broglie thermal wavelength of the gas atoms, each
of mass m:

k ¼ ð2pb�h2=mÞ1=2 ð2Þ

µ and T together provide two of the three intensive thermodynamic variables (the
third being θ or the spreading pressure) entering the film’s equation of state.

This chapter concerns adsorption in nanomaterials. In particular, we describe
equilibrium properties of gases adsorbed in carbon nanotubes (NTs), graphene and
Metal Organic Frameworks (MOFs). The behavior of adsorbed matter in the
nanoscale is dramatically different from the corresponding bulk, due in part to the
reduced dimensionality. In the following sections, we describe the main results of
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our simulations; we also predict novel phases not observed yet, presenting
intriguing challenges and the opportunity to make significant breakthroughs in
understanding the distinct phenomena.

The most important ingredient of simulations and theory of adsorption is the
model adopted for the potential. The simplest way to obtain the adsorption potential
for studying physisorption phenomena is by summing two-body interactions.

Most theoretical studies on fluids with porous materials have assumed that the
substrate is rigid. This is a good approximation at low temperature, and if the film-
substrate attraction is weak, as is the case for most systems. In many cases, the
masses of the adsorbate is much smaller than the substrate atoms, or the substrate’s
atoms are grasped by strong cohesive forces. Due to the rigid substrate assumption,
there are instances that result in qualitative errors. This occurs when the energy
difference between competing phases of the adsorbate is very small, which make
the system’s behavior particularly sensitive to the rigidity approximation. We
recently found [8, 9] that a very small expansion or contraction of the substrate may
have striking consequences on the thermodynamic properties of the adsorbate. For
example, the quasi-1D 3He system in a very small, rigid carbon nanotube (NT) is
found in the gaseous state, while in a non-rigid NT forms a liquid state. Moreover,
several authors have addressed the non-rigidity of the substrate in simulations of
adsorption, mostly in slit pores, carbons, and zeolites [10–14]. This flexibility is a
characteristic that distinguishes MOFs from other materials. Fletcher et al. [15]
studied the impact of MOFs flexibility on adsorption. They concluded that struc-
tural changes might occur, including gating and trapping of adsorbates. Greathouse
et al. [16] found only minor effects on the adsorption of noble gases. However, they
suggest that gases that interact stronger with the host, such as CO2 or water, lead to
significant and non-negligible effects.

Fluid–fluid interactions also have to be carefully modeled. Spherically sym-
metric molecules (monoatomic, CF4, CH4) are well described by the Lennard Jones
(LJ) potential given by,

U rð Þ ¼ 4e
r
r

� �12
� r

r

� �6
� �

ð3Þ

where ε is the depth of the potential well, σ is the finite distance at which the inter-
particle potential is zero and r is the distance between the particles.

Diatomic molecules (H2, CO, NO etc.) may be characterized as a rigid 2-point
LJ model. The H2–H2 interaction is well represented by the Silvera-Goldman
model, [17] although quantum corrections need to be addressed at low temperature.

The CO2 molecule is commonly modeled as a three-site linear rigid molecule
with partial charges in each site, qO = −0.332e and qC = +0.664e set to mimic the
quadrupole moment, Q = −4.3 B. The bond length of the molecule is 0.116 nm.
Hence its molecular interaction is a superposition of LJ and Coulomb potentials.
We have tested this model in our study of adsorption of CO2 in carbon nanotubes
and MOFs [18].
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For water–water interactions, the TIP4P potential [19] is frequently adopted.
This is a traditional model where water is considered a rigid molecule with one LJ
site located at the oxygen atom and three point charges, two of them located on the
OH bonds (+q) and one negative (−q) along the bisector of the two OH bonds. This
potential has been tested to give the saturated liquid density in good agreement with
experiments.

The LJ parameters (ε and σ) are obtained by fitting physical properties of the
gases [20, 21]. The mixed parameters of different species are estimated using the
semi-empirical mixing rules given by [5]

ria ¼ ri þ rað Þ
2

eia ¼ ffiffiffiffiffiffiffi
eiea

p ð4Þ

Computational methods have been used to study adsorption for many decades.
In the numerical study of adsorption, the following experiment is simulated: the
substrate is exposed to a vapor at constant P and T. After some time passed, long
enough to reach equilibrium, the uptake is measured under those P, T conditions.
This can be simulated numerically by the method Grand Canonical Monte Carlo
(GCMC), in which the calculation of the uptake is based on statistical mechanics
theory. In the GCMC method, the uptake is obtained at any given temperature and
chemical potential (not pressure) of the adsorbate. The chemical potential of the
adsorbate is identical to that of the vapor since both are in thermal equilibrium, and
the last one is related to the pressure of the vapor through the equation of state. This
technique has been extensively used in studies of adsorption in carbon nanotubes
and other porous media [22–26].

The method of Molecular Dynamics (MD) is normally used as an alternative
approach to study kinetic and transport properties. This technique gives insights on
the mechanisms of adsorption and diffusion. In the simulation, the time dependence
of physical properties of the adsorbate is calculated, from where diffusion and
transfer rates can be obtained [27].

Mixtures can be simulated by the commonly used “Ideal Adsorbed Solution
Theory” (IAST) [28] IAST has been found to be accurate for most cases, but it is
known to fail for mixtures that differ strongly in size or polarity. Some authors have
confirmed that the theory is reliable in the case of CH4/CO2 mixtures in IRMOFs
[29]. Regardless, the accuracy of IAST has to be tested.

Several properties of the adsorbate can be obtained from the simulations:

1.1 Equilibrium Properties

The main direct result from a GCMC simulation is the “adsorption isotherm”, i.e. the
average number of molecules adsorbed at a given temperature and vapor pressure.
Typically, we run simulations to obtain the isotherms at several temperatures and a
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wide range of pressures, from a minimum value P0 to saturated vapor pressure. The
value of P0 is such that for each adsorbate/temperature, the transition from vapor
to finite coverage is obtained. The average energy per particle, with details of the
gas-surface and gas-gas contributions is also a direct output of the GCMC. In
summary, 〈n〉 (P, T), 〈Egs〉 (P, T) and 〈Egg〉 (P, T) are computed for all adsorbates.

1.2 Thermal Properties

The isosteric heat of adsorption is defined as

qst n; Tð Þ ¼ kbT
2 olnP

oT

� �
n

ð5Þ

where P is the vapor pressure and the derivative is made at constant coverage n. The
qst can be calculated from the adsorption isotherms, 〈n〉 (P, T), obtained from
GCMC simulations at different temperatures (typically 5 or 10 K apart). The cal-
culation of qst allows various tests: it is a quantity usually measured, so it permits
comparison with experiments; from its low coverage limit we can evaluate the
binding energy (BE), given by BE = qst − bKBT where b is a factor that depends on
the dimensionality (b = 2, 3/2 or 1 for 1, 2 and 3 dimensions respectively); at high
coverage qst approaches the latent heat of vaporization. It has also been found that
on carbon nanotubes and nanohorns, the qst of CO2 increases at high coverage,
opposite to the behavior of spherical adsorbates [30].

1.3 Selectivity

Adsorption selectivity in a binary mixture of components i and j is defined as

Si=j ¼
ðxi=xjÞ
ðyi=yjÞ ð6Þ

where xi and yi are the concentration of species i in the adsorbed phase and vapor
phase respectively. From results of pure gas adsorption, we can evaluate the
selectivity using the IAST theory. At low coverage, the relation between the molar
concentrations and pressure is given by Raoult’s law, P yi ¼ P0

i xi, where P0
i is the

equilibrium vapor pressure of the i pure component at the same spreading pressure.
From these equations, we obtain the selectivity to be S1=2 ¼ P0

2=P
0
1. For low cov-

erage, we can approximate P0
i by the pressure of uptake. Hence, under this

approximation the selectivity is given by the ratio of the uptake pressures, resulting
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in high selectivity for those gases that are adsorbed at the lower vapor pressure. In
the case of mixtures containing water where IAST may be inaccurate, the method of
choice would be two-components GCMC.

1.4 Structure and Phase of the Adsorbed Monolayer

In the GCMC simulations, millions of configurations of the adsorbate are obtained
for each P, T. With these configurations that contain the position of all the adsorbed
molecules, one can examine the structure and phase of the adsorbed layer. In par-
ticular, it is possible to find commensurate lattices of adsorbates. We have done
research of commensurate solid phases of Ar and Kr on nanotubes, [26] and there are
experimental data for nanotubes [31] and graphite [5]. To search for commensura-
tion we first inspect the Egs versus P at fixed T: a sudden decrease in the gas-surface
energy as P increases may indicate a transition to a commensurate phase. If that is the
case, we analyze sample configurations near the given pressure. The analysis con-
sists on visual inspection, and the calculation of the structure factor to test the
commensuration. If the phase results incommensurate, we evaluate the radial dis-
tribution function, to distinguish between a liquid or solid (incommensurate) layer.

1.5 Wetting Transitions

A wetting transition (first proposed by Cahn [32]) and, independently, by Ebner and
Saam [33]) is a first order transition, along a line in the P–T plane, ending with a
critical point. It is manifested as a discontinuous jump in film coverage, as a
function of pressure P (below saturated vapor pressure Psvp and above the wetting
temperature, Tw, [34] or else at Psvp by observing the contact angle formed by a
liquid droplet in contact with the surface.

As discussed recently in Ref. [35], this transition has been observed previously
only for two very different kinds of adsorption systems: (a) cryogenic fluids- He, Ne
and H2 films on alkali metals, at low T, and (b) Hg films at very high T (>1,300 °C)
and P (>120 MPa), close to its critical point. In 2004, Gatica et al. argued that a
similar transition ought to occur for water on graphite and a number of other
surfaces [36]. Quite recently, Taborek, of UC Irvine, has found preliminary evi-
dence of such a wetting transition-the first such transition for water [37]. His
preliminary result for water on graphite shows the same phenomenon at somewhat
higher Tw (unspecified). The so-called “simple model” predicted a transition tem-
perature Tw * 230 C on graphite, but the estimation carries the large uncertainty in
both the model and the H2O-graphite adsorption potential used. This exciting, but
uncertain situation, is a strong motivation for more careful study of this transition.
The wetting behavior can be evaluated from the adsorption isotherms obtained in
GCMC simulations.
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In the next sections, we show examples of simulations on carbon nanotubes,
graphene and MOFs. In Sect. 2, we describe a system that has recently exhibited
quite novel behavior experimentally; it is concerned with adsorption of gases on a
single carbon nanotube. In Sect. 3, we discuss the adsorption of gases on graphene.
Section 4 is dedicated to adsorption in MOFs, in particular its application to sep-
aration of gases. We omit from this chapter the extensive case of adsorption in
bundles of carbon NTs and refer the interested reader to previous publications, for
example Refs. [22, 38].

2 Adsorption on a Suspended Carbon Nanotube

In 2010, Wang, Cobden and Vilches at the University of Washington measured the
adsorption of Kr on a suspended carbon NTs [39]. They deduced the coverage from
the adsorption-induced frequency shift of a high Q resonance of the vibrating
nanotube. Their data revealed the presence of a commensurate phase with 1/6
fractional coverage, which coincides with the value observed for Kr on the surface
of planar graphite. That coverage arises in the √3 × √3 R30° phase, in which an
adatom is localized on just one out of every three hexagons of graphite. The very
same ordered phase dominates the monolayer phase diagrams of both He and
hydrogen isotopes on graphite [5].

The appearance of these experimental results stimulated us to undertake quan-
titative calculations aimed at understanding the phenomenon.

We theoretically studied the phases of Ar and Kr adsorbed on zigzag and
armchair NTs of different radii from 4.74 to 28.18 Å. We run GCMC simulations of
the adsorption on the exterior of the NT only, as we assume that the NTs are closed
like in most experiments. In our simulation, we used the anisotropic LJ potential,
adapted from the graphite-He interaction proposed by Cole et al. [40, 41]

Uaniso
2 xð Þ ¼ 4eaC

raC
x

� �12
1þ cR 1� 6

5
cos2 /

� �	 

� raC

x

� �6
1þ cA 1� 3

2
cos2 /

� �	 
� �
ð7Þ

where φ is the angle between the interatomic separation vector and the normal to the
plane, and γA, γR are parameters of the model. This potential is adequate for
spherical or monatomic molecules; it includes the anisotropy of the C atoms on
graphene, which originates in the anisotropic π-bonds.

Our results show that when the vapor pressure exceeds the “uptake pressure”
(Pu), a monolayer condenses around the NT. The monolayer forms at a distance of
approximately 3.2–3.6 Å from the NT surface (Fig. 1); its phase may be a fluid, a
commensurate solid (CS) or incommensurate solid (IS), depending on the size and
chirality of the NT. The value of Pu depends on the temperature, the adsorbate and
the radius of the NT, but not on the chirality.
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Our results indicate that Ar forms incommensurate phases on all the NTs con-
sidered [42]. For Kr, on the other hand, we found three commensurate solid phases
of fractional coverage 1/3, 1/4 and 1/6. The 1/3 phase is the only commensuration
found in an armchair NT. It forms on a 4.74 Å radius (7, 7) NT, the smallest NT
considered, and it does not appear on the same-size zigzag NT (12, 0). The ¼ phase
appears in the zigzag NTs of intermediate width (6.7–17.6 Å radii), while the phase
is incommensurate in the same-radii armchair NTs. This result agrees with pre-
dictions by Kim et al. [43] showing that the corrugation of the gas surface inter-
actions depends on the chiral angle; the chiral angle of zigzag and armchair NTs are
0 and 30° respectively. In wider zigzag NTs (25.83–28.18 Å), Kr forms a low
density 1/6 phase. This can be explained observing that, for zigzag NTs (n, 0) with
n > 40, the energy of the 1/6 lattice is lower than the energy of the ¼ lattice [26].
The occurrence of the 1/3 and 1/4 phases in narrow NTs is a consequence of the
curvature of the surface. There are four distinctive “sites of adsorption” on the
surface of the NT, labeled A, S, SP1 and SP2 in Fig. 2. Sites S, located above

Fig. 1 Schematic view of the Kr monolayer covering a carbon NT

Fig. 2 Adsorption sites on an armchair (left) and zigzag (right) NTs. Sites A and S are located on
top of the carbon atoms and at the center of the hexagons, respectively. The T axis is parallel to the
axis of the NT (Adapted from Ref. [43])
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the center of the hexagons are the most attractive ones, for all radii and chirality,
including graphene or flat graphite. For NTs, the next favorable are SP2 followed
by A sites, which are located on top of the carbon atoms, and SP1 are the least
attractive. Notice that on graphene or graphite, the SP1 and SP2 sites are identical.
The energy difference between the S and SP1 sites, usually referred as the “cor-
rugation” of the potential, is small (approximately 50 K) compared to the Kr–Kr LJ
energy parameter (171 K). Hence, the formation of commensurate phases responds
to a delicate balance between the Kr-surface and Kr–Kr energies, modulated by the
temperature. The 1/3 and ¼ phases are arrangements of S and SP1 sites. The 1/6
phase, on the other hand, is formed by S sites only.

We exemplify with the results of the simulation of Kr at 77.4 K on a (20, 0) zigzag
NT, of radius 7.8 Å. In Fig. 3a, we show the gas-surface energy as a function of the
pressure. We observe that the Egs is a non-monotonic function of the pressure. It
steps up as s result of a vapor to liquid transition that occurs at the uptake pressure Pu,
and steps down at a higher pressure where the transition to a CS takes place (marked
as F in the figure). In Fig. 3b, we examine the unrolled adatoms’ lattice overlapped
with the unrolled NT. The Kr atoms take positions at sites S (center) and SP1
(bridge). The commensuration was quantitatively confirmed by calculating the radial
distribution function (Fig. 3c) and the structure function (Fig. 3d, e).

The tour de force experiments of the Cobden-Vilches group at the University of
Washington (UW) provided an unprecedented opportunity to test our understanding
of adsorption of gases on a single carbon nanotube [44]. Prior to their study, many
theory/simulation investigations of adsorption on nanotubes, including our own,
could be compared only with data taken from either nanotube bundles or nanotube
mats, with attendant uncertainties about the geometry, the distribution of nanotube
sizes and the effects of heterogeneity [22].

Fig. 3 a (upper left) Egs versus P(atm); b (center) Unrolled NT (brown) overlapped with the Kr
adatoms (green); center (S) and bridge (SP1) sites are boxed; c (lower left) radial distribution
function; d (upper right) Structure function-helical order (m2 = 0) and e (lower right) longitudinal
order (m1 = 0)
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The UW data were remarkable, in particular, insofar as they exhibited vertical
steps (within experimental error) in the adsorption isotherms, consistent with an
essentially perfect single nanotube. Thus, the challenge was to see whether our
simulations would yield results consistent with their data, which consisted of
careful measurements of the number of adsorbed atoms (Ar or Kr, in their initial
study) as a function of P and T.

3 Adsorption on Graphene

Recent advances in the synthesis of graphene have encouraged research of physical
adsorption on graphene-based materials. Many groups have advanced on studies
related to possible applications, including gas storage and separation. For example,
Kutcha et al. [45] studied carbon-based nanospaces for the storage of H2. They
found that graphene-like porous carbons could meet the DOE goals even at room
temperature if the substrate–adsorbate interaction is strengthened by a modification
of the surface properties.

Palmer et al. [46] investigated numerically the separation of CO2/CH4 mixtures
in Nanoporous Carbons at ambient temperature, finding optimal conditions for a slit
pore of 0.61 nm and a (8, 8) single walled carbon nanotube bundle.

Although many theoretical studies had predicted that H2 uptake would be
enhanced by separating the carbon layers in graphite, it was not until recently that
the group of T. Yildirim at NIST was able to design such a material; it was
accomplished by pillaring graphene oxide (GO) planes [47, 48]. Furthermore, GO
layers are linked together to form a novel layered structure by using the well-known
reactions between boronic acids and hydroxyl groups. Such structures can have
tunable pore widths, volumes, and binding sites depending on the linkers chosen.
They can also exhibit interesting gas sorption properties. All these proposed
materials are made of one or many layers of graphene with tunable separation.

To perform GCMC simulations we carefully select the model of the interactions:

3.1 Fluid-Graphene Interaction

Interactions with graphene layers may be described by continuous, atomistic or
hybrid models. These models assume that the graphene lattice is rigid.

3.1.1 Continuous Model

The analogous of Steel’s 10-4-3 potential for graphite [49] is the result of the
integration of the LJ fluid-carbon interaction over a smooth sheet of carbon of areal
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density θc. This simple-model potential depends only on the distance to the
graphene plane (z),

UcontðzÞ ¼ 2phceaCr2aC½ð
2
5
ÞðraC

z
Þ10 � ðraC

z
Þ4� ð8Þ

This simple version of the potential ignores corrugation and anisotropy; hence it
is adequate in cases where those effects are not relevant. For example, when
studying a multilayer substrate, the lower layers may be described by it.

3.1.2 Atomistic Model

The atomistic potential is computed as the sum of atom-carbon interactions:

Ua rð Þ ¼
X
i

UaC jr � Rijð Þ ð9Þ

where the vectors r and Ri are the position of the adatom and ith carbon atom of
graphene, respectively. The function UaC has to be chosen for each adsorbate.

3.1.3 Hybrid Model

In the hybrid model, the interaction with the nearest carbon atoms (within a distance
rnn to be determined) in the first layer is computed with an atomistic potential. The
interaction with next carbon atoms in the first layer (ΔUH) is computed as the
integration over the remaining graphene sheet,

DUH ¼ 2phc
Z1

rnn

UaC z2 þ q2
� �

qdq ð10Þ

Assuming that UaC is the LJ potential, Eq. (10) becomes a function on the
distance to the layer z,

DUHðzÞ ¼ 2phceaCr6aC
2r6aC

5 z2 þ r2nn
� �5 � 1

z2 þ r2nn
� �2

" #
ð11Þ

The second and following layers interact with the continuous potential given in
Eq. (8) (Fig. 4). The parameter rnn is determined by testing the hybrid potential
against the completely atomistic one (rnn >> σ). For rnn = 0, the hybrid potential
becomes identical to Ucont.
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3.2 Potential UaC for Each Kind of Adsorbate

As in the case of carbon nanotubes, the anisotropic LJ potential given in Eq. (7) is
adequate for spherical or monatomic molecules.

For CO2, the electrostatic interaction with the quadrupole moment of the carbon
atoms is added. Vernov and Steele [50] estimated the quadrupole moment of
graphite from values of the quadrupole moments of benzene, naphthalene, and
anthracene. Later, Whitehouse and Buckingham measured a value 30 % smaller
than Vernov’s (−3.03 × 10−40 Cm2 per carbon atom) [51]. We note that the LJ
dispersion energy dominates the CO2-graphene interaction, therefore assumptions
and approximations made for the value of the quadrupole moment, as well as the
anisotropy parameters, are not critical.

For the case of water that is a polar molecule, one extra term is included,
representing the interaction with the induced dipole of the carbon atoms. Zhao et al.
[52] demonstrated that the polar terms are important for strongly polar fluids. The
angle-averaged interaction is given by

lli rð Þ ¼ � l2f ac

4pe0ð Þ2r6 ð12Þ

where ε0 is the vacuum permittivity, μf is the dipole moment of the water molecule
(1.85 D) and αc is the angle-averaged polarizability of carbon atoms in graphene
(αc = 0.878 Å3 [53]). Karapetian et al. [54] studied the properties of a water cluster
on graphite and concluded that using an anisotropic polarizability on the carbon
atoms gave similar structures and binding energies to those obtained using an
isotropic polarizability

As an example, we show the results of simulations of Kr on a rigid graphene
sheet. The graphene is located in the bottom of the simulation cell; the boundary
conditions are reflective in the top wall and periodic in the transverse walls, to
simulate a 2D infinite substrate. The Kr-graphene energy is computed by the
atomistic potential, and the Kr–Kr interaction is LJ. The vapor is assumed an ideal
gas. In Fig. 5, we display the adsorption isotherms in the form of fractional

Fig. 4 Schematic picture of
multilayer graphene and CO2

adsorbed
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coverage, defined as Nkr/Nc, gas-gas energy and gas-surface energy as a function of
the vapor pressure, for four temperatures from 77 to 107 K. At the lowest tem-
perature, we observe a discontinuous raise in the coverage at the uptake pressure Pu.
Simultaneously, the Egg decreases (i.e. becomes more negative), due to the growing
population of the Kr monolayer. The Egs, on the other hand, takes the minimum
value at zero coverage. The vertical step in coverage observed at T = 77 K indicates
that the low-density vapor (V) and condensed liquid (L) phases coexist at Pu. The
density gap between both phases becomes smaller as T increases until it disappears
at T = 107 K, which corresponds to the critical temperature of the V→ L transition.
The uptake pressure Pu increases with the temperature, implying that the atoms
need a stronger “push” to get adsorbed from the vapor. The minimum Egs also
increases with the temperature; at 0 K, it is equal to the minimum of the
Kr-graphene potential energy. The density of the monolayer continuously increases
from approximately 0.1 to 0.22. In Fig. 6, we show a snapshot of the Kr atoms
overlapped with the carbon atoms. The data shows a triangular lattice of density
Nkr/Nc = 1/6, we believe the phase is commensurate.

Fig. 5 Adsorption isotherms
(right axis), gas–gas energy
and gas–surface energy (left
axis) for Kr on graphene at
T = 77 K (blue), 87 K (green),
97 K (purple) and 107 K (red)
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4 Gas Separation by Physical Adsorption in Metal Organic
Frameworks

Gas separation by adsorption can be accomplished by three basic physical mech-
anisms: equilibrium, steric and kinetic [55]. Equilibrium mechanisms are based on
the strength of the attraction of the gases to the substrate; the kinetic mechanisms
are those based on the differences in the rates of adsorption and/or transport of the
gas on and through the substrate; the steric mechanisms are based on the incom-
patibility between the size or shape of the pores in the substrate and those of the
adsorbate gas molecules. Many materials have been used for this purpose during the
past half-century, including carbon nanotubes, activated carbons and zeolites. In
recent years, attention has been drawn increasingly to a wider variety of materials,
the MOFs. MOFs consist of metal centers and/or metal clusters connected by
organic linkers forming 3-D porous structures with 1D or 2D channels. The
structure and pore diameters of MOFs are well determined and can be controlled by
design, showing many potential advantages over other nanoporous materials. MOFs
have exceptional properties due to their flexibility, and can be tailor-made, opening
the possibility of designing materials that target specific mixtures of gases.

Although adsorption is one of the most promising methods for energy-efficient
separation of gas mixtures, the use of MOFs for that purpose has been explored to a
limited extent [56–60]. For example, Duren et al. [56] studied the extraction of
n-butane from mixtures at 298 K, and proposed new, not yet synthesized materials
with higher selectivity. Yang et al. [55] studied separation of CO2/N2/O2 from flue
gases in CuBTC (Cu(BTC)2(H2 O)3, (BTC) = benzene-1,3,5-tricarboxylate), find-
ing a selectivity of approximately 20 up to 5 MPa and at 295 K; Wang et al. [57]
studied mixtures of CO2/CO, C2H4/CO2 and C2H4/C2H6 in CuBTC, finding
selectivity of approximately 20, 2 and 1 for CO2/CO, C2H4/C2H6, CO2/C2H4,
respectively. Adsorption studies also help to increase the understanding we have of
substrates when they are correlated with experimental results. The properties of

Fig. 6 Snapshot of the Kr
atoms overlapped with the
carbon atoms at T = 77 K,
P = 5.0 × 10−6 atm
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adsorbates are thus one of the aspects of nanomaterials that need to be assessed to
enable its applications and help bring closer its use in new technologies.

MOFs consist of metal ions connected by organic molecules to form scaffolding-
like structures similar to a molecular Tinker toy. Behaving as molecular-scale
sponges, these MOFs have wide-ranging potential uses for filtering, capturing or
detecting molecules, such as carbon dioxide, or hydrogen storage for fuel cells.

MOFs are synthesized by a self-assembly process in which metal or metal oxide
vertices are connected by functionalized organic linker molecules to form extended
crystalline porous materials. Different combinations of vertices and linkers lead to
materials with varying topologies, pore sizes and functionalities. These materials
may have extensive open-framework structures resulting in the inclusion of guest
species during synthesis. These species may be removed via desolvation and the
resulting empty framework may maintain structural integrity giving a porous MOF
material with a large apparent surface area. Other guest molecules can then be
adsorbed into such porous structure. The MOF connectivities and topologies are
controlled by the coordination preferences of the metal and ligand. Many groups
currently investigate MOFs, experimentally, theoretically and computationally
[61–66]. A number of reviews describe the experimental synthesis, characterization
and applications of MOFs [67–69]. Since too many different MOFs have been
synthesized to date, atomic simulations are needed to identify those that have
required properties for targeted applications.

IRMOFs (isoreticular MOFs) are a “family” of MOFs with different linkers and
unchanged metallic centers. Yaghi and coworkers developed IRMOFs [70]. These
materials consist of zinc–oxygen complexes connected by carboxylate-terminated
linkers and form a regular cubic lattice. All IRMOFs have a topology adapted from
the prototype IRMOF-1 (also called MOF5) in which an oxide-centered Zn4O tet-
rahedron is edged-bridged by six carboxylates to reticulate into a three-dimensional
porous network (See Fig. 7). The density of these materials varies in small incre-
ments (*0.1) in the range 1.00 g/cm3 for IRMOF-5 to 0.21 g/cm3 for IRMOF-16.
The percent free volume varies from 55.8 to 91.1 %. Remarkably, the lowest percent
free volume obtained in this series exceeds that found in most open zeolites, such us
faujasite [71] in which it is 45–50 %. Adsorption properties of IRMOFs have also
received considerable attention [56, 64, 66]. Although most of these adsorption
studies concentrate on CO2 at room temperature, other gases have also been studied.
For example, Dubbeldam et al. [64] reported NVT simulations of Ar and N2 in
IRMOF-1 at temperatures in the range 30–90 K. Duren et al. [56] and Keskin et al.
[67] investigated the separation of methane/n-butane and CO2/methane mixtures
in IRMOFs at room temperature, suggesting that these are promising materials for
such separations.

Our numerical study of adsorption of CO2, CH4 and H2 in IRMOF-1 confirms
that the material is suitable for gas separation [18]. We run GCMC simulations and
applied the IAST approximation to calculate the selectivity of CO2. We modeled
the MOF cell as a cube with adsorption sites at the corners and on the edges (see
Fig. 8). At each adsorption site, we located a point particle, with LJ parameters
chosen to fit experimental data of the IRMOF-1. We also assigned electric dipole
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and quadrupole moments to the point particles, to imitate the charge distribution of
the IRMOF. We tested the effect on the selectivity of the temperature and variations
of the size and multipoles. In Fig. 9 we compare the adsorption isotherms of CO2

and CH4 in a MOF with a cubic cell containing only LJ sites. In the left panel, we
observe that in a compressed MOF the uptake pressure of CO2 is significantly
lower than the one of CH4. The pressure gap is larger at 140 K than at 300 K.

Fig. 7 The IRMOF-1 cubic
cell has 8 Zn4O corner
clusters connected with 24
linker molecules; the Zn4O
tetrahedrons are linked by
1,4-benzene dicarboxylates.
The size of the box is 1.3 nm.
Zn in purple, O in red, C in
green. Hydrogen is not shown
for clarity

Fig. 8 Simple model of the
IRMOF-1. Red, blue and
orange dots represent three
distinct sites of adsorption
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In the expanded MOF (right panel), on the other hand, the pressure gap almost
vanishes. Hence, the selectivity of CO2 is boosted in the low temperature com-
pressed MOF. We also found that inserting dipoles at the corner sites favors the
selectivity. Adding quadrupoles at the edges, on the other hand, results insignifi-
cant. We conclude that three mechanisms can improve the MOF’s capability to
separate CO2 from CH4 and H2: reducing the temperature, slightly compressing the
MOF and inserting molecules with a finite dipole.
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Atom-Precise Metal Nanoclusters

Anu George and Sukhendu Mandal

Abstract A nanocrystal is a crystallite with size greater than about 2 nm.
Nanoclusters are non-crystalline nanoparticles that are typically small and com-
posed of a specific number of metal atoms in the core, which are protected by a
shell of ligands. Optical properties of large metal nanoparticles in external elec-
tromagnetic fields are a function of their size, free-electron density and dielectric
function relative that of the surrounding medium. The ultra-small size of nanocl-
usters allows them to exhibit distinct quantum confinement effects, which in turn
results in their discrete electronic structure and molecular-like properties, such as
HOMO-LUMO electronic transitions, enhanced photoluminescence, and intrinsic
magnetism, to name a few of the characteristics. Metal nanoclusters play an
important bridging role between nanochemistry and molecular chemistry. A basic
understanding of the structure, electronic and optical properties, as the materials
evolve from the atomic state to nanoclusters to fcc-structured nanocrystals, con-
stitutes a major evolution across length scales, and leads to fundamental insights
into the correlation between the structure and key characteristics of metal
nanoclusters.

Keywords Nanocrystal � Metal nanoclusters � Nanostructures � Quantum
confinement � Nanochemistry

1 Introduction

Nanoscale materials are generally classified based on three different length scales
into three size domains: nanoparticles, nanocrystal and clusters [1, 2]. Nanoparti-
cles are broadly defined as nanoscale particles ranging from 1 to 100 nm [3].
The term “nanocrystal” is defined as a nanoscale crystallite with size >2 nm.
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Nanoclusters (NCs) are those non-crystalline nanoparticles, which are typically
very small and are composed of a specific number of metal atoms in the metal core,
which are protected by shell of ligands. NCs are non-crystallographic in nature due
to lack of translational symmetry (presence of fivefold symmetry destroys the
translational symmetry) [4]. Optical properties of large metal nanoparticles to
external electromagnetic fields depend on their sizes, free-electron density and
therefore their nearly bulk-like dielectric function relative to that of the surrounding
medium. This behaviour can be quantitatively described by Mie theory. When
particle size decreases and approaches to the electron beam free path (*50 nm for
Au and Ag), the dielectric function and refractive indices become strongly size
dependent. In that case Mie theory provides an adequate explanation with proper
modification. When particle size approaches to sub nanometer size regime (the
Fermi wavelength of an electron, or *0.5 nm for Au and Ag)—the optical,
electronic, and chemical properties of metal NCs differ dramatically from the other
two size regimes [1, 2, 5–7]. The ultra-small size of these NCs induces distinctive
quantum confinement effects, which result in discrete electronic structure and
molecular-like properties [8–10], such as HOMO-LUMO electronic transition,
enhanced photoluminescence, intrinsic magnetism, and many others [11–13].

These NCs bridge small organometallic complexes and larger crystalline metal
nanoparticles, which involves lot of transitions in terms of electronic structure and
material properties. Understanding the evolution as a function of cluster size is one
of the grand challenges in chemistry and physics in recent time.

In this book chapter, we discuss the bridging roles of metal NCs between
molecular chemistry and nanochemistry. Fundamental understanding of the evo-
lution of the structure, electronic, and optical properties as the materials evolve
from the atomic state to NCs to fcc-structured nanocrystals, is of paramount
importance and constitutes a major task in nano and materials science research. The
evolution across length scales will lead to the fundamental insights into struc-
ture–property correlation.

Providing this missing link between atomic and nanoparticle behavior in noble
metals, highly fluorescent gold NCs smoothly link the optical- and electronic-
structure transitions from atoms to nanoparticles with observable free-electron
behavior, and likely serve as a guide in understanding the even brighter emission
from other noble NCs.

In this book chapter we will start with different syntheses methods, then struc-
tural aspect of these materials followed by fluorescence behavior.

2 Synthetic Methods

As we go to the sub-nanometer size, well known for various surface properties and
applications, the controlled synthesis of the metal clusters become an important
criteria because of the sensitivity of the cluster’s properties to the number of atoms.
Generally, the synthesis of metal NCs is approached by two different routes.
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One is the bottom-up approach where the metal precursor ions are reduced by
suitable reducing agent to form zero valent atoms and the nucleation of these atoms
forming atom-precise clusters. The other way is the top-down approach which
includes the ligand induced etching of larger nanoparticles giving clusters. Experi-
mental parameters and reaction conditions such as metal to ligand ratio, nature of
reducing agents, structure of the protecting ligands, reaction temperature, pH and
time are adjusted to control the core size and surface properties of the metal NCs.

These cluster materials were synthesized by both gas phase and solution
methods. Gas phase clusters which are formed when a bulk metal is heated to near
its melting point, the emitted atomic vapor contains dimers (M2), trimers (M3),
tetramers (M4) and larger ones Mn, with n up to even a few hundred, but the yield
drastically drops with increasing size. In contrast to the gas phase clusters which are
bare (without ligand protection), solution phase clusters are protected with various
ligands (e.g., phosphines, amines, thiols, etc.) which form a monolayer on the
cluster surface and prevent the clusters from aggregation in solution or in the solid
phase.

Now we will elaborate few synthetic methods in solution phase. These are
below.

2.1 Modified Brust–Schiffirin Methods

Brust et al. in 1994 provided an easy and effective method for the synthesis of
monolayer protected metal cluster which was later widely applied to various areas
of nanoscience and nanotechnology [14]. In the past decade different types of
modified Brust–Schiffirin methods have been developed to prepare metal and
semiconductor NCs. In this method, first metal precursor is dissolved in an aqueous
solution and then transferred to an organic solvent by a phase transferring agent
such as tetraoctylammonium bromide and the subsequent addition of organic
ligands and the reducing agent generate metal NCs. The above method is two
phases method but Brust et al. also developed one phase method that is carried out
in a polar solvent. By using Brust–Schiffirin methods (one phase and two phases),
Au NCs [15] with different core sizes and then other metal clusters such as Pt [16],
Ag [17], Cu [18] have been successfully synthesized with different protecting
ligands and reducing agents.

2.2 Template-based Syntheses

Template-based synthesis exhibits various advantages for the preparation of fluo-
rescent sub-nanometer clusters such as precise cluster size control, excellent sta-
bility of the clusters against aggregation, biocompatibility etc. This synthesis
method makes use of polymers, polyelectrolytes, proteins, dendrimers and DNA as
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the templates. These templates provide predetermined environment favorable to
produce NCs with well controlled size and shape. Moreover, these clusters are
widely used for the catalysis due to their available active surface area. Polyami-
doamine (PAMAM) as template had made considerable attention in the synthesis of
highly fluorescent Cu, Au, Ag, Pt and other transition metal clusters. The core shell
structure of PAMAM dendrimers provides an ideal template to produce and sta-
bilize metal NCs [19]. In this particular method, the metal ion precursor and the
dendrimer is co-dissolved in a solvent in order to trap the metal ions into the interior
of the dendrimer and is chemically reduced using suitable reducing agents with
suitable pH of the medium.

2.3 Precursor- or Ligand-Induced Etching Method

The ligands used for stabilizing the NCs such as thiols, amines, phosphines,
polymers etc. play multiple roles in determining the cluster size, optical and elec-
tronic properties. The metal core can be etched by excessive ligands due to the
strong interaction between the metal atoms and the protecting ligands. Size focusing
methods on the basis of ligand induced etching have been used to synthesize
atomically monodisperse metal NCs [20]. With the ligand etching process, the
smallest metal NCs can also be synthesized. In addition to ligand etching based size
focusing, a precursor-induced etching method have also been developed for metal
NC syntheses [21]. In this method, the metal nanoparticles were synthesized in an
organic medium like toluene and were etched into small NCs by adding metal
precursor solution drop by drop to the particle solution. The most common one is
the thiol etching method which produced atomically monodispersed metal NCs.

2.4 Microemulsion Methods

Microemulsions are thermodynamically stable, isotopic liquid mixtures of oil,
water, surfactant, frequently in combination with co-surfactant. The three basic
types of microemulsions are direct (oil dispersed in water), reversed (water dis-
persed in oil) and bi-continuous which provide a liquid core shell structure. The
reversed microemulsion has been demonstrated as an effective and reproducible
system to synthesize photoluminescent NCs with a narrow size distribution [22].
The homogeneous metal NCs could be formed and restricted inside the liquid core,
and the cluster size can be easily tuned by adjusting the liquid core dimensions of
microemulsions.
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2.5 Electrochemical Syntheses

Electrochemical method like other methods has also been widely used to prepare
metal NCs. The process of this method was introduced by Reetz et al. [23]. The
metal source used here is a sacrificial anode and the metal ions produced are
reduced at the cathode giving rise to metal NCs stabilized by surfactants in the
electrolytic solution. The advantage of this method over the chemical reduction is
low reaction temperature, large scale yield and easy manipulation of the cluster size
by tuning current, voltage, electrolyte concentration of stabilizers etc. NCs syn-
thesized by this method are very stable over several years.

2.6 Solid State Syntheses

Apart from the synthesis in aqueous or organic solutions, solid state synthesis has
been recently employed in the formation of metal NCs. This method has various
advantages over solution phase syntheses. The solid state route overcomes the dif-
ficulty in controlling the particle size due to the fast reduction process in solvents.
This process of synthesizing cluster is simple and involved three steps. Recently Ag9
quantum cluster [24] was synthesized through the solid state route by grounding a
mixture of silver nitrate and mercaptosuccinic acid in the solid state until a change of
color was observed. Sodium borohydride in solid form was added, and the mixture
was ground, resulting in the formation of brownish black powder that showed strong
affinity to water. The cluster solution was formed with a strong effervescence and
was precipitated by the addition of excess ethanol. The highly stable nanoclusters
under inert atmosphere can be obtained in gram scale by the solid state route.

2.7 Synthetic Methods of NCs

See Table 1.

3 Single Crystal Structure

Bulk metal and metal nanocrystals have a face-centered cubic (fcc) structure. NCs
do not exhibit translational symmetry in terms of atomic arrangement, indeed, many
of them possess fivefold symmetry (e.g., icosahedron-based), which destroys the
translational symmetry and hence such clusters are non-crystallographic and adopt
icosahedron motif. The icosahedral structure of M13 clusters can indeed be trans-
formed from the fcc structure through the formation of cuboctahedral structure.
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Transformation from cuboctaheron to icosehadron structure leads to an appreciable
energy gain, which further stabilizes the icosahedral structure. Presence of both the
radial and peripheral bonds is of importance in stabilizing the icosahedral structure.
The icosahedron possesses twofold, threefold, and fivefold rotation axes. An
interesting issue is at what threshold size icosahedral structure will disappear. The
structural transformation from icosahedral to fcc structure leads to reduction of the
number of peripheral M–M bonds. Thus, when the surface energy of NCs becomes
optimum at a certain size, this transformation would spontaneously occur, but the
threshold size is still unknown.

It is challenging but exciting to determine the crystal structures of NCs. It seems
that every size of NCs comes as a surprise in terms of their structure. To determine
the crystal structure of NCs, the best and most reliable approach is still X-ray
crystallography. Unfortunately, to grow high-quality single crystals of NCs is, in
general, very difficult, albeit breakthroughs have been made recently in the cases of
Au102, Au25, Au 23 etc. clusters with thiols or phosphine based ligands. The single
crystal structure can reveal information about the structural relation with NC and
larger counterpart (e.g., bulk or nanocrystals). The crystal structure of Au102(p-
MBA)44, where p-MBA = SPhCOOH, shows that it contains Au49 decahedral
kernel and the rest of the 53 Au atoms can be divided into three groups: (1) 30 Au
atoms form two symmetry-equivalent 15-atom rhombicosidodecahedral fragments
and face-cap the Au49 kernel under pseudo D5h symmetry, forming the Au79 kernel;
(2) 10 Au atoms cap the 10 square-shaped Au facets of the Au79 kernel under
pseudo D5h symmetry, forming a protecting layer; (3) 13 Au atoms are multiply
connected as part of a steric/electronic coating to the Au atoms of the Au79 kernel.
The 44 p-MBA ligands interact not only with gold but also with one another,
forming a rigid surface layer.

X-Ray crystallographic analysis of Au25 cluster structure features a centered
icosahedral Au13 core (kernel), which is further capped by a second shell comprised
of the remaining twelve Au atoms. The entire Au25 cluster is protected by 18-SR
ligands. As Au nanocrystals (>2 nm) typically exhibit fcc structure (proved by
powder X-ray diffraction pattern), the icosahedral structure (observed in Au25) must
disappear at some threshold size with increasing cluster size and transform to close-
packed layer structures. It also remains to be seen whether other types of Au–S
bonding modes appear in other sized Aun(SR)m clusters. On the other hand,
whether gold thiolate clusters can adopt hollow cages or helical structures is an
interesting question. Some attempts have made through theoretical calculation but
far from the experimental results.

4 Optical Properties of Noble Metal Clusters

Drude has explained the electrical and thermal conductivities of metals by modi-
fying the kinetic theory of gases to account for the highly increased electron
densities and interactions of metals. The Drude model considers the valence
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electrons of metals to be free electrons, due to strong electron-screening effects.
These free electrons are delocalized in bulk metals and do not reside on any specific
metal atoms. As a result, free electrons move in the constant potential field provided
by the positively charged cores.

In case of metals the highest-electron energy of the uppermost filled level is
called the Fermi energy (Ef), which is independent of the metal size. The dis-
placement of free electrons in an electric field gives rise to polarization changes at
the nanoparticle surface with a linear restoring force between electrons and positive
charges, which is applicable for all size scales. Differences in size-dependent optical
response mainly arise from the change in the number of free electrons. When metal
nanoparticle sizes become much smaller than the electron mean free path, both the
absorption frequency and line width have simple size dependences and are quan-
titatively related to the inverse particle radius, R−1. Consequently, when the metal
nanoparticle size approaches the Fermi wavelength, the continuous-band structures
of metals break up into discrete energy levels. Kubo predicted quantitatively the
electronic structure of very small metal clusters based on the recognition that the
quasi-continuous electron energy states of bulk metals become discrete on the few-
atom scale. Owing to the strong confinement of free electrons in this size regime,
NCs possess multiband step-wise optical absorption behavior instead of collective
plasmon excitation, and exhibit interesting molecule-like properties such as quan-
tized charging, magnetism, and strong luminescence. The luminescence properties
of the noble metal clusters are discussed below.

5 Luminescent Clusters

Nobel metal NCs have emerged as novel luminescent nanomaterials because of
their better performance in many aspects like biocompatibility, photostability, and
non-toxicity relative to organic dyes and semiconductor quantum dots. With the
rapid development of synthesis strategies, the luminescence properties of metal
NCs have fascinated the scientific community. There are a number of novel syn-
thetic methods developed to fabricate highly luminescent gold/silver (Au/Ag) NCs.
Using suitable agents for stabilizing clusters from aggregating and enhancing their
fluorescence is also of key importance for obtaining highly fluorescent NCs.

The one pot synthesis of protein and thiol protected luminescent Au clusters was
widely studied. A green chemical synthesis of highly fluorescent BSA@Au
(Bovine Serum Albumin—BSA) clusters with red emission was reported by Xie
et al. [25]. Choudhari et al. [26] synthesized the red emitting NLf@Au (Native
Lactoferrin—NLf) clusters in an alkaline pH condition and studied the concentra-
tion dependent time evolution of these clusters in the protein templates. Hence
conditions during the synthesis (e.g., pH) can also have significant effects on the
size, structure, and other properties of the resultant protein-protected Au NCs.
Accurate structural determination of the protein-protected NCs, which are crucial
for the study of their luminescence properties is lacking because of difficulties in
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their structural characterization due to relatively wide distribution of sizes and the
difficulty in obtaining single crystals of the protein-protected Au NCs for X-ray
crystallography. Lie et al. [27] successfully synthesized highly red emitting
BSA–Au NCs and HSA–Au NCs (Human Serum Albumin—HSA) within a very
short time by microwave irradiation. Xi Yang et al. [28] reported the synthesis of
water-soluble, monodispersed, and bluish green emitting Histidine@Au NC by an
ultra-facile one-step reaction. These clusters are possibly used to fabricate fluo-
rescent biosensors.

Fluorescent Au NCs stabilized with various other thiols such as tiopronin [29],
phenylethylthiolate [30], thiolate α-cyclodextrin [31] and 3-mercaptopropionic acid
[32] have also been reported. Nienhaus group [33] recently reported a facile syn-
thesis of water-soluble fluorescent Au NC using a mild reductant, tetrakis
(hydroxymethyl)phosphonium chloride (THPC) and D-penicillamine (DPA) as the
stabilizer emitted bright orange-red fluorescence at 610 nm as shown in Fig. 1. The
obtained DPA-capped Au NC was used for cellular imaging applications as in
Fig. 2.

Apart from the above mentioned one-step strategy luminescent metal NCs can
also be produced by etching large gold nanoparticles by thiols. Pradeep et al. [34]
synthesized two fluorescent magic number clusters, Au25 and Au8 by adjusting the
pH in mercaptosuccinic acid protected gold nanoparticles via ligand etching with
glutathione. These clusters can be viable option for in vivo studies since they are
highly biocompatible due to their low metallic content. There are reports where the
NCs exhibit pronounced red photoluminescence only after phase transfer to
aqueous solution. Lin et al. [21] reported the synthesis of Au NCs based on pre-
cursor induced Au NP@DDAB (didodecyldimethylammonium bromide—DDAB)
etching in organic phase and ligand exchange with reduced lipoic acid (dihydro-
lipoic acid—DHLA) to transfer the particles to aqueous solution as shown in Fig. 3.

Fig. 1 Photographs of an as-
prepared aqueous solution
of DPA–AuNCs, a in visible
light and b under a UV light
source with wave-length
365 nm. Reprinted with
permission from Ref. [33] ©
2010 the Royal Society of
Chemistry
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DHLA@Au NC as synthesized exhibited less photobleaching than organic fluo-
rophores. However it was more prone to photobleaching than the semiconductor
quantum dots, which show an excellent photostability.

Single crystal structure of several thiolate–Au NCs [e.g., Au25(SR)18 [35],
Au36(SR)24, Au38(SR)24, [36] and Au102(SR)44 [37] are shown in Fig. 4 underscore

Fig. 2 a Confocal image of HeLa cells after incubation with DPA–AuNCs for 2 h. b Cross-
section of a 3D image reconstruction, showing internalized DPA–AuNCs. Membranes were
stained with the red dye DiD. Images were taken by 2-photon excitation at 810 nm. Reprinted with
permission from Ref. [33] © 2010 the Royal Society of Chemistry

Fig. 3 a General strategy to fabricate water soluble fluorescent Au nanoclusters. b Pictures of
particle solutions under daylight and UV light. Reprinted with permission from Ref. [21].
Copyright 2009 American Chemical Society
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the significant effects of the thiolate ligand or thiolate–Au1 complexes on the
luminescence of the NCs. Chang et al. [38] suggested that the fluorescence of Au
NCs, prepared via thiol-induced etching, mainly originated from Au NCs/polynu-
clear Au(1)-thiol (core/shell) complexes, based on the fact that these clusters dis-
played a strongly Stokes-shifted luminescence with long lifetimes, which is
characteristic of thiol–Au(I) complexes that display ligand-metal charge transfer
and metal–metal interactions.

There are also several recent reports on the syntheses of polymer-stabilized
fluorescent Au NCs. For instance, Shuming et al. [39] reported a ligand-induced
etching process for preparing highly fluorescent and water-soluble metal NCs by
the ligand exchange reactions using multivalent coordinating polymers such as
polyethylenimine (PEI) which are able to etch performed colloidal gold nano-
crystals, leading to atomic Au clusters that are highly fluorescent upon UV light
excitation. Tan et al. [40] explained the effect of polymer ligand structures on
fluorescence of Au NCs. Three types of non-fluorescent tridentate thioether-ter-
minated polymer ligands, poly(methyl methacrylate) (PTMP-PMMA), poly(n-butyl

Fig. 4 Crystal structures of a Au25(SR)18, b Au102(SR)44 c Au36(SR)24 and d Au38(SR)24.
Reprinted with permission from Refs. [35–37]. Copyright 2008 and 2013 American Chemical
Society
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methacrylate) (PTMP-PBMA) and poly(tert-butyl methacrylate) (PTMP-PtBMA),
PTMP—Pentaerythritol tetrakis-3-mercaptopropionate, were designed to synthesize
blue emitting Au NCs by a simple facile photoreduction method. The photore-
duction approach is feasible for avoiding the use of additional reducing agents,
which is good for studying the photoluminescence mechanism of Au NCs. The
capability of polymer ligand to donate electrons plays an important role in
improving fluorescence. Among these the highest fluorescence and quantum yield
by NC@PTMP-PtBMA is shown in Fig. 5 could be attributed to the strong electron
donating compared to other polymers owing to their carbon chains.

Highly luminescent small metal NCs are also prepared by utilizing dendrimers as
templates. The general procedure consists of mixing dendrimer (G4–OH or
G2–OH) and gold ions (HAuCl4.nH2O) in distilled water. After adding strong
reducing agent of NaBH4, small fluorescent Au NCs and large nanoparticles are
created simultaneously. The confined intra-space of dendrimer restricts the growth
of Au NCs. Reduced gold atoms aggregate within the dendrimers to form small
NCs. Dickson et al. [41] synthesized monodisperse, blue emitting Au8 NC (Fig. 6).
These are encapsulated in and stabilized by biocompatible poly(amidoamine)
(PAMAM) dendrimer and exhibit a fluorescence quantum yield of *41 % in

Fig. 5 Preparation of fluorescent Au NCs stabilized by tridentates polymer ligands in a
homogeneous organic system. Reprinted with permission from Ref. [40] © 2010 the Royal Society
of Chemistry

Fig. 6 Emission from Au NC under long-wavelength UV lamp irradiation. Reprinted with
permission from Ref. [41]. Copyright 2003 American Chemical Society
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aqueous solution. Practical applications of gold NC as a novel fluorophore become
possible due to the 100-fold enhancement in quantum yield which probably results
from the lower density of states present in very small Au8 NCs which minimizes the
internal nonradiative relaxation pathways. Additionally, the larger dendrimer cage
better protects these NCs/nanodots from quenchers in solution.

Lin et al. [42] designed a simple and facile strategy for preparing Au NCs by a
polarity-specific ion pair association. This strategy can enhance quantum yield of
gold NC from 20 to 60 % after microwave irradiation. Martinez et al. [43] dem-
onstrated the use of physiological temperature (37 °C) and ascorbic acid (vitamin
C), a mild biologically derived reductant, for the well-defined synthesis of Au NCs
using PAMAM dendrimer templates, without the formation of gold nanoparticles.

DNA sequences could be used to tune the Au NCs emission. Apart from its well-
known role as the cellular store-house of information, DNA is now being used to
construct rigid scaffolds in one, two, and three dimension on the nanoscale.
Recently Xu et al. [44] presented a new approach for the synthesis of water-soluble,
red fluorescent Au NCs, templated by single stranded DNA and dimethylamine
borane as a mild reductant (Fig. 7). Twenty-three-mer single stranded DNAs with
the sequences of 5′–GAGGCGCTGCCYCCACCATGAGC–3′ (named 23-Ys,
Y = C, A, G, and T) were employed in this work. The as-prepared Au NCs display
high stability at physiological pH condition, and thus, wide applications are
anticipated for the biocompatible fluorescent Au NCs serving as nanoprobes in
bioimaging and related fields.

Liu et al. [45] synthesized fluorescent Au NCs using various DNAs as hosts. By
comparison among hairpin DNAs (HP–DNAs) with a pristine stem segment and
varied loop sequences, they found that the emission behavior of the HP–DNA-hosted
Au NCs depends on the loop sequences. The cytosine loop was found to be the most
efficient host to produce fluorescent Au NCs. The DNA-hosted Au NCs can be used
as probes to in situ analyze the DNA hybridization and cytosine related mutation.

DNA-templated few-atom Ag NCs with excellent biocompatibility and unique
optical properties have attracted much attention in biological sensing [46], infor-
mation processing [47] and cellular imaging [48]. DNA is well suited for synthesis
of silver NCs since the heterocyclic DNA bases offer various binding sites for Ag(I)
ions and diverse DNA sequences can be used for programmed growth of Ag NCs.
Different DNA sequences and lengths can be used to modulate the emissions of
DNA templated silver NCs, [49–51] (Fig. 8a). Fygenson et al. [52] found that few-
atom Ag clusters attached to single-stranded DNA exhibit visible fluorescence with
spectral properties that are sensitive to the sequence and secondary structure of the
bases that comprise the strand.

Fig. 7 Schematic illustration for the formation of Au NCs templated by DNA
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Linear polyacrylates such as poly(methacrylic acid) (PMAA) can act as an
excellent scaffold for the preparation of silver NCs in water solution by photore-
duction with visible light [53], UV light [54] or sonochemically [55]. PMAA
stabilized NCs have an excellent stability and can be transferred to other scaffolds
and solvents [56] and can sense the local environment. Ras et al. [50] observed that
the fluorescence emission properties of PMAA-stabilized Ag NCs could be tuned to
a great extent by selecting appropriate solvents (Fig. 8b). For instance, red shift in
the emission peak was observed upon transfer from water to methanol.

In addition to polymers, small molecules containing either carboxylic groups or
thiols have been used to stabilize silver NCs in solution. Zhou et al. [57] synthesized

Fig. 8 a Representation of silver nanoclusters encapsulated in DNA oligonucleotides. Photo-
graphs under UV-light of samples with different oligonucleotides and hence different
emitters. Emission spectra of the last sample, showing red emitters. Confocal fluorescence
microscopic image of live cells incubated with (anti-heparin sulfate)-(DNA Oligonucleotides)-
(silver nanoclusters). Reprinted with permission from Ref. [49, 50] Copyright 2008, 2004
American Chemical Society and from Ref. [51] with permission of John Wiley and Sons.
b Schematic drawing of silver nanoclusters protected by carboxyl groups of poly(methacrylic
acid). Photograph under UV-light of samples in water/methanol mixtures, from pure water on the
left to pure methanol on the right. Emission spectra of the samples imaged. Reproduced from Refs.
[53, 56] with permission of Wiley-VCH Verlag GmbH and Co. KgaA. c Silver nanoclusters
prepared by interfacial etching from silver nanoparticles and stabilized with small molecules (i.e.
mercaptosuccinic acid). Samples under UV light and fluorescence quenching by addition of NH3.
Reprinted from Ref. [59] with permission of Royal Society of Chemistry and from Ref. [58] with
permission of Wiley-VCH Verlag GmbH and Co. KgaA
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blue emitting silver NC using GSH as the capping agent in aqueous solution by a
facile one pot sonochemical method which shows excellent sensitivity and high
selectivity towards sulfide ion (S2−), with a detection limit of 2 nM. Silver NCs are
also prepared by the interfacial etching from silver nanoparticles and stabilized with
small molecules like mercaptosuccinic acid by Pradeep et al. [58, 59]. The lumi-
nescence and the absorption are instantaneously quenched on addition of NH3 due to
the etching of the cluster core by NH3 (Fig. 8c). Recently Pradeep et al. introduced a
new solid state route to prepare luminescent Ag9 NC protected with merca-
ptosuccinic acid [24]. The obtained Ag9 cluster showed luminescence under UV
light at room temperature with excitation and emission maxima at 625 and 720 nm
respectively.

Dickson et al. [60] successfully synthesized water soluble Ag NCs in PAMAM
dendrimers through direct photoreduction in ambient conditions. Fluorescence
grows with increasing irradiation time as silver ions are photoreduced in the den-
drimer host. With synthetic control of the dendrimer attachment, these NCs are
likely to find use as biological labels.

6 Applications of Fluorescent Clusters

6.1 As Optical Sensors

Optical sensors are a type of analytical devices utilizing a component that can gen-
erate optical signals to detect target analysis. For the construction of an optical sensor,
the optical material or probe is an indispensable component for the best performance
of the sensor. Earlier various optical probes, such as organic dyes [61], conjugated
polymers, semiconductor quantum dots [62] and noble metal nanoparticles [63] have
been used for optical sensor development. Recent advances in the synthesis and
characterizations of highly luminescent noble metal NCs provide another class of
promising probes for the construction of novel optical sensors with improved features
in terms of simplicity, selectivity, sensitivity, and miniaturizability.

To construct an efficient fluorescent sensor, two key components must be present
in the luminescent Au/Ag NCs, i.e., a recognition component to provide specific
interaction with an analyte and a transducer component for signaling the occurrence
of the interaction. The luminescence properties of the NCs are highly sensitive to
the local environment as well as the size and the structure of the NCs, which can
provide an excellent response for signaling their interaction with analytes. “Turn-
off” and “turn-on” luminescence detection are two common features in the NC-
based optical sensor [64]. In a typical “turn-off” scheme, the luminescence of the
NCs is quenched by the analyte due to the specific interaction between the analyte
and the NC via the metal core or the ligand shell. In a typical “turn-on” scheme, the
luminescence is initially held back by an inhibitory agent and the addition of the
analyte can selectively remove the inhibitor from the NCs and thereby restoring
the luminescence of the NCs. In a typical Au/Ag NCs both the metal core and the
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ligand shell can specifically interact with the analytes, and can therefore function as
the recognition components.

6.1.1 Detection of Metal Ions

Hg2+ is a highly toxic and widespread pollutant ion which causes severe damaging
effects to the brain, nervous system and the kidney even at very low concentrations
[65]. Recently, metal NCs have been utilized as Hg2+ sensors by the quenching of
their fluorescence based on the unique metallophillic interactions between Au+ or
Ag+ and Hg2+ where the metal core of the NC act as the recognition component. It is
well known that a strong metallophilic bond could be formed between d10 centers of
Hg2+ and Au+ owing to the large dispersion forces between the closed-shell metal
atoms, which are further magnified by relativistic effects [66] which can efficiently
quench the luminescence of Au/Ag NCs, which can be used for Hg2+ detection. Xie
et al. demonstrated this recognition chemistry for Hg2+ detection using luminescent
Au@BSA NCs [67]. Upon the addition of Hg2+ to the BSA–Au NCs, the red
emission of the NCs was quenched within seconds owing to the specific and strong
metallophilic Hg2+ and Au+ interactions. These clusters were also successfully used
to construct an intracellular sensor for Hg2+ detection. By virtue of the high quantum
yield of BSA–Au NCs, the limit of detection for Hg2+ was estimated to be 0.5 nM,
which is much lower than the maximum level of mercury in drinking water (10 nM)
permitted by the U. S. Environmental Protection Agency (EPA).

High quantum yield of the NCs and high fraction of active Au+/Ag+ species on
the NC surface are the two key factors that leads to the selectivity and sensitivity of
the sensor based on Hg2+···Au+ or Hg2+···Ag+ metallophilic interactions (Fig. 9).

Fig. 9 a Schematic representation of Hg2+ sensing based on fluorescence quenching of Au NCs
resulting from the high-affinity metallophilic Hg2+–Au+ bonds. b Photographs of aqueous
BSA–Au NCs solutions (20 μM) in the presence of 50 μM of various metal ions under UV light.
Reprinted with permission from Ref. [67] © 2010 the Royal Society of Chemistry
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Cu2+ is another significant environmental pollutant and an essential trace
element in biological systems. The detection of Cu2+ ion is recently been carried out
using fluorescent metal NCs. A simple and sensitive fluorescent sensor for Cu2+

detection using fluorescent PMAA–Ag NCs was developed by Shang et al. [68].
The LOD of Cu2+ was measured to be 8 nM, which is much lower than that the U.S.
EPA limit for Cu2+ in drinking water. The mechanism of the fluorescence
quenching was explained by the interaction of Cu2+ with the carboxylic acid groups
of polymers surrounding the emissive Ag NCs where the ligand shell act as the
recognition component. Glutathione-capped Au NCs were also employed in a Cu2+

sensor application based on aggregation-induced fluorescence quenching [69].
Chang and coworkers [70] developed a novel, turn-on fluorescent assay for Cu2+

using DNA-templated Ag NCs. The introduction of Cu2+ resulted in the formation
of DNA–Cu/Ag NCs and thereby enhanced the fluorescence.

The luminescence enhancement can also be based on the metal deposition on the
NC surface. The deposition of Ag on the surface of Au NCs can be readily used as
the recognition chemistry for the Ag+ detection and lead to enhancement in the
luminescence intensity. Wu and coworkers [71] used the well-defined GSH–Au25
NCs for Ag+ detection based on the increased luminescence intensity of GSH–Au25
NCs due to the deposition of Ag+ (or Ag0). The LOD of this method was about
200 nM, which is lower than the maximum level of Ag+ in drinking water permitted
by EPA (460 nM).

It is well known that gold is a kind of chemically inert metal and a few anions
can react with it. Cyanide belongs to a class of substance that is toxic to envi-
ronment and human health. Au and Ag NCs with strong fluorescence show
promising application in the cyanide detection. Liu et al. [72] demonstrated the
successful application of Au NCs as a fluorescent sensor in detection of cyanide
ion. The formation of a stable Au CNð Þ�2 complex will lead to the fluorescence
quenching of clusters according to the Elsner reaction: [73]

4 Auþ 8 CN� þ 2H2Oþ O2 ! 4 Au CNð Þ�2 þ 4OH�:

Upon the introduction of cyanide to the aqueous BSA–Au NC solution, the
solution became colorless within 20 min, and the red emission was completely
quenched.

6.1.2 Detection of Biomolecules

Bi-thiols such as cysteine (Cys) play a critical role in important cellular functions
including detoxification and metabolism. The analysis of their levels in human
body fluids plays an important role in early diagnosis of many diseases. Shang
et al. [74] developed a simple fluorescent method for Cys detection based on
PMAA–Ag NCs. The fluorescence of Ag NCs can be efficiently quenched by
Cys which allowed the selective determination of Cys with a LOD of 20 nM.
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The mechanism of fluorescence quenching was suggested as the thiol-adsorption-
accelerated oxidation of the Ag clusters.

Luminescence quenching based on the enzymatic reaction was demonstrated by
Wen and coworkers [75] by fabricating luminescent Au NCs protected by horse-
radish peroxidase (HRP). The luminescent HRP-Au NCs showed excellent selec-
tivity for hydrogen peroxide (H2O2). The HRP enzymes on the NC surface were
still active and could catalyze the reduction of their substrate (H2O2). This catalytic
reaction generated reactive oxygen species (ROS) could break down the thiolate-Au
bond between HRP and Au core by oxidizing the thiolate to disulfide. As a result,
some HRP on the surface on Au NC lost their protecting capability, which in turn
destabilized the NCs and induced aggregation, thus leading to the luminescence
quenching of NCs. Wang and coworkers successfully utilized the luminescent
Au–BSA NCs to detect proteases [76]. The red emission of the Au–BSA NCs was
completely quenched after the addition of proteinase K. The luminescence
quenching of the NCs is due to the catalytic degradation of BSA by the protease and
the subsequent exposure of Au core to the dissolved O2. A variety of other bio-
molecules (e.g., lysozyme, insulin and transferring etc.) can serve as protecting
ligands for highly luminescent Au/Ag NCs and thereby provides this type of
luminescence probes for the construction of biosensors for a variety of analytes.

6.1.3 Biological Imaging

The biological imaging relies mainly on stable, biocompatible, highly specific and
sensitive markers. The commonly used fluorophores for imaging application
include organic dyes, engineered fluorescent proteins. But their limited photosta-
bility made them an inefficient tool for long-term experiments in live cells with high
sensitivity. An alternative for this was the introduction of semiconductor quantum
dots with good photostability and high fluorescence brightness. However these
quantum dots have prompted potential safety concerns for in vivo use. Moreover
their large dimensions, typically comparable to or larger than the size of proteins
affect the function of attached ligands. In contrast, fluorescent metal NCs are
smaller in size and exhibit bright emission with good biocompatibility, making
them attractive alternatives as fluorescent probes for bio-imaging.

In vivo fluorescence imaging of tumors may offer a possibility for the direct bio-
imaging of tumors for precise diagnosis of cancer and monitoring of the treatment
process. In situ fluorescent bio-imaging is also of great significance for visualizing
the activity of particular molecules, cells, and biological processes that influence the
behaviour of tumors. In this perspective, Au NCs are a promising biocompatible
fluorescent probes, offering surfaces and core exhibiting physiochemical properties.
Wang and coworkers [77] proved that Au NCs could readily be prepared by in situ
biosynthesis in live tumor cells, offering a promising opportunity for in vivo bio-
imaging application (Fig. 10).

The bright green fluorescence of Au NCs biosynthesized in situ inside HepG2
and K562 cancer cells appear to be adequate for their use for in vivo bio-imaging of
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relevant live tumor cells. Importantly this does not occur in non-cancerous cells, as
evidenced with human embryo liver cells. Thus Wang and coworkers proposed a
different novel strategy that relies on the fact that cancer cells have a completely
different redox homeostasis from normal cells.

In particular, for in vivo imaging and photodynamic therapy, two-photon
absorption (TPA) in the NIR region increases the penetration depth, spatial reso-
lution due to lower scattering, and minimizes auto fluorescence. The outstanding
TPA cross sections of metal NCs make them good candidates for application in
two-photon cellular imaging. Using dextran-encapsulated 11-MUA-Au NCs as the
fluorophore, Chou and coworkers [78] investigated their potential for two-photon
imaging of human mesenchymal stem cells (hMSCs). Bright luminescence from Au
NCs could be observed in fixed cell samples via two-photon excitation in a confocal
microscope using 800 nm laser pulses, thus validating the applicability of fluo-
rescent Au NCs in two-photon imaging.

References

1. Kreibig U, Vollmer M (1995) Optical properties of metal clusters. Springer, Berlin
2. Ashcroft NW, Mermin ND (1976) Solid state physics. Holt/Rinehart & Winston, New York
3. Sardar R, Funston AM, Mulvaney P, Murray RW (2009) Gold nanoparticles: past, present,

and future. Langmuir 25:13840
4. Jin R, Zhu Y, Qian H (2011) Quantum-sized gold nanoclusters: bridging the gap between

organometallics and nanocrystals. Chem Eur J 17:6584 (and references therein)
5. Haberland H (1994) Clusters of atoms and molecules: Theory experiment, and clusters of

atoms. Springer, Berlin
6. Kubo R (1962) Electronic properties of metallic fine particles. J Phys Soc Jpn 17:975
7. Schaaff TG, Knight G, Shafigullin MN, Borkman RF, Whetten RL (1998) Isolation and

selected properties of 10.4 kDa gold: glutathione cluster compound. J Phys Chem B 102:10643
8. Wallace WT, Whetten RL (2002) Coadsorption of CO and O2 on selected gold clusters:

evidence for efficient room-temperature CO2 generation. J Am Chem Soc 124:7499

Fig. 10 Schematic illustration of in situ biosynthesis of gold nanoclusters in cells and tumor
imaging (Reprinted with permission from Ref. [67] © 2013, Nature Publishing Group)

160 A. George and S. Mandal



9. Campbell CT, Parker SC, Starr DE (2002) The effect of size-dependent nanoparticle energetics
on catalyst sintering. Science 298:811

10. Sanchez A, Abbet S, Heiz U, Schneider W-D, Häkkinen H et al (1999) When gold is not
noble: nanoscale gold catalysts. J Phys Chem A 103:9573

11. Link S, Beeby A, FitzGerald S, El-Sayed MA, Schaaff TG, Whetten RL (2002) Visible to
infrared luminescence from a 28-atom gold cluster. J Phys Chem B 106:3410

12. Felix C, Sieber C, Harbich W, Buttet J, Rabin I et al (2001) Ag8 fluorescence in Argon. Phys
Rev Lett 86:2992

13. Zheng J, Nicovich PR, Dickson RM (2007) Highly fluorescent noble-metal quantum dots.
Annu Rev Phys Chem 58:409

14. Brust M, Walker M, Bethell D, Schiffrin DJ, Whyman R (1994) Synthesis of thiol-derivatised
gold nanoparticles in a two-phase liquid-liquid system. Chem Commun 7:801–802

15. Tracy JB, Kalyuzhny G, Crowe MC, Balasubramanian R, Choi JP, Murray RW (2007) Poly
(ethylene glycol) ligands for high-resolution nanoparticle mass spectrometry. J Am Chem Soc
129:6706–6707

16. Castro EG, Salvatierra RV, Schreiner WH, Oliveira MM, Zarbin AJG (2010) Dodecanethiol-
stabilized platinum nanoparticles obtained by a two-phase method: synthesis, characterization,
mechanism of formation, and electrocatalytic properties. Chem Mater 22:360–370

17. Wu ZK, Lanni E, Chen WQ, Bier ME, Ly D, Jin RC (2009) High yield, large scale synthesis
of thiolate-protected Ag7 clusters. J Am Chem Soc 131:16672–16674

18. Ang TP, Wee TSA, Chin WS (2004) Three-dimensional self-assembled monolayer (3D SAM)
of n-alkanethiols on copper nanoclusters. J Phys Chem B 108:11001–11010

19. Zhao MQ, Sun L, Crooks RM (1998) Preparation of Cu nanoclusters within dendrimer
templates. J Am Chem Soc 120:4877–4878

20. Jin RC, Qian HF, Wu ZK, Zhu Y, Zhu MZ, Mohanty A, Garg N (2010) Size focusing: a
methodology for synthesizing atomically precise gold nanoclusters. J Phys Chem Lett
1:2903–2910

21. Lin CAJ, Yang TY, Lee CH, Huang SH, Sperling RA, Zanella M, Li JK, Shen JL, Wang HH,
Yeh HI, Parak WJ, Chang WH (2009) Synthesis, characterization, and bioconjugation of
fluorescent gold nanoclusters toward biological labeling applications. ACS Nano 3:395–401

22. Lopez-Quintela MA, Tojo C, Blanco MC, Rio LG, Leis JR (2004) Microemulsion dynamics
and reactions in microemulsions. Curr Opin Colloid Interface Sci 9:264–278

23. Reetz MT, Helbig W (1994) Size-selective synthesis of nanostructured transition metal
clusters. J Am Chem Soc 116:1401–1402

24. Rao TUB, Nataraju B, Pradeep T (2010) Ag9 quantum cluster through a solid–state route.
J Am Chem Soc 132:16304–16307

25. Xie J, Zheng Y, Ying JY (2009) Protein-directed synthesis of highly fluorescent gold
nanoclusters. J Am Chem Soc 131:888–889

26. Xavier PL, Chaudhari K, Verma PK, Pal SK, Pradeep T (2010) Luminescent quantum clusters
of gold in transferrin family protein, lactoferrin exhibiting FRET. Nanoscale 2:2769–2776

27. Yan L, Cai Y, Zheng B, Yuan H, Guo Y, Xiao D, Choi MMF (2012) Microwave-assisted
synthesis of BSA-stabilized and HSA-protected gold nanoclusters with red emission. J Mater
Chem 22:1000–1005

28. Yang X, Shi M, Zhou R, Chen X, Chen H (2011) Blending of HAuCl4 and histidine in
aqueous solution: a simple approach to the Au10 cluster. Nanoscale 3:2596–2601

29. Huang T, Murray R (2001) Visible luminescence of water-soluble monolayer-protected gold
clusters. J Phys Chem B 105:12498–12502

30. Lee D, Donkers RL, Wang G, Harper AS, Murray RW (2004) Electrochemistry and optical
absorbance and luminescence of molecule-like Au38 nanoparticles. J Am Chem Soc
126:6193–6199

31. Paau M, Lo C, Yang X, Choi M (2010) Synthesis of 1.4 nm α-cyclodextrin-protected gold
nanoparticles for luminescence sensing of mercury(II) with picomolar detection limit. J Phys
Chem C 114:15995–16003

Atom-Precise Metal Nanoclusters 161



32. Wang Z, Cai W, Sui J (2009) Blue luminescence emitted from monodisperse thiolate-capped
Au11clusters. Chem Phys Chem 10:2012–2015

33. Shang L, Dorlich RM, Brandholt S, Schneider R, Trouillet V, Bruns M, Gerthsen D, Nienhaus
GU (2011) Facile preparation of water-soluble fluorescent gold nanoclusters for cellular
imaging applications. Nanoscale 5:2009–2014

34. Muhammed MAH, Ramesh S, Sinha SS, Pal SK, Pradeep T (2008) Two distinct fluorescent
quantum clusters of gold starting from metallic nanoparticles by pH-dependent ligand etching.
Nano Res 1:333–340

35. Zhu M, Aikens CM, Hollander FJ, Schatz GC, Jin R (2008) Correlating the crystal structure of
a thiol-protected Au25 cluster and optical properties. J Am Chem Soc 130:5883–5885

36. Zeng C, Liu C, Pei Y, Jin R (2013) Thiol ligand-induced transformation of Au38(SC2H4Ph)24
to Au36(SPh-t-Bu)24. ACS Nano 7:6138–6145

37. Gao Y (2013) Ligand effects of thiolate-protected Au102 nanoclusters. J Phys Chem C
117:8983–8988

38. Huang CC, Liao HY, Shiang YC, Lin ZH, Yang Z, Chang HT (2009) Synthesis of
wavelength-tunable luminescent gold and gold/silver nanodots. J Mater Chem 19:755–759

39. Duan H, Nie S (2007) Etching colloidal gold nanocrystals with hyperbranched and multivalent
polymers: a new route to fluorescent and water-soluble atomic clusters. J Am Chem Soc
129:2412–2413

40. Li L, Li Z, Zhang H, Zhang S, Majeed I, Tan B (2013) Effect of polymer ligand structures on
fluorescence of gold clusters prepared by photoreduction. Nanoscale 5:1986–1992

41. Zheng J, Petty JT, Dickson RM (2003) High quantum yield blue emission from water-soluble
Au8 nanodots. J Am Chem Soc 125:7780–7781

42. Jao Y-C, Chen M-K, Lin S-Y (2010) Enhanced quantum yield of dendrimer-entrapped gold
nanodots by a specific ion-pair association and microwave irradiation for bioimaging. Chem
Commun 46:2626–2628

43. Bao Y, Zhong C, Vu DM, Temirov JP, Dyer RB, Martinez JS (2007) Nanoparticle-free
synthesis of fluorescent gold nanoclusters at physiological temperature. J Phys Chem C
111:12194–12198

44. Liu G, Shao Y, Ma K, Cui Q, Wu F, Xu S (2012) Synthesis of DNA-templated fluorescent
gold nanoclusters. Gold Bull 45:69–74

45. Liu G, Shao Y, Wu F, Xu S, Peng J, Liu L (2013) DNA-hosted fluorescent gold nanoclusters:
sequence-dependent formation. Nanotechnology 24:1–7

46. Choi S, Dickson RM, Yu J (2012) Developing luminescent silver nanodots for biological
applications. Chem Soc Rev 41:1867–1891

47. Diez I, Ras RHA (2011) Fluorescent silver nanoclusters. Nanoscale 3:1963–1970
48. Li T, Zhang L, Ai J, Dong S, Wang E (2011) Ion-tuned DNA/Ag fluorescent nanoclusters as

versatile logic device. ACS Nano 5:6334–6338
49. Richards CI, Choi S, Hsiang JC, Antoku Y, Vosch T, Bongiorno A, Tzeng YL, Dickson RM

(2008) Oligonucleotide-stabilized Ag nanocluster fluorophores. J Am Chem Soc
130:5038–5039

50. Petty JT, Zheng J, Hud NV, Dickson RM (2004) DNA-templated Ag nanocluster formation.
J Am Chem Soc 126:5207–5212

51. Yu J, Choi S, Richards CI, Antoku Y, Dickson RM (2008) Live cell surface labeling with
fluorescent Ag nanocluster conjugates. Photochem Photobiol 84:1435–1439

52. Gwinn EG, O’Neill P, Guerrero AJ, Bouwmeester D, Fygenson DK (2008) Sequence-
dependent fluorescence of DNA-hosted silver nanoclusters. Adv Mater 20:279–283

53. Díez I, Pusa M, Kulmala S, Jiang H, Walther AA, Goldmann AS, Müller AHE, Ikkala O, Ras
RHA (2009) Color tunability and electrochemiluminescence of silver nanoclusters. Angew
Chem Int Ed 48:2122–2125

54. Shang L, Dong S (2008) Facile preparation of water-soluble fluorescent silver nanoclusters
using a polyelectrolyte template. Chem Commun 9:1088–1090

55. Xu H, Suslick KS (2010) Sonochemical synthesis of highly fluorescent Ag nanoclusters. ACS
Nano 4:3209–3214

162 A. George and S. Mandal



56. Díez I, Jiang H, Ras RHA (2010) Enhanced emission of silver nanoclusters through
quantitative phase transfer. Chem Phys Chem 11:3100–3104

57. Zhou T, Rong M, Cai Z, Yanga CJ, Chen X (2012) Sonochemical synthesis of highly
fluorescent glutathione-stabilized Ag nanoclusters and S2− sensing. Nanoscale 4:4103–4106

58. Rao TUB, Pradeep T (2010) Luminescent Ag7 and Ag8 clusters by interfacial synthesis.
Angew Chem Int Ed 49:3925–3929

59. Mrudula KV, Bhaskara Rao TU, Pradeep T (2009) Interfacial synthesis of luminescent
7 kDa silver clusters. J Mater Chem 19:4335–4342

60. Zheng J, Dickson RM (2002) Individual water-soluble dendrimer-encapsulated silver nanodot
fluorescence. J Am Chem Soc 124:13982–13983

61. Zeng L, Miller EW, Pralle A, Isacoff EY, Chang CJ (2006) A selective turn-on fluorescent
sensor for imaging copper in living cells. J Am Chem Soc 128:10–11

62. Basabe-Desmonts L, Reinhoudt DN, Crego-Calama M (2007) Design of fluorescent materials
for chemical sensing. Chem Soc Rev 36:993–1017

63. Jans H, Huo Q (2012) Gold nanoparticle-enabled biological and chemical detection and
analysis. Chem Soc Rev 41:2849–2866

64. Xu Z, Chen X, Kim HN, Yoon J (2010) Sensors for optical detection of cyanide ion. Chem
Soc Rev 39:127–137

65. Holmes P, James KAF (2009) Levy LS is low-level environmental mercury exposure of
concern to human health. Sci Total Environ 408:171–182

66. Pyykkç P (2004) Theoretical chemistry of the gold. Angew Chem Int Ed 43:4412–4456
67. Xie J, Zheng Y, Ying JY (2010) Highly selective and ultrasensitive detection of Hg2+ based on

fluorescence quenching of Au nanoclusters by Hg2+–Au+ interactions. Chem Commun
46:961–963

68. Shang L, Dong SJ (2008) Silver nanocluster-based fluorescent sensors for sensitive detection
of Cu(II). J Mater Chem 18:4636–4640

69. Chen W, Tu X, Guo X (2009) Fluorescent gold nanoparticles-based fluorescence sensor
for Cu2+ ions. Chem Commun 13:1736–1738

70. Lan G-Y, Huang C-C, Chang H-T (2010) Silver nanoclusters as fluorescent probes for
selective and sensitive detection of copper ions. Chem Commun 46:1257–1259

71. Yue Y, Liu TY, Li HW, Liu Z, Wu Y (2012) Microwave-assisted synthesis of BSA-protected
small gold nanoclusters and their fluorescence-enhanced sensing of silver(I) ions. Nanoscale
4:2251–2254

72. Liu YL, Ai KL, Cheng XL, Huo LH, Lu LH (2010) Gold-nanocluster-based fluorescent
sensors for highly sensitive and selective detection of cyanide 2043 in water. Adv Funct Mater
20:951–956

73. Wang XB, Wang YL, Yang J, Xing XP, Li J, Wang LS (2009) Evidence of significant
covalent bonding in Au(CN)2

−. J Am Chem Soc 131:16368–16370
74. Shang L, Dong S (2009) Sensitive detection of cysteine based on fluorescent silver clusters.

Biosens Bioelectron 24:1569–1573
75. Wen F, Dong Y, Feng L, Wang S, Zhang S, Zhang X (2011) Horseradish peroxidase

functionalized fluorescent gold nanoclusters for hydrogen peroxide sensing. Anal Chem
83:1193–1196

76. Wang Y, Wang Y, Zhou F, Kim P, Xia Y (2012) Protein-protected Au clusters as a new class
of nanoscale biosensor for label-free fluorescence detection of proteases. Small 8:3769–3773

77. Wang J, Zhang G, Li Q, Jiang H, Liu C, Amatore C, Wang X (2013) In vivo self-bio-imaging
of tumors through in situ biosynthesized fluorescent gold nanoclusters. Sci Rep 3:1157

78. Liu C, Ho M, Chen Y, Hsieh C, Lin Y, Wang Y, Yang M, Duan H, Chen B, Lee J (2009)
Thiol-functionalized gold nanodots: two-photon absorption property and imaging in vitro.
J Phys Chem C 113:21082–21089

Atom-Precise Metal Nanoclusters 163



Plasmonic Properties of Metallic
Nanostructures, Two Dimensional
Materials, and Their Composites

Lauren Rast

Abstract The intense and highly tunable optical field enhancement provided by
nanomaterials supporting plasmon resonances has diverse applications including
biophotonics, terahertz spectroscopy, and subwavelength microscopy. This chapter
compares plasmon resonance behavior and tunability in noble metal nanostructures
with that of two dimensional and quasi-two dimensional materials including
graphene, silicene, germanene, and the transition metal dichalcogenides. Plasmonic
optical behavior and related advancements in two-dimensional materials function-
alized by metallic nanostructures are discussed. Finally, possibilities for new
directions for work on similar composite plasmonic systems are outlined.

Keywords Plasmonics � Plasmon resonance � Metallic nanostructures �
Two-dimensional materials � Quasi-two dimensional materials � Graphene �
Silicene � Germanene � Dichalcogenides � Composites

1 Overview

The quantized units of collective plasma oscillation are known as “plasmons”. When
the real part of the dielectric function in amedium changes sign across an interface, for
example, where a metal and dielectric materials share a boundary, a surface-plasmon
resonant (SPR) mode is supported [1]. These collective oscillations can couple
strongly with a variety of particles and quasiparticles to form other quasiparticles and
collective modes. When a plasmon couples with a photon, an electromagnetic wave
known as a surface plasmon polariton (SPP) is formed. These waves are constrained
in one dimension—that is, they are confined to propagate along the interface.

The strong optical confinement of plasmons relative to the wavelength of light
leads to intense local electromagnetic field enhancement. The field enhancement
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induced by SPR in metallic nanoclusters can provide up to a 1015 intrinsic
enhancement factor, allowing for impressive feats such as single molecule detection
via surface-enhanced Raman spectroscopy (SERS) [2].

Normally, when an optical component has dimensions near the wavelength of
light, light propagation is limited by optical diffraction. In plasmonic-photonic
circuits, the size of components such as lenses and fibers need not be limited by the
classical Abbe diffraction limit, a consequence of their propagation in two
dimensions [3, 4]. Additionally, the strong coupling of plasmons with light allows
control over optical signals at length scales on the order of electronic wavelengths
[5]. This allows for extreme miniaturization of photonic circuit components.

Given the enormous electromagnetic field enhancement, unparalleled control
over signal propagation, and ability to overcome classical diffraction limits pro-
vided by plasmonic materials, it’s not surprising that the field of plasmonics has
seen remarkable growth in recent years. Nanoplasmonic materials have found a
multitude of applications in fields as diverse as spectroscopy, photonics, biomed-
icine, and telecommunications. Practical application of these materials, however,
still presents significant challenges. Traditional plasmonic materials such as noble
metals provide the large negative refractive index necessary for generation of
intense SPPs. Yet, these materials are notoriously plagued by losses. SPPs travel-
ling along a metallic surface are rapidly damped through a variety of loss pathways,
which will be discussed further in the next section of this chapter. In recent years,
there has been significant debate over whether or not loss minimization and neg-
ative refractive index were simultaneously possible or feasible under realistic
conditions [6]. This controversy was associated with overlooked subtleties in the
application of causality-related arguments towards limiting behavior of the
dielectric response [7]. Although it has been determined that negative index
materials may be fabricated with low losses, it is clear new materials and careful
structural design will be necessary for overcoming the loss barrier [8, 9].

Recent advances in the fabrication and characterization of atomically thin
materials including materials including graphene and beyond, such as the transition-
metal dichalcogenides and other semiconductors, present exciting possibilities for
progress in low-loss plasmonics. This chapter highlights advantages and disad-
vantages of a variety of platforms for plasmonics, with a focus on guidance for low-
loss applications. These include traditional noble metallic nanostructures, novel
two-dimensional and quasi-two dimensional materials, and more complex func-
tionalized and composite devices.

2 Plasmon Resonances and Their Transport Properties
in Metallic Nanostructures

The goals of this section are to: (1) To describe some of the advantages of traditional
plasmonic materials (2) To present some of their shortcomings as stand-alone plas-
monic media, and (3) Most importantly, describe quantitatively the characteristics of
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an ideal plasmonic material, in order to determine a basis for identifying better
materials.

The extreme adjustability of SPR features in noble metal nanoparticle systems
make them useful for a myriad of functional devices for biomedical and optical
applications, including biosensing, nanoscale optics, catalysis, and drug delivery.
Optical properties of metal nanoparticle systems display great sensitivity to the
morphology and geometrical configurations of the individual nanoparticles that
comprise them [10, 11]. Particle size and size distribution, shape, and dielectric
environment are known to significantly affect the position and intensity of SPR
peaks [12, 13]. For instance, when metal nanoparticles are in close proximity to one
another, interaction of the particles’ local electric field can result in significant
changes to the properties of the field, which can result in additional resonance peaks
for the coupled system.

In order to demonstrate the acute shape sensitivity of metal nanoparticle spectra,
I’ve used the convenient discrete dipole approximation (DDA) method, as imple-
mented in code DDSCAT by Draine [14, 15], to calculate absorption spectra for
single silver nano-disks and nano-triangular prisms. These data are displayed in
Fig. 1, with inset TEM images of silver nanoparticles of geometry approximately
that of the calculated particles, fabricated by methods similar to those detailed in my
work with Stanishevsky [10]. The calculated particles are slightly simplified as
compared to the fabricated particles. In particular, the fabricated triangles have
slightly truncated edges, whereas the calculated triangles have sharp edges. The
general method of fabrication of the particles displayed in the TEM images is as
follows: A silver nanoparticle precursor solution was prepared by the reduction
reaction of 30 mM AgNO3 solution in 2-methoxyethanol in the presence of poly
(vinyl)-N-pyrrolidone (PVP). The PVP molecular weight was 8000 g/mol, and
mass ratio of PVP to AgNO3 varied from 0.2:1 to 10:1. The solution was kept at

Fig. 1 DDA simulated absorption spectra for non-interacting silver (a) nano-disks and (b) nano-
triangles. Simulated nano-disks have 30 nm radius and nano-triangles have 52 nm edge length
(corresponding to a 30 nm effective radius). Both geometries have a thickness of 10 nm. Wave
propagation is taken to be normal to the particle surface with in-plane polarization
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90 °C for 30 min while stirring (using a magnetic stirrer). Once the AgNO3 was
completely reduced, the solution was then removed from the hotplate and trans-
ferred to cool in a bath of ice. The PVP matrix, solution PH, and thermal processing
then shape the nanoparticle morphology [10, 11].

The dielectric function used for the nanoparticles in the DDA calculation is that
of Johnson and Christy [16], with a size correction factor from Doyle for the surface
damping of small particles [17]. The results compare very well with experimental
results for both single silver nano-triangular prisms and single silver nano-disks of
similar size and aspect ratio [18, 19]. Simulated nano-disks have 30 nm radius,
nano-triangles have 52 nm edge lengths, which corresponds to a 30 nm effective
radius (the radius of the triangle’s circumsphere), and both geometries have a
thickness of 10 nm.

The large difference in spectral profile and dominant peak position displayed in
Fig. 1 are due entirely to shape, rather than differences in particle size. This is an
extremely convenient finding from a fabrication standpoint, as metal nanoparticle
shape can easily be tuned through slight adjustments in thermal-processing
parameters (such as processing time and temperature) or changes in the pH of the
reaction environment [20, 21]. Nanoparticle spectra show similar sensitivity to
other changes in morphology, such as the pattern of clustering or aggregation,
which are also adjustable via changes in the thermal processing parameters and the
relative concentration of reactants [10, 20, 22].

Traditional metallic nanomaterials, with all of the advantages they provide, have
yet to reach their full potential for industrial applications. The chief hindrance
towards more broad application of these materials is the significant losses they incur
due to a variety of inherent energy dissipation mechanisms, which occur during
plasmon propagation. In metals, primary plasmon loss mechanisms include ohmic
losses, scattering, and radiative losses. Different mechanisms dominate depending
upon frequency as well as nanomaterial size, morphology, and makeup. Radiative
damping is smaller for small metal particles, but even in the small size regime
ohmic losses can remain quite significant, and are largest for wavelengths near the
surface plasmon resonance [9]. Plasmonic efficiency may be quantified through the
use of parameters such as propagation length or a quality factor. Let us first define
the propagation length. The behavior of a plasmon excitation in a medium can be
described by the frequency ðxÞ—dependent dielectric function of the medium,

e xð Þ ¼ e0 xð Þ þ ie00 xð Þ; ð1Þ

where both e0 and e00 are real-valued. Losses in a conducting medium due to the
various mechanisms are all represented by e00. The complex in-plane plasmon
wavenumber k is expressed as

kx ¼ k0x xð Þ þ ik00x xð Þ: ð2Þ
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and is given by

kx ¼ e1e2
e1 þ e2

x2

c2
: ð3Þ

where e1 and e2 are the complex dielectric functions in two adjacent media.
Propagation lossmechanismsmay be represented in general through the imaginary

part of the plasmon wave number, k00x , which determines the propagation length of the
plasmon. The propagation length, L, of a plasmon is typically defined as the length at
which the intensity of the SPP has decayed by a factor of 1/e; this occurs when:

L ¼ 1
2k00x

: ð4Þ

The 1/e decay length of the electric field is 1/k00 or 1/(2 k00) for the intensity. So,
small plasmon losses and longer propagation length are inextricably related. Larger
L values are pursued particularly in applications such as photonic circuits, wave-
guides, and photovoltaics.

Another useful, and related, parameter for quantifying plasmonic material
desirability is plasmon oscillation quality factor. Both the propagation length and
quality factor are determined by plasmon damping due to energy loss. The quality
factor, Q, of a plasmonic material is then given by [23]:

Q ¼ Effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

p � c2
q� ��1

dE
dt

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

p � c2
q� �

2c
; ð5Þ

where E is the stored in the plasmonic oscillator. Multiplying by Planck’s constant
�h, we then find:

Q � xp

2c
¼ �hxp

�h2c
� Ep

C
: ð6Þ

A conceptual illustration of the Q-factor for plasmonic materials is given in
Fig. 2. Materials with a narrow and intense plasmon resonance peak are represented
by a higher Q-factor.

In principle, one way of creating a material with a higher Q-factor is to mitigate
bulk losses through the fabrication of very thin metallic films, so that plasmon
resonances couple more strongly to surface modes. Figure 3 demonstrates this effect,
known as the Begrenzung effect, (or boundary effect) [1, 24, 25] in the electron
energy loss function for an increasingly thin silver film on a silicon substrate. These
calculated spectra were determined by first obtaining individual-layer dielectric
functions. The silver layer from the work of Johnson and Christy [16], and silicon
layer dielectric function is 11.68 [26]. Dielectric function values are used as input to
a composite dielectric function first obtained by Lambin [27]. Further information on
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this technique is included in Sect. 4.1 of this chapter, and a more detailed analysis
may be found in [28]. Fabrication of thin and uniform metal films is very chal-
lenging. Thin metallic layers tend to form small islands and may require adhesion
layers, which alter the optical and electronic properties of the device [29, 30].
Additionally, even thin noble-metal films are subject to significant ohmic losses at
visible wavelengths [31]. Thin noble metallic layers may be more advantageous for
low-loss plasmonics as part of a composite structure. Section 4.1 details a numerical
example of such a system, similar to the system whose spectra are displayed in
Fig. 3, but with the addition of a graphene top coating.

Another important feature of an ideal plasmonic material is plasmon localization.
This is a feature that is often times, though not necessarily [32], at odds with a large
L value or Q-factor. Plasmon localization may also be quantified, though different
approaches can lead to very different values. A detailed analysis of this is outside the

Fig. 2 Conceptual illustration for a plasmon resonance quality factor, given by Ep/Γ, where Ep is
the maximum peak height, and Γ is the FWHM value for the of the plasmon resonance

Fig. 3 Electron energy loss spectra for a composite system comprised of a thin silver film on a
silicon substrate. The silver film thicknesses shown are 50 nm (solid line), 34 nm (long dashes),
20 nm (short dashes), 10 nm (dash-dot), and 4 nm (dotted)
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scope of this chapter, but an excellent and thorough derivation of four different
measures (including both statistically and phenomenologically derived values) for
confinement by Oulton et al. may be found in the recommended reading, Sect. 6.1.

Materials with simultaneously large values for L (or Q) and significant locali-
zation are the supreme goal for most, though not all, plasmonics applications. Much
debate has occurred in the literature over whether or not materials with highly
confined SPR features could also provide the desirable low-loss characteristics,
because in systems such as a noble metal-dielectric interface, high confinement at
the metallic interface can lead to large Ohmic losses. There are a few ways of
circumventing the common notion that low-loss and a high degree of localization
are mutually exclusive. Even in the case of simple silver/silicon systems, it has been
found that at system resonances (corresponding to anomalous dispersion) high
electromagnetic field confinement with increased propagation length is possible
[32]. In addition, low-loss systems can be created that have high local confinement,
but low global confinement. Hybrid plasmonic materials may be able to provide the
best of both worlds, allowing exhibit longer propagation distances without a
reduction in confinement.

3 Current and Prospective Atomically Thin Materials
for Plasmonics

In this section, I will present some of the new atomically thin materials, which have
been fabricated or proposed theoretically for plasmonics applications. Applications-
related advantages provided by some of these materials are also discussed. Lastly,
in order to facilitate materials by design based on these materials, a table is pre-
sented (Table 1). This table includes both π plasmon peak and π + σ plasmon peak
locations for 2D and quasi-2D materials currently found in the literature.

In a recent paper, Khurgin and Boltasseva [33] made a leap forward for plas-
monics, by identifying the fundamental loss mechanisms in plasmonics and sug-
gesting specific means for overcoming these challenges. Beneath the various
plasmonic loss mechanisms, there are two fundamental processes. These are in-
traband or interband transitions, i.e. from occupied to unoccupied states within the
s-p band or the d-band to states in the s-p band. Then, the primary way to minimize
loss would be to minimize the density of states available for scattering. Khurgin and
Boltasseva therefore suggest materials such as highly doped semiconductors or
graphene as low-loss plasmonic materials, as these allow for tuning the density of
states (DoS). Atomically thin materials such as zero-gap/semi-metal semiconduc-
tors and non-zero-gap semiconductors have in general been found to have highly
tunable electronic properties. In contrast to noble metals, the dielectric function and
DoS of these materials may be tuned via a variety of mechanisms including
chemical doping, an applied bias voltage, or strain engineering [34–36].

Two dimensional materials have a clear advantage over other materials in terms
of field enhancement due to confinement. Metallic films embedded in a dielectric
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Table 1 Plasmonic peak locations for a variety of 2D and quasi-2D materials

Material π Plasmon Peak (eV)
(π − πa excitations)

π + σ Plasmon Peak (eV)
(π − σa and σ − σ* excitations)

Graphene
(monolayer)

4.7a [69], 4.8† [69], 4.55† [70] 14.6a [69], 14.5† [69]

Graphene (bilayer) *5a [69], *5.5† [69] *15a [69], *15.5† [69]

Graphane 3.80† [71]

Silicene 1.6† [72], 1.74† [73], 1.23† [48] 3.94† [73], 3.9† [48]

Germanene 1.7† [72], 1.10† [48] 3.0† [48]

Silicane 3.0† [48] 3.94† [73], 4.0† [48]

Germanane 1.45† [48] *3.5† [48]

Hexagonal BN 6.5a [74], 6.5 † [75] 6.5† [76] 15.5a [74], 15.4 † [75], 16.0† [76]

Hexagonal BN
(bilayer)

7.0† [76] 19.0† [76]

MoS2 6.5* [74], 7.6† [75] 20a [74], 15.6† [75]

MoSe2 7.0† [75] 14.9† [75]

MoTe2 6.3† [75] 14.3† [75]

TaS2 14.4† [75]

TaSe2 13.8† [75]

TaTe2 11.9† [75]

WS2 15a [74], 15.2† [75]

WSe2 14.1† [75]

WTe2 12.4† [75]

NbS2 7.7† [75] 14.0† [75]

NbSe2 7.0† [75] 13.8† [75]

NbTe2 6.0† [75] 11.7† [75]

NiTe2 10.2† [75]

Bi2Te3
Bi2Se3
SiC (monolayer) 3.3 [77]

SiC (bilayer) 2.4† [77] 3.3† [77], 3.4† [77]

SiN

GaS (monolayer) 6.25† [76] 12.0† [76]

GaS (bilayer) 6.25† [76] 13.5† [76]

GaSe (monolayer) 6.0† [76] 11.0† [76]

GaSe(bilayer) 6.0† [76] 13.5† [76]

Bi2Sr2CaCu2Ox

Mica
a Denotes experimental value, and † corresponds to a calculated value
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are known to produce plasmonic modes with smaller volume as the metallic film
thickness is reduced [37]. Two dimensional materials represent the extreme end of
the spectrum in terms of spatial confinement. Graphene, for instance, have a
plasmon mode volume 106 smaller than the diffraction limit [38].

It’s clear that alternative plasmonic materials beyond noble metals must be
sought out in order to find low-loss, highly tunable plasmonic materials with strong
resonances. I’ve compiled Table 1 includes a list of two-dimensional materials for
which data on the plasmonic features is thus far available in the literature. Materials
that are predicted to exist, or have been fabricated in 2D form, but for which neither
theoretical nor experimental plasmon peak values were available at the time of
writing, are listed in the table with the field for plasmon peak values left blank.
These missing values are a reminder that 2D material-based plasmonics is a field
still in its infancy, with much room for new work.

In recent years, great strides have been made in large-scale fabrication of
monolayer materials as well as mechanical isolation of atomically thin layers of two
dimensional and quasi-two-dimensional materials [39]. These advances in nano-
material fabrication along with recent leaps forward in highly spatially resolved and
time-resolved characterization techniques have opened up the possibility of creating
nanoelectronic and optoelectronic devices with a wide variety of 2-D material
components. The lexicon of monolayer materials continues to grow, and thus far
includes graphene, hexagonal boron nitride (h-BN), silicene, germanene, and many
materials based on transition metal dichalcogenides (TMDCs), such as MoS2,
MoSe2, WS2, TaS2, NbSe2, and WSe2.

Table 1 includes both π plasmon peak (π − π* excitations) and π + σ plasmon
peak (π − σ* and σ − σ* excitations) locations for these 2D and quasi-2D materials,
as well as some bi-layer materials. Plasmon peak values for each of these materials
can be used for roughly estimating the peak values that would be found in com-
posites based on these materials (by simply averaging the locations of nearby peaks
for the different materials).

Figure 4 displays the crystal structures for some representative two-dimensional
and quasi-two dimensional plasmonic materials. Represented materials include
graphene and h-BN, silicene and germanene, and TMDCs of trigonal coordination
(MoS2, for example). Each of these materials provides distinctive advantages, both
individually and in composite. For example, consider the case of graphene and h-
BN. Graphene provides the advantages of unparalleled electronic and thermal
transport properties, while h-BN provides exceptional insulating properties with
thermal transport properties similar to those of graphene, an ultra-flat morphology,
and extreme uniformity. When h-BN is used as a substrate for graphene, the flat
morphology and uniformity, along with nearly isomorphic lattice properties of the
two materials, lead to electronic transport properties for the graphene layer that are
nearly equal to those of suspended samples [40]. Recent ab initio calculations have
found similar results for Moiré superstructures of silicene on hexagonal boron
nitride [41].

Silicene and germanene both provide electron transport properties similar to
graphene along with compatibility with existing silicon-based technology [36, 41].
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Another major advantage provided by these materials is that the inversion symmetry
breaking imparted by the buckled lattice structure of both materials may be taken
advantage of, through the application of an external electrical field perpendicular to
the plane, for extremely controllable bandgap tunability.

As an example of the plasmon peaks seen in 2D material spectra, the plasmon
peak positions for graphene, silicene and germanene calculated via DFT methods
are displayed in Fig. 5. These ab initio calculations were performed using the highly
efficient GLLBSC exchange correlation functional [42]. They are implemented in
the code GPAW1 [43–46]. GPAW is an electronic structure python code based on

side view
top view(a)

(b)

(c)

Fig. 4 Crystal structures of
representative two
dimensional and quasi-two
dimensional materials.
Surface and side view of
lattice structures of
(a) graphene (b) silicene and
germanene (c) transition metal
dichalcogenides of trigonal
coordination

1 Certain commercial equipment, instruments, or materials are identified in this paper in order to
specify the experimental procedure adequately. Such identification is not intended to imply rec-
ommendation or endorsement by the National Institute of Standards and Technology, nor is it
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the projector augmented wave method. For all materials, dielectric functions are
calculated in the optical limit. The momentum transfer used is 0.005° A−1, along the
surface Brillouin zone. The k-point sampling with 20 × 20 × 1 Monkhorst–Pack
grid was chosen to compute the band-structure and dielectric function.

The method combining the use of the GLLBSC functional and the Bethe Salpeter
Equation (BSE) was selected for the germanene and silicene dielectric function
calculations due to the extreme accuracy of this method in predicting experimental
values of dielectric functions and bandgaps for similar materials, such as a variety of

energy (eV)
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Fig. 5 Imaginary dielectric function for representative freestanding two-dimensional materials
(a) graphene and (b) silicene (dashed) and germanene (dotted) calculated via the Density
Functional Theory (DFT) code GPAW

(Footnote 1 continued)
intended to imply that the materials or equipment identified are necessarily the best available for
the purpose.
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bulk semiconductors including silicon, as well as two-dimensional materials
graphene and hexagonal boron nitride [47]. The graphene calculation was performed
as part of work that was earlier than the silicene and germanene calculations; thus,
the less advanced (though still reasonably accurate) Random Phase Approximation
method was used in the optical part of the calculation. This method neglects exci-
tonic effects. Similarly obtained results may also be seen for graphene in our paper
[28].

The GLLBSC potential includes the derivative discontinuity of the exchange
correlation potential, critical for obtaining physically meaningful band structure via
a DFT calculation. This functional has also been shown to have computational cost
similar to the Local Density Approximation (LDA) with accuracy comparable to
that of methods such as the LDA-GW method. The use of the BSE in the optical
calculation is important due to the inclusion of excitonic effects, which is a
prominent spectral feature for silicene and germanene [48]. A two dimensional
Coulomb cutoff is employed so that the BSE may be used in the calculation of the
dielectric function of these monolayer materials [49].

In the graphene calculation, a low energy peak may be observed at *1 eV. This
feature, which is due to the low-energy π → π* single-particle excitation, would
appear as a broad shoulder in the electron energy loss function. The π plasmon peak
for graphene appears at ≈4.4 eV, and the π + σ plasmon peak at 14.3 eV. The results
compare well with those obtained by others, which are displayed in Table 1. Sil-
icene peaks are found to be 1.2 (π plasmon peak) and 3.93 eV (π + σ plasmon
peak). Finally, the values calculated for germanene are 1.4 (π plasmon peak) and
3.1 (π + σ plasmon peak). The values for silicene and germanene are also in good
agreement with those reported in the literature and displayed in Table 1.

The TMDCs are also very interesting materials for plasmonics. Like graphene,
these materials have strong in-plane bonding and weak-interlayer interaction and
may therefore be prepared by exfoliation in order to obtain single (quasi-two-
dimensional) layers. TMDCs such as MoS2 possess high carrier mobilities (density
functional theory predicts *400 cm2 V−1 s−1 at room temperature and a carrier
density of 1011cm−2), but unlike graphene, these materials possess sizeable band-
gaps of 1–2 eV [50]. This on-off feature is compulsory for devices such as field-
effect transistors or all-optical switches. Lastly, these materials provide the inter-
esting advantage of tuning of band structure properties via stoichiometry, as the
choice of the chalcogenide determines the band gap for the semiconducting
TMDCs, and the choice of the transition metal determines whether or not the
material is fully metallic versus semiconducting.

4 Functionalized and Hybrid Plasmonic Materials

The goal of this section is to illustrate some of the most advanced types of composite
nanomaterial structures that are currently being explored for low-loss plasmonics
applications. Superlattice hybrid structures made of 2D materials, 2D antidot lattices,
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and 2D materials functionalized by metallic nanodots are examples of materials that
allow one to combine the advantages of a variety of components, as well as to take
advantage of emergent properties (properties that arise due to interactions within the
composite structure). It is then possible to design metamaterial structures with both
low-loss characteristics and a high degree of confinement.

4.1 2D Material-Based Heterostructures

As progress continues forward towards ever-more convenient and rapid production
of 2D materials, the road is being paved for the fabrication of tailored hetero-
structures on demand. 2D crystal-based metamaterial composites could, for
example, combine the sizable bandgaps of TMDCs, which change from indirect to
direct in single layers, with the unrivaled strength of graphene [51], and the
atomically flat morphology of h-BN [40].

Metamaterial heterostructures have physical properties that are derived from the
properties of their constituent materials, as well as properties that arise due to
collective interaction between component materials and various physical processes
in each material layer, such as interfacial phenomena. Rational design of 2D-based
heterostructures therefore hinges upon reliable and comprehensive data on material
properties for the individual layers, efficient methods for multiscale calculation of
composite properties, and advanced software frameworks for optimal design and
model inversion. Further reading on computational frameworks for materials by
design may be found in Sect. 6.3 of the Recommended Reading section of this
chapter.

As mentioned in Sect. 2, hybrid plasmonic materials (such as the layered het-
erostructure displayed in Fig. 6) are good candidates for higher Q-factor plasmonic

Fig. 6 Conceptual illustration of a heterostructure based on two-dimensional and quasi-two
dimensional crystals. Heterostructures combine advantageous optoelectronic and mechanical
properties of the individual materials and exhibit novel properties that may be attributed to
cooperative effects
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materials. For example, those that contain metal and a combination of low and high
refractive index dielectric materials, exhibit longer propagation distances without a
reduction in confinement. The effective dielectric function, nðx; k; zÞ, of such
stratified structures may be found using the convenient and efficient expression first
derived by Lambin et al. [27]. x, k, and z are the plasmon frequency, wavenumber,
and the spatial coordinate normal to the surface of the stratified structure, respec-
tively. z = 0 is considered to be the upper surface of the top layer.

The expression by Lambin et al. for n was found based on electron energy loss
spectroscopic (EELS) theory in a reflection geometry. At the z = 0 surface, n is:

n0 ¼ a1 � b21

a1 þ a2 � b22

a2þa3�
b2
3

a3þa4�...

; ð7Þ

where

a1 ¼ eicothðkdiÞ; ð8Þ

and

b1 ¼ ei
sinhðkdiÞ : ð9Þ

The dielectric function of an individual layer of thickness di is given by ei.
The expression has been shown to be applicable to calculation of EELS spectra

for both phonons and plasmon polaritons [52] in multilayer heterostructures with
interacting interfaces and histogram-like dielectric functions (continuous within each
layer). Lambin’s initial paper in which the expression was derived focused on
semiconductor applications. However, the expression and the formalism from which
the expression is derived are also applicable to modeling of surface plasmon reso-
nances in alternating of metal-insulator layers [52, 53]. For small values of the wave-
vector, the Lambin model has been shown to agree with the spectroscopic predic-
tions of the Bloch hydrodynamic model. [24]. Tewary and Sullivan, and I employed
Lambin’s continued fraction expression in a semi-classical approach for calculating
electron energy loss properties of graphene/noble metal/insulating substrate layered
structures [28]. Our semi-classical method was as follows: Dielectric functions for
the individual material layers were initially obtained. Ab initio methods were used to
obtain dielectric functions for the 2-D materials of interest (graphene and h-BN). The
ab initio calculations were performed in the following way: Time-dependent DFT
was employed (using the DFT code GPAW) in the LDA. These optical calculations
were performed with materials in the armchair configuration. The momentum
transfer value was 0.005 Å−1 along the Γ-M direction.

The optical properties of other materials, such as the noble metals, were empirical
values from the literature. Once individual dielectric functions were obtained, Eq. (7)
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was used to obtain the composite dielectric function for the layered system, and
finally, the electron energy loss function (EELF) was found by:

EELF ¼ Im
�1

n x; kð Þ þ 1

� �
: ð10Þ

This procedure allows for multiscale EELF calculations for a extensive variety
of layered systems. Layer thickness and material can easily be replaced, with each
EELF calculation running in under a second. The speed of these calculations is
nearly independent of the frequency range.

Here, I present an example based on data obtained in a similar matter as the data
presented in [28]. The model for the multilayer structure is presented in Fig. 7. The
calculated structure consists of a semi-infinite Si bottom layer, SiO2 layer above the
Si layer, followed by a 34 nm Ag layer, a single graphene top-layer coating, and
semi-infinite vacuum, which begins at z = 0.

In this case, the graphene dielectric function was obtained in the optical limit,
and the LDA calculation was performed with a Monkhorst-Pack grid of 20x20x1 k-
points. As in previous sections of this chapter, the silver dielectric function is that of
Johnson and Christy [16]. Static relative permittivities of 11.68 and 3.9 (both
broadly-used values obtained from the literature [54, 55]) are used for the Si and
SiO2 dielectric constants, respectively.

The graphene lattice constant used here is 2.46Å. The composite dielectric function
is derived in a specular reflection geometry, and thus, the model employs dielectric
functions exclusively associated with surface parallel excitations. This approximation
is reasonable, since out-of-plane resonances are small in graphene at energies less
than ≈10 eV, an energy well outside of the regime considered in these calculations.

Fig. 7 Schematic representation of a graphene layered structure consisting of a semi-infinite Si
bottom layer, SiO2 layer above the Si layer, followed by a 34 nm Ag layer, single graphene top
layer coating, and semi-infinite vacuum
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Figure 8 shows the effect of the addition of a graphene top coating to a thin noble
metallic (Ag, in this case) film. For reference, the results may be compared with those
displayed in Fig. 3 for a silver SiO2/Si system. The bulk peak (at approximately
3.7 eV) amplitude is reduced by approximately 20 % with the addition of a graphene
top coating. Additionally, there is no change to the lower energy surface peak (seen at
approximately 2.6 eV). In our work published in reference [28], we found that for up
to three graphene layers, the surface peak remains nearly unchanged, while the bulk
peak amplitude is diminished by roughly 50 %. We attribute this effect to the
introduction of the thin boundary layer (graphene), leading to concurrent weakened
coupling to bulk modes and strengthened coupling to surface modes. This behavior
bears physical similarity to the begrenzung effect discussed in Sect. 2 and as seen in
Fig. 3. The begrenzung effect arises due to a reduction of the degrees of freedom for
electronic excitations. Additional surface confinement is at the cost of the bulk
excitation, leading to a reduction in losses. In our work in reference [28], we find no

Fig. 8 a Electron energy loss
function for a layered
structure consisting of a semi-
infinite Si bottom layer, SiO2

layer above the Si layer,
followed by a 34 nm Ag layer
and, then, vacuum (dotted
line) and semi-infinite Si
bottom layer, SiO2 layer
above the Si layer, followed
by a 34 nm Ag layer and,
then, single graphene top
layer coating (solid line).
b close up of lower energy
surface peak at ≈2.6 eV
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significant broadening of the bulk peak or reduction in the surface peak until the
number of graphene layers exceeds 10 layers. Bulk-like behavior is observed at 20
layers. In this case, the bulk peak broadens significantly, and the system has an optical
spectrum similar to that of graphite on silver. The reduction in intensity for the lossy
bulk mode, along with no reduction in intensity for the surface mode, means that for a
few-layer graphene coating, losses are reduced as compared to the Ag/SiO2/Si sys-
tem. Broadening corresponds to increased losses (recall Fig. 2 and the discussion of
plasmonic quality factor in Sect. 2), our results indicate that loss is minimized in the
case of a few layer graphene coating without compromising the strength of the surface
plasmon. We obtained qualitatively similar results for other noble metallic films in
our previous work [28], including Au and Cu, as well as further enhancement of the
surface coupling through the addition of a hBN substrate, rather than SiO2/Si. The
highly insulating hBN substrate reduced bulk losses and enhanced surface confine-
ment. This is due in particular to a reduction in scattering. The results for the mul-
tilayer structures presented here indicate that multilayer plasmonic devices based on
2D materials are promising structures for low-loss plasmonics. Highly insulating,
wide-bangap materials other than hBN, such as SiC for example, are interesting
materials also worth consideration for future work in low-loss plasmonics.

4.2 Two Dimensional Materials with Antidots

One very interesting and novel possibility for tuning plasmons in atomically thin
materials is the tuning of antidot arrays (such as that pictured in Fig. 9). Graphene
with arrays of micro- or nano-size antidots is known to possess strong optical

Fig. 9 Two-dimensional
material with an ordered array
of antidot perforations
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resonances in the microwave and terahertz regions [56]. The resonances correspond
to surface plasmons of a continuous graphene sheet, with a perturbation due to the
antidot lattice. It’s reasonable that such a model could be extended to other two-
dimensional and quasi-two-dimensional materials with antidot arrays (referred to
from here on as 2DAAs). Such materials provide a variety of advantages for
plasmonics. Graphene antidot layers have been shown to provide enhanced
absorption relative to a continuous graphene film, which is of use for applications
such as transformation optics. One of the most exciting possibilities for 2DAAs,
however, is the inherent tunability of the plasmon resonance peaks. Plasmon res-
onances can be tuned by tuning the perturbation due to the antidot lattice, and one
of the most convenient and predictable ways of doing this is by tuning the geo-
metric properties of the antidot pattern, such as antidot size and spacing. Schultz
et al. [57] have given the mathematical formulation of the shift in plasmon dis-
persion due to the graphene antidot lattice. The plasmon dispersion for the
unperturbed lattice is given by:

xc ¼ lC
ffiffiffiffiffi
q
kF

r
; ð11Þ

where xc is the plasmon frequency of the continuous 2D lattice, l is the chemical
potential, and

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gsg#e2

8pere0#f

s
; ð12Þ

where gs and g# are the spin and valley degeneracies, er is the relative dielectric
constant for the 2D material (graphene in Schultz et al.), q is the wave vector (weak
azimuthal dependence is neglected), and kF and #f are the Fermi wave number and
Fermi velocity, respectively. Zhang et al. [58] found that for graphene, the antidot
lattice allowed for the formation of a bandgap, and that adjusting the separation of
the antidots allowed for continuous tuning of the band gap.

If the chemical potential is close to the band edge, then the low-energy regime of
the electronic structure dominates the behavior. Then, a “gapped” model is a rea-
sonable approximation of the perturbation due to the antidot lattice. This gapped
model represents a small perturbation on the pristine lattice, and is valid for very
small antidots compared to the unit cell of the array. The plasmon dispersion of the
2DAA is then given by:

x2DAA ¼ lC
ffiffiffiffiffi
q
kF

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� E2

gap

4l2

s
: ð13Þ

The perturbation term,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� E2

gap

4l2

q
, is of course zero when the bandgap Egap

vanishes, in the case of pristine graphene, for example.
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In addition to the ability to fine-tune plasmon dispersion through antidot lattice
patterning, some fascinating phenomena have very recently been observed in
graphene antidot structures, including the so called Hoftstadter butterfly [59]. The
ability to smoothly tune plasmon characteristics in a controlled manner, by surface
patterning of antidot lattices, make graphene and other 2DAA materials are
attractive prospects for future work in the area of materials by design.

4.3 Two Dimensional Materials Functionalized by Metallic
Nanoparticles

It has been possible for well over a decade to pattern regular arrays of metal nano-
particles with controllable size and morphology by use of techniques including
electron beam lithography [60], colloidal lithography [61], and block copolymer self-
assembly [62]. As mentioned earlier in this chapter, SPR due to noble metallic na-
noclusters can provide up to a 1015 intrinsic Raman enhancement factor, allowing for
single molecule detection via SERS. Variation of particle shape and interparticle
distance allow for highly controllable tuning of the optical absorption maximum
wavelength and bandwidth. For example, adjusting the shape of Ag particles in
regular arrays and adjusting the interparticle distance between 44 and 95 nm, has been
shown to allow for independent tuning of the extinction peakwavelength between 460
and 520 nm and the bandwidth between 50 and 100 nm [56]. More recently, carbon
nanotubes [63], graphene [64], and single layer MoS2 [65] have all been function-
alized by metallic nanoparticles. (A conceptual illustration of a two-dimensional
material functionalized by a regular array ofmetallic nanoparticles is given in Fig. 10).

Fig. 10 Conceptual
illustration of a two
dimensional material
functionalized by metallic
nanoparticles. As plasmon
resonances are very sensitive
to changes in geometric
configuration and local
environment, the spectral
profile of such a composite
structure may be tuned via
changes in nanoparticle
surface patterning
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When graphene is doped with other plasmonic materials or included in a mul-
tilayer structure, the result is extremely enhanced electromagnetic response and
highly tunable opto-electronic properties [66]. Tunability of plasmon resonances to
the infrared regime is an important feature for ultra-fast communications and bio-
sensing applications.

It’s been shown that Au nanoparticles impose extraordinary p-doping effects to
the MoS2 surface without significantly degrading the MoS2 electron transport
properties. More specifically, CVD-MoS2 electric double layer transistors demon-
strated a 50-fold increase in on/off ratio [65]. Au nanoparticle surface decoration has
also led to a three-fold improvement in the photodetection efficiency of MoS2 [67].

Clearly, two-dimensional materials decorated with plasmonic nanoparticles show
promise for biosensing techniques such as SERS, as well as a variety of other opto-
electronics applications where enhanced sensitivity, tunable optoelectronic charac-
teristics, and the low-loss capabilities of two-dimensional materials such as MoS2
provide advantages. Much work has already been done in the area of fabrication
techniques for these types of systems. There is much work yet to be done, however, in
terms of predictability of the electromagnetic response of these composite materials
with adjustable composition, morphology, and patterning. Standardized material
properties for two-dimensional and quasi-two-dimensional materials are needed, as
are well-validated multiscale models for these types of composite systems (including
quasiparticle and inter-layer interactions, strain effects, and defects), and the incor-
poration of predictive modeling frameworks with these multiscale models. Predictive
modeling frameworks (with capabilities for uncertainty quantification as well as
parameter sensitivity analysis) should be used in tandem with experimental analysis,
in order to be useful in predicting optoelectronic characteristics of these materials.
More information on such frameworks is given in the Recommended Reading section
of this chapter, under the heading Rational Design.

5 New Directions

In this chapter, I’ve discussed some of the most current work on low-loss plasmonic
materials and composites, including metallic nanoparticles, two-dimensional and
quasi-two-dimensional materials, 2D material-based heterostructures, two-dimen-
sional antidot lattices, and two-dimensional materials functionalized by metallic
nanoparticle arrays. Now, a final comment on the future of low-loss plasmonic
materials: Fabrication techniques for producing advanced structures such as func-
tionalized two-dimensional materials, hybridized plasmonic structures for applica-
tions such as integrated plasmonic circuits, and heterostructures based on
atomically thin materials are continuing to progress at a fast clip.

Simultaneously, our ability to do rational design of materials is moving for-
ward, owing to innovations in multiscale modeling, model-inversion techniques,
uncertainty quantification, and a rapidly growing database of material properties
arising from recent initiatives such as the Materials Genome Initiative [68].
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These innovations have enabled high throughput in materials design-coupling of
experiment and simulation in this framework can drastically reduce the time for
material development. They also have led, and will very likely continue to lead,
towards discovery of materials with emergent properties that would not have been
possible without the advent of materials informatics. There is a current drive toward
the development of a “standard model” for two-dimensional material-based het-
erostructures. The thermo-opto-electronic properties in this novel class of materials
are not yet well understood.

Fundamental work on transport properties, doping effects, quantum confinement,
and interfacial coupling effects in these materials is needed for realization of their
full potential. This is particularly true for applications where the tolerances for
material properties would be very narrow, such as low-loss plasmonic circuitry. The
burgeoning capability for creation of efficient and predictive models for quasipar-
ticle interaction in these materials has stunning implications for future work, which
will likely enable unprecedented tuning of plasmonic properties as well as many
other material properties of two-dimensional and quasi-two-dimensional hetero-
structures at the atomic scale.

6 Recommended Reading
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Maier (2007) Plasmonics: fundamentals and applications. Springer, New York.
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6.2 Computational Modeling of Plasmonic Systems

Loke, VLY, Huda GM, Donev EU, Schmidt V, Hastings JT, Mengüç M, Pinar
Wriedt T (2013) Comparison between discrete dipole approximation and other
modelling methods for the plasmonic response of gold nanospheres. Appl Phys B.
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Jensen LL, Jensen L (2009) Atomistic electrodynamics model for optical
properties of silver nanoclusters. J Phys Chem C 113 (34):15182–15190.
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namics coupled to quantum mechanics for calculation of molecular optical prop-
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Application of Graphene Within
Optoelectronic Devices and Transistors

F.V. Kusmartsev, W.M. Wu, M.P. Pierpoint and K.C. Yung

Abstract Scientists are always yearning for new and exciting ways to unlock
graphene’s true potential. However, recent reports suggest this two-dimensional
material may harbor some unique properties, making it a viable candidate for use in
optoelectronic and semiconducting devices. Whereas on one hand, graphene is
highly transparent due to its atomic thickness, the material does exhibit a strong
interaction with photons. This has clear advantages over existing materials used in
photonic devices such as Indium-based compounds. Moreover, the material can be
used to ‘trap’ light and alter the incident wavelength, forming the basis of the
plasmonic devices. We also highlight upon graphene’s nonlinear optical response to
an applied electric field, and the phenomenon of saturable absorption. Within the
context of logical devices, graphene has no discernible band-gap. Therefore, gen-
erating one will be of utmost importance. Amongst many others, some existing
methods to open this band-gap include chemical doping, deformation of the hon-
eycomb structure, or the use of carbon nanotubes (CNTs). We shall also discuss
various designs of transistors, including those which incorporate CNTs, and others
which exploit the idea of quantum tunneling. A key advantage of the CNT transistor
is that ballistic transport occurs throughout the CNT channel, with short channel
effects being minimized. We shall also discuss recent developments of the graphene
tunneling transistor, with emphasis being placed upon its operational mechanism.
Finally, we provide perspective for incorporating graphene within high frequency
devices, which do not require a pre-defined band-gap.
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structure � Quantum tunneling � Nanomaterials � Nanotransistors � Optoelectron-
ics � High frequency devices

1 Introductom

Two-dimensional materials have always been considered unstable due to their
thermal fluctuations [1, 2], in what were famously referred to as the Landau-Peierls
arguments. However, many scientists have not given up hope that such two-
dimensional structures exist. In 2004, a research team based in Manchester suc-
cessfully segregated graphene flakes from a graphite sample via ‘mechanical ex-
foliation’ (more commonly referred to as the scotch-tape method) [1, 3–6]. They
witnessed a full preservation of graphene’s hexagonal honeycomb structure, with
astounding electrical, thermal and optical characteristics.

Graphene is an allotrope of carbon—other examples include diamond, fullerene
and charcoal, all with their own unique properties. Usually graphene will be found
in the form of highly ordered pyrolytic graphite (HOPG), whereby individual
graphene layers stack on top of one another to form a crystalline lattice. Its stability
is due to a tightly packed, periodic array of carbon atoms [7] (cf. Fig. 1), and an sp2

orbital hybridization—a combination of orbitals px and py that constitute the σ-
bond. The final pz electron makes up the π-bond, and is key to the half-filled band
which permits free-moving electrons [8]. In total, graphene has three σ-bonds and
one π-bond. The right-hand portion of Fig. 1, emphasizes how small displacements
of the sub-lattices A and B can be shifted in the z-direction [9].

Moreover, graphene’s mode of preparation will have a strong influence upon its
overall quality and characteristics. As conducted by Geim et al. [10], mechanical
exfoliation consists of gradually stripping more and more layers from a graphite
sheet, until what remains are a few layers of graphene. In terms of overall mobility
and the absence of structural defects, this method will produce the highest quality
material. Other methods such as vacuum epitaxial growth or chemical vapour
deposition (CVD), each have their own merits, but will generally lead to inferior
quality. For a more in-depth discussion of the available manufacturing methods,
one can refer to [1, 11–21].

On the other hand, graphene is highly impermeable [7]—the mobility can
become severely compromised upon molecular attachment. Yet, this apparent flaw
has immediate applications for molecular sensors. By monitoring the deviation of
electrical resistivity [22, 23], one could, for example, envision novel smoke
detection systems. So too is graphene more than 100 times stronger than steel [7],
possessing a Young’s modulus as large as 1 TPa [24]. Together with its outstanding
electrical [8], thermal [25–27] and in particular, optical properties [11, 24, 28, 29],
graphene has thus become a widely sought after material for use in future semi-
conducting and optoelectronic devices [12, 30].
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Electrical Mobility—As a material, graphene harbors some remarkable quali-
ties; highly elastic due to its monolayer structure, and more conductive than copper
with mobilities reaching up to 2,00,000 cm2 V−1 s−1 for perfect structures [24, 31,
32]. Charge carriers in graphene travel with a Fermi velocity
vF ¼ ffiffiffi

3
p

c0a=2 ≈ 106 ms−1. Here, γ0 ≈ 3 eV is the energy required to ‘hop’ from
one carbon atom to the nearest neighbor, a ≈ 1.42 Å is the inter-atomic spacing
between two neighboring carbon atoms, and ћ is Planck’s constant [8, 24, 33]. This
Fermi velocity is approximately 1/300 the speed of light, thus presenting a min-
iaturized platform upon which to test many features of quantum electrodynamics
(QED) [1]. Theoretical studies with graphene show that the density of states (DoS)
of electrons approaches zero at the Dirac point. However, a minimum conductivity
σ0 * 4e2/h has been displayed [1], which is approximately double that for the
conductance quantum [34, 35]. Even at room temperature, electrons can undergo
long range transport with minimal scattering [1, 32, 36].

Thermal Conductivity—Heat flow in suspended graphene was recently shown
to be mediated by ballistic phonons, and has been verified by Pumarol et al. [25]
with the use of high resolution vacuum scanning thermal microscopy. However,
when considering multiple layers of graphene, this transport will be reduced due to
an increase of inelastic scattering. The same is observed for graphene coated upon a
substrate—the mean free path of thermal phonons degrading to less than 100 nm.
Nevertheless, graphene on a silicon substrate can still retain a thermal conductivity
of around 600 Wm−1 K−1 [26]—even higher than copper. Whilst the mechanism of
heat transport across the graphene-substrate interface remains unknown [37], it is
possible this may be linked to the in-plane thermal conductivity [25, 27].

Optical Response—Graphene’s atomic thickness makes it almost perfectly
transparent to visible light [9, 38], allowing such a material to become widely

Fig. 1 The honeycomb structure of graphene is presented in the left-hand figure. The right-hand
figure depicts small quantum corrugations of the sub-lattices A and B, which are shifted in the
transverse direction by a small fraction of the inter-atomic spacing ‘a’

Application of Graphene within Optoelectronic Devices … 193



accessible to a number of applications. These cover everything from photovoltaic
cells, to graphene photonic transistors [30, 33, 39, 40]. Being a single layer of
carbon atoms, graphene also exhibits many interesting photonic properties. As
such, our focus will be directed mainly upon those which are associated with
applications to optoelectronic devices. The transmittance between multiple graph-
ene layers, how optical frequency relates to conductivity, nonlinear optical
response, saturable absorption and plasmonics will all be discussed in later sections.

Most semiconducting photonic devices will be governed in some way by elec-
tron excitation and electron-hole recombination. Excitation refers to an electron
absorbing photon energy of a very specific wavelength within the allowed energy
bands. On the other hand, recombination is a process which leads to the emission of
photons (cf. electro-luminescence) [38]. Gallium arsenide (GaAs), indium func-
tional compounds and silicon are all common semiconductors for use in photonic
devices [41, 42]. However, graphene exhibits a strong interaction with photons with
the potential for direct band-gap creation, thus being a good candidate for opto-
electronic and nanophotonic devices [43]. Its strong interaction with light arises due
to the Van Hove singularity [44]. Graphene also possesses different time scales in
response to photon interaction, ranging from femtoseconds (ultra-fast) to picosec-
onds [43, 45]. Overall, graphene could easily be an ideal candidate for transparent
films, touch screens and light emitting cells. It may even be used as a plasmonic
device which confines light, and altering the incident wavelength. We shall elab-
orate upon this in later sections.

2 Energy Spectrum, Band-Gap and Quantum Effects

Theoretical studies of monolayer graphite (i.e., graphene) first began in 1947 by
Wallace [8], who considered a simple tight-binding model with a single hopping
integral. This model takes into account the hopping of an electron from one carbon
atom to its first and second nearest neighbors only. Wallace’s conclusions were
stark; an electrical conductivity should theoretically exist for two-dimensional
graphene. To elaborate; at six positions of the Brillouin zone, Dirac points (K and
K′) exist. These are points in momentum space for which the energy E(p0) = 0,
where p0 = ћ K (or ћ K′). Here, we have denoted the momentum as a vector p = (px,
py) = ћ k, where k = (kx, ky) is the wave vector [1]. The energy eigenvalues were
found to take a gapless form [8],

E� kx; ky
� � ¼ �c0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 cos

ffiffiffi
3

p

2
kxa

� �
cos

1
2
kya

� �
þ 4cos2

ffiffiffi
3

p

2
kxa

� �s
ð1Þ

where the plus and minus signs refer to the upper and lower half-filled bands
respectively [24, 34]. By expanding the above equation in the vicinity of the K or
K′ points, one can thus obtain a linear dispersion relation that is given by E± = ±vF ћ
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|δk|, where k = K + δk. These constitute what are known as Dirac cones, and are
clearly emphasized by Fig. 2. Here, a direct contact of the conduction and valence
bands is found [5, 8, 10, 11], thus pertaining to a zero energy band-gap Eg [1, 8,
12]. Therefore, generating a band-gap in graphene will be essential for its appli-
cation within semiconducting devices (e.g., transistors). On the other hand,
graphene may secure its place in high-frequency devices, which do not require a
logical OFF state [38].

A. Dirac Energy-Momentum Dispersion

Supposing we consider the Hamiltonian Ĥ as given by Wallace [8]—in the low
energy limit, spinless carriers in graphene possess a zero effective mass, and are
well approximated by the relativistic Dirac Hamiltonian Ĥ [34],

Ĥ ¼ vFhr̂ � dk ð2Þ

where r̂ · δk = σxδkx + σy δky. Here, r̂ = (σx, σy) is the vector of 2 × 2 Pauli
matrices:

rx ¼ 0 1
1 0

� �
ry ¼ 0 �i

i 0

� �
ð3Þ

The spinor wave function ψ of graphene can be obtained from,

Ĥw ¼ Ew; ð4Þ

where E denotes the energy eigenvalues of Ĥ [24]. Here, ψ = (ψA, ψB)
T is a vector

containing the two component wave function. These components represent the sub-
lattices A and B accordingly [34].

Fig. 2 The energy-dispersion
spectrum as given by Eq (1).
Here, the z-axis represents the
energy E(k), with the x–y
plane corresponding to the
momentum k = (kx, ky). Dirac
cones are located at both the
K and K′ points of the
Brillouin zone
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B. Band-Gap Creation

Generally speaking, the electrical conductivity of a material can fall into one of
three groups: conductors, insulators, semiconductors [46–48]. For a conductor,
electrons are able to move freely in the conduction band since electron states are not
fully occupied. However, the conduction and valence band may sometimes be
separated by an energy band-gap Eg (e.g., for insulators and semiconductors), thus
preventing the free movement of electrons in the conduction band. For an insulator,
an electron requires a huge energy in order to excite from the valence to conduction
band. A small band-gap is present for semiconductors, with an electronic band
structure that is parabolic in shape [12, 31]. Doped semiconductors will make the
band-gap even smaller, and hence more easy to control (cf. Fig. 3).

Graphene’s high mobility makes it a particularly enticing material for use in
electronic devices. However, we have already mentioned that in the vicinity of the
Dirac point, graphene possesses a conical band structure which is gapless (i.e.,
Eg = 0) [1, 10]. Thus our main concern with regards to logical devices, is the
absence of this well-defined OFF state pertaining to zero current flow. To rectify
this, we must open up an energy band-gap such that Eg ≠ 0. With regards to
optoelectronic devices, a tunable band-gap can specify the range of wavelengths
which can be absorbed. The energy bands for pure graphene, and graphene with a
small band-gap Eg are displayed in Fig. 3. The Fermi energy level EF is situated at
the Dirac point for pure graphene [3]. For graphene that has been modified to

Fig. 3 The upper half of this figure depicts the electronic band structure of a doped
semiconductor. Typically, the band-gap for a doped semiconductor is very small, with only a
small energy being required to excite an electron from the valence to conduction band. The lower
figure shows the electronic band structure for graphene. For pure samples, no energy band-gap Eg

exists. In principle, an energy band-gap Eg can be created via many methods
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include a band-gap, an energy is required to excite electrons from the valence to
conduction band, and hence an ON/OFF state regime is established [10]. Amongst
many others, existing methods include the use of carbon nanotubes (CNTs),
graphene nanoribbons (GNRs) or even bilayer graphene [1, 31, 38, 49]. However, it
is important to note that although bilayer graphene does possess a zero energy
band-gap, an applied electric field can be used to create one [9, 12, 31]. Other
methods include deformed structures, graphene oxide (GO) [12, 22, 23], and also
the use of chemical doping via compounds such as Boron Nitride (BN) [50, 51].
The idea here, is that the doped atoms alter graphene’s honeycomb structure,
similar to deformation or localized defects [52, 53]. All in all, one has to note that
the aforementioned methods are not well-developed enough to maintain a high
mobility. Much more exotic concepts are required, which we shall now discuss.

C. Quantum Phenomena

Of its more surprising attributes, graphene has also displayed signs of anomalous
quantum behaviors, even at room temperature [5, 54]. We shall briefly discuss two
key phenomena in particular.

Quantum Hall Effect: QHE has been observed for both single and bilayer
graphene [11, 55, 56], in the presence of a magnetic field B. The Landau levels for
graphene are given by,

ELandau ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ehv2FBjj j

q
ð5Þ

where e is the electric charge, and j 2 Z is the Landau index [5, 54]. In conventional
2-D semiconductors, the Landau levels are E = ћωc (j + 1/2), where ωc is the
cyclotron frequency [5, 54]. The anomalous energy spectrum for graphene subject
to a B field leads to a one half shift of the minimum conductivity at the zero energy
Landau level, whereas traditional QHE semiconductors give an integer one [5, 54].
The Hall conductivity σH is therefore givenby [24, 34],

rH ¼ g jþ 1
2

� �
e2

h
ð6Þ

where g is the degeneracy. For graphene, a fourfold degeneracy exists—two spins,
and the valley degeneracy of the K and K′ Dirac points [5]. Additionally, the
fractional QHE has been observed for both monolayer and bilayer graphene (cf. for
details [5, 55, 56]).

Klein Tunneling: Intuition states that if a particle’s kinetic energy KE is less
than some value U, then it will be physically incapable of surpassing a potential
barrier of the same energy U. However, quantum mechanics states that a particle is
able to tunnel the potential barrierUwith a certain decay probability [5]. Furthemore,
relativistic quantum mechanics permits a remarkable phenomenon called Klein
tunneling. Much like a freight train instead taking a tunnel from one side
of a mountain to the other, an electron can perform a similar process [54, 57].
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This occurs when an electron experiences a strong repulsive force from the barrierU,
and hence induces a hole inside the barrier [5, 55, 56]. This leads to a matching of the
energy spectrum inside and outside the barrier, with the transmission probability
becoming very close to one [54]. A perfect transmission is demonstrated for square
potentials only, and is dependent upon the energy KE, and the angle of incidence θ
relative to the barrier [58]. Confined bound states will arise for energies close to the
Dirac point [58]. Further details regarding how this confinement effect may relate to
the special waveguide geometry has been discussed in references [59–63].

3 Photonic Properties

Optical communication networks are ubiquitous nowadays, affecting our everyday
lives. A fiber-optic cable provides a much wider bandwidth, and less energy loss
than some traditional copper wiring [41, 42]. According to the Shannon-Hartley
theorem [64], the maximum capacity of a channel is given by

max Cf g ¼ B log2 1þ Ps

Pn

� �
;

where B is the channel bandwidth, and Ps and Pn are the average signal and noise
powers respectively. It is therefore obvious that optical cable provides a much
larger channel capacity, where Ps / Pn ≫ 1.

When optical and electronic devices work together (e.g., a modulator), light
signals are converted into an electrical equivalent. Generally speaking, the term
‘optoelectronic’ refers to an optical (photonic) electronic device, which transmits
signals via light waves, or electron- photon interaction [41, 42]. A photonic device
can be made of semiconductors, either being integrated into electronic circuits or
transistors. Optoelectronics also play an important role as the mediator of optical
communication. Devices will typically operate with an optical frequency ranging
from ultraviolet to infrared (400–700 nm) [41, 42], although graphene photonic
devices can possess an even wider spectrum than this [65].

A. Transmittance Properties

As emphasized by Fig. 4, a single layer of graphene absorbs a mere 2.3 % of
incident light, allowing around 97.7 % to pass through. Wavelengths typically
range from the infrared to ultraviolet regions [33]. The transmittance T of single-
layer graphene (SLG) can be approximated by the following Talyor expansion [33,
39, 40, 66, 67]

T ¼ 1

ð1þ ap=2Þ2 � ð1� apÞ � 97:7% ð8Þ

where α = e2/cћ ≈ 1/137 is the fine structure constant. For multiple layers of
graphene, this can be roughly estimated by
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T � ð1� NapÞ; ð9Þ

where N is number of layers (cf. Bao et al. [39]). For example, the transmittance of
bilayer graphene (N = 2) is around 95.4 % (cf. Fig. 4). Indium Tin Oxide (ITO) is a
semiconductor which is typically used in photonic devices, with a transmittance of
around 80 % [33]. It is therefore obvious that graphene film has a clear advantage
over ITO. Bonaccorso et al. [33] also point out that the resistance per unit area for
ITO is much smaller than for graphene. However, this value can be minimized by
increasing the concentration of charge carriers via methods such as doping.

The degree of reflection from SLG is almost negligible, just less than 0.1 % [33].
Avouris et al. [40, 66, 67] also mention that graphene shows a strong interaction of
photons, much stronger than some traditional photonic materials per unit depth. It is
also surprising that absorption can rise from 2.3 % to around 40 % with high
concentration doping [40, 66, 67]. Unquestionably, these properties present
graphene as an excellent candidate for use in photonic applications.

B. Optical Conductivity

As mentioned by Avouris et al. [40, 66, 67], graphene possesses a universal
optical conductance Gop = e2/4ℏ. In general, the optical conductivity σop depends
upon the frequency ω, Fermi energy EF (via chemical doping or an applied gate
voltage), and the transition rate Γ. Moreover, the optical conductivity can be divided
into real and imaginary components, ℜ(σop) and ℑ(σop) [33, 39, 40, 66, 67],

Fig. 4 Incident light passes through the to layers of graphene. The transmission, absorption and
reflection coefficients are all shown. Each layer of graphene only absorbs 2.3 % of incident light,
transmitting around 97.7 %, and reflecting less than 0.1 %
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ropðx;EF ;CÞ ¼ <ðropÞ þ i=ðropÞ; ð10Þ

with energy loss originating from the imaginary part [40, 66, 67].
Bao et al. [39] further explain that the interband and intraband carriers’ transi-

tions are the major factors governing the optical conductivity σop (cf. Fig. 5). In-
terband transitions refer to an exchange of charge carriers between the conduction
and valence bands, whereas intraband transitions refer to a ‘jump’ between quan-
tized energy levels. For carriers performing an interband transition (at high fre-
quency), the energy of a photon ћω should be satisfying the relationship ћω ≥ 2EF

[39]. For the low frequency THz range (ћω < 2EF), the intraband transition would
be a significant contribution to the optical conductivity, while interband transitions
are prohibited in this range due to the Pauli exclusion principle (Pauli block) [67]. It
is important to note that a change in doping concentration would alter the Fermi
energy EF, and hence the optical conductivity. Bao et al. [39] state that one can tune
the optical conductivity by controlling the chemical doping (shift of EF) and the
frequency response. However, one must remain aware that a high doping con-
centration may deteriorate the transmittance T of graphene itself.

Fig. 5 The Fermi energy level EF can be shifted upward due to either chemical doping or an
applied electric field. Interband transitions refer to an electron ‘jumping’ from the valence to
conduction bands, satisfying the relationship ћω ≥ 2EF. Intraband transitions refer to an electron
moving through quantized energy levels, and requires less energy (ћω < 2EF), provided the states
are not already occupied
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C. Linear and Nonlinear Optical Response

Graphene also exhibits a strong nonlinear optical response to an electric field,
and is an important factor in modifying the shape of the wavefront for incident light
[40, 66, 67]. The displacement field Dz is given by the dielectric response of an
applied electric field Ez along the ‘z’ direction, with polarization P(Ez) (cf. Fig. 6);

Dz ¼ �0�rEz ¼ �0Ez þ PðEzÞ: ð11Þ

Here, ϵ0 is the electric permittivity of free space, and ϵr is the relative permit-
tivity. The polarization response can be written in terms of a power series (cf. for
details [39, 68])

P Ezð Þ ¼ C0 þ �0
X1
j¼1

vjðEZÞ j; ð12Þ

where C0 is a constant associated with the hysteresis (typically C0 = 0), χj refers to
the dielectric susceptibility of the jth order correction, and (Ez)

j is the j-th power of
Ez. The linear dielectric susceptibility χ1 can again be divided into a real part χR1
and an imaginary part χI1 [39]. The relative dielectric constant can then be
expressed in terms of �r = χR1 + 1, with an optical refractive index nop given by,

Fig. 6 This figure shows the linear and nonlinear responses to an electric field E. The left-hand
figure schematically represents an atom without electric field, whilst the right-hand figure has a
non-zero electric field. The equation is related to the polarization response P. The linear
susceptibility χ1 is usually associated with the refractive index, whereas the nonlinear susceptibility
χ3 provides a unique contribution to the optical properties of graphene. Due to the symmetry of
graphene’s honeycomb structure, the χ2 component is very small, and is therefore neglected here
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nop � ffiffiffiffi
�r

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vR1 þ 1

p
ð13Þ

Thus, the refractive index is determined by the real part of the linear suscepti-
bility χR1, as mentioned by Bao et al. [39]. Meanwhile, the imaginary part of the
linear susceptibility χI1 corresponds to the tangent loss arising at optical frequen-
cies. Bao et al. [39] also come to the conclusion that the 2nd order susceptibility χ2
is generally small, provided that the symmetry of the graphene honeycomb structure
is not broken (i.e., flat). The major contribution to the nonlinear response of
graphene originates via the 3rd order term �0v3E

3
z , which modifies the current

density in graphene (cf. for details [39]).

D. Surface Plasmons

Surface plasmons describe a set of quantized charge oscillations of electrons and
holes, acting upon the graphene-substrate interface [39] (cf. Fig. 7). Plasmons, in
general, interact with photons or phonons to form the surface plasmon polariton
(SPP). At present, aluminium, silver and gold are all ideal materials for plasmonic
platforms [39, 40, 66, 67]. The basic idea is as follows—a dielectric material can be
coated upon a graphene layer. Electrons then oscillate on the graphene-substrate
interface, excited by the phonon or photon interactions of electromagnetic (EM)
fields [39]. The SPP wavelength λSPP is normally suppressed, and much smaller
than the incident wavelength λin—the ratio of these wavelengths typically being
around λin /λSPP ≈ 10–100 [39, 40, 66, 67]. The plasmonic frequency ωSPP on the
graphene surface is proportional to the square root of the Fermi energy, as given by
[33, 39, 40]

Fig. 7 This figure shows the surface plasmonic wave for graphene coated on a semiconductor.
Plasmonic waves are trapped, and oscillate along the graphene and semiconductor interface.
Typically, the surface plasmonic wavelength λSPP will be suppressed, and is much smaller than the
incident wave λin. Either TM or TE wave modes can propagate along the plasmonic surface,
depending upon the imaginary component of the optical conductivity
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xSPP /
ffiffiffiffiffiffi
EF

p / n
1
4 ð14Þ

where n is a carrier density. In practice, graphene can trap incident light, and an EM
wave can propagate along the graphene surface in the THz to infrared range [40, 66,
67]. As mentioned by Avouris et al. [40, 66, 67], the distance traveled for a
plasmonic wave in graphene is around dSPP ≈ 10–100 λSPP. Graphene is thus a
suitable material for a waveguide. Bao et al. [39] further remark that graphene is
suitable for guiding transverse magnetic (TM) waves when the imaginary part of
the optical conductivity =(σop) > 0, and suitable for guiding transverse electric (TE)
waves when =(σop) < 0.

E. Saturable Absorption and Optical Excitation

There is an interesting property which prevents graphene from absorbing pho-
tons at high intensity, and can be used to adjust the wavefront of the light [40, 66,
67]. This is referred to as ‘saturable absorption’, and is dependent upon the
wavelength and incident light intensity. This will be elaborated upon in later sec-
tions when we discuss the saturable absorber and photonic (optical) limiter.

The timescale of graphene’s response to the interaction of photons, phonons and
electron hole recombination can be divided into three regimes [33, 39, 40, 66, 67]
(cf. Fig. 8). Graphene has a very quick response to incident photons, around
10–100 fs, whereby ‘hot’ electrons are excited from the valence to conduction band
[33, 39]. This also links to an excitation of the non-equilibrium state. Electrons may
then cool down via the intraband phonon emission, with timescales of 0.1–1 ps [40,
66, 67]. Finally, an electron-hole pair may recombine, thus emitting photons, and an
equilibrium state being reached. This process takes a mere 1−10 ps. It is important

Fig. 8 There are three time scales associated with optical response. The left-hand figure represents
the inter-band non-equilibrium excitation, and lasts around 10–100 fs. The middle figure relates to
phonon cooling via the intra-band interaction (0.1–1 ps). Finally, the right-hand figure is the
process of electron-hole recombination (1–10 ps)
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to note that these excitations and scattering processes are influenced by both
topological defects of the lattices (e.g., dislocation and disclination) and boundary
characteristics [40, 66, 67].

F. Graphene Photonic Crystal

The photonic crystal is a kind of optical device, whereby a lattice can be peri-
odically allocated upon or within a semiconductor [69, 70] (cf. Fig. 9). A band-gap
can be obtained in these periodic structures, and only a certain range of photon
energies (i.e., frequencies) are allowed to propagate within. The basic idea is that
the periodic dielectric behaves as a superlattice, with restriction being placed upon
the wave properties of the electrons [70]. Moktadir et al. [71] find that the graphene
photonic crystal provides a wide transmission range, which can be tuned via an
applied gate voltage. It has also been reported by Majumdar et al. [72] that the
resonance reflectivity can be increased fourfold via a slight 2 nm shifting of the
graphene crystalline structure (i.e. dislocations). Graphene’s flexible nature there-
fore offers numerous applications.

4 Graphene Optoelectronic Devices

In this section, we will present ideas for optical devices which incorporate graph-
ene, with emphasis being placed upon their photonic properties. The various
photodetectors, optical modulator, and the photonic limiter (mode-locked laser) will
all be discussed.

Fig. 9 Here, we present a periodic photonic crystal lattice on the substrate. The lattice forms a
band-gap, allowing only certain wavelengths to propagate inside. The photonic properties can
therefore be controlled
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A. Photodiode and Graphene Photodetector

The n-p or p-n junctions are comprised of two different semiconductors (n-type
and p-type). Electrons from the n-type semiconductor will flow across the p-type,
whereas holes in the p-type will move to the n-type [73]. In any case, a depletion
layer is formed at the junction interface. In principle, n-p or p-n junctions can be
forward or reverse biased [73]. Since a band-gap can be created in graphene (cf.
Sect. 2), it is therefore feasible to conceive of a graphene-semiconductor junction.

Photodiodes are a key component for use in logical devices. It is a current
generating device that is sensitive to incoming light (cf. Fig. 10 for the p-n junction
configuration). In the absence of light, the device carries a high resistance. How-
ever, incoming photons can break down some of the bonding within the compounds
at the depletion layer (cf. Fig. 10). Electrons and holes will then be created, and
hence a drift current Id flows across the diode [73]

Id � c1ð1� expð�c2WDLÞÞ: ð15Þ

Here, c1 is a constant associated with electric charge and photonic flux, WDL is
the width of the depletion layer, and c2 is a constant associated with the photon
energy and band-gap [45].

The working principle of the photodetector is similar to that of the photodiode,
transforming photons into an observable current [33, 74] (cf. Fig. 11). More spe-
cifically, photons transfer energy to electrons, causing them to ‘jump’ from the
valence band to conduction band (cf. interband transition). This has a typical
timescale of ∼1 ps [39].

Fig. 10 A schematic of the photodiode is shown. The basic idea is that a reverse current flows
upon illumination of the photodiode. The figure also emphasizes that a depletion layer is formed at
the interface of the p-n junction
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c photonð Þ þ e�val ! e�con ð16Þ

Here, e�val and e
�
con refer to electrons in the valence and conduction bands

respectively. Bonac-corso et al. [33] point out that the absorption bandwidth of light
spectra depends upon the choice of semiconductor. As we mentioned before,
graphene interacts with an EM range covering the majority of the visible spectrum
[33, 39]. Xia et al. [75] have also reported that the frequency response of graphene
can be upwards of 40 GHz, with a theoretical limit reaching even 500 GHz. This
response generally depends upon the electrical mobility, resistance and capacitance
of the materials [39]. An appropriate bandwidth for graphene can therefore be
adjusted via doping or an applied electric field. Mueller et al. [76] further reveal that
their results for graphene display a strong photonic response at a wavelength of
1.55 µm, when applying the graphene photodetector on fast data communication
links.

Bao et al. [39] have summarized that current from a photodetector can also be
generated just by the contact of graphene and a semiconductor, due to the differing
work functions and thermal gradient. Current leakage is one of the major drawbacks
of the graphene photodetector, although this can be optimized by reducing the
band-gap, or coating some dielectric material on the graphene surface [33, 39].
Echtermeyer et al. [77] show that a number of metallic nanoparticles can be allo-
cated on the graphene substrate, vastly improving the efficiency of the devices. The
basic idea is that a metallic nanoparticle touches the graphene film, and forms a
‘junction like’ contact. Metallic nanoparticles on the graphene layer would thus act
as small photodetectors at the same time, and thus enhance the sensitivity [77, 78].

Fig. 11 This figure shows how electrons in the valence band can be excited to conduction band by
incident photons. The conductivity of graphene increases, and a measurable current can flow
around the circuit. In practice, the idea can be used to measure incident light intensity, for example
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Some other applications such as the measurement of refractive index [79], and the
analysis of metamaterials via the graphene sensor [80], are all being studied on the
graphene photonic detector platform.

B. Optical Modulator

The optical modulator is a photonic device which transforms electrical signals
into an optical equivalent [74, 81, 82] (cf. Fig. 12 for a schematic overview). It is an
essential communication link within many electronic devices, and can also alter the
properties of light via doping or an applied electric field [39]. For example, assume
a plane wave propagates as

A ¼ jAjexpðihÞ; ð17Þ

where A can be either electric or magnetic in origin, and θ is the phase of the wave.
A modulator changes the amplitude |A| and phase θ of the input wave [39].
Graphene is a suitable material for a modulator since it has a strong response to a
wide range of light spectra (i.e., bandwidth) [67, 81, 82]. Typically, graphene will
be coated upon the silicon substrate to enhance the absorption rate [67].

Optical modulators can generally be divided into two types [39]. The first is an
absorptive modulator, converting photons into some other form of energy. Nor-
mally, an absorption modulator can tune the transmitted light intensity via adjust-
ment of the Fermi energy level EF [39, 67]. The second type is a refractive
modulator which can change the dielectric constant according to variation of the
electric field. Graphene is a promising material for an absorption modulator due to
its wide bandwidth and tunable Fermi energy level [33, 39]. Bao et al. [39] further
reveal that the interband transition can be tuned to a logical ON/OFF state,
dependent upon EF. Regardless, graphene provides a high optical Modulation Index
(M.I), making it an ideal material for any modulator [39]. This index is given by

Fig. 12 The optical modulator is an important device for converting electrical signals into an
optical equivalent, and therefore an ideal bridge between electronic and optical devices. This
device can also change the properties of the incident wave, such as the phase, frequency, and
amplitude. The Modulation Index (M.I) is defined as the maximum of the modified signal Xf,
divided by the input signal Xi
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M:I: ¼ maxðXfÞ
Xi

; ð18Þ

where Xi and Xf refer to the variable before and after modulation respectively. The
graphene modulator can also be applied to the optical resonator, allowing the
wavelength to be altered (cf. for details [39]).

Recently, the dielectric sandwich—two layers of graphene with dielectric filling
—has been used as an optical signaling modulator [81, 82]. Gosciniak et al. [81]
estimate that this graphene optical modulator can reach speeds of up to 850 GHz,
with 3 dB modulation and small losses. Liu et al. [82] have also reported a wide
absorption range of 1.35–1.60 µm in wavelength.

C. Graphene Waveguide

A waveguide is a physical channel which traps light, guiding it through a des-
ignated path [61, 83]. For example, fiber-optic cable is a common waveguide for the
communication of light signals—its high refractive index nop trapping light inside
the fiber [61]. As we have already seen, the refractive index depends upon the linear
dielectric susceptibility χR1 [39]. Zhang et al. [83] have studied the wave-modes of
the graphene quantum well, identifying energy dispersion relations associated with
Klein tunneling and classical wave-modes [83]. Zhang et al. [83] further note an
absence of the 3rd order classical, and 1st order tunneling wave-modes.

Graphene plasmonic waveguides (Fig. 13) have become an essential component
for integration with logical devices [84, 85]. Kim et al. [84] have studed the plas-
monic waveguide for a dielectric substrate coated on graphene, discovering little
optical loss and very fast operating speeds. They show that at the peak wavelength
λ = 1.31 µm, the transmission ratio is around 19 dB for the TM mode [84].

D. Saturable Absorber

As we have already highlighted upon, saturable absorption refers to an absorption
of photons decreasing as the light intensity increases [66, 86] (cg. Fig. 14). It is
usually applied via the mode-locked laser [39, 87]. Many semiconductors exhibit

Fig. 13 Graphene is coated
upon the semiconducting
substrate, and either the TE or
TM wave-modes can be
transmitted along the
graphene thin film
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saturable absorption, but are not as sensitive as graphene [39, 66]. The basic idea is
as follows—a number of excited electrons occupy the conduction band during high
intensity exposure, and electrons in the valence band are no longer able to absorb
photons due to the Pauli exclusion principle [39, 87]. This property originates from
the nonlinear susceptibility of graphene for a short response time [33]. In application,
a saturable absorber can be used to transform a continuous wave to a very short wave
pulse [33]. Generally speaking, monolayer graphene provides a high saturable
absorption coefficient, and recently, some research has uncovered that CNTs may
also be suitable candidate for a saturable absorber [86, 88]. Bao et al. [87] also report
that a single layer graphene (SLG) saturable absorber can provide around 66 %
modulation depth, and produce picosecond wave pulses.

E. Photonic Limiter

A photonic limiter is used to reduce the intensity of light that is emitted from the
source [33, 39, 89, 90]. The mechanism is to permit the passage of low intensity
light, and to filter out light of higher intensity [89, 90]. Dispersed graphene-oxide
solutions are generally used for studying the optical limiter [86, 87]. In particular,
graphene, has a strong response to a change of light intensity [39], with a trans-
mittance T(I) that is inversely dependent upon the light intensity I. Such a device can
therefore, for example, be implemented to protect the human eye when working with
laser apparatus [33]. Wang et al. [89] also note how graphene’s nonlinear response is
the working principle behind the reduction of light transmitted at high intensity, and
also show that graphene can limit a wide range of the visible spectrum [89, 90].

Fig. 14 The idea of saturable absorption for graphene is shown. Graphene can absorb photons,
and create electron-hole pairs at low incident light intensity. However, electrons are incapable of
occupying the conduction band at high light intensity, since most of the states have already been
occupied (cf. Pauli exclusion principle)
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According to Bao et al. [39], the reverse saturable absorption (opposite to sat-
urable absorption) is the key nonlinear response that filters high intensity light, and
subject to certain conditions. This relates to an optical limiter absorbing more high-
energy photons than low-energy photons [39]. Lim et al. [86] have reported that, in
practice, the property will change from saturable absorption to reverse saturable
absorption, only when microplasmas or microbubbles appear. These lead to a
nonlinear thermal scattering, which is also an important factor in limiting high
intensity light [39]. Nevertheless, the graphene photonic limiter is still in the early
stages of development, with more drastic efforts being required in the near future.

5 Transistors

Nowadays, field effect transistors (FETs) are a key component of most integrated
circuitry, commonly acting as a simple logic gate. These devices can be of either n-
p-n or p-n-p type, depending upon the desired operation. In this day and age, when
the speed and size of devices are becoming all important, scientists are having to
seek revolutionary new materials to replace the likes of Silicon (Si), Germanium
(Ge) and Gallium Arsenide (GaAs). With outstanding electrical mobility, graphene-
based materials are becoming evermore prominent as candidates within future
transistors (cf. Fig. 15).

A. Carbon Nanotube Transistor

Before we commence any in-depth discussion of this particular design [22, 23,
91], we must first discuss the physical properties of graphene nanoribbons (GNRs)
[92] and carbon nanotubes (CNTs) [38, 93–96]. A GNR is considered to be a piece
of graphene of exceptionally narrow width [92]. The electrical attributes of GNRs
are determined by their boundary conditions (BCs) (cf. Fig. 16). The ‘armchair’ BC
can cause either metallic or semi-metallic behavior to be exhibited, whereas the zig-
zag BC yields only metallic characteristics [38, 93, 94]. Therefore, GNRs are another

Fig. 15 The idea of the
graphene FET is shown. The
channel of the transistor is
made of graphene, and a gate
voltage VG controls the
current flow IDS from drain to
source
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means of generating an energy band-gap. In this case, the gap size is inversely
proportional to the nanoribbon width.

Carbon nanotubes are often considered to be one-dimensional structures, and can
be formed by curling a GNR (typically 10–100 nm in width [38, 92]) into a
cylindrical configuration (for further details concerning their fabrication, one can
refer to [38, 95]). The nanotubes can either be single-walled or multi-walled,
although this must be taken into account when considering the CNT radius rCNT.
Since this process leads to structural deformation of graphene’s honeycomb lattice,
there is an overall modification of the electronic band structure [38, 93, 94].
Quantum equivalents of the capacitance, inductance and resistance have all been
exhibited within the electrical properties of CNTs, and an energy band-gap Eg is
found to be inversely proportional to this CNT radius rCNT [38],

Eg � 1=rCNT : ð19Þ

Thus, togetherwith graphene’s capability for long-range ballistic transport (even at
room temperature), this presentsmany useful applications. For example, CNTswould
be an apt source-drain channel within semiconducting devices such as transistors [93].

For decades now, the CNT transistor has been subject to intense study [31, 38,
93, 97–99], with a recently reported high switching ratio [99]. They consume much
less power, and can possess shorter channel lengths than their silicon-based
counterparts. They can also exist in many forms, the most popular being the

Fig. 16 The lower portion of this figure highlights the two possible boundary conditions (BCs)
that a graphene nanoribbon (GNR) can satisfy. The zig-zag BC yields only a conducting state,
whereas the armchair BC can either imply a conducting or semiconducting state (dependent upon
the width of the nanoribbon). The GNR can also be curled to form a carbon nanotube (CNT), with
a band-gap that is inversely proportional to its radius
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top-gate, back-gate and wrap-around gate designs [93, 100–102]. Recently, Shu-
laker et al. [100] have developed a simple computer from the CNT-based transis-
tors, which can perform more than 20 different instructions. Figure 17 provides a
diagrammatic representation of how a back-gated multi-CNT transistor may look—
the CNTs themselves acting as the intermediary channels. Currently, one can
produce a purified CNT having less than 0.0001 % impurity—which can minimize
any inelastic scattering in the channel [101]. The ON/OFF drain-source current IDS
can be tuned by using an applied electric field (i.e., the gate voltage VG) to act upon
the CNT channel [101]. Moreover, the ballistic transport of electrons is a result of
the one-dimensional CNT structure [38], which again restricts the degree of
inelastic scattering. CNT transistors would also appear to alleviate the issue of the
short-channel effect in silicon-based devices. In theory, the shorter the channel, the
faster the transistor [31, 38]. However, usually when the channel has a length scale
in tens of nanometers, the drain-source current IDS tends to become most unstable
[38]. A recent study [98, 101] has revealed that the CNT channel can be as short as
9 nm, whilst maintaining a stable current. There are even some predictions that the
CNT channel can reach even down to 7 nm in the near future [98, 101].

Schottky barriers at the channel-electrode contacts, are the major obstacle with
regards to the CNT’s application within transistors [102]. Specifically, they provide
a large resistance at the CNT-electrode interface, due to the differing work-func-
tions [38]. The Schottky barrier would generally downgrade the ON/OFF switching
ratio [38, 102]. Even worse, this barrier is much larger than for silicon-based
devices. A recent study by Javey et al. [102] reveals that the Schottky barrier would
be greatly reduced when using the noble metal, Palladium (Pd) as the electrode.
They also show that the CNT channel can even then maintain ballistic transport
[102]. It is important to emphasize how both classical and quantum equivalents of
inductance, resistance and capacitance are exhibited for CNT transistors [38]. In
particular, quantum effects become most apparent at the nanoscale. Both quantum

Fig. 17 The figure shows the
back-gated CNT transistor. It
contains multiple CNTs as the
intermediary channels,
providing stable performance
and current flow. Since the
device is back-gated, it can
easily be applied within
integrated circuitry
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inductance and capacitance are determined by the size, BCs and the density of
states (DoS) of the CNT [31, 38], whereas the quantum resistance is equal to h/4e2.

B. Tunneling Transistor

1. Mechanisms of Tunneling
As we have already highlighted upon many times now, the absence of a
well-defined OFF state in the graphene transistor is a major setback [103,
104]. Assuming a band-gap were to be created, the next hurdle to overcome
is the back-current leakage during this OFF state, since this downgrades the
power efficiency [103, 104]. Furthermore, opening this band-gap would then
reduce the mobility of graphene, with the Dirac fermions being subject to
some inelastic scattering [104].
The tunneling graphene transistor is a revolutionary new concept, and may
be capable of alleviating some of the aforementioned drawbacks. It con-
sumes very little power (up to 109 times less than silicon-based devices
[105]) and possesses a very fast response time (steep sub-threshold slope)
[31]. Michetti et al. also report that an ON/OFF switching ratio can reach as
high as 104, even with a small electric field [106–108]. It is also found that
tunneling occurs at exceptional speed [108]. The underlying concept is
visualized in Fig. 18. The interband tunneling is tuned via an applied drain-
source voltage VDS and gate voltage VG [104, 109]. Both VDS and VG are

Fig. 18 The upper figure shows an intermediate barrier separating the two layers of graphene. In
the absence of external electric fields, the Fermi energies are situated at the Dirac points. When the
gate voltage VG and drain-source voltages VDS are applied, electrons begin to accumulate in the
conduction band of one graphene layer, and holes in the other. Tunneling can readily occur in this
situation, via a fine tuning of both voltages
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used to accumulate the electrons and holes in upper and lower graphene
layers respectively, and thus altering the shape of the potential barrier [110].
The tunneling is also associated with the channel length, and thickness of the
gate oxide layer tox [106].

2. Vertical Design
A relatively new concept which relies upon vertical tunneling has been devel-
oped by the Manchester research group [103, 104]. The graphene-based device
consists of a few (insulating) layers of hexagonal Boron Nitride (hBN) or
molybdenum disulphide (MoS2) [111–113]. These are positioned between two
graphene sheets which then constitute the electrodes (cf. Fig. 19). The key point
here, is that the insulating layers act as a barrier, and thus preventing the flow of
current. As such, there is no need for a well-defined band gap in graphene
[111–113]. This has the added benefit of greatly reducing any current leakage
whilst in the OFF state [111–113]. The whole process of current tunneling then
acts perpendicular to the layers [111–113]. Electrons in the bottom graphene
layer will begin to accumulate once a gate voltage VG is applied across the lower
insulating layer [114, 115]. The drain-source voltage VDS is then added to create
holes in the upper graphene layer [103, 111–113]. This has the desired effect of
increasing the Fermi energy EF in bottom graphene layer, and decreasing EF in
the upper layer. Electrons in the bottom graphene layer are then capable of
tunneling to the top graphene layer [104]. A recent study by Georgiou et al. [111]
reveals that the current modulation can reach a high value of 106 (even at room
temperature). It is also interesting to note that a resonant tunneling within the
vertical transistor occurs in some energy states, and a negative differential con-
ductance exists (i.e., current decreases upon an increase in voltage) [112, 113].

Fig. 19 The vertical tunneling graphene transistor is shown. The hexagonal Boron Nitride (hBN)
insulating layers act as an intermediary barrier. The accumulation of holes in the upper graphene
layer is controlled by the drain-source voltage VDS, whereas the build-up electrons in the lower
graphene layer can be tuned via the gate voltage VG. Electrons are then capable of tunneling from
the bottom to top layer of graphene
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C. High Frequency Devices

High frequency transistors do not require an OFF state, and can operate solely
through variations of the current or voltage signaling [31, 116]. Graphene may thus
be applicable within the realms of high-frequency transistors, inverters, or opera-
tional amplifiers [31, 84, 117]. Graphene’s response to these signals is incredibly
fast, with operating speeds of around a few hundred GHz [84, 116, 118–120].

The performance of high frequency devices is characterized by two important
parameters—the cut-off frequency fcut and maximum oscillation frequency fmax.
The cut-off frequency fcut is given by a current gain GI equal to unity [116]

GI ¼ 20 log10
Iout
Iin

� �
ð20Þ

where Iout and Iin are the output and input currents respectively. Typically, fcut is
proportional to the trans-conductance grf and the thickness of the gate oxide layer
tox, whereas inversely proportional to the transistor gate length LG and gate width
WG [31, 116]. The whole expression is given by

fcut ¼ c1
toxgrf
LGWG

ð21Þ

where c1 is a constant associated with dielectric gate. In experiments, one
would only shorten the gate length LG for simplicity, thereby increasing the cut-
off frequency. Wu et al. [116] report that with CVD-prepared graphene, fcut can
reach upwards of 155 GHz for a relatively short gate length of 40 nm. Theo-
retical simulations have indicated that a cut-off frequency of 1 THz can be
attained for just a few nanometers gate length [118].
Similar to fcut, the maximum oscillation frequency fmax is obtained for a power
gain GP equal to one. Here, we have GP = 10 log10 (Pout/Pin), where Pout and
Pin are the output and input powers respectively [116]. The value of fmax in
graphene-based devices is slightly more complicated, and is dependent upon
the cut-off frequency, gate resistances, and the trans-conductance grf [116, 118].
A recent report [116] has mentioned that fmax can reach up to 20 GHz. How-
ever, it is important to note that a short gate length would not necessarily imply
a high value for fmax [116, 118]. At present, not much is understood of the
I–V characteristic curve—this has three regions, firstly linear, then saturating,
and finally a second linear region [31, 116, 118]. In addition, a change of gate
voltage VG would alter the shape of the I–V curve, and making the saturation
region ambiguous. Without a stable saturation region, the value of fmax is
limited. This problem will require urgent attention in the near future, if the
high-frequency transistor is to make any headway [84, 121].
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6 Summary

Graphene’s outstanding capabilities have drawn the attention of scientists from
several interdisciplinary backgrounds—all looking to take advantage. This stand-
alone two-dimensional structure is a playground for Dirac fermions which possess a
zero effective mass [4, 122, 123]. Quantum phenomena have been observed even at
room temperature; a series of anomalous quantum effects including QHE and Klein
tunneling [1, 54]. Graphene’s versatility is nigh on endless—in this paper, we have
merely focused upon optoelectronic devices and transistors. Optical communica-
tions provide a much wider bandwidth, with higher efficiencies than most typical
conducting wire. We are thus dawning upon a new golden photonic age of higher
internet speeds, and entertainment-based devices. Graphene’s high transmittance,
strong interaction of light with ultra-fast response time, wide absorption spectrum,
and tunable optical conductivity [33, 39, 67], present an ideal material for optical
devices! Amongst many others, these include the photodetector, optical modulator,
plasmonic waveguide and also the saturable absorber. The absence of any dis-
cernible band-gap for graphene is an unavoidable issue for logical devices, although
one may be created via various methods (e.g., structural deformation or chemical
doping) [31]. The CNT transistor is now a well-established technology—developed
over more than 30 years. Only now has the dream of a CNT-based computer
become a working reality [100]. Carriers in CNT channels can perform ballistic
transport, even for very short lengths. However, the graphene vertical tunneling
transistor is something rather novel. This device itself does not require band-gap at
all, and yet, both operates at exceptional speeds, whilst consuming very little power.
Our final talking point was the high frequency transistor, which acts as amplifier in
the circuit rather than a typical logical device. The cut-off frequency can reach
theoretical estimates of up to 1 THz, for just a few nanometers of gate length [38].
Although we have plainly made the case for graphene’s implementation within
numerous optical and electronic devices, there are a few obstacles which we must
overcome. These are the nonlinear I–V characteristic curve, and the emergence of
Schottky barriers (although we mention a suitable fix). Fifty years ago, no one
would have ever envisaged that optical or silicon-based devices would have their
place in everyday life. Graphene may change the world!
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The Versatile Roles of Graphene
in Organic Photovoltaic Device
Technology

Jayalekshmi Sankaran and Sreekanth J. Varma

The pursuit of truth continues; it is enticing, when each giant
leap brings in, new surprises.

Abstract This chapter discusses the potential applications of graphene in the
realization of efficient and stable organic optoelectronic devices, especially flexible
solar cells. With the introduction of the prospects of graphene and functionalized
graphene in modifying the performance characteristics of organic solar cells, the
chapter evolves into assessing the prospects of realizing all carbon photovoltaic
devices. The combination of unique, yet tunable, electrical and optical properties of
graphene, makes it a highly sought after candidate for various technologically
important applications in optoelectronics. Graphene has been identified as a suitable
replacement for the highly expensive, brittle and less abundant indium tin oxide, as
the transparent electrode material for optoelectronic device applications. The best
graphene-based transparent conducting films show very low sheet resistance of
20 Ω/sq and high transparency around 90 % in the visible spectrum, making it a
better choice compared to the commonly used transparent conductors including
indium tin oxide (ITO) and zinc oxide (ZnO). The absence of energy band gap in
graphene has originally limited its applications in optoelectronic devices. This
problem has since been solved with the advent of graphene nanoribbons (GNRs)
and functionalized graphenes. Functionalized graphenes and GNRs have extended
the use of graphene as hole and electron transport layers in organic/polymer light
emitting diodes and organic solar cells by the suitable tuning of the band gap
energy. Blending dispersions of functionalised graphene with the active layers in
photovoltaic devices has been found to enhance light absorption and enable carrier
transport efficiently. Graphene layers with absorption in the entire visible region can
be fine-tuned to be incorporated into the active layers of organic solar cells. Finally
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the synthesis conditions of GNRs and the functionalized graphenes can be optimized
to achieve the required structural, optical and electrical characteristics for venturing
into developing all carbon-based cost-effective organic solar cells with improved
efficiency.

Keywords Graphene � Graphene nanoribbons (GNRs) � Functionalized graphene �
Organic solar cells � Photovoltaics � Indium tin oxide � Zinc oxide � Polymer light
emitting diodes (LEDs) � Organic LEDs � Electronic devices � All carbon photo-
voltaic devices

1 Introduction

The past few decades have witnessed unparalleled technological innovations
capable of influencing all walks of human activity and enrich the intellectual pur-
suits in the realization of a sustainable and green living ambience with the added
flavors of hitherto unimaginable comfort and luxury. In this context, the possibil-
ities of Nanoscience and Technology have revolutionized the conventional per-
spectives in the design strategies of the major categories of devices that empower
the energy requirements of the present day society. Of the various categories of
nanostructures developed and investigated, carbon-based nanostructures have
gained an upper hand, by virtue of their intriguing and often exciting characteristics
with visionary prospects as the building blocks of new surprises yet to be unveiled.
The three important carbon-based nanostructures, the graphene, the carbon nano-
tubes and the fullerenes, all stem from the three dimensional graphite, invented in
1777 by Scheele.

Graphene, or more precisely monolayer graphene, is a one-atom thick two-
dimensional (2D) structure of carbon atoms arranged in a honeycomb lattice with
carbon- carbon bond length of about 0.142 nm. The three dimensional parent
structure graphite, from where graphene originates, can be considered as the three
dimensional stacking of multilayers of graphene with an interplanar spacing of
0.335 nm. The history of graphene is marked with times of approval and disap-
proval ranging from 1947 to the huge surprise of the 2004 [1] when the possibility
of the existence of free standing graphene was experimentally realized. When
Wallace [2] in 1947 used the model of the 2D crystal arranged in a honeycomb
lattice to solve the problems related to the band structure of graphite, and later in
1990, when the model was utilized for the band structure determination of carbon
nanotubes [3], nobody realized that the free standing material realization of this
model was waiting to be brought into limelight within a few years. Based on the
famous Mermin-Wagner theorem [4], free-standing atomic planes cannot exist
naturally because of the thermo dynamical instability on the nanometer scale and, if
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unsupported, they have a tendency to crumble and form disordered aggregates. In
other words, naturally occurring free standing 2D crystals cannot be formed
spontaneously because such crystals are thermodynamically unstable [5]. Deeper
perception on this theory shows that its validity is confined to infinite systems and
hence it is possible to realize finite sized 2D crystals in a perfectly ordered, long
lived metastable state. Even though 2D crystals cannot be formed spontaneously,
they can exist as stable structures when stacked and held together by van der Waals
forces as part of any 3D structure like graphite. This was the breakthrough
accomplished by the Manchester team in 2004, under the leadership of Andre
Geim, when it was realized that graphene, a one- atom thick, two dimensional
crystal of carbon atoms, or more specifically, a single planar sheet of sp2 bonded
carbon atoms, densely packed in a honeycomb crystal lattice, could be isolated from
the bonding of its parental three dimensional structure, graphite, by a simple
mechanical exfoliation process using Scotch tape [6–8]. The integrity of the 2D
layer structure during the exfoliation process is kept well by the robust covalent
bonds within the layer which are much stronger than the comparatively weaker van
der Waals force between the layers in graphite. The Manchester group also dem-
onstrated that the exfoliated graphene layer can either be supported on any suitable
substrate or suspended from a supporting structure [9, 10]. The observation that,
through graphene sheets, electrons can travel sub-micrometer distances without
scattering, establishes the excitingly high mobility of these electrons and the
excellent two dimensional crystal quality of graphene [11]. Here, there is an
incompatibility when one considers the theoretical and experimental observation
that perfect two-dimensional crystals cannot exist in the free state. Still, one can
argue that the graphene structures form either an integral part of larger three-
dimensional structures like the embedding graphite matrix or the supporting bulk
substrates [12]. Recent transmission electron microscopy studies on suspended one
atom thick graphene sheets, exhibiting long range crystalline order, provide
experimental footing to the argument that these suspended graphene sheets are not
perfectly flat. They exhibit intrinsic microscopic roughening on the scale of 1 nm
and these observed corrugations in the third dimension could be quite significant in
the stability of these two dimensional crystals [12].

The exciting electronic and structural characteristics of graphene, identified soon
after its isolation, released an unparalleled surge of worldwide scientific curiosity,
invoking the need for the integration of various scientific disciplines for more
dedicated future work to unveil the hidden surprises this new material has yet to
offer. When Andre Geim and Konstantin Novoselov of the Manchester University
had their memorable achievement of winning the 2010 Nobel Prize in Physics for
their innovative experiments regarding the two-dimensional material graphene, the
spirit gave wings to the already vibrant scenario of graphene research to venture
into the fields of developing the so called ‘all carbon-based devices’ with prospects
to dominate the next generation device technology.
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2 Graphene

High quality graphene is very strong, light, quite transparent and an excellent
conductor of heat and electricity and is a highly sought after material as a transparent
conductor for a variety of optoelectronic device applications. Graphene can be
genuinely described as the most perfect 2D electronic material possible in nature
[12], by virtue of the fact that the system is one atomic monolayer thick and charge
carrier transport is confined in the 2D layer. The miraculous electronic properties of
graphene can be attributed to the hexagonal honeycomb lattice network of carbons,
in which each carbon atom is bonded to its three neighbors by strong σ bonds and the
delocalized π electrons determine the low energy electronic structure. This lattice of
graphene with two carbon atoms per unit cell (A and B) and the two triangular
sublattices A and B indicated in different colors is shown in Fig. 1. The unit cell of
graphene encompasses two π orbitals which form the bonding (π) and anti- bonding
(π*) states and give rise to a rather unique band structure that was first introduced by
Walace in 1947 and is illustrated in Fig. 2. In analogy with conventional semicon-
ductors, the π states form the lower energy valence band and the π* states, the higher
energy conduction band. The valence and conduction bands touch at six points,
termed as the Dirac or neutrality points. Considering the inherent symmetry prop-
erties, these six points get reduced to a pair, K and K′, which are independent of one
another. In fact, the Dirac points K and K′ correspond to the inequivalent corners of
the Brillouin zone and are of much significance in the transport properties of
graphene. The Fermi surface in graphene consists of the two K and K′ points in the
Brillouin zone where the π and π* bands cross. Since the orthogonal π and π* states
do not interact their crossing is allowed, and the π electrons in graphene provide an

Fig. 1 The hexagonal
honeycomb lattice of
graphene, with two atoms A
and B per unit cell. The
underlying triangular Bravais
lattice with lattice vectors
a and b is also illustrated.
Adapted with permission
from [13]. Copyright ©2010
American Chemical Society
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ideal 2D system where one can realize the non-interacting π and π* states within a
single atom thick planar layer [13].

The π (bonding) and π*(anti-bonding) bands have a linear (conical) dispersion at
low energies and the band structure can be visualized as two cones touching at the
Dirac point as shown in Fig. 3. Such a band structure has been shown to be quite
receptive to modifications by suitable functionalizing and doping procedures. In
view of the fact that the valence and conduction bands touch at the Dirac points,
and based on the ambipolar nature of charge carriers (both electrons and holes),
pristine graphene is considered as a zero band gap semiconductor [14–16].

The most striking aspect of graphene’s energy dispersion is its linear energy
momentum relationship with the conduction and valence bands intersecting at the
Dirac point, corresponding to the wave vector q = 0, with zero energy gap. Graphene
represents a zero band-gap semiconductor with a linear, energy dispersion for both
electrons and holes, quite different from the parabolic energy dispersion

Fig. 2 The energy band
structure of graphene showing
the six Dirac points and the
two inequivalent points K and
K′. Adapted with permission
from [13]. Copyright ©2010
American Chemical Society

Fig. 3 The conical band
structure of graphene, with
the two cones touching at the
Dirac point. Adapted with
permission from [13].
Copyright ©2010 American
Chemical Society
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characteristic exhibited by other classes of well-studied two dimensional semicon-
ductors including heterostructures, quantum wells and inversion layers. The band
structure is symmetric about the Dirac point and hence the electrons and holes in
pure, free-standing graphene should have similar properties. In fact, the electron and
hole states in graphene are interconnected, exhibiting properties similar to the charge
conjugation symmetry in quantum electrodynamics (QED).

Thus, at low energies, the presence of the two equivalent sublattices, A and B, in
the structure of graphene allows the Hamiltonian to be written in the form of a
relativistic Dirac Hamiltonian,

H ¼ vFr�hk ð1Þ

where vF is the Fermi velocity of graphene, ħk the momentum vector measured
from the Dirac point or K point and σ are Pauli spin matrices acting on the A and B
sublattice degrees of freedom. In principle, the sublattice degree of freedom can be
considered as an effective spin or a pseudo-spin which is parallel to the momentum
vector in the conduction band and antiparallel to that in the valence band. This
connection between the pseudo-spin and momentum in graphene sublattice is quite
similar to that between real spin and momentum in Dirac equation [17].

The existence of two equivalent, but independent, sublattices A and B (corre-
sponding to the two atoms per unit cell) gives rise to a novel chirality in graphene
carrier transport properties. The two linear branches of graphene’s conical energy
dispersion intersecting at Dirac points, as shown in Fig. 4, are independent of each
other and consequently are responsible for the origin of the pseudospin quantum
number similar to electron spin, but completely independent of real spin. The
carriers in graphene have a pseudospin index which can be represented by a spinor-
like wave function in addition to the spin and orbital index. Akin to the situation in
QED, the comparative contributions of the A and B sublattices in graphene are
defined in terms of the spinor wave functions of the chiral pseudospin quantum
number. However, in the case of graphene, the spin index specifies the sublattice
rather than the real spin of the electrons.

Fig. 4 The linear branches of
the conical E–K plot of
graphene. Adapted from [16]
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At low energies, the energy-momentum relation (dispersion relation) in graphene
is linear near the six corners (Dirac points) of the hexagonal Brillouin zone, which
leads to zero effective mass for electrons and holes, in contrast to the massive
parabolic dispersion behavior of conventional semiconductors. Electrons and holes
near the Dirac points behave like relativistic particles which are quantum
mechanically described by the massless Dirac equation for spin ½ particles and
hence are termed Dirac fermions. It is quite interesting and exciting to see that in
graphene the low-energy carrier dynamics can be well formulated in terms of
massless, chiral, Dirac fermions. However, the Dirac fermions move with the Fermi
velocity vF, which is 300 times smaller than the velocity of light. A host of the
unusual surprises of QED can hence be expected to show up in graphene but at
much smaller velocities. Theoretically speaking, the most distinguishing feature of
graphene, in addition to its strict 2D crystalline nature, is this exquisite, long
wavelength, Dirac dispersion with a Fermi velocity close to 106 ms−1 [18, 19].

The unique band structure and the presence of charge carriers mimicking
massless Dirac fermions have endowed graphene with exceptional carrier transport
properties. Graphene combines both semiconductor and metal properties and hence
offers prospects as a replacement for the currently used semiconductors in computer
chips. It has thermal conductivity around ten times higher than that of common
metals like copper and aluminum. The single atom thick two dimensional planar
structure of graphene, representing a system with fewer atoms and much better
thermal conductivity compared to many common metals, naturally should be much
faster in electrical conduction. The electrons in graphene are found to travel faster
by virtue of the much smaller effects of thermal vibrations on the conduction
electrons in graphene, compared to many common metals and semiconductors. This
could be the reason for the much smaller value of electrical resistivity in graphene,
around 10−6 Ω-cm, which is about 35 % smaller than that of the lowest resistivity
metal, silver, at room temperature. In suspended graphene, the limiting mobility at
room temperature comes around 200,000 cm2/Vs, which is more than twice that of
the high mobility conventional semiconductors [20, 21]. At lower temperatures of
around 240 K, carrier mobilities of up to 120,000 cm2/Vs have been practically
achieved in suspended graphene samples.

The charge carriers in graphene are endowed with the pseudospin, as mentioned
earlier, and this aspect has much to do with the exceptionally high room temper-
ature charge carrier mobility observed in graphene. The backscattering of charge
carriers in graphene is suppressed, since the back scattering involves the reversing
of the pseudospin of the charge carriers in addition to the momentum, which is not
allowed for low energy defect states.

For graphene monolayers supported on substrates like silicon dioxide the
mobility drops down to around 10,000 cm2/Vs as a result of the transfer of electron
vibration directly from the substrate to the graphene electrons. However, there is
ample scope for improvement and the room temperature mobility of graphene
supported on substrates can be significantly enhanced by working out procedures
for choosing the right substrates devoid of atomic scale dirts and thus reducing the
effects of scattering due to charged impurities and remote interfacial phonons.
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The current carrying capacity of graphene is about 5 × 108 A/cm2 which cor-
responds to about 1 × 10−6 A per atomic row of carbon, which is astonishingly high
[22]. Graphene has astounding mechanical strength which is about 200 times
greater than that of steel, mainly due to its robust network of sp2 bonds while being
stretchable and flexible at the same time [23]. Its thermal properties are also quite
surprising, with extremely high thermal conductivity around 5,000 W/mK at room
temperature, which is twenty times higher than that of copper. Its thermal expansion
coefficient is large and negative which is of much significance in thermal stress
management in graphene based devices. All these miraculous properties of
graphene are highly favored for a variety of microelectronic device applications
[17, 24]. As the thinnest material ever synthesized, the one atom thick graphene
membranes are impermeable to even the lightest gas molecules and are the strongest
and the stiffest among man-made materials.

In graphene one has the practical realization of two-dimensionality on an atomic
length scale and this two-dimensionality is stronger in the sense that the electrons in
graphene remain two dimensional up to room temperature and even up to the
melting point of graphene. Pure graphene is a truly two dimensional metal even at
room temperature and here one has the unique experience of elevating the two
dimensional electron physics from its low temperature realms to the warmth of
room temperature ambience.

It is an enticing experience to work with the group of phenomena that one
encounters rarely in condensed matter physics, which are exclusively specified in
terms of the fundamental constants and do not depend of material parameters. In
this context, graphene has another magical offer to replenish the present awareness
in many related phenomena, both from the theoretical and experimental viewpoints.
The optical transparency of suspended graphene can be defined in terms of the fine
structure constant, given by

a ¼ e2=�hc ð2Þ

where e is the electronic charge, c is the velocity of light and h is the Planck’s
constant. The optical or dynamical conductivity G is generally used to express the
optical properties of low dimensional structures like thin films. In the case of
graphene exhibiting the conical dispersion relation of the zero rest mass Dirac
fermions, the energy can be expressed as

e ¼ �hvF jkj ð3Þ

where k is the wave vector and vF is the Fermi velocity.
G has been theoretically predicted to have a universal value

G0 ¼ e2=4�h ð4Þ

if the photon energy is much larger than the Fermi energy εF. This universal value
of G0 indicates that all the three optical parameters of graphene, the transmittance T,
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absorption A and the reflection R can be expressed in terms of fundamental con-
stants. For normal incidence of light [25], the transmittance can be expressed as

T ¼ ð1þ 2pG0=cÞ�2 ð5Þ

which on substitution of the value of G0 can be approximated as ≈1 – πα.
Both R and T are explicitly related to G in the 2D case, which can be directly

measured using graphene membranes. Here one has the exquisite experience of
estimating the universal constant like G, using simple spectroscopic techniques, in
the light of the unique electronic structure graphene can offer. Experimentally, G
has been estimated to be close to 1.01G0 in the wavelength range from 450 to
800 nm and the corresponding transmittance T ≈ 97.7 %, which corresponds to an
absorbance of about 2.3 % for graphene in this wavelength range [25, 26]. The
transmittance spectrum of single layer and bilayer graphene is shown in Fig. 5. It
can be seen that the transmittance decreases with the increase in the number of
layers.

3 Graphene’s Entry into Organic Optoelectronics

Graphene is a fascinating, truly two-dimensional material the present century has
offered, whose electrons are confined to the two dimensional plane and exhibit
characteristics akin to relativistic fermions. The extremely high charge carrier
mobility, truly two dimensional crystalline order and the associated high electron
mean free path, exceptionally high current carrying capacity, thermal conductivity,
mechanical strength and flexibility and the high transparency over the entire visible
range make it a highly preferred material for exotic applications in high speed
electronics and flexible optoelectronics. The retention of the truly two dimensional

Fig. 5 Transmission
spectrum of graphene,
illustrating transmittance
close to 98 % for monolayer
graphene in the entire visible
range. Adapted with
permission from [24].
Copyright (2008) American
Chemical Society
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nature of electrons even at room temperature and above is the underlying factor,
enriching the vast realm of its application prospects.

Single layer and multilayer graphene can be synthesized by a variety of tech-
niques ranging from the mechanical exfoliation of graphite flakes, as illustrated by
Geim and co-workers in their pioneering work in 2004 [1] to the more sophisticated
techniques including epitaxial growth of large area graphene films on metal and
semiconductor substrates [27] and the chemical vapor deposition of graphene on
polycrystalline nickel and copper metallic substrates [28, 29]. The realms of two
dimensional condensed matter electron physics have been made accessible to
ordinary room temperature laboratories with the possibilities of graphene synthesis
using mechanical exfoliation. This technique, however, has the disadvantage that
the graphene sheets so generated are randomly placed without proper order. In order
to utilize the prospects of graphene as an exotic electronic material for device
applications, one has to resort to large area graphene synthesis on suitable substrates
using more sophisticated techniques.

The central theme of the present chapter is to reflect upon the versatile role of
graphene in realizing flexible organic photovoltaic devices with higher power
conversion efficiency and long term stability. In general pristine graphene, being a
zero gap semiconductor, cannot be utilized as is for device applications. A variety
of doping, intercalation and striping schemes [30, 31] have been developed to open
a band gap in pristine graphene and formulate band gap engineering procedures to
tailor the band gap suitably for device fabrication. Methods have also been
developed for introducing various functionalities by attaching suitable functional
groups and moieties onto the graphene structure using both covalent and non-
covalent approaches [32–39]. A very common and easily synthesized form of
functionalized graphene is the graphene oxide (GO) which is bonded with a large
number of hydroxyl, carboxyl and epoxy groups. It can be obtained by simply
sonicating the graphite oxide, prepared by Hummers, Brodie or Staudenmaier
methods [40], in organic or aqueous solvents [41,42]. Pristine, well defined
graphene sheets (both single and multilayer) can be obtained by micromechanical
or chemical exfoliation of graphite [1, 43] chemical vapor deposition (CVD)
technique [44, 45] or by the reduction of graphene oxide (GO) by electrochemical,
chemical or thermal means [46–48].

Graphene and its derivatives have emerged as the most promising materials for
the building blocks of present-day optoelectronic devices by virtue of their stable
yet tunable electronic and optical properties. Graphene can be tailor-made and
functionalized to fit in various roles as required for a variety of applications; it can
exist as highly conducting, semiconducting and insulating based on the number of
layers, the type of functionalization, the type of doping and the type of morphol-
ogies. The use of graphene and its derivatives as window layers, transparent
electrodes, hole transport layers, electron transport layers and active material has
paved the way for developing a new category of stable and efficient organic pho-
tovoltaic devices.

Over the past three decades, organic photovoltaic cells have emerged as the third
generation solar cells with quite advantageous prospects to dominate the power
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generation industry in the near future. They are endowed with the inherent meri-
torious aspects of flexibility and cost-effective synthesis routes associated with
organic molecules and polymers. The basic structure of an organic solar cell con-
sists of the active material layer (donor + acceptor) capable of absorbing solar
radiation sandwiched between the anode and the cathode, one of which has to be
transparent enough to admit light transmission. In conventional type solar cells, the
anode serves as the transparent electrode and in inverted type solar cells the cathode
serves as the transparent electrode. Donor materials are usually low band gap
polymers like poly (3-alkyl thiophenes) (P3AT) or organic molecules like the
pthalocyanines, capable of efficient light harvesting [49–51].

Excitons are created, on light incidence on the donor material through the
transparent electrode, which diffuse within the donor material and move towards
the acceptor material. The strong electronegativity of the acceptor, combined with
the built-in potential due to the work function difference between the two electrodes,
results in effective carrier separation. Once the carriers are separated, they should be
effectively transported to the electrodes to generate current in the external circuit.
Suitable electron transport layers (ETL) and hole transport layers (HTL) are also
necessary to get good power conversion efficiency (PCE) for the solar cell. In a
typical solar cell, the anode is usually chosen as a transparent conducting material
like indium tin oxide (ITO) which has a higher work function and the cathode is a
metal like calcium or aluminum with a lower work function. In the earlier stages of
development, organic solar cells generally had a bi-layer architecture represented by
transparent anode/donor/acceptor/cathode as shown in Fig. 6a. The donor and
acceptor materials in this structure remain as two separate layers sandwiched
between the electrodes of dissimilar work function. Here, the thickness of the light
absorbing donor layer is critical in such a way that the thickness should be of the
order of the absorption length required for sufficient light absorption, which comes to
about 100 nm. This thickness is quite high compared to the exciton diffusion length
(*10 nm) in disordered organic semiconductors. Hence, it remained a big challenge
to attain good power conversion efficiencies (PCE) until the introduction of bulk
heterojunction (BHJ) concept in the 1990s. The BHJ concept [52, 53] could suc-
cessfully address both the thickness requirements of the photoactive layer and the
shorter exciton diffusion lengths. In these types of solar cells, the donor and acceptor
materials interpenetrate each other forming a blend so that the interfaces between the
donor and acceptor are spatially distributed as depicted in Fig. 6b. This can be
achieved either by spin coating the donor-acceptor blend in the case of a polymer:
polymer or polymer:organic small molecule active layer or by co-evaporation of
conjugated molecules [52]. Further improvement in the solar cell characteristics has
been achieved by introducing aligned (Fig. 6c) and non-aligned nanostructures, like
zinc oxide nanorods, in the active layer, thereby improving the interfaces between
the donor and acceptor layers [54–56]. The processability remains a difficult affair
when inorganic nanomaterials are used as acceptor layers for fabricating solution
processable solar cells. One of the best alternatives for nanostructured acceptor layer
materials is graphene, which combines the flexibility and processability of polymers
and the high mobility and thermal stability of the inorganic materials.
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The enthralling features of graphene open the possibilities of its applications in
versatile roles as the transparent conductive electrode, the hole transport layer
(HTL), the electron transport layer (ETL) and the donor and acceptor layers to
fabricate efficient, cost-effective, flexible and stable organic photovoltaic devices.

4 Graphene’s Versatile Roles

The highly transparent graphene thin films are viable alternatives for the brittle and
costly indium tin oxide (ITO) layers used in most of the optoelectronic devices.
Pristine single layer graphene sheets obtained by mechanical exfoliation [57]
exhibit a transmittance of about 97.7 % in the visible range and thus it absorbs only
2.3 % of the incident light. Pristine graphene has a typical work function of
4.4–4.5 eV which is very close to the highest occupied molecular orbitals (HOMO)
of most of the p-type organic small molecules and polymers. This enables an
effective and faster charge transfer between graphene and the organic molecules/
polymers. The very high transparency, suitable work function, high electrical
conductivity comparable to common metals and charge carrier mobility close to
105 cm2/Vs have motivated many research groups to use graphene as the trans-
parent conducting electrode instead of ITO in organic solar cells and obtained
efficiencies comparable to that of ITO based ones [58]. It has been observed that the
fill-factor of ITO-based solar cells fabricated on flexible substrates like polyethylene
terephthalate (PET) drops to zero on bending the cell from 0°–60° whereas the
CVD (chemical vapor deposition) graphene-based flexible OPVs are found to show
negligible variation when bent up to 138°. The SEM analysis of the bent CVD

Fig. 6 Schematic of a planar heterojunction, b BHJ and c BHJ with aligned nanostructures
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graphene and ITO sheets on flexible substrates provides sufficient evidence of the
crack-free nature of graphene sheets compared to the micro-crack embedded
morphology of the bent ITO sheets [59]. This result is quite significant in realizing
flexible photovoltaic devices without compromising the efficiency and stability. The
organic solar cells fabricated on multilayer films of graphene as electrodes with
84.2 % transparency are found to give a fill-factor (FF) of 32.6 % and power
conversion efficiency (PCE) of 1.17 % [60]. On comparison with the PCE of
3.43 % obtained with ITO-based cells, although the PCE is smaller for the graphene
based cells, they have the advantages of low cost and flexibility. In practice, the
lower conductivity of the graphene sheets compared with that of ITO films is one of
the major issues affecting the overall efficiency of the fabricated devices. This
challenge can be met by using doped CVD grown graphene as transparent elec-
trodes in organic solar cells and the PCE values of these devices are found to be
comparable to their counterparts with ITO electrodes [61]. Another method to
improve the conductivity of graphene is to use layer-by-layer molecular doping of
graphene with p-type materials like the tetracyanoquinodimethane (TCNQ) [62].
Sandwiched graphene/TCNQ films stacked structure has been used as an anode in
polymer solar cells with a poly (3-hexylthiphene) (P3HT): Phenyl-C61-butyric acid
methyl ester (PCBM) active layer. Among these, the cells constructed with mul-
tilayer anodes with 2 TCNQ layers sandwiched by 3 graphene layers are found to
give the maximum PCE of *2.58 % which is quite higher than that of devices with
acid-doped multilayer graphene as the transparent anode.

Another major issue with pristine graphene electrodes is the poor surface wetting
with many of the hole transporting layers like PEDOT:PSS which makes pristine
graphene-based photovoltaic devices inferior to the ITO-based devices in their
overall performance. This problem has been resolved by doping the graphene layer
using AuCl3 which can alter the surface wetting properties and enable the formation
of a uniform coating of hole transporting layer over it. Other metal chlorides like
IrCl3, MoCl3, OsCl3, PdCl2 and RhCl3 have been used to dope CVD-grown
graphene sheets and an increase in work function has been observed with increase
in dopant concentration due to spontaneous charge transfer from the specific energy
level of graphene to the metal ions [63]. The sheet resistance and transmittance are
found to decrease with increase in dopant concentration. From these studies, RhCl3
has been identified to be the strongest p-dopant and doping with this metal chloride
and modifies the work function of graphene from 4.2 to 5.14 eV. This doping
method also improves the overall conductivity of the graphene electrode thereby
shifting the work function of graphene to desired values which further improves the
PCE values [61].

Transition metal oxides like MoO3 have also been successfully used to address
the surface immiscibility issues between graphene sheets and PEDOT:PSS layer
[64]. The bonding between PEDOT:PSS and graphene improves considerably as a
result of this modification. It has been inferred that surface wettability plays an
important role in improving the overall device performance. A detailed study on the
effect of graphene morphology, the various combinations of hole transport layers
and counter electrodes on the PCE and stability has also been performed to give a
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better understanding in utilizing graphene as anode in organic solar cells. A sig-
nificant increase in PCE has been obtained in the devices assembled using MoO3

modified graphene as the transparent electrode [64].
Low-pressure chemical vapor deposited graphene layers with improved surface

wettability have been introduced as a replacement for the ITO electrode in organic
solar cells using a 15 nm PEDOT film as the hole transport layer on the graphene
surface. In conventional methods, spin coated PEDOT:PSS films are used as the
HTLs which have the disadvantages of poor surface wettability with graphene
sheets, lower charge mobility compared to the PEDOT films and poor uniformity in
thin film form. To avoid these issues between PEDOT:PSS and graphene layer, the
very sophisticated vapor printing method, which includes shadow masking in
combination with oxidative chemical vapor deposition (oCVD), has been used to
get a very uniform, smooth, complete and pure PEDOT layer. This method yields
organic photovoltaic devices of graphene/vapour printed PEDOT/DBP (tetra-
phenyldibenzoperiflanthene)/C60 (fullerene)/BCP (bathocuproine)/Al (aluminum)
architecture having comparable efficiencies with the ITO based devices [65].

Another drawback of using pristine graphene as electrodes in photovoltaic
applications is the significant reduction in the open circuit voltage when compared
to the devices based on conventional semiconductors [66]. This problem is usually
rectified by introducing a band gap in graphene and tailoring the Fermi level.
Tailoring the optical and electrical properties of graphene can be achieved basically
through four methods: (a) chemical modification (b) electrostatic field tuning, (c)
hetero atom doping and (d) formation of graphene nanoribbons [66, 67]. Chemical
modification of graphene can be done either by attaching various functional groups
or by grafting organic small molecules/polymers to the graphene edges or basal
planes [67]. These processes will introduce a band gap as well as modify the optical
properties due to the introduction of new bands in the electronic structure of the
obtained hybrid materials. The attached structures, or molecules, and the chemistry
used determine the band gap and associated electrical and optical properties of the
modified graphene.

Even though, pristine graphene sheets as such are not very promising as trans-
parent electrodes in organic photovoltaic cells using polymers as the HTLs and
polymer/organic small molecules as the active layers, in a recent study, 4–5 layers
of graphene have been used as the transparent conductive electrodes for fabricating
hybrid hetero junction solar cells based on silicon nanostructures and P3HT in
which the PCE has attained values as high as 9.94 and 10.34 % [68]. Among the
silicon nanostructures used, silicon nanohole arrays based cells show the highest
PCE values (10.34 %) when compared to those cells based on silicon nanowire
arrays (9.94 %) due to larger surface area offered and better support to graphene
without dropping the capability of light absorption. The cell parameters, investi-
gated by replacing graphene with metallic electrodes, are found to be comparatively
inferior. The very high PCE values in these cells can be attributed to the efficient
suppression of charge recombination and improved light harvesting capability of
the graphene/silicon nanostructure combinations with P3HT. Interestingly, it has
been found that solar cells with 5 layered-graphene electrodes out-perform those
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cells with metallic electrodes due to the higher optical transparency of graphene
over the metallic films.

Interfacial/buffer layers are used to match the work function and energy levels
between subsequent layers in organic photovoltaic devices. The use of interfacial
layers enables efficient charge separation that results in excellent power conversion
efficiencies. Graphene oxide (GO) can be used as the anode interfacial layer in
organic bulk heterojunction solar cells with ITO as the transparent electrode.
Solution processed GO, nickel oxide (NiO) and GO/NiO bi-layers have been used
as anode interfacial layers in bulk heterojunction organic solar cells which exhibit
excellent PCE and fill factor values [69]. Of these, ITO/GO/NiO/P3HT:PCBM/LiF/
Al devices are found to be the best, having cell efficiency of 3.48 % with the JSC of
8.71 mA/cm2, VOC of 0.602 V and FF of 66.44 % (Fig. 7, Table 1). These enhanced
cell parameters have been attributed to the well-matched energy levels between the
various layers of the device, achieved as a result of the incorporation of GO/NiO
bilayer. A 49 % improvement in efficiency has been achieved in these devices when
compared to the corresponding devices without the interfacial GO layer, which acts
as the hole transporting layer.

In a recent innovative approach, GO has been used as the interfacial layer with
ITO electrode and aluminum doped zinc oxide (AZO) cathode buffer layer to
improve the PCE values of conventional and inverted type solar cells [70]. A
remarkable improvement in the solar cell parameters has been observed in the

Fig. 7 Schematic of the GO/NiOx bilayer solar cell and the corresponding band diagram.
Reprinted from [69]. Copyright (2011), with permission from Elsevier

Table 1 Solar cell parameters of various devices with different combinations of HTLs

HTL configuration JSC (mA/cm2) VOC (V) FF (%) PCE (%)

Without HTL 8.65 0.520 51.76 2.33

GO 8.85 0.565 54.94 2.75

Nickel oxide 9.08 0.604 56.58 3.10

GO/Nickel oxide 8.71 0.602 66.44 3.48

Nickel oxide/GO 9.11 0.602 54.91 3.01

Reprinted from [69]. Copyright (2011), with permission from Elsevier
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inverted type cells. Inverted solar cells fabricated using solution processed AZO
and tri-layer GO as cathode and anode buffer layers, the polymers PCDTBT,
PBDTTPD as electron donors and PCBM as acceptor, are found to exhibit open-
circuit voltages of 0.74 and 0.70 V, short-circuit current densities of −12.09 and
−12.06 mA/cm2, fill factors (FFs) of 60.73 and 60.03 %, with overall power
conversion efficiencies of about 5.46 and 5.07 %, respectively (Fig. 8). These
values are quite higher compared to their conventional analogues as shown in
Table 2.

The stability of thin film organic photovoltaic devices depends on the thermal
and environmental stabilities of each layers used in the cell. The inhomogeneous
electrical properties, high acidity suspension and hygroscopic properties of the
commonly used PEDOT:PSS are some of the other major issues which affect the
long term stability of the organic cells. A method to overcome these issues is to use
graphene-based hole transport layers (HTL) instead of PEDOT:PSS. Improved
stability has been observed in organic photovoltaic cells fabricated using UV/ozone
treated graphene sheets instead of PEDOT:PSS as hole extraction or hole trans-
porting layers. In such cells, comparable efficiencies with that of PEDOT:PSS based
cells has been observed and the cells are capable of withstanding humid conditions
up to 26 h of continuous working [71]. There has been a drastic decrease in the

Table 2 Solar cell parameters of conventional and inverted type solar cells using GO as anode
interfacial layer and AZO as the cathode buffer layer

Device architecture Jsc
(mA/cm2)

Voc (V) FF
(%)

PCE
average (%)

ITO/AZO/PCDTBT:PCBM/GO/Al 12.09 0.74 60.73 5.46

ITO/AZO/PBDTTPD:PCBM/GO/Al 12.06 0.7 60.03 5.07

ITO/GO/PCDTBT:PCBM/AZO/LiF:Al 7.18 0.65 60.01 2.81

ITO/GO/PBDTTPD:PCBM/AZO/LiF:Al 7.18 0.6 56.12 2.41

Reprinted from [70]. Copyright (2012), with permission from Elsevier

Fig. 8 Band diagrams of a inverted and b conventional type solar cells. Reprinted from [70].
Copyright (2012), with permission from Elsevier
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efficiency of PEDOT:PSS based devices which are found to work for only 14 h on
exposure to the same humid atmosphere. There are also many other advantages of
using UV/ozone treated graphene sheets instead of GO and reduced GO (r-GO)
sheets as HTLs. The major disadvantage of using GO is the thickness of the layer,
which, if higher, can make the GO layer more insulating and can affect adversely
the overall efficiency of the cell. It is also very difficult to get proper band alignment
with the various active layers when r-GO is used as the HEL.

The application of modified graphene is not limited to the transparent anode and
the hole transporting layers in organic solar cells. It can also be used as efficient
transparent cathode material as reported by a few research groups. The higher sheet
resistance of the graphene layer, when compared with the conventional cathode
materials, poses a major difficulty in overcoming the PCE values offered by the
conventional cells. It has been reported that single layer graphene can be used as
cathode material and the performance of the cell can be made much better if contact
doping can be induced in the graphene layer, which reduces the sheet resistance
considerably. The high transparency of the graphene also adds to the improvement
in performance [72] (Fig. 9). Single layer graphene has been found to exhibit a very
interesting property by which its work function can be made tunable when kept in
contact with strong electron donating materials, which is a consequence of
graphene’s small density of states around the Dirac point. This process is termed as
contact doping of graphene, since the contact with suitable electron donors

Fig. 9 a Device architecture of organic solar cells with graphene cathode, b band diagram of the
device with graphene cathode and c photograph of the transparent devices with graphene cathode.
Reprinted with permission from [72]. Copyright [2011], AIP Publishing LLC
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facilitates work function tuning [73–75]. These studies highlight the possibility of
using graphene as both cathode and anode materials in metal-free, flexible and
light-weight, all-organic solar cells.

The major challenges for using graphene as cathode materials are concerned with
achieving the required surface wettability, work function tuning and carrier trans-
port. These issues can be solved to some extent by incorporating Al-TiO2 nano-
composite to modify the single layer graphene [76]. The evaporated aluminum
nanoclusters deposited on graphene improve the surface wettability for the sub-
sequent deposition of TiO2 in the composite, thereby reducing the work function of
graphene to suit the energy levels. The solution processed TiO2 being a good
electron transporter helps graphene to extract charges more efficiently, thereby
enhancing the overall efficiency of the solar cell. The self-assembly method adopted
to deposit TiO2 on the aluminum coated graphene offers better charge extraction
when compared to the conventional spin coating process, which results in non-
aligned structures. The main advantages of the self-assembly method are excellent
uniformity and thickness control. The inverted organic solar cells with Al-TiO2

modified graphene cathode exhibit twice the PCE values (2.58 %) compared to those
with un-modified graphene cathodes (Fig. 10, Table 3). The PCE values of these
organic solar cells have reached almost 75 % of those made using indium tin oxide.

In a recent study, graphene mesh transparent electrodes, prepared by photoli-
thography and O2 plasma etching, have been used as one of the transparent, con-
ducting electrodes for organic bulk hetero junction solar cells with a power
conversion efficiency of 2.04 % [77]. This is one of the highest PCE values for an
organic solar cell based on solution-processed graphene electrode. A blend of poly
(3-hexylthiophene) and phenyl-C61-butyric acid methyl ester (PC61BM) has been
used as the active layer for this solar cell. The O2 plasma treatment improves the
hydrophilic nature of the graphene mesh and aids in the formation of uniform films
on the PEDOT:PSS layer. This improved hydrophilicity is due to the introduction
of some oxygen containing functional groups on the graphene surface.

Fig. 10 a Band diagram of Al-TiO2 modified, graphene based organic photovoltaic devices and
b Architecture of device with graphene cathode. Adapted with permission from [76]. Copyright
©2013 American Chemical Society
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5 Functionalization of Graphene

Functionalization of nanostructured materials refers to the attachment of functional
groups at desired sites for suitable modification of the material characteristics. It is
possible to design materials with tailor-made properties by adopting the most
appropriate functionalization procedures.

The basal plane of graphene is comprised of strong covalent bonds of the sp2

hybridized carbon atoms, whereas the edge sites contain dangling bonds and are
comparatively more reactive. These dangling bonds at the edge sites are quite
appropriate for covalently attaching different types of functional groups and mol-
ecules to achieve better processability, solubility, film forming properties and
reactivity suitable for the desired type of chemical modifications. The graphene
basal plane can also be covalently or non-covalently functionalized to impart
modifications as required.

Functionalization of graphene in the basal planes and edges are excellent
methods to design efficient hole and electron extraction materials with proper
energy level matching with the various layers in organic energy harvesters. Edge
functionalization of graphene can be used to synthesize cesium-neutralized
graphene oxide (GO-Cs) by effecting charge neutralization of the –COOH groups
attached to the periphery of GO with Cs2CO3 and the process is illustrated in
Fig. 11a. The work function of GO gets modified upon this functionalization and
GO-Cs has been identified to be a very good electron transporting material [78]. It
is quite interesting to see that GO and GO-Cs can be used, respectively, as hole and
electron extraction layers in conventional and inverted types of organic solar cells
with a blend of P3HT and PCBM as the active layers [78–80]. These solar cells,
with device architectures as depicted in Fig. 11b, c exhibit PCE values as high as
3.67 % and outclass the analogous conventional type BHJs with state-of-art hole
and electron extraction layers. Recent research in edge functionalization of
graphene has provided highly promising and effective ways to get functionalized
graphene with controlled work function and optical properties with high prospects
of improving the efficiency of organic solar cells [79–82].

Polymer solar cells with appreciable efficiency have also been realized based on
basal-plane functionalized sulphated graphene oxide, GO-OSO3H with a remarkable

Table 3 Device characteristics of inverted type polymer solar cells with Cathode/P3HT:PC61BM/
MoO3/Ag architecture

Cathode JSC (mA/cm2) VOC (V) FF (%) PCE (%)

SLG/Al-TiO2 7.85 ± 0.24 0.58 ± 0.02 35.0 ± 3.2 1.59 ± 0.08

Grid/SLG/Al-TiO2 8.55 ± 0.62 0.60 ± 0.01 50.1 ± 2.5 2.58 ± 0.09

ITO/Al-TiO2 9.11 ± 0.25 0.63 ± 0.00 60.1 ± 0.3 3.45 ± 0.09

SLG/Al/spin-coated TiO2 1.80 ± 0.65 0.30 ± 0.04 25.2 ± 0.5 0.14 ± 0.07

Grid only/Al-TiO2 1.31 ± 0.56 0.61 ± 0.01 33.2 ± 0.5 0.27 ± 0.11

SLG single layer graphene
Adapted with permission from [76]. Copyright ©2013 American Chemical Society
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PCE of 4.37 % which is amongst the highest values obtained for solar cells with
P3HT:PCBM active layers. Sulphated graphene oxide can be synthesized by
substituting the hydroxyl or the epoxy groups of the carbon basal plane of graphene
oxide (GO) with –OSO3H groups, by treating with fuming sulphuric acid, while
keeping its –COOH edge groups intact, as illustrated in Fig. 12. The sulphated
graphene oxide functions as the hole extraction material in this polymer solar cell
which exhibits excellent performance characteristics [80].
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Fig. 11 a Synthesis route for Cs functionalization and b, c architecture of devices with edge
functionalized GO as ETL. Adapted with permission from [79]. Copyright ©2013 American
Chemical Society)
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Graphene based acceptor layers can be used to improve the efficiency and
thermal stability of organic/hybrid bulk hetero junction solar cells. Several modi-
fications on the graphene surface have been adopted to improve the charge transport
and separation in solar cells. The fullerene based acceptors with very low stability
can be replaced by these modified stable counterparts. An electron transporting
material developed from hydrazine-reduced graphene oxide by a simple lithiation
reaction has been found to yield a covalent attachment of monosubstituted C60 on
the graphene sheet [83]. A 2.5 fold improvement in the PCE values has been
observed in P3HT based solar cells when C60 is replaced by this electron acceptor
due to enhanced electron transport or efficient carrier separation. The C60 grafted
graphene sheet will be a very attractive inclusion for hybrid all-carbon devices.

Graphene quantum dots (GQDs) represent a new type of nanomaterials which
have very unique and distinctive electrical and optical properties and are being
widely investigated for a variety of applications. The GQDs can be synthesized by
the very simple, cost-effective and high-yield hydrothermal method. Although
graphene quantum dots are used in hybrid/organic solar cells as electron acceptors,
the power conversion efficiencies of these cells are not very promising. Graphene
quantum dots can be effectively used as cathode buffer additives with cesium
carbonate (Cs2CO3) in bulk hetero junction inverted polymer solar cells and 22 %
enhancement in the PCE values (2.59–3.17 %) has been observed, when compared
to that with Cs2CO3 alone [84]. This can be attributed to the improved exciton
dissociation and suppressed electron–hole recombination at the cathode-polymer
active layer interface. In this architecture, depicted in Fig. 13, GQDs act as excellent
electron transfer and hole blocking material (Table 4).

In most of the bulk hetero junction organic solar cells, fullerene and fullerene
derivatives have become indispensable as the electron acceptors owing to the higher
charge mobilities compared to the polymer-based acceptor molecules. The overall
stability of the cell depends upon the thermal stability of the electron acceptors also
and hence, it is desirable to replace fullerene and its derivatives with suitable

Fig. 13 a Device structure of the GQD based inverted organic solar cell and b Energy band
diagram of inverted polymer solar cells with Cs2CO3 or GQDs-Cs2CO3 buffer layers. Reprinted
from [84]. Copyright (2013), with permission from Elsevier

The Versatile Roles of Graphene in Organic Photovoltaic Device Technology 243



materials with higher charge mobility and thermal stability. In a typical study,
aqueous-dispersible graphene (a-dG) sheets have been presented as the substitutes
for the acceptor materials that offer efficient charge transfer between the donor
polymer, poly[3-(potassium-6-hexanoate) thiophene-2, 5-diyl] (P3KT) and the
a-dG acceptor in a ‘green’ polymer solar cell with ITO/PEDOT:PSS/P3KT:a-dG/
ZnO/Al architecture [85]. The a-dGs can be synthesized by reducing graphene
sheets in the presence of the water soluble P3KT by non-covalent functionalization.
An efficient charge transfer occurs between P3KT and a-dG, whose chemical
structures are depicted in Fig. 14a, b. The charge transfer can be confirmed from the
fluorescence quenching observed in P3KT due to the presence of a-dG. The per-
formance of the a-dG modified polymer solar cell has also been found to be
superior when compared to that of the one without a-dG in the P3KT film. This
study has extended the role of graphene as excellent electron acceptors in easily
processable, environmental friendly and low-cost polymer solar cells. In addition to
the higher thermal stability and charge mobility, functionalized graphene has the
advantages of low cost and ease of synthesis when compared to the other widely
used organic acceptor materials.

Functionalized graphene blended with donor polymers such as P3HT has been
used by many researchers as the active layer in their bulk hetero junction photo-
voltaic devices to enhance the stability and improve the charge separation. It has
been observed that there is an optimal graphene content and a moderate annealing
treatment is required to obtain the maximum efficiency out of the device.

The present PCE values of single bulk hetero junction (BHJ) photovoltaic
devices have approached 9 % owing to the advances in the appropriate band gap
tailoring and energy level modifications of the photo active layers and the con-
trolled interface engineering strategies for efficient charge separation and collection
by the electrodes [86–88]. The low charge carrier mobilities and narrow optical
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Fig. 14 Chemical structure of a P3KT and b a-dG

Table 4 Device characteristics of inverted organic solar cells with different cathode buffer layers

Cathode buffer JSC (mA/cm2) VOC (V) FF (%) PCE (%)

GQDs 4.7 0.509 33.2 0.79

Cs2CO3 8.37 0.57 54.2 2.59

GQDs-Cs2CO3 9.04 0.585 60 3.17

Reprinted from [84]. Copyright (2013), with permission from Elsevier
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absorption band width associated with organic molecules and conjugated polymers
are the prime challenges encountered for enhancing the PCE values well above
10 % for single junction devices [89–91]. The multi-junction or the tandem concept
is a versatile approach to enhance the efficiency of photo voltaic devices, by which
the harvest of a wide spectral solar radiation can be made viable. The solar radiation
absorption window can be broadened by stacking together wide and low band gap
photo active materials capable of light absorption over a much broader wavelength
region. In the tandem solar cell configurations, where two or more sub-cells with
matching light absorption are stacked and connected in series or parallel, PCE
values above 10 % have been achieved [92, 93].

The adaptability of graphene has crossed another milestone with the realization
that graphene can function effectively as the intermediate layer (IML) in tandem
solar cells to boost the overall efficiency. In the tandem configuration with sub cells
connected either in series or parallel, the IML should act as the protective layer
between sub cells to prevent intermixing of any two sub cells. The material acting as
the IML should also have quite high electrical conductivity and minimum light
absorption. Compared to the series connected tandem cell, which does not demand
stringent material perfection in terms of electrical conductivity and transmittance for
the IML, the parallel connected tandem configuration is essentially in need of highly
transparent and conductive IML without structural discontinuities. With most of the
metallic IMLs the main hurdle is the light transmission loss close to 40 %, which can
inhibit the light harvesting capability of the parallel tandem device [94]. Carbon
nanotubes (CNTs), in spite of the high electrical conductivity are not suitable as
efficient IML materials, owing to the large contact resistance between CNTs and the
organic molecules [95]. In parallel connected tandem cells, any two sub cells can
operate individually and higher efficiency can be achieved more easily, compared to
the series connected tandem cells, and the demand for developing parallel connected
tandem cells is on the soar all through the photovoltaic industry.

Graphene has recently been identified as a highly pursued material as the IML in
both series and parallel connected tandem cells, owing to the excellent transparency
and high electrical conductivity, combined with the possibility that the soft
graphene membranes can be conveniently transferred to a variety of substrates,
according to the requirement. Graphene films coated with MoO3 offer high pros-
pects as IMLs between each sub cell in tandem polymer (parallel and series con-
figurations) solar cells and considerable improvement in the open circuit voltage
and short circuit current values has been achieved [94]. The deposition of a MoO3

layer of particular thickness over CVD grown graphene films modifies the work
function of graphene layers to match with the energy levels of subsequent layers. It
has also been found that the work function of graphene layers increases with the
increase in thickness of MoO3 layer; this offers the possibility to tune the work
function of MoO3 coated graphene layers, in terms of the MoO3 layer thickness, to
match with that of the layers in contact, to achieve efficient charge extraction. The
work function of graphene interface has to be suitably controlled to minimize
charge build- up between sub cells in tandem configuration. It has been established
experimentally that graphene based IMLs are highly efficient in joining sub cells of
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tandem cells so that the open circuit voltage and short circuit current density get
multiplied, in proportion to the number of sub cells involved [94]. This is a new
leap towards developing organic tandem cells with much pronounced thermal and
environmental stability, efficiency, and design flexibility.

5.1 Towards All-Carbon Devices

Electric power generation from inorganic semiconductor based photovoltaic tech-
nology is still alarmingly expensive compared to fossil fuel technology, even when
intense research is on the soar globally for identifying strategies towards cost
reduction. A host of new materials have been developed over the past two decades
as alternatives to replace silicon and gallium arsenide like expensive photoactive
inorganic materials, which include conjugated polymers, organic small molecules
and carbon-based nanostructures. These organic analogues with excellent light
absorption and tunable electrical conductivity offer the possibility of assembling
thin film structures on light weight and flexible substrates. The cost reduction can
be genuinely realized by adopting roll to roll, large area device processing tech-
nology, employing cost effective techniques like solution processing or the methods
based on paintable inks, at low temperatures and ambient pressure conditions,
which are feasible with organic materials [96, 97]. Solution deposition based roll to
roll processes can be suitably adapted to install organic photovoltaic devices on any
types of surfaces without worrying about the shape constraints, on textiles, auto-
mobiles and buildings, so as to make solar cells affordable and accessible on a
general basis. Although there is a long way to go for realizing these visions, the
recent advances in carbon-based nanostructures are very promising to expect
breathtaking giant leaps in this direction within the next 5–10 years.

Carbon, known from time immemorial, constitutes one of the most abundant
materials on the Earth’s crest and in tune with the widespread technological
demand, is produced in huge quantities to the extent of 9 Giga tons per year [98].
Along with the naturally occurring graphite, diamond and coal, carbon nanotubes,
fullerenes and graphene, which are the nanostructured carbon allotropes, are also
being extensively utilized for many technological applications. These carbon
nanostructures and their substituted derivatives and functionalized forms offer
excellent prospects in terms of charge carrier mobility and optical absorption for
organic photovoltaic applications. Both conducting and semiconducting properties
can be envisaged in these carbon nanostructures based on their chemical structure
and are the prime factors for their suitability to be used in combination to realize
devices consisting entirely of carbon-based materials. Though carbon-based devices
are in the infant state of development, there is high probability that the carbon-based
photovoltaic devices may dominate the power industry, as the next generation cost
effective solar cells, within the next decade. Such devices have many attractive
features to offer, the most important one being the possibility of production at much
cheaper rates and in large quantities due to the abundance and availability of
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carbon. The carbon-based nanomaterials and their functionalized forms can be
dispersed and also grown on suitable substrates using cost effective solution pro-
cesses which makes their integration into roll to roll manufacturing processes highly
feasible and scalable [99–101]. Many of the carbon-based active materials suitable
for device fabrication are also endowed with unparalleled, long term temperature
and chemical stability [102–104] which makes them highly sought after materials
of the present century.

The recent surge of research enthusiasm towards carbon nanostructures has
resulted in utilizing them as the transparent electrodes, interconnects, electron/hole
transport layers, buffer layers [105] and as the acceptor layers in combination with
conjugated polymers or small organic molecules as donor layers [96, 97] in organic
photovoltaic devices. As the initial leap towards “all-carbon devices” attempts have
been carried out to replace the conjugated polymers and small molecules with
carbon nanostructures in combination, to function as the main active layer com-
ponents, and bilayer photovoltaic devices with PCE values close to 0.85 % have
been realized using fullerenes in combination with single walled carbon nanotubes
(SWCNTs) or composites of SWCNTs with reduced graphene oxide (rGO) and
fullerenes [106, 107]. Further modifications in device structure have resulted in
efficiencies around 1.3 %, based on entirely solution deposited and carbon-based
active layers consisting of semiconducting SWCNTs, the fullerene derivative
PCBM and rGO in the bulk- heterojunction architecture [108]. The photo active
layer is completely devoid of conjugated polymers or small molecules and the
active layer consisting entirely of carbon nanomaterials provides atomic carbon
concentration around 80–90 %, compared to the much lesser carbon concentration
around 40–50 % in polymer based solar cells [108]. Carbon-based nanomaterials
offer all the meritorious aspects of conjugated polymers and organic molecules
including solution processability, chemical tunability and mechanical flexibility
with the added benefits of much higher photo and thermal stability.

Although these advancements towards carbon-based photovoltaic devices are
quite promising, these devices are not entirely carbon-based, and in these devices,
indium tin oxide and silver/aluminum function as the anode and the cathode
respectively. A breakthrough has been achieved [109] with the recent reports on the
fabrication of the first, all-carbon photovoltaic device by Stanford University sci-
entists, in which all the components are made entirely of carbon-based materials,
including the anode, the active layer and the cathode. In this approach, the active
layer consists of a bilayer film of solution processed and sorted semiconducting
SWCNTs functioning as the light absorbing donor, and fullerene C60 as the
acceptor, and reduced graphene oxide and doped (n-type) SWCNTs function
respectively as the anode and the cathode [109]. This all-carbon solar cell has been
found to have a PCE much less than 1 % for near infrared illumination. Although
the PCE value is quite small for these all-carbon solar cells, there is ample scope for
improvement. By suitably choosing the active layer components, especially the
semiconducting SWCNTs, capable of light absorption in a broader range of the
solar spectrum including the visible spectrum, the efficiency can be considerably
improved. The use of unidirectionally aligned SWCNTs in the active layer can
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significantly reduce the exciton trapping and enhance the exciton diffusion length
and contribute towards achieving higher efficiency [109]. The Stanford research
team is also working out strategies for using smoother and more conductive and
more transparent, graphene based anode layer to facilitate better charge collection
and achieve more incident light intensity. It is also equally challenging to directly
deposit a much smoother SWCNT cathode film with better contact to the semi-
conducting SWCNT and C60 active layer without damaging the active layer which
lies underneath to improve efficiency and device performance [109].

The dream of realizing all-carbon solar cells has already spread wings to conquer
the heights of perfection. Though there is still a long way to go for this novel
concept to flourish into marketable device technology, the ambience is all set for
giant leaps towards miraculous achievements. Carbon-based materials are quite
robust and are stable up to air temperatures around 1,100 °F. According to the
Stanford research team working on all-carbon solar cells, the need for higher effi-
ciency of these novel devices is balanced by the capability of these devices to
outperform the conventional solar cells under extreme conditions of high temper-
ature, pressure and physical stress. The manufacturing costs are also considerably
reduced, since carbon materials can be coated on any substrate, employing solution
deposition techniques, which do not require sophisticated and expensive machinery,
contrary to the expensive processing technology of silicon-based devices. Con-
sidering the accessibility and abundance of carbon materials with potentials not yet
utilized for energy harvesting technologies and the innovations emerging in
material processing and device fabrication concepts, the future holds bright
promises for the all-carbon photovoltaic devices. May be the days are not far away,
to witness the flexible carbon solar cells adorning the surfaces and windows of
buildings and automobiles, and generating electric power, in tune with the richness
and simplicity of green chemistry.
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Nanomaterials in Nanomedicine

Francis Mensah, Hailemichael Seyoum and Prabhakar Misra

Abstract Nanomedicine refers to the applications of nanotechnology to the field of
medicine. Nanomaterials have led to the development of novel devices for the early
detection of malignant tumors, as well as significant enhancements in efficient drug,
gene and protein delivery mechanisms to targeted sites in the human body. As
nanoparticles become increasingly smaller in size, they also present the potential for
harming certain organs of the body. Safety issues involving nanoparticles need to
be solved using in vivo techniques. Research in nanomedicine has improved bio-
logical therapies, such as vaccination, cell therapy and gene therapy. A particular
kind of colloidal nanoparticle, called the liposome, which has properties similar to a
red blood cell, has viscoelastic properties that make it extremely useful for a variety
of applications in the pharmaceutical and consumer product sectors of the global
market. Liposomes have been clinically established as efficient nanosystems for
targeted drug delivery. Their efficacy has been demonstrated in reducing systemic
effects and toxicity, as well as in attenuating drug clearance. The Maxwell Spring-
Dashpot model has been reviewed for liposomes and the viscoelastic exponential
equation shown to fit the liposome data. The relevance of this study is to the
increasing use of viscoelastic characteristics of liposomes for efficient drug delivery
and targeted destruction of malignant tumors. Nanobiotechnology has the potential
to facilitate the integration of diagnostics with therapeutics, and in turn lead to
personalized medicine tailored for a specific individual.
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1 Introduction

Nanotechnology is the marriage of technology with matter primarily in the size
range 1–100 nm (Fig. 1) that leads to a variety of applications useful to the world at
large. Nanomedicine refers specifically to the application of nanotechnology to
medicine. It utilizes very tiny materials to develop new and novel therapeutic and
diagnostic techniques [1–3]. Nanomaterials have useful physicochemical proper-
ties; they are ultra-small in size and have large surface area-to-mass ratio with high
reactivity. The development of nanotechnology has led to the construction of
powerful new devices for early detection of cancerous tumors. It has also led to the
improvement and efficiency of drug, gene and protein delivery mechanisms, pri-
marily because nanoparticles can be constructed by various techniques so that
specific material(s) of choice can be delivered to targeted site(s). It is worthwhile to
mention that as nanoparticles become smaller in scale, they also have the potential
of harming some organs, which is another reason why their study in medicine is
important. Safety issues involving nanoparticles can be solved effectively using
in vivo techniques.

Nanoparticles have been used to target the Central Nervous System (CNS),
which is challenging owing to the necessity of crossing the Blood Brain Barrier
(BBB). They are also used in the treatment of Alzheimer’s Disease (AD), which is a
neurodegenerative disorder prevalent in the aging senile population. It is charac-
terized by severe neuronal loss and proliferation of plaques composed of β-amyloid
peptide (Aβ) and τ-protein deposits. An imbalance between production and clear-
ance leads to the aggregation of Aβ peptides, especially in neurotoxic forms, and

Fig. 1 Size comparison of a variety of small scale objects
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may be the initiating factor in AD. Even today, the dearth of deeper knowledge
regarding the biophysiology of such processes is one of the main reasons for the
lack of early tumor detection.

Research in nanomedicine has improved biological therapies, such as vaccina-
tion, cell therapy and gene therapy. Nanobiotechnology forms the basis of many
new devices being developed for medicine and surgery (e.g. nanorobots, nanostars,
etc.). It has applications in several branches of medicine at the nanoscale, such as:
nanooncology—relating to cancer research; nanoneurology—the study of neuro-
logical disorders; nanocardiology—the study of cardiovascular disorders; nanoor-
thopedics—the study of diseases of bones and joints; nanoophthalmology—the
study of eye diseases; and also other infectious diseases. Nanobiotechnology can
help facilitate the integration of diagnostics with therapeutics and also the devel-
opment of personalized medicine, i.e. prescription of specific therapeutics best
suited for a particular individual.

A particular type of nanoparticles, called liposomes, which are colloidal in
nature, find extensive applications in the pharmaceutical and consumer product
sectors. Liposomes are viscoelastic and deformable in nature, similar to red blood
cells. Recent scientific literature has shown that liposomes can be used to incor-
porate red blood cells for delivery into the human body. Understanding rheological
properties of liposomes is vital to their utilization. In this chapter, we use the
liposome as a protypical nanoparticle to present an overview regarding their
applications in nanomedicine, and discuss the viscoelastic and deformation prop-
erties of liposomes in conjunction with the red blood cells’ evolution equation in
mathematical biology.

2 Nanoparticles in Therapeutics

Nanotechnology has many applications in therapeutics. Nanoparticles can be used as
platforms or carriers for insoluble or poorly soluble drugs. Nanoparticle-carried
drugs often have altered pharmacokinetics (PK) and disposition profiles compared to
their native forms [4–6]. Nanoparticles can permeate the leaky vasculature sur-
rounding tumors and areas of inflammation, which is referred to as the enhanced
permeability and retention effect (EPR). Additionally, many nanoparticle-based
anticancer drug strategies now exploit this “passive targeting” mechanism to con-
centrate drugs in tumors of soft tissue and epithelial cells [7, 8]. The preferential
delivery of drugs to tumors makes lower dosages effective and in turn reduces the
undesirable side effects of chemotherapeutics. Furthermore, the nanoparticle deliv-
ery approach has reduced side effects and improved efficacy because the nanopar-
ticles specifically ‘target’ the drug to parts of the body where it is needed [9].

Nanoparticles can serve as a platform for the attachment of chemical moieties
that execute a variety of medical functions. Ligands for particular cellular receptors
can be attached to a nanoparticle and facilitate ‘active targeting’ to tissues repre-
senting those receptors [10, 11]. Hydrophilic molecules, such as polyethylene

Nanomaterials in Nanomedicine 255



glycol (PEG), can be bound to a nanoparticle surface to increase solubility and
biocompatibility [12]. Image contrast agents, such as chelated gadolinium, can also
be conjugated to nanoparticles for diagnostics. The resulting nanoparticle thera-
peutic is a multipart, multifunctional entity with much greater complexity than the
conventional small-molecule drug. Nanoparticles are unlike conventional pharma-
ceuticals in that they serve as multicomponent, multifunctional systems.

The surface of a nanoparticle can be functionalized with hydrophilic polymers to
improve solubility or help the particle elude uptake by the immune system, tar-
geting molecules (e.g., antibodies), drugs and imaging contrast agents for diag-
nostic purposes. The interior core of a nanoparticle can be solid (quantum dots),
liquid (liposomes) or contain an encapsulated drug. Nanoparticles are also of
importance in pharmaceutical pipelines—in clinical trials or in preclinical devel-
opment. For several of the nanoparticle-based therapeutics, preclinical character-
ization has been a rate-limiting and time-consuming phase of the commercialization
process. Nanoparticles represent a broad range of materials (e.g. liposomes, den-
drimers, nanocrystals, metal colloids and fullerenes) that have been envisioned for a
broad spectrum of clinical applications.

Some methods are uniquely expedient for nanoparticles or are particularly
revealing of particle toxicity or efficacy. For physicochemical characterization, such
techniques include size characterization by transmission-electron microscopy
(TEM) and dynamic light scattering (DLS), and localization in tissue by chemical
composition detection using energy dispersive x-ray (EDX) spectroscopy.

3 Nanoparticles in Diagnostics

Cancer represents a high rate of mortality in the U.S. and around the globe and early
diagnostic of any dormant metastasis sites is exceedingly important for the patient’s
survival. Cancer accounts for ¼ of all deaths in the USA. Breast cancer is prevalent
in women who carry the high-risk gene and if diagnosed at an early stage (0 or I)
can have a survival rate as high as 98 % over a 5 year period. However, that
survival rate drops to 85 % when diagnosed later at stage II and is only 20 % for a
stage IV tumor. In the case of pancreatic cancer, the death rate is about 75 % within
1 year of detection. The pancreatic cancer associated high death rate is due to the
lack of effective and efficient early detection screening. Thus, it is important that
research be improved toward the invention of new tools for early detection of the
tumor even at the pre-syndrome stage.

3.1 Nanoparticles in Tumor Detection

Tumor biomarkers are substances that can be divided into several categories and
can be found in tissue, blood, urine, or stool of cancer patients. Measurements from
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these tumor detectors are used in the detection of cancer. In imaging, cell membrane
protein biomarkers can easily be targeted, while intracellular proteins are difficult to
target because of the relatively large size of the nanoparticles, which prevent them
from crossing the cell’s membrane barrier. Several biomarkers are known today,
among them are the epidermal growth factor receptors (EGFR), which can form a
dimer with another EGFR of a human epidermal receptor (HER). The EGFR is also
intimately linked in the development of cancerous tumors. There are other members
of the HER family, such as HER2, HER3 and HER4. HER2 is known as a breast
cancer biomarker and can dimerize with itself or with an EGFR or with HER3 [13].
Some other tumor biomarkers are the vascular endothelial growth factor (VEGF),
which plays an important role in angiogenesis, the integrin molecules, the folate
receptors; the Matrix metalloproteinases (MMPs) representing a family of zinc-
dependent endopeptidases; the prostate-specific membrane antigen (PSMA); and
phosphatidylserine.

3.2 Quantum Dots

Quantum dots are nanoparticles made of semiconductor materials, such as chalc-
ogenides (selenides or sulfides) of metals like cadmium or zinc, for example CdSe
or ZnS [14], as illustrated in Fig. 2. Due to their small size, they exhibit unique
optical and electrical properties that are different from the bulk material. One
example is the emission of photons following excitation that are visible to
the human eye. The ability to precisely control the size of a quantum dot enables the
manufacturer to determine the wavelength of the emission, which in turn

Fig. 2 Schematic of quantum
dots showing an inner
spherical core of CdSe
surrounded with a shell of
ZnS
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determines the color of light the human eye perceives. Quantum dots can therefore
be “tuned” during production to emit any color of light preferred by the user. The
ability to control or tune the emission from the quantum dot by changing its core
size is termed the “size quantization effect”.

The smaller the quantum dot, the closer it is to the blue end of the spectrum, and
the larger the dot, the closer it is to the red end. Dots can even be tuned beyond the
visible light spectrum, into the infra-red or into the ultra-violet. At the end of the
production process, quantum dots physically appear either as a powder or in
solution [14]. Quantum dots can serve as biomarkers, emitting light of the desired
color to represent a particular state.

3.3 Gold Nanoparticles

Metal nanoparticles are used extensively in various biomedical applications due to
their small size to volume ratio and because of their extensive thermal stability.
Gold nanoparticles (GNPs) are a good example because of their amenability to
synthesis and functionalization, which includes toxicity and ease of detection.
GNPs are colloidal suspensions of gold particles of nanometer size and have been
synthesized by an array of methods, mainly based on the approach that uses the
reduction of chloroauric acid in the presence of a stabilizing agent. The most
commonly used method, the citrate synthesis method, includes reduction of chlo-
roauric acid using trisodium citrate, resulting in the formation of GNPs [15, 16].
Besides their usual spherical form, GNPs have been synthesized in various other
shapes, affecting their physical and biochemical properties. For example, hexagon
and boot shaped GNPs show different surface enhanced Raman scattering (SER),
which in turn can be used to detect molecules conjugated to GNPs, such as avidin,
and thereby making these functionalized GNPs (fGNPs) useful for biolabelling,
bioassay, clinical diagnosis and therapy [17]. Gold nanocages of six and eight facets
have also been synthesized [18]. Similarly, gold nanorods have been synthesized,
which find usage in biomedical applications for cancer imaging and photothermal
therapy [19].

Gold nanoparticles have many applications in nanomedicine. One important
application is in the treatment of ovarian cancer. Positively charged gold nano-
particles are usually toxic to cells, but cancer cells manage to avoid nanoparticle
toxicity. Mayo Clinic researchers [5] have determined why this occurs and devel-
oped a method to make the nanoparticles effective against ovarian cancer cells.
Nanoparticles supposedly kill cells by causing cellular calcium ion levels to
increase but researchers discovered that a regulatory protein in the mitochondria
essentially buffers the rising calcium by transporting it into the mitochondria, thus
subverting cell death. Cancer cells have an abundance of this transporter and may
thus be protected from nanoparticle toxicity. The research team discovered that,
if they inhibit calcium uptake into the mitochondria, sufficient cellular stress builds
up, making the gold nanoparticles more effective in destroying cancer cells [5].
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As a result of these studies, it can be expected that the understanding of how
mitochondrial transport mechanisms work will help in the design of targeted
therapies against cancer.

In yet another recent study, the GNPs were grown in a lysozyme crystal, which
can potentially serve as a bifunctional molecule (Fig. 3) for specific catalytic
activity [20]. Methods are being devised to synthesize GNPs with functional
moieties to increase their affinity to biological molecules and use as drug-carriers in
cells with increased specificity.

3.3.1 Oligonucleotide Functionalized Nanoparticles

Several research groups have devised methods to functionalize gold and other
nanoparticles using oligonucleotides either alone or with some modifications. It is
also known that DNA conjugated nanostructures can be synthesized in a controlled
manner, either by attaching a specific number of single-stranded DNA molecules
through thiol caps or by saturating the surface of the GNPs by single-stranded DNA
molecules [21]. Kinetic and thermodynamic studies on DNA hybridized to GNPs
have shown that single-stranded DNA (ssDNA) first reaches the GNPs and then
slowly diffuses on its surface [22]. Secondary structure of a DNA hairpin inhibits
interaction between GNPs and DNA, thereby increasing the stability of adhered
DNA. Aptamer-GNP conjugation has been exploited to target prostate cancer cells
[23], which was accomplished by attaching GNPs with an oligonucleotide that is
complementary to the sequence of the anti-PSMA (prostate specific membrane
antigen). It also facilitates the attachment of PSMA-GNPs to anti-PSMA antibodies.
The results show a promising role of such fGNPs in the detection and imaging of
cancerous cells. Moreover, DNA functionalized GNPs (Fig. 3) were employed to
design a chip-based DNA bio bar code sensor to detect target DNA sequences [24].
In this case, the bio bar code amplification of the target DNA is assessed using a
complementary DNA attached to GNPs and the subsequent detection of the
amplified DNA, instead of the original target DNA.

Fig. 3 Illustration showing
tetraethyleneglycol
functionalized gold
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3.3.2 PEGylation

PEGylation is one of the most commonly used functionalization methods for GNPs.
GNPs are coated with a layer of only PEG or in conjunction with other molecules
such as biotin, peptides or oligonucleotides, thereby helping the internalization of
these GNPs to the target cells. Due to their ability to bind the cell membrane, these
functionalized GNPs can serve as good drug-carriers. PEGylated GNPs function-
alized with biomolecules, such as lectin, lactose and biotin, have been synthesized
[25–32]. PEGylated GNPs are one of the most commonly used nanoparticles for
gene delivery. Overall, PEGylated GNPs are useful in cellular and intracellular
targeting of biological materials.

3.3.3 Peptide/Amino Acid Conjugation

Functionalization of nanoparticles with amino acids and peptides helps enhance
specificity and efficacy of nanoparticle-based delivery systems. GNPs functional-
ized with amino acids, such as lysine, polylysine and glycine, bind DNA with
higher efficiency for gene delivery without toxicity. Primary ammonium groups of
these amino acids contribute to a higher binding capacity to the cationic groups on
the DNA. Also lysine dendrons were found to be superior to polylysine for
expression of the reporter β-galatosidase gene [33]. In addition, peptide function-
alized GNPs are known to activate macrophages, holding promise to be used as
adjuvants for vaccine delivery.

The GNPs functionalized with an amyloid growth inhibitory peptide (AGIP)
associated with Alzheimer’s disease have been found useful for intracellular drug
delivery. Peptide-conjugated GNPs are also being used to devise a protein kinase
assay using secondary-ion mass spectrometric imaging technique and change in the
mass of the peptide substrate following kinase action [34]. Such an approach is
much simpler compared to traditional methods using radioactive or fluorescent
labeling. Thus, peptide conjugated nanoparticles hold promise for use in bioi-
maging, diagnosis, and therapeutic applications. GNPs are also being functionalized
using both peptides and oligonucleotides for perinuclear localization for a variety of
functions, such as cell imaging, target- specific internalization, etc. [35].

Functionalized GNPs have been used for targeting drugs and biomolecules to
specific cell types and to organelles, such as the nucleus or mitochondria. GNPs,
functionalized with PEG and 3-mercaptopropionic acid, were shown to penetrate
the nucleus of HeLa cells without causing severe cytotoxicity and hence can be
used as a nuclear drug delivery carrier [36]. Similarly, GNPs encapsulated by
liposomes have been studied for their cellular targeting and uptake capacity while
carrying drugs or other cargos [37]. Intracellular uptake of GNPs, as small as
1.4 nm, has been shown to enhance internalization 1000-fold. Such nanoparticles
harbor significant potential to be used as gene delivery vehicles, drug-carriers and
carriers for other biomolecules.
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3.3.4 Drug Delivery

GNPs are suitable for the delivery of drugs to cellular destinations due to their ease
of synthesis, functionalization and biocompatibility. GNPs functionalized with
targeted specific biomolecules can effectively destroy cancer cells or bacteria [38].
Large surface to volume ratio of GNPs offer a large number of drug molecules
being carried by the GNPs [39]. GNPs have been used for the co-administration of
protein drugs due to their ability to cross cellular membranes [40], possibly due to
the interaction of GNPs with cell surface lipids.

3.3.5 Detection

GNPs are also used in the detection of various biological molecules, which include
proteins, enzymes, DNA, antigens and antibodies, etc. Detection of microorganisms
can be achieved by several biochemical, microbiological, and molecular methods.
Recent advances in the field of nanotechnology have made it possible to detect
microorganisms using nanoparticles functionalized with oligonucleotides comple-
mentary to the gene tags of the microorganisms. In one such study, oligonucleotides
complementary to the unique sequences of the heat shock protein 70 (HSP 70) of
Cryptosporidium parvum were used to functionalize GNPs, which could be used to
detect the oocytes of Cryptosporidium in a colorimetric assay, offering a simple and
robust method of molecular detection [41].

3.3.6 Metal Sensors

Development of an easy colorimetric assay to detect uranium has been achieved by
using DNAzyme-GNPs system [42]. Traditionally, uranium in the environment is
detected using complex biophysical techniques, such as via fluorimetry, ICP-MS,
and atomic absorption spectroscopy. However these methods are difficult to use on-
site. The DNAzyme-GNP system provides an alternative to these traditional
methods. DNAzymes are catalytic DNA molecules developed in vitro with specific
affinities to metal cofactors, such as Uranyl (UO2

2+), which is the most common
bioavailable form of uranium. These biosensors are able to detect uranium in two
ways, either by disassembly of DNAzyme functionalized GNPs in the presence of
uranyl ions, causing a visible color change from purple to red (“turn-on” method),
or by the “turn-off” method, which is based on different adsorption properties of
single- and double-stranded DNA on GNPs in the presence of uranyl ions. The
above-cited technique is significant, as it can detect uranyl below the maximum
contamination limits specified by the U.S. environmental protection agency (EPA).

GNPs functionalized with aza-crown ether acridinedione were developed as a
fluorescent chemosensor for metal ions based on the shift in the surface plasmon
resonance of GNPs with aggregation of nanoparticles via sandwich complexation
[43]. GNPs functionalized with L-cysteine were used for the detection of mercury
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ions (Hg2+). In the presence of UV light and mercury ions Hg2+, these GNPs tend to
aggregate in their detection, making them useful biosensors for on-site applications
[44]. A similar biosensor for Hg2+ detection was developed using oligonucleotide
fGNPs [45].

3.3.7 Toxicity of GNPs in Biological Systems

In spite of their extraordinary capacity to bioconjugate to various molecules, there
have been studies showing GNPs to be cytotoxic due to their inherent physio-
chemical properties. GNPs have been found to induce death response. In a recent
report, an embryonic stem cell test (EST) was developed to check the embryo-
toxicity of the GNPs [46]. The EST is an in vitro standard assay that is used to
classify substances as strongly, weakly or non-embryotoxic. The embryonic stem
cells (ESCs) were exposed to GNPs for 5 days to assess the cytotoxicity, which
exhibits the following order: gold salt (HAuCl4·3H2O) > cobalt ferrite salt
(CoFe2O4) > cobalt ferrite nanoparticles coated with silanes (Si–CoFe) > GNPs
coated with hyaluronic acid (HA–Au). The *5 nm gold nanoparticles have been
shown to induce oxidative stress and toxicity in blue mussel Mytilus edulis, at
750 ppb concentration after 24 h [47]. Similarly, the presence of sodium citrate
residues (stabilizing agent for synthesis of GNPs) on the surface of GNPs elicited
toxicity in alveolar cell lines in vitro [48]. Sodium citrate not only compromised cell
viability but also affected cell proliferation. However, these nanoparticles remained
localized in the membrane-bound vesicles and were not freely dispersed in the
cytoplasm. The effect of polycaprolactone (PCL) coating on internalization and
cytotoxicity of GNPs has been evaluated on ECV-304 cells [49, 50]. In comparison
to PCL coated GNPs, bare GNPs were shown to exhibit significant changes in cell
morphology and the cytoskeleton. Additionally, PCL-coated GNPs were shown to
be less cytotoxic as compared to bare GNPs.

4 Applications of Liposomes in Nanomedicine

4.1 Background

Many different types of nanoparticles are currently being studied for applications in
nanomedicine. These nanoparticles can be carbon-based skeletal-type structures,
such as the fullerenes, or micelle-like lipid-based liposomes, which are already in
use for numerous applications in drug delivery and in the cosmetic industry. Col-
loids, typically liposome nanoparticles, selected for their solubility and suspension
properties are used in cosmetics, creams, protective coatings and stain-resistant
clothing. The structure of a liposome is made of phospholipids and cholesterol.
Because of their nanoscale size, liposome can be classified as nanoparticles. Indeed,
the diameter of the SUVs (Small Unilamellar Vesicles) ranges from 20 to about
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100 nm and those of the LUVs (Large Unilamellar Vesicles), MLVs (MultiLa-
mellar Vesicles) and MVVs (MultiVesicular Vesicles) range from 100 nm to
several microns. In addition, the thickness of the membrane is approximately in the
range 5–6 nm. Modified liposomes at the nanoscale have been shown to have
excellent pharmacokinetic profiles for the delivery of DNA, antisense oligonu-
cleotide, siRNA, proteins and chemotherapeutic agents. Examples of marketed
liposomal drugs with higher efficacy and lower toxicity than their nonliposomal
analogues are now known.

Doxorubicin is an anticancer drug that is widely used for the treatment of various
types of tumors. It is a highly toxic compound that affects not only the tumor tissue,
but also the heart and kidney, a fact that limits its therapeutic applications. How-
ever, the development of doxorubicin enclosed in liposomes culminated in an
approved nanomedical drug delivery system. Such a novel liposomal formulation
has resulted in reduced delivery of doxorubicin to the heart and renal system, while
elevating the accumulation in tumor tissue by the EPR effect. Furthermore, a
number of liposomal drugs are currently being investigated, including anticancer
agents, such as camptothecin and paclitaxel (PTX), as well as antibiotics, such as
vancomycin and amikacin. Liposomes are now being targeted for use as a delivery
system for both medicinal and vaccine purposes [51].

Liposomes have both a head and a tail group (Fig. 4). The head is hydrophilic
and attracted by the aqueous medium, while the tail is hydrophobic and repelled by
water [52]. Hydrophilic molecules can easily be incorporated into the aqueous
center of the liposomes, while lipophilic molecules can be incorporated into the
lipid bilayer. The phospholipids, when in the presence of an aqueous solution,
organize in such a way as to minimize the interaction between their hydrocarbon
chains and water molecules. Liposomes have a prolonged half-life in blood plasma,
which allows for their accumulation in pathological areas with compromised vas-
culature, and their intracellular penetration is suitable for targeted delivery of drugs
or magnetic resonance contrast agents [53].

Phospholipid vesicles have been widely used as model cell membranes and drug
carriers. Liposomes, which are used as delivery systems, may encapsulate hydro-
philic substances in their aqueous core [Fig. 4]. Amphiphilic and lipophilic sub-
stances, such as oil soluble UV filters, can be incorporated into the lipid bilayer.
Loaded liposomes as well as non-loaded empty liposomes are used in cosmetics
and in skin treatment.

4.2 Aggregation and Properties of Liposomes

Solutions of liposome samples show propensity for aggregation [54]. Particles
tending to agglomerate exhibit properties that obey the laws of population
dynamics. This can be verified by the observations in solution of liposomes [5]
shown in Figs. 5, 6 and 7.
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As can be seen from Figs. 5, 6 and 7, negative staining with uranylacetate shows
tendency towards agglomeration and cooperative phenomena (Fig. 6); and the same
situation occurs with freeze fracture (Fig. 7). However, administration of liposome

Fig. 4 Liposome image and structure showing wrapping of drugs and DNA in aqueous solution

Fig. 5 Liposome solution
exhibiting negative staining
with uranylacetate
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particles to a specific site in the body still remains problematic [55]. One possible
solution is to immobilize liposomes in a hydrogen network and inject the liposome
gel to the affected part. Thus, critical understanding of rheological properties of
liposomes can help in their use and application.

Rao et al. [56] have added Chol-PEG-Chol to the liposome solution, which
transforms the liposome into an electric gel-like solid that can hold its own weight
under gravity. Chol-PEG-Chol was prepared using diamino-polyethylene glycol
and cholesteryl chloroformate [57]. Rao et al. [56] investigated the thermo-
reversibility of the liposome gel upon repetitive heating and cooling processes.
They confirmed the intactness of the liposome particles in the gel by using dynamic
light scattering measurements and also demonstrated that the liposome gel exhibits
viscoelastic properties similar to that of the Maxwellian model. The liposome gel
was significantly weakened when exposed to relatively low stress and recovered
rapidly after removal of the stress. The dynamic shear modulus of the gel was

Fig. 6 Liposome solution
showing negative staining
with uranylacetate in
agglomeration

Fig. 7 Liposome solution
exhibiting freeze fracture
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dependent upon the liposome concentration and the polymer concentration.
Moreover, in another report, Harland et al. [58] confirmed that the data associated
with the phospholipid bilayer membranes, a key component of liposomes, fitted
well into the Maxwellian model of viscosity. These studies showed that each
phospholipid component shows both a viscous-dominant and an elastic-dominant
regime response.

A liposome is a deformable material and can be described by the theory of
viscoelasticity. Viscoelasticity of liposomes is significant because it aids this bio-
material to perform its duties as an effective transport agent and in turn the elasticity
of liposomes can help in transdermal drug delivery. Nipper et al. [59] have per-
formed research relating to the detection of liposome membrane viscosity using
radiometric molecular rotors, and have investigated the viscosity changes in lipo-
some and cells in general.

4.3 Aggregation and Stability of Liposomes

Liposomes can be prepared with their surface carrying a positive or a negative
charge or with no charge, based on the lipid composition and chemical components,
such as stearylamine or dicetylphosphate. According to electrostatics, these charges
on the surface of the liposome can create an electric potential between the surface
and the bulk ionic medium. For a single charge, the electric potential created at a
given distance r is given by the relation,

VðrÞ ¼ k
q
r

where k ¼ 9� 109 N �m2
�
C2 is the Coulomb constant, q the value of the charge in

the System International (SI) unit Coulomb (C) and VðrÞ has the SI unit of Volt (V)
when the distance r is in meters.

The electric potential plays a key role in the physical stability of the liposome
and participates in the aggregation or disaggregation (flocculation or deflocculation)
of the liposome particles. It is important to think of the surface charge distribution,
since these particles occur on the surface. The magnitude of the surface charge
distribution density is given by the equation

r ¼ dq
dA

for any elemental charge dq on an elemental surface dA. The surface charge dis-
tribution increases the physical stability of the liposome, where the liposome par-
ticles are shielded by an electrical barrier to prevent disturbance by other particles,
so that the liposomes can stay in a dispersed state.
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The aggregation of liposomes when used as a drug carrier system can lead to
some undesirable effects as well. If the aggregation results, for example, in the
coalescence or fusion of the liposome, it can cause leakage of the entrapped drugs.
Embolization can also happen in vivo on intravenous administration. Aggregation
can cause increase in particle size and lead to changes in the in vivo clearance of the
liposomes. Physically—stable liposomes can be obtained by increasing their sur-
face potential, which in turn causes an increase in the electrostatic repulsive forces
and a reduction in aggregation. Also, an increase in the ionic strength of the
medium—from hypotonic to isotonic—may cause a reduction in the electric double
layer thickness and a decrease in the surface potential. Hence, aggregation of
liposomes may be induced to result in an increase in particle size, an effect which is
significant for liposomes with entrapped markers.

4.4 Maxwell Spring-Dashpot Model for Liposomes

The Maxwell model is a combination of two mechanical analogs: (1) Hookean
spring model and (2) Newtonian dashpot model. The Hookean model is given by

r ¼ k e ð1Þ

where k is the constant of proportionality between the stress (analogous to the force
acting on the spring) and the strain (analogous to the displacement of the spring).
The Newtonian dashpot model is represented by the equation

r ¼ g _e ð2Þ

where g is the constant of proportionality between the stress (analogous to the force
acting on the dashpot) and the strain rate (analogous to the displacement of the
dashpot per unit of time). The constant g is analogous to the viscosity of a fluid. The
dashpot models the instantaneous deformation within the fluid-like material and its
magnitude is related to the fraction of energy stored in the dashpot as energy due to
viscosity.

Figure 8 displays the spring-dashpot Maxwell model for a viscoelastic material
in which a Hookean spring and a Newtonian dashpot are connected in a series
configuration.

Fig. 8 The spring-dashpot Maxwell model for a viscoelastic material
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In this model, the stress on each element will be the same, while the strain will
add up:

rS ¼ rd ¼ r ð3Þ

es þ ed ¼ e ð4Þ

where the subscript s stands for spring and the subscript d for dashpot.
In order to find the evolution equation of the Maxwell model we take the first

time derivative of the strain e in the previous equation. We obtain:

_es þ _ed ¼ _e ð5Þ

Using Eqs. (1) and (2), Eq. (5) can be written as:

_r
k
þ r

g
¼ _e ð6Þ

By multiplying Eq. (6) by k on both sides, it follows:

_rþ r
g=k

¼ k _e ð7Þ

The constant that appears in the denominator of the second term of the left side
of Eq. (7) can be denoted by s ¼ g

k, which has the dimension of time and represents
the material’s viscoelastic response time.

Eq. (7) is now written:

_rþ r
s
¼ k _e ð8Þ

and represents the constitutive equation of a Maxwell material—it is an equation
that relates the stress and strain for a material.

Eq. (8) can also be written:

s _rþ r ¼ g_e ð9Þ

If a particular strain rate �c is suddenly applied at t = 0 and held at that value for
subsequent times, it can be proved that for t > 0,

rðtÞ ¼ g�cð1� e�t=sÞ ð10Þ

On the other hand, if the strain rate, which has the constant value �c for t < 0, is
suddenly removed at t = 0, it can be shown that for t� 0,

268 F. Mensah et al.



rðtÞ ¼ g�c e�t=s ð11Þ

Hence, the stress relaxes exponentially from its equilibrium value to zero. The
constant s represents the relaxation time and can be denoted as s ¼ sM .

4.5 Creep Recovery Response

Let us now consider a creep test. It is known that for the Maxwell model, when the
stress r0ðt ¼ 0Þ ¼ g�c is applied, the spring will stretch immediately, but the dash-
pot will take time to react. However, the initial strain is eð0Þ ¼ r0

k and the solution to
the Maxwell model represented above by Eq. (6) is _e ¼ r0

g , whose solution yields

e ¼ r0 1
g t þ 1

k

� �
.

It is interesting to mention that the creep response can be expressed in terms of a
creep compliance function:

eðtÞ ¼ r0 JðtÞ with JðtÞ ¼ t
g
þ 1

k

After the removal of the load, the spring reacts immediately, but the dash-pot has
no tendency to recover. Therefore, there is a residual creep strain due to the dash-
pot as shown in Fig. 9.

4.6 Liposomes and Red Blood Cells

Liposomes composed of phosphatidylcholine (PC), sphingomyelin and ganglioside,
and resembling the surface characteristics of red blood cells, are found to show
substantially reduced uptake by the reticuloendothelial system and exhibit an

Fig. 9 Creep recovery
response in the Maxwell
model
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increase in the half-life of liposomes in blood circulation. It is important to note that
liposomes made of PC, cholesterol and dicetylphosphate, at a molar ratio of
1.6:1:0.15 are similar to the lipid composition of the membrane of red blood cells
whose cholesterol content is about 23 % by weight of the total membrane lipid.
Such liposomes show negative mobility of �1:3� 10�8m2s�1V�1 in the presence
of 1/15 M phosphate buffer at pH = 7.4 and temperature 25 °C, which is almost the
exact red blood cell electrophoretic mobility under the same conditions of the
phosphate buffer. This type of situation provides great stability to the liposomes in
the retention of entrapped drugs. Figure 10 shows a theoretical graph of the
mobility of liposomes as a function of the molar concentration of dicetylphosphate
(PS) or monosialylganglioside (GMI) incorporated into the liposomes. As can be
seen from Fig. 10, the graph exhibits a negative mobility on the y-axis.

4.7 Red Blood Cells Incorporated Within Liposomes

In an important study, Sakai et al. [60], studied red blood cells (RBCs) incorporated
within liposomes. They studied the flow patterns of RBCs suspended in viscous
Newtonian and non-Newtonian fluids. The investigators observed the complete
axial alignment and near-wall excess of RBCs in the noncapillary size tube under
extreme conditions.

Liposomes, because of their carrier efficacy, are being used for cancer treatment.
Additionally, liposomes can be used to encapsulate drugs. Improvements have been
made in recent studies to prevent drug leakage from liposomes. Liposomes affect the
rate of clearance of blood cytotoxic contents, protecting the latter from inactivation
and determining their fate in blood [61, 62]. As expected, liver and spleen take up

Fig. 10 Liposome mobility
after incorporation of the
charge-induced agent versus
molar ratio of
dicetylphosphate (PS)
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portions of the injected dose of liposomes. Localization and the knowledge of the
total possible uptake of liposomal agents by tissues, such as mucosa, skeletal and
cardiac muscle, lungs and kidney, is often inaccurate [54]. The primary reason is that
many drugs are lost during their circulation in blood. Also, they spill out of the cells
of tissues in the form of metabolites [63]. Encapsulation of hemoglobin inside a lipid
bilayer has also been the subject of some research, but needs to mature.

There is a significant connection between liposomes and cells. Experiments on
the control of cell metabolism by the use of liposomes have been carried out [64]
and the data suggested that cultured cells were able to take up liposomes, the
contents of which were delivered into the liposomes and after the disruption of the
carrier, the agents were set to act freely. Liposomes can fuse with cells [65–67] in
such a way as to inhibit cell growth when composed of unsaturated phospholipids
and not when solid dipalmitoyl phosphatidycholine liposome is used. Significant
amount of data has also been accumulated regarding the fate of liposomes after
injection into animals. It has been observed that, after the intravenous injection of
liposomes composed of one or more layers, and containing radiolabels in both their
lipid and aqueous phase, the ratio of the two labels in the blood plasma often
remains similar to that in the injected preparation. Therefore, it has been inferred
that the carrier retains its structural integrity in the circulation, although the pos-
sibility exists that a labeled agent can form a complex with the labeled lipid marker
and circulate in the blood even after disruption of the liposomes [54].

4.8 Red Blood Cells (RBC) and the Polymerization Equation

The hemoglobin molecule is composed of four globular protein subunits, each of
which is composed of a protein chain tightly associated with a non-protein heme
group. The proteins are folded chains of a large number of different amino acids
called polypeptides. The role of hemoglobin in the RBC is to carry oxygen and
release it to the tissues and organs. However, deoxy-hemoglobin molecules lose this
property because of the lack of oxygen and tend to polymerize. Liposomes, which
are artificially prepared vesicles and are composed of lipid bilayers, can be used as a
drug, RBC or DNA carrier in the blood. Let us examine here the theoretical situ-
ation of the deformation of liposomes by using the evolution equation for the
RBCs. We propose to use the same evolution equation for the complex {Liposome,
RBC}, where the RBC is incorporated within the liposome, which in turn leads us
to consider the important rheological properties of liposomes in such a model.

The mathematical model for the polymerization of sickle hemoglobin S is given
by the integro-differential equation [68, 69]:

Q
::

ðtÞ þ g _QðtÞ � 1
2

_Q2ðtÞ
QðtÞ þ x2QðtÞ ¼ 0 ð12Þ
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where, Q(t) is the time-dependent deformation and represents the extra stretch with
respect to the equilibrium position, x is the frequency of vibration of the polymer
and g, the coefficient of friction per unit of mass. g _Q is the viscous constraint per

unit of mass due to the frictional force of the medium, 12
_Q2

Q represents the constraint
of inertia per unit of mass due to the force inertia. The last term on the left hand side
represents the spring force.

Defining a new variable, f ¼ _Q
Q, the above equation is expressed in terms of the

Riccati equation, _f ¼ � 1
2 f

2 � g f � x2, which gives the solution of the evolution
equation in a steady state regime as follows:

QðtÞ ¼ Q1½1þ l expð�a tÞ��1=m ð13Þ

where l, a, m are coupling parameters which are related to g and x as follows:

a ¼ g d; d ¼ 1� 2x2

g2

� �1=2
ð14Þ

l ¼ f0
f1 � f0

; f1 ¼ �g� gd; m ¼ a
f1

ð15Þ

where f1 represents one of the roots of the Ricatti equation, and f0 ¼ lim f ðtÞ
t! 0

.

Consider now that the strain is the deformation per unit of the original length; the
strain, e can therefore be written as follows:

eðtÞ ¼ e1½1þ l expð�a tÞ��1=m ð16Þ

The viscosity follows from the same expression as the deformation and can be
written as

gðtÞ ¼ g1½1þ l expð�a tÞ��1=m ð17Þ

where g1, l, a, m are defined by Eqs. (14) and (15).

4.9 Model for the Viscosity of Liposomes

The model represented by Eq. (13) is used to fit the viscosity versus the shear rate of
the graph in Fig. 11 [70]. All of the parameters describing the model were found
using the software Easy Plot: l ¼ �1, a ¼ 0:0746, m ¼ 1:101, which shows the
success of such an exponential model in representing liposome viscosity data.
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5 Conclusion

In conclusion, GNPs can be considered as extraordinary molecular carriers for
targeting, intracellular trafficking, and the delivery of a huge array of biomolecules
that include DNA, RNA, proteins, peptides, drugs, genes and other molecules of
therapeutic significance. They do not cause significant cytotoxicity owing to their
physiochemical properties. Efforts need to be undertaken for designing GNPs to
enhance the bioavailability of fGNPs with less immunogenicity and cytotoxicity
that can be effectively used in vivo. A judicious choice between the size and
functionalization method of the GNPs is indeed a prerequisite for the effective use
of GNPs in a variety of important biomedical applications.

Liposomes are currently one of the most clinically established nanosystems for
drug delivery. Their efficacy has been demonstrated in reducing systemic effects
and toxicity, as well as in attenuating drug clearance. Liposomes are also subject to
certain limitations, including low encapsulation efficiency, fast burst release of
drugs, poor storage stability and lack of tunable triggers for drug release. Fur-
thermore, since liposomes cannot usually permeate cells, drugs are released into the
extracellular fluid. As such, many efforts have focused on improving their stability
and increasing their circulation half-life for effective targeting or sustained drug
action. Surface modification is one method of conferring stability and structural
integrity against a harsh bioenvironment after oral or parenteral administration.
Surface modifications can be achieved by attaching polyethylene glycol units,
which form a protective layer over the liposome surface (known as stealth
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Fig. 11 Fitting of the graph of viscosity versus shear rate of the RBC at 25 °C for the liposome-
dextran model
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liposomes) to slow down liposome recognition, or by attaching other polymers,
such as poly(methacrylic acid- co-cholesteryl methacrylate) and poly(acrylic acid),
to improve the circulation time of liposomes in blood. To overcome the fast burst
release of the chemotherapeutic drugs from liposomes, drugs such as doxorubicin
may be encapsulated in the liposomal aqueous phase via an ammonium sulfate
gradient. This kind of strategy enables stable drug entrapment with negligible drug
leakage during circulation, even after prolonged residence in the blood stream.
Further efforts to improve control over the rate of release and drug bioavailability
have been made by designing liposomes whose release is environmentally trig-
gered. Accordingly, the drug release from liposome-responsive polymers, or
hydrogel, is triggered by a change in pH, temperature, radiofrequency or magnetic
field. Liposomes have also been conjugated with active-targeting ligands, such as
antibodies or folate, for target-specific drug delivery.

The Maxwellian model described above for liposomes has convincingly shown
that a viscoelastic exponential model is able to fit the liposome data and the rele-
vance of this formalism is seen in the ever increasing utilization of liposome vis-
coelastic properties in drug carrying for the detection and destruction of tumors.
However, more detailed studies are needed to better understand the rheology of
liposomes and their interactions with drugs and other encapsulated molecules.
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