
Chapter 16

Numerical Solution of BVP on GPU
with Application to Path Planning

Lumı́r Janošek, Martin Němec, and Radoslav Fasuga

Abstract The problem of path planning in a virtual environment is a widely

researched area, which finds application in fields such as robotics, simulations,

and computer games. This article focuses on a comparison of numerical methods

for solving partial differential equations with BVP on the GPU with NVIDIA

CUDA, used in the path planning of virtual characters using the potential fields.

The most commonly used methods for computing the potential fields on the GPU

are compared in this article in terms of time consumption.
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16.1 Introduction

The original purpose of a graphic processing unit (GPU) was primarily for image

data processing. Programming of graphical chips was not a simple matter. It was

necessary to use an application programming interface (API) to access the graphic

processor such as Direct3D® or OpenGL®. The release of NVIDIA CUDA in 2007

changed the approach to the programming of graphic processors [1].

This article focuses on a comparison of the implementation of iterative methods

for solving partial differential equations on a GPU in the agent path-planning

domain. This article is not intended to present new approaches, but only to show

the differences in iterative methods implemented on the GPU, which are used in

potential field-based path planning. In this article the most widely used methods for

the generation of potential fields used for agent navigation are compared in terms of

time consumption.

The problem of path planning is widely applied in areas such as robotics and

computer games. Path finding can generally be understood as finding the optimal

path from an arbitrary position in a virtual world to a goal. In practical applications,

there is often the requirement that the methods must be able to find paths in real

time. Currently, the A* algorithm is still widely used for path planning [2], falling

among graph-oriented algorithms. An alternative to graph-oriented algorithms are
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methods for path planning using the potential fields. These methods are tradition-

ally used in robotics. The application of potential field-based path planning can also

be found in computer games [3]. Application of the BVP path planning may not be

limited just to 2D. In [4] a method for the new application of BVP path planning on

the surface of a 3D object is presented.

The idea of BVP path planning is using the interplay between repulsion from

obstacles and attraction to a target position to create the expected behavior.

Potential fields are obtained from the class of partial differential equations (PDE)

called the boundary value problem (BVP) [5]. BVP-based path planning can create

realistic-looking complex humanlike behavior similar during the agent’s movement

toward to the goal. Implementation of the numerical solution of the BVP on the

GPU then enables the application of these methods in multi-agent real-time

applications [6].

This chapter is structured as follows: Sect. 16.2 summarizes the problems of

BVP in the path-planning domain, Sect. 16.3 describes the iterative methods used

for solving the partial differential equations, Sect. 16.4 presents the implementation

of the listed methods on the GPU, Sect. 16.5 summarizes the achieved results

during the implementation, and the final section presents our conclusion and

future work.

16.2 Harmonic Potential Field

One of the most widely used methods for generating a potential field for agent

navigation in a virtual environment is the numerical solution of a partial differential

equation based on the boundary value problem (BVP). One of the first steps in this

area was undertaken by Connolly and Grupen [7]. In their work they presented a

method for the generation of potential fields, which do not have local minima. Such

a local minimum may be the reason why the agent can end up trapped in local

minima. In their work, Connolly and Grupen proposed a method for generating a

potential field through a solution to the Laplace equation:

∇2u ¼ 0, g x; yð Þ ¼ 1,obstacle
0,goal , x; yð Þ 2 ∂Ω

n
ð16:1Þ

called harmonic function. The property of the Laplace equation is that it does not

present local minima. This property is based on the so-called maximum principle,

which the Laplace equation satisfies [8].

Equation (16.1) is solved with preset values on the boundaries. This type of

boundary condition is called the Dirichlet boundary condition in the terminology of

the BVP given by g(x,y). In the case of obstacle space, the potential values at the

obstacles are preset to a higher value, while in the goal area the values are preset to

zero. The resulting potential field is used to find the agent’s path to the goal by

gradient descent. Higher values of the obstacles repel the agent to prevent collision.

250 L. Janošek et al.



On the other hand, zero values of the goal create an attraction force. Because there

is only one minimum defined in the goal area, there exists exactly one path from any

point on the map to the goal [9].

16.3 Iterative Methods

In general, there exist two methods for solving the boundary value problem,

classified as direct methods and iterative methods. Direct methods lead to an

exact solution to the problem with the use of a finite sequence of operations. In

contrast to direct methods are iterative methods, in which the solution is obtained

by a number of iterations [10]. A typical procedure is to determine the initial

solution, on the basis of which the new values are calculated. This procedure is

repeated until the convergence reaches the desired solution. This is usually deter-

mined by some criterion of convergence.

The iterative solution of elliptic equations most commonly uses the following

methods: Jacobi, Gauss-Seidel, or Successive Overrelaxation (SOR).

In the Jacobi method, the dependent variable at each grid point is solved using

the initial values of the neighboring points or previously computed values [10]:

u
kþ1ð Þ
i, j ¼ 1

4
u

kð Þ
i�1, j þ u

kð Þ
iþ1, j þ u

kð Þ
i, j�1 þ u

kð Þ
i, jþ1

h i

where k denotes the values computed in the previous iteration and i, j denotes the
grid point.

The Gauss-Seidel method is a modification of the Jacobi method. To compute

the value of a dependent variable in the current iteration, the values from the

previous and current iteration are used. This will certainly increase the convergence

rate dramatically over the Jacobi method [10]. The iteration formula for the Gauss-

Seidel method has the following form:

u
kþ1ð Þ
i, j ¼ 1

4
u

kþ1ð Þ
i�1, j þ u

kð Þ
iþ1, j þ u

kþ1ð Þ
i, j�1 þ u

kð Þ
i, jþ1

h i

where k denotes the values computed in the previous iteration, k +1 denotes the

values computed in the current iteration, and i, j denotes the grid point.

Better convergence can be achieved with the Successive Overrelaxation (SOR)

method. The main idea behind the SOR algorithm is to compute a better approx-

imation to the true solution by forming a linear combination of the current updated

solution k +1 and solution k from the previous iteration [11]. The iteration formula

for SOR method is defined as:
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where ω denotes the relaxation parameter and i, j denotes the grid point. The

optimal value of ω should be in the range 1<ω< 2. If 0<ω< 1, this is so-called

under-relaxation [12]. In the case of ω¼ 1, the SOR algorithm is reduced to Gauss-

Seidel.

16.4 Implementation

With access to today’s NVIDIA CUDA-enabled GPU, it is possible to significantly

accelerate the methods of numerical solution of elliptic equations using parallel

implementation. With the parallel performance of the GPU, which is provided by

the CUDA interface, it is possible to solve many complex computational problems

with more efficiency than on the CPU. GPU is suitable for solving problems which

require the parallel processing of large amounts of data.

Not all iterative methods for solving elliptic equations are suitable for imple-

mentation on the GPU. For parallel implementation and performance comparison

of the numerical solution of elliptic equations on the GPU, the Jacobi, Jacobi

Red-Black, and SOR Red-Black methods were chosen. The sequential implemen-

tation of the Gauss-Seidel uses two values from the current iteration and two values

from the previous iteration to calculate the current cell. In the implementation of

this method on the GPU, it is necessary to have some synchronization, which can

lead to performance degradation [13]. Gauss-Seidel is an effective method for

implementation on the CPU. Due to the need for synchronization, the Gauss-

Seidel method is not best suited for parallel implementation on the GPU, and

therefore was not taken into account for the implementation of iterative methods

on the GPU.

As mentioned in the introduction, the methods presented in this article are

focused on agent navigation in a virtual world. A virtual environment contains a

number of obstacles, which the agent tries to avoid on the way to the goal. Before

the start of the potential field calculation, it is necessary to discretize the virtual

environment into a fixed homogeneous grid representation. Each grid cell (i,j) is
associated with a small region of the real environment and maintains the potential

value ui,j, which holds information about whether the given cell is an obstacle or

free space. Cells defined in place of the obstacles have the initial potential set to

1, while cells containing a goal have the potential value set to 0. Such a manner of

setting the initial values corresponds to the Dirichlet boundary conditions [14].

With such a defined initial boundary condition, the values of all other cells are

computed using a certain number of iterations. In order for the method to converge

to the correct solution, a sufficient number of iterations must be specified. The

number of iterations varies depending on the used method. One option of how to

control the number of iterations is assessment of some convergence criteria based
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on which the calculation is terminated. Such criteria could be check of the error that

occurred during the iterations, for instance. The iteration is terminated once the

error is less than the given tolerance [11]. An alternative way is to specify a fixed

number of iterations at the beginning of the algorithm. [12] shows that the required

number of iterations can be determined by an analytical formula. The number of

iterations r required to reduce the error by a factor 10� p , for the Jacobi method, is

defined as:

r � 1

2
pJ2 ð16:3Þ

J2 denotes the number of grid points.

Using the Red-Black method in conjunction with the Jacobi method, it is

possible to achieve certain optimization [11]. The Red-Black method divides grid

points into odd and even, symbolically expressed by red-black coloring. The

coloring of the grid points is done so that no point is directly adjacent to a point

of the same color. The red point values from the previous iteration are utilized

during the calculation of the values of the black points. This step is identical to the

Jacobi iteration, applied to all black points. Updated black point values are used in

the next step in the computation of the red points, which is identical to the Gauss-

Seidel iteration. The Red-Black method is thus composed of one Jacobi iteration

and one Gauss-Seidel iteration. As mentioned in the previous Sect. 16.3, the Gauss-

Seidel method uses values computed in the previous iteration to compute the

current values, thus significantly contributing to speeding up the convergence

rate. The number of iterations for the Jacobi Red-Black method can then be defined

practically as well as for the Gauss-Seidel method, for which it is defined as [12]:

r � 1

4
pJ2 ð16:4Þ

J2 denotes the number of discrete grid points. The GPU implementation of the

Red-Black methods uses two kernels, one for computation of the red points and one

for computation of the black points. The number of black or red points on the y-axis

of the grid is half. This can reduce the number of threads in each kernel on the

y-axis by half. Reducing the number of threads leads to a certain optimization of the

iterative process.

Compared to the Jacobi or Jacobi Red-Black, the SOR method leads to much

faster convergence. As already stated, the SOR method uses the values from the

previous iteration and the values from the current iteration to compute the current

point, similarly as the Gauss-Seidel method, see (16.2). The parallel GPU imple-

mentation of the SOR method is enabled using the Red-Black ordering

[15]. Updated values of the black points, i.e., values of the current iteration, are

used to compute the red points. Updated values of the red points, i.e., values of the

previous iteration, are used to compute the black points. The number of required

iterations needed in order to reduce error by factor 10� p is given by [12]:
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r � 1

3
pJ ð16:5Þ

Comparing the number of iterations of the SOR method with the number of

iterations of the Jacobi method (16.3) and Jacobi Red-Black (16.4), it is obvious

that the optimal number of iterations of the SOR method is in the order of J,
compared with J2 of the Jacobi and Jacobi Red-Black method. The weak point of

the SOR may be the choice of overrelaxation parameter ω. In [12] the following

equation is stated, which can be used to estimate the overrelaxation parameter:

ω � 2

1þ π
J

In general, finding the correct value of ω is not an easy task. In many cases

experimentation is the only possible way to determine the correct value of param-

eter ω.

16.5 Results

Implementation of the Jacobi, Jacobi Red-Black, and SOR Red-Black methods was

compared in terms of time performance. These methods were tested on GeForce

GTX 560 and GeForce GTX 670 graphics cards.

A map of static obstacles is copied into the device memory before the start of the

actual iterative procedure. Since the obstacle map is read only, it is copied into the

texture memory of the GPU before the calculation. The texture memory is opti-

mized for a 2D spatial locality, so threads of the same warp that read texture

addresses that are close together will achieve the best performance [16]. The map

of obstacles only holds information about the position of the obstacles and walkable

spaces. For this reason, the 8-bit data format was chosen for maximum reduction of

the memory requirements.

In practical applications of these numerical methods in the field of path finding

and agent navigation in a virtual environment, such as in [17], it is necessary to

change the global obstacle map only in case of adding new obstacles or removing

existing ones. Due to the individual approach to the implementation of the global

obstacle map, the data transfers from the host to the device were not taken into

account during the speed comparison of the methods.

Maps of different sizes were used to compare the speed of these methods. The

resulting time difference of the method is shown in Fig. 16.1. The most optimal

performance was achieved with SOR Red-Black when compared with the Jacobi

and Jacobi Red-Black. For each method the number of iterations was determined

based on equations (16.3) for Jacobi, (16.4) for Jacobi Red-Black, and (16.5) for

SOR Red-Black.
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Implementation of the tested methods was performed in the double-precision

floating-point format. Potential field computation was tested in such obstacle

configurations which simulated the cramped spaces. These configurations were

often the cause of the loss of the potential value in locations too far from goal,

because of insufficient accuracy of the real number. One such situation is illustrated

in Fig. 16.2b. Values in this potential field were rounded to 1 due to insufficient

accuracy of the real number. Final computation of the gradient cannot then be

achieved in these cases. The potential field gradient illustrated on Fig. 16.2a and

Fig. 16.1 Speed differences (in milliseconds) of the GPU computation of the Jacobi, Jacobi

Red-Black, and SOR Red-Black methods. The comparison was made for input grid size

322� 10242

Fig. 16.2 Picture 1.2a shows the resulting gradient of the potential field. Picture 1.2b illustrates

the failure of the calculation in confined space due to a lack of real number precision
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fig. 16.2b with size of 642 was computed using the Jacobi Red-Black method. The

number of iterations required to obtain a valid solution was determined using

equation (16.4).

Conclusion
In this chapter the implementations of the numerical methods for solving

elliptic equations using CUDA with application on BVP path planning were

compared. The Jacobi, Jacobi Red-Black, and SOR Red-Black methods were

compared in terms of time complexity. Using the SOR Red-Black, we

reached the fastest convergence, in comparison with Jacobi and Jacobi

Red-Black. These methods were applied to the obstacle configuration simu-

lating a real environment. It was shown that the configuration of obstacles

simulating cramped spaces, such as underground caves, does not provide

sufficient freedom for the convergence of methods. The information is lost

due to insufficient accuracy of the real number during the convergence to the

final potential field.

In [18] the methods of BVP path planning were combined with the Full

Multigrid method, which solves elliptic equations using a hierarchical strat-

egy. The hierarchical approach overwhelms the speed of convergence of the

original SOR method.

In the previous section, an error caused by insufficient accuracy of the real

number, leading to early rounding to 1, was described. One option of solving

this problem is described in [19]. Future development of this work will focus

on finding an alternative way to solving the problem with insufficient accu-

racy of the real number and to optimizing the convergence in cramped spaces.

This would then allow the application of BVP path planning for space-limited

interiors.
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