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Livelihood Restoration for Thai Ethnic 
Minority After Resettlement—Impacts 
in Son La Hydropower Plant 

Hoa Dang Thi, Linh Pham Quang, Loi Pham Van, Tram Bui Thi Huong, 
and Mai Nguyen Thi Tuyet 

Abstract Resettlement in hydropower projects always may harm the development 
of affected people in the migration areas. Son La hydropower plant is the largest 
hydroelectric project in Vietnam with a great influence on the livelihoods of millions 
of people, mainly ethnic minorities. The theory of inclusive social development states 
that economic development and infrastructure investment bring opportunities and 
equality in prosperity to all population groups, especially vulnerable people such as 
the poor, ethnic minorities, women and children. But there remains an issue of gender 
inequality in this economic growth model. This chapter analyzes the obstacles and 
challenges that households resettled by hydropower projects in stabilizing livelihoods 
and development. Thai ethnic minority has many difficulties during the relocation and 
adaption to new living conditions in resettlement sites. There were concerns about 
livelihood restoration in resettlement sites of Son La hydropower plant, particularly 
the limited interest and focus on job creation and livelihood support for affected 
Thai ethnic people. They have faced various obstacles to adapt to a modern lifestyle, 
which is different from their traditional ethnic culture. Moreover, illiterate people 
could not find a new job with a stable income. 

Keywords Resettlement · Livelihood restoration · Ethnic · Hydropower plant ·
Vietnam
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1 Introduction 

In order to achieve economic development goals and secure the energy supply for 
development, a number of developing countries have focused on building hydroelec-
tric plants. Apart from the significant benefits from hydropower projects, such as elec-
tricity supply for socio-economic development and budget revenue generation, there 
are multiple negative impacts that hinder development, especially issues related to 
involuntary resettlement of displaced communities. There are concerns about issues 
surrounding forced land acquisition and adverse effects on people whose land is 
acquired by hydropower projects. Involuntary resettlement and farmland acquisition 
lead to loss of livelihood assets, less access to public services and disruption of 
traditional social networks of indigenous peoples, resulting in stress and burdens on 
displaced people (Gutman, 2003; IFC,  2012; WB,  2004). 

An assessment of damages caused by relocation and resettlement in hydropower 
projects is a mandatory requirement by national regulations and donors. The resettle-
ment plan and social assessment are strongly linked with displaced people; therefore, 
their interests and satisfaction should be integrated into these documents. The reset-
tlement planning and social impact assessment processes both interact with people’s 
sense of belonging and their wellbeing (Vanclay et al., 2015). Although donors such 
as the World Bank or International Finance Corporation (IFC) require compliance 
with social safeguard policies in case of involuntary relocation in projects, govern-
ments do not always fully comply by negotiating with the affected people. As a 
result, resettlement may lead to exposure to poverty and significant mental losses by 
displaced persons (Frank, 2017). 

Various in-depth studies on social impacts of hydropower projects in the world 
indicated that many aspects are omitted in the planning and delivery of compensa-
tion and resettlement support for affected people such as stakeholder’s engagement 
in planning and decision-making process; compensation and resettlement support 
mechanism is unclear and disadvantaged people are not given adequate attention in 
the compensation and resettlement policies (Gutman, 2003; Rowan, 2017; Smyth  
et al., 2015). Among the vulnerable people, ethnic minorities, particularly ethnic 
women, are exposed to double vulnerability because they have poor development 
indicators, including high poverty rate, living in disadvantaged areas, limited liveli-
hoods, low resilience to shocks, among others. On the other hand, governments 
have few comprehensive researches on the impacts of relocation and resettlement, 
especially for ethnic minorities. Existing studies on social impact assessment of 
hydropower projects have not covered the adaptation of disadvantaged people to new 
living conditions, the ability to restore their livelihoods in the long term and particu-
larly the plans to restore the traditional spiritual and cultural values of affected ethnic 
communities (Colchester, 2000; Gutman, 2003; Nguyen et al., 2017; Ronggang, 
2008). 

In the research on free-migrant women in the Three Gorges Dam Hydro Electric 
Power Plant (China), Yan Tan stated that women have less opportunity to partici-
pate in the relocation decision-making process. After being relocated, women had
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difficulties in finding jobs in the non-agricultural sector, although they tried hard 
to participate in agricultural activities to ensure livelihoods in the new living envi-
ronment. It is shown that gender perspectives are either incomplete or absent in 
resettlement planning and livelihood restoration (Tan, 2008: 1–38). 

The development view argues that gender participation in the decision-making 
process and development planning, including resettlement and livelihood restora-
tion plans for involuntarily displaced people by hydropower and infrastructure 
projects, brings obvious economic benefits (Gutman, 2003). However, the impacts 
of resettlement in hydropower projects on Vietnamese ethnic minority women have 
been discussed in few studies. Gender mainstreaming in resettlement policy of 
hydropower plants and infrastructure projects in general has not been adequately 
considered. Therefore, it is essential and urgent to analyze the gender mainstreaming 
in resettlement policy formulation for developing countries. 

Vietnam is a developing country in needs of projects to build and upgrade infras-
tructure such as hydroelectric projects to meet development objectives. Hundreds of 
large and small hydropower projects have been built, mainly in mountainous areas, 
where ethnic minorities reside. Although the Government of Vietnam has made 
great efforts in resettlement planning, socio-environmental impact assessment and 
livelihood restoration, the immense impacts caused by hydropower projects have 
significantly affected the lives, livelihoods, cultural and spiritual properties of the 
affected people, especially the ethnic minorities and women. The social issues related 
to resettlement and livelihood recovery for displaced people are posing significant 
challenges to the government as well as the communities affected by hydropower 
projects. 

2 Methodology 

The approach in this chapter benefits from an anthropological perspective. The theory 
of inclusive social development with comprehensive development goals, without low-
lying areas for disadvantaged people in society, demonstrates the social capacity to 
organize productive resources to meet changes in the social transformation, including 
organizational, infrastructure, physical, social, mental and psychological changes. 

Nonetheless, there have been imbalances resulting from alterations, redundancies, 
deficiencies or disturbances that slow growth or threaten life during the development 
process. Therefore, inclusive development is viewed as the upward movements of 
the society with positive changes from lower to higher levels, including infrastruc-
ture conditions as well as results in enjoyment and creation, and must bring equal 
opportunities and prosperity to all. From an anthropological perspective, the issue of 
policy formulation needs to be seen by perceptions of both government and stake-
holders with the uniform participation in the research of policy formulation and 
implementation (Michael, 1993).
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A proper governance in the development of resettlement policies creates substan-
tial power because the stakeholders’ engagement is fundamental to success in gover-
nance. It requires the voice of stakeholders and the interests of all parties are taken 
into account in the formulation of resettlement policies. Engagement strategy should 
have a clear segregation in each stage of design and implementation. In addition, the 
voices of social organizations and individuals affected by the resettlement policies 
should be seriously considered (Erdiaw-Kwasie et al., 2014). 

Gender mainstreaming in resettlement policies is essential. Gender roles are set 
by culture, social norms and values. However, gender division and gender-related 
influencing factors are insignificant in the current development of resettlement poli-
cies. There is a significant difference between men and women in need of liveli-
hood restoration (UNDP, 2017; WB,  2004). Meanwhile, the resettlement policy in 
infrastructure projects often overlooks traditional cultural norms and ignores liveli-
hood restoration factors that tend to be influenced by culture. Vulnerable groups, 
especially women from ethnic minorities, are always double-vulnerable due to their 
higher poverty rate, lower education levels, poorer access to social services, and being 
neglected in policy making. The resettlement policies of hydropower projects need 
to be improved with gender actions to help women and men restore their livelihoods 
successfully. Nevertheless, it is evident in Vietnam’s hydropower projects that the 
resettlement plans are designed without taking into account gender mainstreaming. 
The resettlement plans failed to recognize the different roles of men and women in 
households as well as equality in decision-making to bring benefits from supportive 
policies and recovery opportunities to women, especially ethnic ones. 

The livelihood of Thai people resettled in Son La hydropower is analyzed in this 
case study to learn their difficulties, especially women, in restoring their livelihoods. 
Displacement and involuntary resettlement have resulted in Thai women losing their 
livelihood assets, reducing their access to public services and disrupting their tradi-
tional social networks. Resettlement led to stresses and burdens on displaced people 
in general and Thai women in particular. The study also recommends how Vietnamese 
government should observe social safeguards policies in the face of involuntary relo-
cation and resettlement of hydropower projects from the case of Son La hydropower 
plant. 

In this chapter, the authors use field survey data, which was collected for the 
social impact assessment of resettlement in Son La hydropower project to inform its 
pre-feasibility study between 2001 and 2014. The authors conducted numerous field 
trips during the relocation of Thai ethnic communities in the districts of Da river 
reservoir to their new residence in Son La and Dien Bien provinces. The authors 
directly engaged in different surveys of major relocations in 2004, 2008 and 2014 
with women and men from the displaced Thai communities previously living in 
Quynh Nhai and Thuan Chau districts (Son La province) and Tua Chua district 
(Dien Bien province) and currently moving to new houses in Moc Chau, Thuan 
Chau and Yen Chau districts (Son La province) and Tuan Giao district (Dien Bien 
province). The survey data was collected in ten years, allowing the research team to 
return to the study sites several times and replicate the qualitative surveys to assess 
the ex-ante and ex-post resettlement of selected resettled households.
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In addition, the chapter benefited from a desk review of documents and policies 
of the Government of Vietnam related to resettlement and livelihood restoration for 
Son La hydropower project. The collected documents are arranged in chronological 
order and implementation issues of the resettlement plan by phases. They are policy 
changes and improvements, instead of building resettlement models in Moc Chau 
district (2003–2005), which were not suitable with Thai culture and expectations, the 
voluntary resettlement model, which was consulted with the displaced people, and the 
plan to restore livelihoods and preserve local cultural values in Thuan Chau district 
(2007–2008); and the consultations with affected Thai women with gender dimen-
sions and participatory decision-making in post-resettlement livelihood restoration 
plan and indigenous cultural factors of Thai people. In 2004–2005, Dang made two 
field trips in Son La province to conduct in-depth interviews with 10 Thai women 
in It Ong commune of Muong La district (where they had to leave) and Tan Lap 
commune of Moc Chau district (where they had to resettle). In 2007, the research 
team (Dang and Pham Linh) had two meetings with district officials and 15 in-depth 
interviews with Thai women at the new resettlement site in the districts of Thuan 
Chau, Quynh Nhai and Muong La (Son La province). In 2014, Pham Van Loi and 
Pham Quang Linh received funds from Son La Department of Science and Tech-
nology to deliver qualitative surveys, including 10 in-depth interviews, two group 
discussions and field observations, and a 761-household survey on social impact 
assessment of resettlement in Son La hydropower project. Household survey data 
were analyzed by Dang and Pham Linh using SPSS.20 software (see Table 1). 

Table 1 Demographic characteristics of the survey sample 

% N (760) 

Sex Male 71.4 543 

Female 28.5 217 

Education Never been to school 9.2 70 

Primary 38.6 293 

Lower secondary school 37.2 283 

Higher secondary school 10.1 77 

College, university 4.9 27 

Occupation Agriculture 88.7 674 

Trade and service 2.1 16 

Paid employment 5.4 41 

Others 3.9 29 

Marriage Married 90.7 689 

Not married 5.1 39 

Widow, divorced separated 4.2 32 

Type of resettlement In-situ resettlement 40.9 264 

Displacement in resettlement site 59.1 381
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Among the surveyed 645 resettled households, 264 households had in-situ reset-
tlement and were relocated in their original commune, and 381 households moved 
to a new place of residence outside their district. Specifically, most of households 
in the districts, which were located in the reservoir center such as Muong La and 
Quynh Nhai, had in-situ resettlement, which means that these households resettled 
in the village or commune of their homeland. People from the districts far from the 
reservoir center such as Moc Chau and Mai Son had to move to new resettlement 
sites, in 50 km to 200 km away from their hometown. 

3 Son La Hydropower Plant Resettlement Project 
Information 

Son La hydropower plant is the biggest key project in Vietnam ever. In this important 
project, 92,301 people from 20,477 households in three provinces of Lai Chau, Dien 
Bien and Son La were relocated. The relocation and resettlement started in 2003 
and lasted until 2013 with many social problems arising during the implementation. 
Among those affected by the Son La hydropower project, the Thai ethnic group, 
which is the largest ethnic population living in the floodplain area of the hydropower 
reservoir, accounts for 80%. 

Currently, the population of Thai ethnic group in Vietnam is 1,550,423 people, 
ranking third in 54 ethnic groups. Thai people have a long history of residence and a 
unique culture in Son La province. This province is regarded as a cultural cradle of 
Thai people, especially the “black” Thai group. The affected Thai people accounted 
for more than 88% of total displaced households in Son La hydropower project. 

The resettlement of people living in the floodplain area of the hydroelectric plant 
in Son La province took place in three stages: 

Stage 1: Resettling people to clear land for the plant construction and testing the 
sample resettlement area in Tan Lap commune (Moc Chau district). This stage took 
place in 2003 and 2004 to resettle the people in It Ong and Muong Trai communes 
(Muong La district) and Liep Te commune (Thuan Chau district) and clear land for 
starting the plant construction by November 2005. 

Stage 2: Resettling people living below the 140 m elevation and in the floodplain 
area for building a phase-1 cofferdam in December 2005. 

Stage 3: Resettling people living people in the floodplain area in stage 3 in 2006– 
2010. This is the largest resettlement, which ended in April 2010. On May 15, 2010, 
the contractors started filling the reservoir. On November 5, 2010, the water level 
was 189.3 m to activate the power of Son La hydropower plant (see more Table 2).
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Thai rice fields of Na Pha, Villages, Muong Trai 

Commune, Muong La District before relocation and 

resettlement. 

Photo by Dang, June 2007 

Thai women catch crabs and snails in It Ong streams 

Muong La District before relocation and resettlement. 

Photo by Dang, June 2007 

Summary of Son La Hydropower resettlement in Son La province in each year is 
presented as follows: 

The people in Son La province were resettled by four forms: Rural Resettle-
ment, Urban Resettlement, Voluntary Resettlement and Resettlement under Decree 
197. Rural Resettlement includes concentrated resettlement and mixed resettlement. 
Urban Resettlement consists only concentrated resettlement in Phieng Lanh town 
(Quynh Nhai district) and Chieng Sinh town (Son La city) (Vietnamese Prime 
Minister, 2004, 2013, 2014). 

Under the Prime Minister’s final decision in 2013, the resettlement plan for the 
people in Son La province was arranged as follows: 

People were relocated in the form of concentrated resettlement in 54 sites, 237 
locations, of which: rural concentrated resettlement 52 sites, 224 locations; urban 
concentrated resettlement 2 sites, 13 locations; mixed resettlement in 37 villages of 16 
communes, and voluntary resettlement. A total of 12,584 households were relocated, 
of which: rural concentrated resettlement 9,862 households; urban concentrated 
resettlement 1,497 households; mixed resettlement 488 households; and voluntary 
resettlement 737 households. The total area of residential land and productive land is 
37,207 ha, of which: residential land 580 ha (resettlement land 389 ha, reserve land 
191 ha); farmland 17,900 ha; and forest land 18,726 ha. In the Son La hydropower 
project, all people subject to mixed resettlement are living in the rural area (Son La 
Province People’s Committee, 2005, 2016; Vietnamese Primer Minister, 2013), (see 
Tables 3 and 4).

Thai displaced people account for 88% of the total displaced population. There-
fore, they are most affected among the ethnic groups to be relocated for Son La 
hydropower project (see Table 5).

The survey 2014 shows that the life and income of the resettled Thai people have 
changed significantly after moving to a new place and especially when the project’s
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Table 3 Resettlement results in Son La province for Son La hydropower project 

No Resettlement 
form 

Number of 
resettlement 
sites 

Number of 
resettlement 
locations 

Total number of 
households 

of which 

Rural Urban 

1 Rural 
concentrated 
resettlement 

52 224 9,664 9,664 0 

2 Rural mixed 
resettlement 

16 37 488 488 0 

3 Urban 
concentrated 
resettlement 

2 13 1,497 0 1,497 

4 Voluntary 
resettlement 

– – 737 737 0 

5 Resettlement 
under Decree 
197 

– – 198 198 0 

Total 70 274 12,584 11,087 1,497 

Source Vietnamese Prime Minister’s Decision, 2013 

Table 4 Summary of 
resettlement forms in Son La 
province 

Resettlement forms Number of households 

Quantity Percentage 

Rural concentrated resettlement 9,664 76.80 

Urban concentrated resettlement 1,317 10.47 

Mixed resettlement (rural) 488 3.88 

Voluntary resettlement 737 5.86 

Resettlement under Decree 197 198 1.57 

Total 12,584 100 

Source Vietnamese Prime Minister’s Decision, 2013

Table 5 Ethnic structure of 
people in floodplain area of 
Son La hydropower plant 

Ethnic Number of 
households 

Number of 
people 

Percentage (%) 

Thai 6,699 42,225 87.95 

Khang 307 1,751 3.85 

La Ha 430 2,700 5.62 

Kinh 280 1,230 2.56 

Total 7,716 48,006 100 

Source Institute of Agricultural Planning and Design, 1998:8
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Table 6 Arable land of Thai 
people in the surveyed areas 

Indicators Prior to resettlement After resettlement 

Number of family 
members (person) 

4.6 4.7 

Number of main 
laborer (person) 

2.4 2.6 

Ethnicity (%) 

Thai 98.0 97.6 

Others 2.0 2.4 

Average land area (m2/household) 

Land for growing 
wet rice 

2,000 293 

Upland land 
growing rice 

11,460 2,000 

Land for growing 
vegetables and fruit 
trees 

700 75,9 

Forest land 18,470 2,566 

Residential land 350 400 

Garden 100 64 

Source Field survey results, Pham Van Loi and Pham Quang Linh, 
2014 

food supports finished in two years. The area of arable land of wet rice cultivation 
decreased by 2/3 compared with the old place, and the area of upland cultivation also 
declined by half. Not to mention that the benefits from community forests are no 
longer the same. The life of the relocated Thai is actually more difficult (see Table 
6). 

For example, each household has an average of 2,000 m2 of wet-rice field before 
relocation, and only 293 m2 after relocation. Swidden land for upland paddy has 
also shrunk by 5–7 times. Land for crops and fruit trees before resettlement was 700 
m2 per household, and 72% of households no longer have this type of land after 
resettlement. Nonetheless, their residential land is larger, because Thai people have 
the cultural custom to build houses next to each other to visit and care in family 
and kinship relationships. In new resettlement sites, the housing plots are divided as 
planned, giving them a little larger residential land, but the family and community 
relationships are less tight for different reasons. First, households with family and 
kin relationships are not resettled in one place. Second, households with a close 
relationship do not build houses near each other because they have to draw lots to 
pick their residential land plots (see Table 7).
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Table 7 Actual production land area of households before and after resettlement 

Land 
category 

Area Prior to resettlement After resettlement 

In-situ 
resettlement 
(% hhs) 

Displacement 
in 
resettlement 
site (% hhs) 

N In-situ 
resettlement 
(% hhs) 

Displacement 
in 
resettlement 
site (% hhs) 

N 

Wet-rice 
land 

*** * 

< 1,000 m2 36.3 20.4 164 90.2 83.0 523 

1,000 
m2–4,000 
m2 

48.2 41.3 270 7.8 9.9 55 

4,000–8,000 
m2 

4.9 17.9 78 0.8 2.5 11 

> 8,000 m2 10.6 20.4 101 1.2 4.7 20 

Average 100 100 609 100 100 609 

Swidden 
land 

< 1,000 m2 18.1 19.4 115 41.3 45.6 267 

1,000 
m2–4,000 
m2 

11.5 9.3 63 14.0 9.6 69 

4,000–8,000 
m2 

8.6 13.1 69 8.7 11.5 63 

> 8,000 m2 61.7 58.2 363 36.0 33.3 209 

Average 100 100 609 100 100 609 

Crop and 
fruit tree 
land 

*** * 

< 1,000 m2 68.3 46.2 332 89.3 89.7 539 

1,000 
m2–4,000 
m2 

7.8 13.4 67 4.1 2.2 18 

4,000–8,000 
m2 

7.4 12.5 63 1.2 3.6 16 

> 8,000 m2 16.5 27.9 140 5.3 4.5 29 

Average 100 100 602 100 100 602 

Forest land * *** 

< 1,000 m2 58.8 64.6 375 81.1 92.2 528 

1,000 
m2–4,000 
m2 

8.6 5.6 41 4.1 4.2 25 

4,000–8,000 
m2 

3.3 7.0 33 1.2 1.9 10

(continued)
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Table 7 (continued)

Land
category

Area Prior to resettlement After resettlement

In-situ
resettlement
(% hhs)

Displacement
in
resettlement
site (% hhs)

N In-situ
resettlement
(% hhs)

Displacement
in
resettlement
site (% hhs)

N

> 8,000 m2 29.2 22.8 153 13.6 1.7 39 

Average 100 100 602 100 100 602 

Residential 
land 

* *** 

< 300 m2 51.7 46.5 290 97.9 94.4 572 

300 
m2–1,000 
m2 

46.3 47.9 282 2.1 5.6 25 

> 1,000 m2 2.1 5.6 25 0 0 0 

100 100 609 100 100 609 

Gardening 
land 

* 

< 300 m2 72.4 60.0 389 92.2 95.5 564 

300 
m2–1,000 
m2 

18.1 23.9 129 5.8 3.1 25 

> 1,000 m2 9.4 16.0 80 2.0 1.4 10 

100 100 599 100 100 599 

Note Significance level: *** p < 0.001; ** p < 0.005; * p < 0.1 
Source Field survey results, Pham Van Loi and Pham Quang Linh, 2014 

Burn cultivation along Da River in Nam Gion Cummune, Muong 

La District. Photo by Dang, 2007 

Building a new house in Muong Trai Commune. Photo by 

Dang, 2007 

Households subject to involuntary resettlement have been significantly affected 
because they lost the stable livelihoods that they used to have in the original place of 
residence. Besides, resettled households were disconnected from their social relation-
ships (e.g., family and community) and culture (e.g., festivals and traditional customs 
and practices associated with the forests and land which are the homeland of them 
and their ancestors). On the ground of the government’s policy, Son La province 
decided to compensate each household by 400 m2 of residential land, 19,000 m2 of 
agricultural land and 13,000 m2 of forest land. In fact, the households’ agricultural
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land, especially wet rice fields, which is the main livelihood of Thai households, 
has been largely downsized. In particular, the percentage of households with more 
than 1,000 m2 of farmland dropped sharply after resettlement (from 63.8% prior to 
resettlement to only 8.4%) (Pham Quang Linh, 2016; Pham Van Loi, 2015). 

The evaluation of compensation and resettlement policies in Son La hydropower 
project indicates that resettled people lost their important livelihoods from agricul-
ture, especially land. The government made efforts to compensate affected house-
holds to enable them to attain an equivalent or better living standard than they had in 
the former residence. In reality, the land resource is limited because most agricultural 
land was allocated to legal owners. The local people do not have much wet rice land 
to give to their new neighbors. The land for growing vegetables and other crops as 
well as forest land are also limited because the available land is not productive. As a 
result, these mounting challenges have put resettled households in difficult situations. 

4 Policy Effectiveness and Barriers on Livelihoods 
of Resettled Households 

4.1 Policy Benefits 

92.4% of displaced families benefited from the compensation, support and resettle-
ment policies. The majority of them received relocation support (83.2%) and life 
stabilization support (42.3%). In addition, some households in the survey sample 
(7.6%) were not supported because they were local residents or teachers’ families 
living in resettlement sites. 

Nearly half of the households (49.5%) received one out of nine supports.1 27.9% of 
families got two supports, while a small percentage of resettled people were entitled 
to three or more supports (under 6.4%). There is no difference in the number of 
supports between the in-situ resettled households and the households relocated in 
resettlement sites (Table 8).

The analysis shows that 31.2% of households were better off and 22.2% of house-
holds had the same living standards, while nearly half of households were worse off 
(46.7%). In-situ resettled households had a better standard of living than those in 
resettlement sites, but the difference is insignificant (p < 0.05) (Fig. 1).

Sources of Livelihood 
Nearly 90% of resettled households earn their income from agricultural production, 
so their livelihoods still rely on agriculture after resettlement. 59.1% of families 
shifted to other crops, mostly maize, while 56% of households changed their livestock 
structure, focusing more on cattle. Only 9.7% of families opened a local business.

1 Nine forms of support include: relocation support, life stabilization support, business support, 
vocational training support, housing rental support, support for ethnic minorities, support for female-
headed households, support for illiteracy eradication, and social support. 
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Table 8 Policy enjoyment by location and type of resettlement (%) 

No support One support Two supports Three or more 
supports 

N 

Location*** 

Mô. c Châu 5.6 58.2 24.5 11.7 196 

Mai So, n 48.4 17.2 33.6 0.8 122 

Mu,ò, ng La 5.0 57.0 29.0 9.0 200 

Quỳnh Nhai 6.8 55.6 25.1 12.6 207 

Type of resettlement 

In-situ resettlement 4.9 56.8 27.7 10.6 264 

Displacement in 
resettlement sites 

5.5 51.4 32.9 11.0 381 

Note Significance level: *** p < 0.001 
Source Field survey results, Pham Van Loi and Pham Quang Linh, 2014

31.2 

22.2 

46.7 

33 
25.8 

41.3 

29.9 

19.7 

50.4 

Displacement in 
resettlement site 

In-situ 
resettlement 

Overall 

Better Equal Worse 

Fig. 1 Post-resettlement living standard by type of resettlement (%) (N = 645). (Source Field 
survey results, Pham Van Loi and Pham Quang Linh, 2014)

Few families earn living from local handicraft, processing or tourism services (less 
than 3.7%). 

Households mainly use the cash support to finance crops on their new land, 
and partially spend on family consumption, house construction/repair and live-
stock production. Families in resettlement sites prioritized crops (52.8%) and house 
construction/repair (42.1%) more than in-situ resettled households (35.9% and 
32.4%, respectively) (see Fig. 2).

The survey indicates that most of the resettled people use cash compensation and 
support to build houses, spend on family consumption and invest in crops and animal 
husbandry. After resettlement, they have almost no money left to fund businesses.
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45.8 

28.4 

4.6 

3.6 

45.3 

38.1 

8.8 

25.5 

1.9 

35.9 

24.4 

3.1 

5 

47.9 

32.4 

10.7 

26 

1.1 

52.8 

31.2 

5.6 

2.7 

43.5 

42.1 

7.5 

25.1 

2.4 

OverallIn-situ 
resettlement 

Displacement in 
resettlement site 

Depositing in banks 

Buying home appliances 

Giving to children 

Building/repairing houses 

Spending on family consumption 

Investing in trading business 

Investing in handicraft 

Investing in animal husbandry 

Investing in crop production 

Fig. 2 Use of cash support by type of resettlement (%) (N = 645). (Source Field survey results, 
Pham Van Loi and Pham Quang Linh, 2014)

4.2 Barriers to Livelihoods After Resettlement 

To answer questions on policy evaluation opinions, people expressed more interest in 
occupation-related policies. Most respondents believe that cash support is not suffi-
cient to start a new job or restore the existing livelihood after resettlement (58.7%). 
32.6% interviewees believe that the irrigation system fails to meet the needs of 
agricultural development, while others think that they don’t receive any vocational 
training for the current job (23.9%) (Table 9).

The field survey reveals that the government’s policies on supports for reset-
tled households have not been implemented as expected. The support packages on 
training to change production practices were effective when the infrastructure such as 
irrigation, transport and other necessary conditions (the inadequate training courses) 
in new resettlement sites is not sufficient for people to get new jobs or change their 
working customs. 

Currently, the resettled households are challenged by lack of productive land, 
shortage of food and especially new knowledge to cultivate new crops in new climatic 
and soil conditions, which are different from their old hometown (see Table 10).

The policy to support resettled households has been prioritized by the government. 
However, in reality, households do not know how to use these production and credit 
supports effectively to finance their production and trading activities. The respon-
dents suggested that the production and credit supports should be accompanied by 
appropriate occupational training and production models. 

For example, there are rooms for improvement in selected policies such as credit 
and employment supports for resettled households, especially poor ethnic women.
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Table 9 Opinions on barriers to livelihoods by gender of respondents (%) 

Male (N = 543) Female (N = 217) Overall (N = 760) 
Don’t receive any vocational 
training for the current job 

21.2 30.8 23.9 

Previous training is outdated to do 
the current job 

10.6 11.5 10.9 

Production practices impede rapid 
adaptation to the new occupational 
demands 

7.6 7.7 7.6 

Irrigation system does not meet the 
needs of agricultural development 

27.3 46.2 32.6 

Insufficient funds to start a new job 
or restore the existing livelihood 

57.6 61.5 58.7 

Difficult transport conditions 18.2 3.8 14.1 

Source Field survey results, Pham Van Loi and Pham Quang Linh, 2014

For example, the government only applied low interest rate credit to poor households. 
The field survey indicates that the credit policy is not suitable for both women who 
are able to restore production in a new place and for poor women who are eligible 
to preferential interest rates. 

“There should be changes in loan maturity and value for household borrowers 
in the credit policy. The current policy allows households, who have to invest in 
completely new production, to borrow maximum VND 30 million, which is not 
enough to recover the production as before. Non-poor households like my family are 
not offered preferences, but the higher interest rates, so we do not dare to borrow. 
Meanwhile, poor Thai women who are eligible to preferential interest rates do not 
know how to apply for loans because they are illiterate, so they have to ask husbands 
or brothers (who are men) to process the borrowing procedures for them. Some do 
not know what to invest in production and do not dare to borrow either” (In-depth 
interview with Mrs. L.T.H., 45 years old, Thai ethnic group, Tan Lap commune, Moc 
Chau district, 2007). 

“The land and forest allocation policy also has many shortcomings. There are 
many complex issues related to the boundaries between villages and communes. 
The allocation of land and forest caused different disputes and conflicts between 
resettled people and local residents. We directed the local residents to give land to 
the resettled people and the latter will plant what the former cultivate. But the new 
comers are unfamiliar with local climate and soil characteristics, so they usually 
failed and had no income” (FGD Leader group, Moc Chau District, 2007). 

“The production support mechanism is inappropriate. For those who have to 
migrate to the new area, the allocated land is only a quarter of what they had in 
the old place. Therefore, there must be technical guidance for them to adapt to 
new production conditions. It takes a long time for the resettled people to restore 
their production. In addition, there is no investment or production support for local 
residents who handed over their land to the migrants, so they have faced a lot of
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Table 10 Opinions on challenges of resettled households 

Gender N = 760 Type of resettlement N = 645 
Male 
(N = 543) 

Female (N = 
217) 

In-situ 
resettlement 
(N = 264) 

Displacement 
in 
resettlement 
sites (N = 
381) 

Unsufficient 
arable land 

87.7 86.1 558 88.3 85.8 558 

New varieties 
of crop 

*** 

23.7 27.8 173 11.7 34.8 163 

New varieties 
of animal 

9.6 9.6 67 6.4 12.4 64 

Excess labor, 
no available 
jobs 

** *** 

54.9 49.7 368 51.6 58.4 346 

Unsufficient 
wet rice land 

*** * 

75.4 74.3 525 38.4 61.6 560 

Shortage of 
funds 

* ** 

62.5 64.7 446 59.1 66.5 408 

Poor 
irrigation 

** 

51.4 46.5 350 45.8 51.2 315 

Unfamiliarity 
with to new 
weather, 
climate, and 
cropping 
seasons 

* *** 

7.6 10.2 58 17.4 19.8 121 

Inefficient 
uses of cash 
support 

** *** 

78.6 21.4 192 41.2 37.9 174 

Lost 
traditional 
family and 
kin 
relationships 

** *** 

47.3 58.8 351 37.4 64.4 340 

Note Significance level: *** p < 0.001; ** p < 0.005; * p < 0.1 
Source Pham Van Loi, 2015 and Pham Quang Linh, 2016

difficulties. If the inadequate resettlement models are applied, people’s livelihood 
cannot be developed because their production is not stable” (FGD Leader group, 
Quynh Nhai district, 2007). 

As a large project with a massive number of affected people, of which the majority 
are ethnic minorities, the Son La hydropower project made some adjustments during
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the course of implementation. The resettlement policies partly satisfy the immediate 
living needs of relocated people. Basically, Son La hydropower project supported the 
affected people to have a temporarily stable life. In addition to accommodation, it is 
necessary to have policies and financial mechanisms to create jobs (for households 
losing farmland or resettled people). It takes a long time to restore the lives and 
livelihoods of affected households (Pham Quang Hoan editor, 2012). However, the 
support policies to restore people’s incomes have not been secured by long-term 
financial resources. The project is limited to compensation for land uses and directly 
damaged assets, mainly infrastructure, food relief during resettlement. Other indirect 
and intangible damages such as livelihoods, income, business location, fisheries, 
forest benefits, traditional cultural value, etc. have not been thoroughly considered 
in the resettlement plans. 

For example, the project’s livelihood restoration policy only compensates for 
losses from the crops in the old residence and pays a lump sum to support vocational 
training and job change. But in reality, there is no detailed guidance for the people, 
especially women. As a result, many Thai women have had a hard time after getting 
paid for resettlement and trying new production activities in new places. 

“My family received compensation from the project and invested in livestock in 
the new place. But myself, as a woman, did not receive any technical guidance in 
building barns, taking care of livestock, particularly raising cattle and poultry. So I 
tinkered to find out how to make a garden to raise pigs and ducks. Then, the animals 
got sick and died. We lost all the money and did not know what to do to earn income” 
(In-depth interview with Mrs. Vi.T.C, 45 years old, Thai ethnic group, Muong Giang 
commune, Quynh Nhai district, 2007). 

“I heard that there are households raising pigs according to the Biogas model, 
which is very successful, but it has not been replicated by the project to other house-
holds. In this Nghe Tong village, there are many Thai households had to tinker 
with pigeons and porcupines without advice from technical staff. So they all failed” 
(In-depth interview with Lo T. N., 38 years old, Nghe Tong village, Muong Giang 
commune, Quynh Nhai district, 2007). 

While implementing the resettlement policy, there have been lots of arising prob-
lems from livelihood support for households. One single support policy was applied to 
the resettlement sites with different socio-economic conditions and different reset-
tlement processes. Therefore, some resettled Thai households did not accept the 
livelihood restoration supports. 

“Currently, there is a slowdown in the development of new resettlement sites. In 
many places with good conditions like Mai Son district, the migrants are poorer than 
the local people. Previously, the Thai village had many trees. In the new resettlement 
village, there are no trees at all. In Tan Lap commune of Moc Chau district, migrants 
want to return to their old villages because of the change in climate. Previously, they 
stayed in a place all the time and was topless. Now they have to wear sweaters all day 
long. Some households lived by rivers and earned their living from fishing. Now they 
lost the traditional livelihood and suddenly had to switch to tea cultivation. So they 
want to come back to where they lived before, because the new place is developing 
into an urban area. The most important thing is that the resettlement and livelihood
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support policy is not appropriate, and the government’s operating mechanism is not 
suitable” (Staff group discussion, Muong La district, 2007). 

Thai ethnic women are familiar with farming activities, working hard and taking 
care of the family. Before the resettlement, they had a peaceful life, doing farming 
activities as wet rice cultivation, upland cultivation, animal husbandry and collection 
of forest products. Although living under self-sufficiency, their livelihood and income 
are quite stable. The natural conditions in the living environment favor them in 
a peaceful life, having food and raiment with close and cozy relationships in the 
community (Dang Thi Hoa, 2012). In addition to upland cultivation of rice, maize, 
cassava and legume, Thai women have a lot of experiences in growing intercropped 
vegetables; collecting forest products as food for their daily meals such as forest 
vegetables, bamboo shoots and mushrooms; catching mollusks and small animals as 
food for family meals such as snails, crabs, fish, shrimp, etc. 

Because of the resettlement, the life of Thai women, which was self-contained 
with little impact, has changed dramatically. They do not earn any income, apart 
from the food subsidy provided by the state, and no longer access to natural benefits. 
They have to manage hard to feed the family. This is a considerable obstacle for Thai 
women resettled in the Son La hydroelectricity project. According to the results 
of in-depth interviews with Thai women in their new places, various respondents 
shared the view that the forest land is much smaller than the old place. Therefore, the 
gathering of forest products is challenging due to the rapid deterioration of forest. 
Previously, Thai women in Bia và Co Tran villages (Quynh Nhai district) went to 
the forest to pick various kinds of vegetables, bamboo shoots and mushrooms in the 
natural environment for daily meals. The stock of vegetables and mushrooms are 
considered by them to be plentiful and easy to find. At present, they still go to the 
forest in their new place, but get very little and not enough for daily meals. Ms. Lo 
Thi L. in Bia village (Quynh Nhai district) said: “Before I and other Thai women went 
to the forest occasionally to pick vegetables, bamboo shoots and mushrooms, caught 
fishes and took moss from the stream for our meals. Now the streams are deeply 
flooded, the forest land was divided into small pieces and allocated to households 
for management, where they planted trees for economic purposes. Even the forests 
owned by some families are not rich in terms of vegetables and fruits as before. 
Currently, we rarely go to the forest, and shop in stores or markets instead because 
many things are available there and shopping is much more convenient. Everything 
is available but it costs a lot of money, not free from the natural environment like 
before resettlement”. 

While adapting to new living conditions, many Thai households had to alter their 
livelihoods. Previously, most of them earn their living from two-crop wet rice cultiva-
tion and upland cultivation. After resettlement, up to one-third of households shifted 
to cattle, poultry and aquaculture farming. Some households invested in small busi-
nesses. Particularly, 49.2% of households invested in farming, only 8% of house-
holds spent money on additional arable land; 30.38% of households invested in 
cattle, poultry and aquaculture. Most of the compensation were spent on household 
consumption, purchasing equipment, amenities, building houses and sharing with 
children.
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Thai girls go to school in resettlement sites of Nam Gion 

commune. Photo by Dang, 2009. 

Thai Women go to work as workers in the resettlement site of 

Phieng Lanh, Quynh Nhai. Photo by Pham Linh, 2014. 

At the resettlement site in Phieng Lanh town (Quynh Nhai district), the choice 
of resettlement in the urban area means that they have only residential land and 
no more productive land. Then, many people have been looking for new forms of 
livelihood such as trading, motorbike taxi driving, photocopying, catering, etc. Most 
of women chose trading, meaning buying vegetables, fruits or food from farmers to 
sell in markets. Ms. Lo Thi V. informed that she earned VND 200,000–300,000 on a 
daily basis by doing this business. However, unlike the elderly, many young people 
are not interested in these jobs because they are ashamed. They prefer occupations 
which allow them less likely to appear on the streets, such as restaurant waiters or 
workers in faraway factories. Younger women, who are in good health conditions, 
usually chose working as workers (Field survey in a town of Quynh Nhai district, 
2007). 

Data from the survey (Table 11) shows that the main income sources of households 
from rice cultivation and collection of forest benefits before resettlement shifted to 
animal husbandry and working for hire after resettlement. These changes also reflect 
clearly the current situation of resettled Thai people in Son La hydropower plant.

The survey clearly presents the livelihoods of displaced Thai households in 2014 
five districts/cities of Son La province after four years of resettlement. The ex-post 
resettlement issues with regard to livelihood are important challenges to central and 
provincial governments. The Prime Minister also distinctly indicated the concerns 
in his speech at the Son La Hydropower Plant Resettlement Review Conference 
in December 2016. According to the Prime Minister, the ethnic minorities made a 
tremendous contribution when they agreed to leave the hometown to clear land for 
the project. As evaluated by the Project Management Unit, the resettled people have 
earned more than VND 1.2 million/person/month in 2015, 3.92 times higher than their 
income before the resettlement. The poverty rate decreased by 2.56 times. Therefore, 
the Prime Minister questioned whether the results match the actual livelihoods of 
affected people. Obviously, there are rooms for improvements in the compensation 
policies because income-earning jobs have not been sufficiently created and the 
displaced people have not been attached to the new land. This key challenge poses a 
fundamental concern for leaders (Vietnamese Government, Son La province People’s 
Committee, 2016; Vietnamese Prime Minister, 2013).
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Table 11 Assessment of current household compared to ex-ante resettlement of Thai ethnic 

Indicators Male (N = 511) Female (N = 189) Total 
(N = 700) 

Household income** 

Much better 6.3 4.2 5.7 

Better 30.1 31.2 30.4 

Same 25.2 24.3 25.0 

Worse 18.0 21.7 19.0 

Much worse 18.5 20.4 19.9 

Product conditions** 

Better 5.7 4.8 5.4 

Same 16.0 19.3 16.9 

Worse 78.3 75.9 77.7 

Current obstacles* 

Lack of arable land 75.4 74.3 75.1 

Lack of funds 63.5 64.7 63.8 

Lack of water for farming 51.4 46.5 50.1 

No training for new jobs 21.2 30.8 23.9 

Failure to find a new job 54.0 49.7 52.9 

Loss of traditional cultural activities of the 
community 

21.6 33.2 24.7 

Unit % 
Source Field survey results, Pham Van Loi and Pham Quang Linh, 2014 
Note Significance level: **p < 0.001, *p < 0.01

As a cultural characteristic of Thai families, women usually take care of housework 
and farming activities. Men represent the households to communicate with the outside 
society and make decisions about all family affairs in relation to the community 
and the broader society. The issue of earnings and job seeking for the resettled Thai 
women is quite complicated. The ex-post resettlement jobs, such as animal husbandry 
and hired labor, are only suitable for men. Thai women have practically no job or 
income, and their lives depend substantially on the men in the family. 

“For a long time, Thai women in the floodplain area of the hydropower plant as 
well as elsewhere are not only famous for weaving unique brocade fabrics, but also 
for their exquisite handicrafts made from fabric, such as dresses, shirts, blankets, 
pillows, cushions, curtains, towels, etc. Currently, these textile products are also 
used for daily life and partly for tourists. However, Thai women are less likely to 
weave brocade now. Many of them discarded the looms in the warehouse or in the 
garden. Villagers said that weaving is no longer important to them because they can 
easily buy these products from Thai people from other places in markets” (In-depth 
interviews with Mrs. Ð.T.N, Thai ethnic, Leader Cultural Department, Quynh Nhai 
District. 2014).
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5 Some Remarks 

Son La hydropower plant is a large project of Vietnam, which acquired land and reset-
tled tens of thousands of households in Son La, Dien Bien, and Lai Chau provinces– 
hometown of Thai ethnic people. The Thai people had to sacrifice their homeland to 
develop the country. 

The government introduced various policies to support, compensate and resettle 
the affected households. However, households have faced numerous difficulties and 
challenges after resettlement while restoring livelihoods and stabilizing their lives. 
The post-resettlement life was not equal to that in the hometown because they have 
lost important livelihoods from land, especially wet rice cultivation in river valleys. 

The field survey in selected communes of Quynh Nhai and Moc Chau districts 
reveals the fact that a large number of resettled Thai do not have a job. They are 
not familiar with doing business, services and hiring labor after being resettled. As a 
result, they become even more vulnerable. New jobs such as working as hired labor 
or trading business are completely inappropriate with the inherent personality and 
skills of Thai traditional. Special, resettlement policies fail to accommodate the need 
of support in skill training for Thai women in particular and ethnic women in general 
in job conversion to adapt to new living conditions. 

Findings from the study demonstrate the limitations of resettlement policies in 
hydroelectric projects, including Son La hydropower plant, livelihood recovery is 
challenging, especially for ethnic minority. Thai ethnic have become more disad-
vantaged because they lived in a close ethnic community and had limited social 
knowledge, causing their difficulties in adapting to the new community and new 
social relationships. On the other hand, they have to abandon existing knowledge in 
farming and collecting natural benefits from rivers, streams and forests to feed the 
daily meals of their families, or turn their back on experiences of using medicinal 
plants in health care. Moving to a new place, Thai ethnic must adapt to the new 
cultural relationships of the community and the new landscape environment. They 
are exposed to a completely new life, even though they are not fully equipped and 
supported with new social communication skills. The existing resettlement policies 
only meet a very small part of demand from the livelihoods and daily life of Thai 
people. Therefore, it is essential to have more adequate researches and assessments 
from the perspective of gender to measure the impacts of resettlement on livelihood 
stability and development opportunities for ethnic minority in hydroelectric projects 
in general and Son La hydropower plant in particular. 

Lessons learned from resettlement policies in Son La hydropower plant have 
been taken by the government to apply to Trung Son hydropower plant, which is 
another large project in the Central Region of Vietnam implemented in ten years 
later. In addition to land and livelihood supports for resettled households, resettlement 
policies in Trung Son hydropower project have been mainstreamed with gender under 
the support of the World Bank in Vietnam to achieve the sustainable development.
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There is a stronger focus on training in crop production, animal husbandry and 
forestry development for households, especially women. The household economic 
development model based on natural capital, human capital, social capital and gender 
mainstreaming has been adopted. 
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Factors Influencing the Intention 
of Using Solar Energy Household 
Appliances with an Extended TPB Model 
Approach: Evidence from Vietnam 

Thuong Huy Do, Hong Phuong Thi Nguyen, and Thuy Hong Dang 

Abstract This study examines factors influencing the intent of purchasing solar 
energy appliances in Vietnam. In this research, the proposed model is constructed on 
the TPB paradigm with the addition of context factors (perceived benefit, perceived 
cost, word of mouth) to analyze factors affecting the intent. A survey of 375 customers 
was conducted in Hanoi, Bac Ninh, Hai Duong, and Nam Dinh in Vietnam to test 
the research model and hypotheses. The relation among constructs was evaluated 
through structural equation modeling. Only attitude and subjective norms were found 
to be positive contributors to the intention. Besides, the positive relationship between 
attitude and perceived benefit was also highlighted, but the relationship between 
attitude and perceived cost was not confirmed. The positive impact of interpersonal 
influence and e-word of mouth on subjective norms was supported, too. Finally, the 
study stimulates further research and serves as a reference for managers and scholars 
interested in solar energy. 

Keywords TPB · Purchase intention · Solar energy · Appliances 

1 Introduction 

Together with economic development, the demand for electricity usage in Vietnam 
like other developing countries has been escalating in recent years. According to the 
estimation of Vietnam Electricity Corporation (EVN), the demand for annual elec-
tricity usage in Vietnam over the period of 2021–2025 will rise by 8.9%, equivalent 
to 23.6–30.5 billion kW/year. Meanwhile, the new supplementary output of elec-
tricity only reaches 6.1–17.6 billion kW/year. In addition, the energy power source
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mainly comes from coal-fired and hydroelectric power. Coal-fired power represents 
50% of the electricity production in 2020 (123 billion kW). Next to it is hydroelectric 
power with 29.5% (73 billion kW) and gas-fired power with 14% (35 billion kW). 
Whereas, solar energy power and other renewable energy powers only account for 
4% and 1.4% respectively (Manh Duc, 2021; Ali et al., 2020a, 2020b). The utiliza-
tion of traditional energy sources has seriously impacted the environment and the 
eco-system (Duong et al., 2017; Nguyen et al., 2017). Being aware of that problem, 
many people in Vietnam have turned to the use of solar energy power for household 
appliances. 

In recent years, solar energy power has received much attention from practitioners 
and scholars alike. Thus, there have been various researches on solar energy power 
from such various aspects as economic feasibility, policy barriers, and the role of 
propaganda and media (Khalid et al., 2013; Wang et al., 2017). From consumers’ 
perspective, technology (Bandara & Amarasena, 2019), cost (Bandara & Amarasena, 
2019; Ayoub et al., 2019; Akroush et al., 2019), ease of use (Stragier et al., 2010; Ali  
et al., 2020a, b; Bandara & Amarasena, 2019; Ayoub et al., 2019; Hua & Wang, 2019), 
usefulness or benefits (Stragier et al., 2010; Ali et al., 2020a, 2020b; Ayoub et al., 
2019; Hua & Wang, 2019; Akroush et al., 2019; Wang et at., 2017), risk (Pham & 
Duong, 2020), environmental concern (Bhutto et al., 2022; Tan et al., 2017; Wang 
et al., 2017), and moral norm (Bhutto et al., 2021; Bhutto et al., 2022) were confirmed 
to have effects on consumers’ behavioral intention in the prior studies. 

In spite of the prior researches’ theoretical and practical implications for solar 
energy power and energy-efficient products in general, few studies have centered 
on solar energy appliances in particular. Moreover, many other factors have not 
been thoroughly examined, but they potentially impact people’s intent of using such 
appliances. Thus, to fill these gaps, this research is to explore how the factors of 
perceived benefit, perceived cost, and word of mouth (both traditional and electronic) 
affect people’s intent of using solar energy appliances through behavioral attitude 
and subjective norms. In addition, this research is also to investigate how such factors 
influence people’s purchase action through their purchase intention. 

2 Literature Revision and Hypothesis 

2.1 Literature Background 

This study employed the Theory of Planned Behavior (TPB) as the underpinning one 
with the additional factors (perceived benefit, perceived cost, inter-person influence, 
and word of mouth) to predict and analyze the factors influencing the intent of 
purchasing solar energy appliances through behavioral attitude and subjective norm 
on the basis of a massive literature review. 

TPB as the underpinning model with three antecedents (attitude, subjective norm, 
and perceived behavioral control) is employed to foretell and examine the behavior of
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consumers in various domains (Ajzen, 2010). It has been considered as the backbone 
for the theoretical framework of various researches when it comes to electricity saving 
(Wang et al., 2011, 2014), green products (Chen & Tung, 2014; Sun & Wang, 2019), 
energy-efficient appliances (Akroush et al., 2019; Bhutto et al., 2021; Wang et al., 
2017; Hua & Wang, 2019; Tan et al., 2017; Ali et al., 2020a, b; Bhutto et al., 2022), 
solar energy (Ali et al., 2020a, b; Tsuar et al., 2018), and smart household appliances 
(Stragier et al., 2010). Despite its widespread acceptance in predicting behavioral 
intent, the model has been criticized. The major complaint stems from the need for 
more variables to improve its predictive and explanatory power (Bhutto et al., 2021; 
Wang et al., 2014). Some researchers claimed that the TPB model failed to handle a 
sufficient variety of intentions (Ajzen, 2002; Rhode et al., 2003). As a consequence, 
additional factors can be included in the TPB paradigm if they provide a significant 
insight into the behavior (Ajzen, 1991, 2020). Therefore, researchers have attempted 
to improve its explanatory power with additional constructs such as environmental 
benefit (Bhutto et al., 2021; Bhutto et al., 2022) or environmental concern (Chen & 
Tung, 2014; Li et al.,  2019; Bhutto et al., 2021), warm glow benefits (Bhutto et al., 
2021), moral obligation (Bhutto et al., 2022; Chan & Bishop, 2013; Chen & Tung, 
2014; Kaiser,  2006; López-Mosquera et al., 2014), knowledge of energy (Wang 
et al., 2014), publicity of information (Wang et al., 2014), daily habit (Wang et al., 
2014), and residue effect (Wang et al., 2017). However, in the modern context with 
internet development, TPB may be inadequate to predict behavior due to benefit— 
cost awareness as well as internet impacts. To fill these gaps, some improvements 
were made in the TPB paradigm with the additional factors of perceived benefit and 
perceived cost to comprehend consumers’ attitude toward the intent of utilizing solar 
energy appliances in this research. Moreover, word of mouth (both traditional and 
electronic) was added to the model in order to comprehend how these variables affect 
consumers’ subjective norm. 

2.2 Theoretical Model 

Perceived Benefit 

There has been a debate that people are more apt to perform a certain behavior 
when perceiving more benefits than costs. The positive effect of renewable energy 
utilization on consumers’ attitude was confirmed, but its impact on the intent of 
adopting renewable energy was not supported (O’Driscoll et al., 2013). This signif-
icant finding suggested further examining the relation between perceived benefit 
and intent of buying energy-effective products in various domains. Leelakulthanit 
(2014) posited that perceived benefit was the only determinative factor of adopting 
LED lighting, yet the nature of the benefit sought was characterized in various terms. 
Quality was also found to be the most prevalent benefit that affected the behavioral 
intent among low-income families while the energy-saving benefit was found to be 
the most influential among higher-income ones. Akroush et al. (2019) confirmed
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that perceived benefit positively affected both consumer attitude and intent of using 
energy-efficient products. Hence, this study hypothesizes that: 

H1a: Perceived benefit positively affects behavioral attitude toward solar energy 
appliances. 

Perceived Cost 

The cost for solar energy appliances is inclusive of the initial amount of money to 
buy appliances and periodic maintenance. The costlier the appliances are, the lower 
values consumers receive and the lower appliances’ utility rate gets (Premkumar et al., 
1997). Cost is considered as one of the determinants affecting consumers’ intent of 
adopting solar energy (Bandara & Amarasena, 2019; Ayoub et al., 2019; Akroush 
et al., 2019; Alam & Rashid, 2012). If people are to employ new technologies, 
these new technologies must be properly priced in relation with alternatives. If not, 
consumers’ adopting new technologies may not be feasible. 

Previous researchers agreed that there was a direct and significant correlation 
between cost and intent of using products (Bandara & Amarasena, 2019; Ayoub 
et al., 2019; Alam & Rashid, 2012). Meanwhile, Akroush et al. (2019) assumed that 
perceived cost was mediated through its effect on attitude toward behavioral intent 
and price was not confirmed in the research by Wang et al. (2017), who empirically 
analyzed the factors impacting Chinese urban residents’ intent of purchasing energy-
efficient appliances on the structural equation model, as well as in the research by 
Bketi et al. (2022), who examined factors influencing people’s intention of using 
rooftop solar photovoltaic in Indonesia. In this current research, we are to verify 
the effect of perceived cost on purchase intention through the mediation of attitude 
toward behavioral intent. Therefore, we develop the hypothesis: 

H1b: Perceived cost has a negative correlation with behavioral attitude toward 
solar energy appliances. 

Interpersonal Influence 

Word of mouth is known as a non-commercial communication among users about a 
certain product, service or business (Litvin et al., 2008). Such interpersonal exchanges 
offer references to the product or service consumption over and above the adver-
tising released by companies. The interpersonal influence is seen as one of the 
aspects significantly affecting subjective norm (Bhattacherjee, 2000). It is attributed 
to the behavioral alteration in individuals due to others’ perception and comments, 
which might impact others’ adoption. Additionally, the strong influence of friends 
and family members (e.g., Hsu et al., 2006; Wang et al., 2017) was posited and 
stressed. However, the relationship between interpersonal influence and subjective 
norm was rarely investigated in previous studies on appliances. Hence, the hypothesis 
is suggested: 

H2a: Interpersonal influence is positively related with subjective norm regarding 
solar energy appliances.
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Electronic Word of Mouth (EWOM) 

In the modern life, a novel form of EWOM can be consumers’ positive or negative 
remarks on a certain product or service online (Hennig-Thurau & Walsh, 2003). 
EWOM is also regarded as a significant platform that permits customers to convey 
their thinkings to others (Godes & Mayzlin, 2004). Also, EWOM is argued to be 
more productive than traditional one on account of its ease of use and its range width 
(Fong & Burton, 2008). Furthermore, EWOM is also suggested to have effect on 
subjective norm (Doma et al., 2015; Jalilvand & Samiei, 2012). During the digital 
age, Vietnamese youngsters spend most of their spare time online (Nielsen, 2018). 
Thus, the study recommends the hypothesis: 

H2b: EWOM has a positive correlation with subjective norm when it comes to 
solar energy appliances. 

Behavioral Attitude 

In the prior researches based on the TPB paradigm, one of the determinants shaping 
the intent is behavioral attitude (Ajzen, 1991), which is inclusive of agreeable 
or disagreeable evaluation, emotional sensations, and behavioral proneness. Many 
researches were implemented to scrutinize and confirm the positive attitudinal influ-
ence on behavioral intent in various domains (Ajzen, 2010; Chew & Abdul Adis, 
2018; Jalilvand & Samiei, 2012; Juniwati, 2014). As for appliances, attitude is also 
one of the main determinants positively impacting the purchasing intent (Bhutto 
et al., 2021; Tan et al., 2017; Hua & Wang, 2019; Tsuar & Lin, 2018; Alam &  
Rashid, 2012; Akroush et al., 2019). The hypothesis is proposed: 

H3: Behavioral attitude has a positive correlation with the intent of buying solar 
energy appliances. 

Subjective Norm 

In the TPB paradigm, subjective norm is defined as the second determinant of behav-
ioral intent by Ajzen (1991). It is the awareness of pressures from the people around, 
who are important to an individual in some ways. It captures an individual’s percep-
tion of social pressure regarding a certain behavior. The influence of subjective norm 
on behavioral intent has been proved in various domains of food (Shin & Hancer, 
2016), health (Caso et al., 2019), advertising (Sanne & Wiese, 2018), green hospitality 
(Chen & Tung, 2014), shopping online (Hasbullah et al., 2016), and energy-efficient 
appliances (Bhutto et al., 2021; Bhutto et al., 2022). Hence, the following hypothesis 
is developed: 

H4: Subjective norm positively correlates with the intent of purchasing solar 
energy appliances. 

Perceived Behavioral Control 

Perceived behavioral control was introduced into TPB by Ajzen (1991) as a determi-
native factor of behavioral intent. Perceived behavioral control is referred to an indi-
vidual’s awareness of the ease or difficulty in undertaking a certain behavior (Wang 
et al., 2011). Concerning solar energy appliances, some external factors such as time,
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financial cost, and effort may be out of an individual’s control (Lindenberg & Steg, 
2007). When individuals believe that they have more opportunities and resources as 
well as expect fewer obstacles, their perceived behavioral control will be stronger 
and their intent of purchasing solar energy appliances will be greater. In line with 
prior studies, consumers are more likely to engage in the intent of purchasing solar 
energy appliances when they perceive that they can control the factors (Hua & Wang, 
2019; Tan et al., 2017; Wang et al., 2017). This research is also to verify the effect 
of perceived behavioral control on the intent. Thus, the hypothesis is developed: 

H5: Perceived behavioral control positively correlates with the intent of buying 
solar energy appliances. 

Purchase Intention 

Purchase intent is reflective of consumers’ social trend. Accordingly, individuals 
often take specific actions in compliance with such tendency. It can be measured 
by individuals’ willingness to have an attempt to take actions. On the basis of the 
TPB paradigm, behavioral intent is pointed out to be the best way to foretell actual 
actions. In another word, the stronger intent of taking certain actions individuals 
have, the higher likelihood of taking the action will be. Therefore, it can be inferred 
that consumers’ intent of using solar energy appliances can determine the purchase 
behavior of solar energy appliances. This study proposes the hypothesis (Fig. 1): 

H6: Purchase intention has significant and positive correlation with purchase 
action.

Perceived Benefits 

Perceived Cost 

Interpersonal Influence 

E-Word of Mouth 
PERCEIVED 

BEHAVIORAL 
CONTROL 

BEHAVIORAL 
ATTITUDE 

SUJECTIVE 
NORM 

PURCHASE 
INTENTION 

PURCHASE 
ACTION 

H1 

H2b 

H2a 

H1b 
H4 

H3 

H5 
H6 

Fig. 1 Proposed paradigm and hypotheses. Source Authors 



Factors Influencing the Intention of Using Solar Energy Household … 31

3 Research Method 

3.1 Development of Measure and Questionnaire 

With the convenient sampling, this research targeted those who have bought solar 
energy appliances such as lights, watches, heating water systems, fans, pumps, and 
air conditioners in Hanoi, Bac Ninh, Hai Duong, and Nam Dinh in Vietnam. The 
questionnaire has two sections: (1) demographics and (2) measurement items on 
Likert scale. Nine constructs were measured with 33 items. Each scale is composed 
of 3–5 items determined and adapted from related literature (Table 1). Perceived 
Benefit, Perceived Cost, and Purchase Intention were measured with the item scales 
of Akroush et al. (2019). The scales measuring Interpersonal Influence and E-Worth 
of Mouth were adapted from Kawakami et al. (2013). Subjective norm was measured 
with the item scale of Hua and Wang (2019) while the item scale of Tan et al. (2017) 
was taken to measure Perceived Behavioral Control. The item scale for Purchase 
Action was adapted from Bhutto et al. (2022). All scale items were translated into 
Vietnamese from English. The 5-point Likert scale from strong disagreement (1) to 
strong agreement (5) was employed to measure all the items.

3.2 Sample and Data Collection 

Forty respondents were used in the pre-test to check the apprehension of survey 
questions and the time to complete the questions as well as the face validity of 
measurement scales, which was considered sufficient as recommended by Hair et al. 
(2010). There were tiny changes in the question-wording. Afterward, the survey 
questions were delivered to the people who have bought solar energy appliances in 
Hanoi, Bac Ninh, Hai Duong, and Nam Dinh in Vietnam from April 2021 to March 
2022, through the mailing system and in person. The total of collected responses was 
402, of which 120 were from the mailing system and 282 from customers directly in 
person. After eliminating inadequate replies, we found that 375 responses were valid 
for the analysis in the next steps. This is in alignment with a reasonable sample size 
to employ SEM (Kline, 2011). SPSS20 and AMOS24 software were employed to 
process the data in order to check hypotheses. Respondents’ demographic informa-
tion is composed of age, sex, household income, and education background (Table 
2).
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Table 1 Definition of variables and scale references 

Research variables Conceptual definition Reference scholars 

Purchase action Action of purchasing solar energy 
appliances 

Bhutto et al. (2022) 

Purchase intention Intention of using solar energy 
appliances 

Akroush et al. (2019) 

Behavioral attitude Positive and negative comments on 
solar energy appliances 

Akroush et al. (2019) 

Subjective norm Social pressure caused by using solar 
energy appliances 

Hua and Wang (2019) 

Perceived behavioral control Assessment of the ability to use solar 
energy appliances after evaluating 
personal resources 

Tan et al. (2017) 

Perceived benefit Individuals’ perception of benefits on 
using solar energy appliances 

Akroush et al. (2019) 

Perceived cost Individuals’ perception of the costs 
related to initial investment in 
buying/installing solar energy 
appliances and periodic maintenance 

Akroush et al. (2019) 

Interpersonal influence Effects of the opinions of friends, 
family, co-workers on using solar 
energy appliances 

Kawakami et al. (2013) 

E-word of mouth Effects of comments (positive or 
negative) made by customers 
regarding solar energy appliances on 
the Internet 

Kawakami et al. (2013) 

Source Authors

4 Results 

The scales’ reliability and validity were assessed with Cronbach’s Alpha and confir-
matory factor analysis (CFA). It is because the proposed paradigm in this research 
was adopted from the related literature. Then, the relation among constructs was 
evaluated with structural equation modeling (SEM). 

4.1 Reliability and Validity of Scales 

The scales’ internal consistence reliability was evaluated with Cronbach’s Alpha. The 
Cronbach’s Alpha for each scale was greater than 0.70 and within the range from 
0.773 to 0.871, indicating a good level of reliability (Hair et al., 2010). Furthermore, to 
form the data’s convergent validity, we checked the estimated loadings, the assessed 
average variance (AVE), and the extracted composite reliability (CR) for each indi-
cator (Fornell & Larcker, 1981), too. With the value from 0.689 to 0.910 which was
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Table 2 Demographic information 

Sample Category Frequency Percentage 

Age 21–30 50 13.3 

31–40 66 17.6 

41–50 78 20.8 

51–60 122 32.5 

Above 60 59 15.7 

Gender Male 296 78.9 

Female 79 21.1 

Monthly household income Under 5 million VND 41 10.9 

5–under 10 million VND 112 29.8 

10–under 15 million VND 58 15.4 

15–under 20 million VND 51 13.6 

20–under 25 million VND 46 12.3 

25–30 million VND 37 9.8 

Above 30 million VND 30 8.2 

Educational level High school or less 69 18.4 

2-year or less vocational training 80 21.3 

3-year college degree 84 22.5 

Bachelor degree 85 22.6 

Graduate degree 57 15.2 

Source Authors

greater than the cut-off value of 0.60, all the factor loadings for the construct items 
were of statistical significance (p < 0.01) (Table 3). Additionally, all the AVEs were 
higher than 0.5, and all the CRs were greater than 0.7, indicating that nine constructs 
achieved the high-level validity of convergence and internal consistence (Hair et al., 
2010). Measurement model fit, convergent validity, and discriminant validity of the 
data were evaluated with Confirmatory factor analysis (CFA) (Hair et al., 2010). 
The findings of CFA proved the acceptable level of fit: X2 (Chi-square) = 800.1; 
CMIN/df = 1.759, p < 0.001; GFI (goodness of fit index) = 0.889; CFI (compara-
tive fit index) = 0.934; TLI (Tucker Lewis index) = 0.923; and RMSEA (root mean 
square error of approximation = 0.045. All the t-tests of observed variables were 
statically significant at the level of 0.001. All model fit indicators are confirmed to 
be proper, and the conformity between the paradigm and collected data is proved to 
be significant.
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Table 3 Model fit level 

Variables Items Factor loading AVE (> 0.50) CR (> 0.70) 

Purchase action (PA) PA1 0.880 0.665 0.855 

PA2 0.805 

PA3 0.910 

Purchase intention (PI) PI1 0.840 0.642 0.877 

PI2 0.882 

PI3 0.870 

PI4 0.831 

Behavioral attitude (BA) BA1 0.689 0.538 0.777 

BA2 0.803 

BA3 0.824 

Subjective norm (SN) SN1 0.727 0.510 0.837 

SN2 0.779 

SN3 0.845 

SN4 0.738 

SN5 0.776 

Perceived behavioral control (PBC) PBC1 0.730 0.510 0.838 

PBC2 0.784 

PBC3 0.803 

PBC4 0.848 

PBC5 0.693 

Perceived benefit (PB) PB1 0.834 0.549 0.828 

PB2 0.848 

PB3 0.813 

PB4 0.738 

Perceived cost (PC) PC1 0.855 0.569 0.798 

PC2 0.785 

PC3 0.793 

Interpersonal influence (II) II1 0.781 0.543 0.780 

II2 0.850 

II3 0.847 

E-word of mouth (EWOM) EWOM1 0.878 0.582 0.804 

EWOM2 0.819 

EWOM3 0.801 

Source Authors’ synthesis from SPSS20 software
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4.2 Paradigm and Hypothesis Testing 

*Interrelation among constructs 
Prior to hypothesis testing, the correlations among the constructs are checked. 

Table 4 indicates that no serious problem of multi-collinearity was found. Also, the 
square root of AVE was higher than its highest relation with any other constructs and 
AVE was greater than MSV, too. Thus, all the variables’ validity of discriminant in this 
paradigm was confirmed. To summarize, appropriate reliability, convergent validity, 
and discriminant validity were demonstrated by the constructs in this research.

*Analysis of Structural Paths 
The paradigm of this research was tested with structural equation modeling (SEM) 

to make an examination of the overall paradigm fit and the related power of the indi-
vidual casual paths (Hair et al., 2010). The indicators (GFI = 0.913, CFI = 0.969, 
RMSEA = 0.045, TLI = 0.965, PCLOSE = 1.000, and Chi-square/df = 1.948) show 
that the paradigm reached a good level of fit. Therefore, the paradigm is proved to 
have given significant comprehension of direct and indirect predictors of the intent 
of purchasing solar energy appliances. On the basis of the standardized beta coeffi-
cients, significant at the level of 0.05, the findings prove that the hypotheses (H1a, 
H2a, H2b, H3, H4, and H6) are supported, except for H1b and H5 (Table 5). The 
positive and significant correlation between Perceived Benefit and Behavioral Atti-
tude (β = 0.17, t = 2.71) is confirmed, supporting H1a, but the positive relationship 
between Perceived Cost and Behavioral Attitude doesn’t support H1b. The positive 
and significant relation between Interpersonal Influence and Subjective Norm (β = 
0.19, t = 3.76) as well as between E-word of Mouth and Subjective Norm (β = 0.30, 
t = 3.57) is confirmed, giving support to H2a and H2b.

Regarding the TPB paradigm, the positive correlation is confirmed between 
Behavioral Attitude and Purchase Intent (β = 0.07, t = 5.16) as well as Subjec-
tive Norm and Purchase Intention (β = 0.14, t = 7.95), providing support for H3 and 
H4. However, the relationship between Perceived Behavioral Control and Purchase 
Intention is not supported. Furthermore, the positive and significant relationship 
between Purchase Intention and Purchase Action (β = 0.30, t = 4.35) is confirmed, 
supporting H6. Also, Subjective Norm is also indicated to have exerted the strongest 
effect (β = 0.14, t = 7.95) on the Purchase Intention of solar energy appliances. 

Finally, R2 result of 0.52 indicates that 52 percent of variation in purchase action 
of solar energy appliances was caused by the paths of Behavioral Attitude-Purchase 
Intention and Subjective Norm-Purchase Intention.
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Table 5 Estimate of structural equation coefficients 

Hypothesis Structural path Standardized estimate P-value Decision 

H1a PB → BA 0.170 0.023 Accepted 

H1b PC → BA 0.202 0.000 Unaccepted 

H2a II → SN 0.191 0.008 Accepted 

H2b EWOM → SN 0.302 0.000 Accepted 

H3 BA → PI 0.072 0.047 Accepted 

H4 SN → PI 0.144 0.008 Accepted 

H5 PBC → PI 0.019 0.776 Unaccepted 

H6 PI → PA 0.315 0.000 Accepted 

Source Authors’ synthesis from AMOS24 software

5 Discussions and Implications 

5.1 Discussions 

This research is to provide a thorough insight into antecedents on the intent of 
purchasing solar energy appliances among Vietnamese people. The TPB paradigm 
was employed to give a better understanding of consumers’ purchasing intent. Six 
out of the eight tested hypotheses received the confirmation from the data. 

In line with TPB, two out of three predictors in our proposed paradigm (behavioral 
attitude and subjective norm) were positive contributors to the purchase intention and 
purchase action of solar energy appliances. Of the two direct antecedents, the latter 
(SN) positively had the strongest influence on customers’ purchase intention (PI). 
This finding is similar to the empirical researches by Bhutto et al. (2021) and Bhutto 
et al. (2022). The former (BA) also had a positive impact on consumers’ purchasing 
intent, which supports the research results of Bhutto et al. (2021), Tan et al. (2017), 
Hua and Wang (2019), Tsuar and Lin (2018), Alam and Rashid (2012), Ayoub et al. 
(2019), and Akroush et al. (2019). 

In addition, only perceived benefit (PB) positively and significantly influenced the 
behavioral attitude toward customers’ purchase intent. This is similar to the research 
findings of Akroush et al. (2019). Meanwhile, perceived cost was not confirmed to 
affect consumers’ behavioral attitude toward the purchase intention of solar energy 
appliances. This result is different from the findings of Akroush et al. (2019), but 
supports the research results of Wang et al. (2017) and Bketi et al. (2022). It may 
be due to the fact that with the average income in the developing country like 
Vietnam, customers feel that the price of such appliances is quite high and not as 
their expectation. 

Another finding is that subjective norm (SN) was significantly affected by inter-
personal influence (II) and e-word of mouth (EWOM). This finding may be partly 
attributed to the following things. First, as the internet access is convenient and the 
e-commerce in Vietnam is booming rapidly, people are filled up with a huge amount



38 T. H. Do et al.

of information on the internet. Therefore, customers are often easily led by other 
internet users’ remarks or judgements. Second, customers with certain education 
background often consult others before coming to a decision on purchasing solar 
energy appliances. 

5.2 Implications 

The outcomes of this research give useful insights for policymakers and producers 
to make up appropriate strategies to boost solar energy products for households. 

Attitude is proved to have positively influenced consumers’ purchase intent and 
purchase action. For that reason, attempts must be done to entice consumers for 
a favorable attitude toward such appliances through influential campaigns so that 
consumers will be well aware of the benefits of such appliances in relation with costs 
and alternatives of the same types. 

Moreover, the significant impacts of subjective norm (interpersonal influence and 
e-word of mouth) on the purchasing intent signify the requirement for various online 
advertising and sharing channels to touch customers’ purchasing intent in the digital 
era. 

More importantly, costs and behavior control (costs and availability of appliances) 
seem not to be perceived to impact customers’ purchasing intent. Maybe, the price of 
such appliances seems rather expensive while 40.7% of households have the monthly 
income of less than 10 million VND. Hence, it can be implied that a structured 
policy of incentives and replacement (including flexible and attractive schemes for 
consumers and manufacturers) will boost the use and production of such appliances. 
Cost incentives for the initial purchase and the exchange of conventional appliances 
for solar energy ones may enhance consumers’ intent of buying such appliances for 
experience. Also, promotion schemes for retailers, such as tax exemption for selling 
solar energy appliances, can be productive. 

Finally, the proliferation of the appliance manufacturing factories in localities 
will give rise to the availability of such products. Hence, a policy can be made up 
in order to boost local manufacturing and startups with the help of technical issues, 
fiscal incentives, and tax exemptions on importing solar energy technologies as well 
as related equipment. In this sense, fair transfer of benefits to all related stakeholders 
is key to ensure the feasibility and success of the policy. 

6 Conclusions and Limitations 

On the basis of evaluating the relationships among the constructs through structural 
equation modeling, only behavioral attitude and subjective norm were found to be 
positive contributors to the purchase action through purchase intention. In addition, 
the positive relationship between behavioral attitude and perceived benefit was also
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highlighted, but the relationship between behavioral attitude and perceived cost was 
not supported. Furthermore, the positive impact of interpersonal influence and e-word 
of mouth on subjective norm was supported, too. 

Despite some contributions to apprehending the likely driver of consumers’ 
purchasing solar energy appliances, a number of limitations still exist in this research. 
First, our research placed an emphasis on the antecedents of consumers’ intent and 
action of buying solar energy appliances only. There may still be some variations 
between respondents’ stated preference and revealed preference. For that reason, 
using the combined methods (survey and interview) may give much more robust 
findings. Second, the data were gathered in a short time span. Thus, further researches 
should use longitudinal data to provide a deeper insight into the targeted customers’ 
behavior. Finally, with time and budget restrictions, only customers in Hanoi, Bac 
Ninh, Hai Duong, and Nam Dinh in Vietnam were targeted for the data in this 
research. Hence, further researches should consider a wider geographic scope in 
both rural and urban areas, which will help us know how individuals in the rural 
and urban areas perceive the consumption of such appliances. With more constructs, 
larger sample, and qualitative analysis, further researches will provide more thor-
ough comprehension of customers’ purchase behavior of solar energy appliances in 
developing economies like Vietnam. 

7 Appendix 

Construct Items References 

Perceived benefits PB1 Solar energy appliances give 
me extra value such as 
economic, environmental and 
social value 

Akroush et al. (2019) 

PB2 Solar energy appliances have 
high utility 

PB3 Solar energy appliances can 
meet my requirements 

PB4 Solar energy appliances give 
me more benefits than costs 

Perceived cost PC1 The price of solar energy 
appliances is not expensive 

Akroush et al. (2019) 

PC2 The price of solar energy 
appliances is not higher than 
that of ordinary ones 

PC3 The price of solar energy 
appliances is not higher than 
my expectation

(continued)
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(continued)

Construct Items References

Behavioral attitude BA1 It is important to me when 
making purchases of solar 
energy appliances 

Akroush et al. (2019) 

BA2 If I can choose between solar 
energy and traditional 
appliances, I prefer solar 
energy ones 

BA3 I have favorable attitude 
toward purchasing solar 
energy appliances 

Interpersonal influence II1 I always refer to the people 
around me, including my 
friends, family and colleagues 
when purchasing solar energy 
appliances 

Kawakami et al. (2013) 

II2 I look at others’ suggestions 
on purchasing solar energy 
appliances 

II3 I consider people around me 
who have recommended solar 
energy appliances before 

E-word of mouth EWOM1 I always learn about positive 
aspects of solar energy 
appliances from user blogs 
and user websites 

Kawakami et al. (2013) 

EWOM2 I always consult the websites 
of people who use solar 
energy appliances 

EWOM3 I visit community web sites 
and review online postings 
when purchasing solar energy 
appliances 

Subjective norm SB1 It is pleasing to have solar 
energy appliances 

Hua and Wang (2019) 

SB2 If respectable or important 
people use solar energy 
appliances, I would like to use 
them more 

SB3 If my family and friends use 
solar energy appliances, I 
would like to use them more 

SB4 If the people around me use 
solar energy appliances, I 
would like to use them more

(continued)
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(continued)

Construct Items References

SB5 Using solar energy appliances 
is a social trend 

Perceived behavioral 
control 

PBC1 I am confident that I would use 
solar energy appliances even 
if it is slightly more expensive 

Tan et al. (2017) 

PBC2 I am confident that I would 
use solar energy appliances 
even if another person advises 
me to use the conventional one 

PBC3 I am sure that I would be able 
to make a difference by using 
solar energy appliances 

PBC4 Using solar energy appliances 
is entirely within my control 

PBC5 I have resources, knowledge 
and ability to use solar energy 
appliances 

Purchase intention PI1 I like to purchase solar energy 
appliances 

Akroush et al. (2019) 

PI2 I will pay more money on 
solar energy appliances 

PI3 I will take solar energy 
appliances as a first 
consideration 

PI4 I will recommend others to 
purchase solar energy 
appliances 

Purchase action PA1 I have switched to solar  
energy appliances for 
economic, environmental and 
social reasons 

Bhutto et al. (2022) 

PA2 I switch to the  solar energy  
appliances for the social trend 

PA3 When I have a choice between 
the traditional appliances and 
solar energy ones, I purchase 
the latter
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Digitalizing the Container Terminal 
to Meet the Demand of the Stakeholders 
in the Transportation Supply Chain: 
Technology Acceptance Model Extended 
Approach Case Study in the Southeast 
Region of Vietnam 

Hung Thanh Nguyen 

Abstract Most of the world’s port operators are aiming to adopt advanced tech-
nologies to survive and thrive in the context of the Fourth Industrial Revolution and 
under the severe impact of the COVID-19 pandemic. Thus, container terminals in 
the Vietnam Southeast region are undergoing digital transformation. The study sheds 
light on whether the digitization of the service supply processes of these terminals 
meets the needs of the stakeholders in the transport supply chain. The study exam-
ines and analyzes the relationship between technology complexity and compatibility 
to the continuance to use of container terminals through an extended technology 
acceptance model (TAM). The study mainly uses quantitative methods with the 
analysis technique of structural equation modeling (SEM). Survey subjects from 
222 respondents are stakeholders in the transport supply chain, including: shipping 
lines, forwarding companies, logistics service providers and trucking companies in 
the Vietnam Southeast region. This study contributes to enriching and expanding 
the TAM on container terminal digitization. Research results show that the compati-
bility and usefulness of the technology have a significant influence on the continuance 
to use of container terminals. Container terminal managers should consider devel-
oping technology and operating systems with the appropriate level of utility and 
compatibility and according to the needs of the stakeholders in the transport supply 
chain. 

Keywords Terminal digitization · Technology acceptance model · Transportation 
supply chain

H. T. Nguyen (B) 
University of Finance—Marketing, Ho Chi Minh City, Vietnam 
e-mail: nguyenhung@ufm.edu.vn 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. T. Nguyen et al. (eds.), Contemporary Economic Issues in Asian Countries: Proceeding 
of CEIAC 2022, Volume 1, 
https://doi.org/10.1007/978-981-19-9669-6_3 

45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-9669-6_3&domain=pdf
mailto:nguyenhung@ufm.edu.vn
https://doi.org/10.1007/978-981-19-9669-6_3


46 H. T. Nguyen

1 Introduction 

The construction and development of container terminals in ports group 4 in the 
Vietnam Southeast region (according to Decision No. 1579/QD-TTg of the Prime 
Minister: Approving the master plan on development of Vietnam’s seaport system. 
In the period of 2021–2030, with a vision to 2050, issued on September 22, 2021, 
Vietnam’s seaport system consists of 5 groups, and Group 4 includes 5 seaports: Ho 
Chi Minh City seaport, Dong Nai seaport, Ba Ria-Vung Tau seaport, Binh Duong 
seaport and Long An seaport) have increased the competitiveness of the port industry 
in recent years. Competition is increasingly evident for ports operated by state-
owned companies and private port operators. The key to winning this competition 
is the loyalty of the stakeholders in the transportation supply chain. The loyalty of 
the stakeholders shows that, first of all, one of the stakeholders will refer the other 
partners. Second, stakeholders will repeatedly use the services they trust (Yang & 
Peterson, 2004). The more loyal the parties in the transport supply chain, the greater 
the chance of winning the market. Container ports in ports group 4 in the Southeast 
region have had innovations in port development, and this study discusses one of 
those innovation aspects, also the needs of the stakeholders in the 4.0 era: port 
digitization. The research is to assess whether the digital content of service provision 
of container terminals in ports group 4 can meet the needs of container terminal 
users. This assessment is based on a review and analysis of the relationship between 
technology complexity and compatibility to continued use of container terminals 
through an extended technology adoption model. This study contributes to fill the 
gap in TAM for container terminal digitization. Thus, the study added variables for 
technology complexity and compatibility in addition to perceived usefulness and 
perceived ease of use and examined their impact on continue or intend to use a 
digitized container terminal, thereby studying to improve the operational efficiency 
of container terminals in Number 4 port group, evaluating the content of policies on 
terminal digitization in the Southeast region and filling in the research gap on digital 
transformation in the field of port management. 

2 Research Overview, Hypotheses and Methodology 

2.1 Technology Acceptance Model (TAM) 

In 1989, inheriting the Theory of Reasonable Action, Davis, Bogozzi and Warshaw 
established the TAM. The purpose of the model is to explain the factors affecting the 
acceptance of computers, thereby explaining the behavior of computer technology 
users (Yang & Peterson, 2004). In 2000, Venkatesh and Davis developed TAM, which 
is widely known as TAM2. TAM2 considers that the user’s mental assessment that 
combines the performance of work goals and the results of the performance of work 
tasks using the system is the basis for forming perceptions about usefulness of the
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system (Lai, 2017). Therefore, Venkatesh and Davis (2000) develop TAM2 by adding 
factors outside the model not shown in previous studies including social processes 
(subjective standards, voluntariness, image) and cognitive tool processes (relevance 
to work, quality of output, performance results, perceived ease of use). Venkatesh and 
Bala (2008) combined TAM2 and perceived ease-of-use determinants to develop a 
technology acceptance integration model called TAM3 (Venkatesh & Davis, 2000). 
The authors developed TAM3 by adding factors that influence “perceived ease of 
use” (computer effectiveness, perceived external control, computer anxiety, computer 
excitement, comfort, usability). TAM3 poses three newly tested relationships: (i) 
“perceived usefulness” and “perceived ease of use”; (ii) concerns about computers 
and “perceived ease of use”; and (iii) “perceived ease of use” and intention to use. 
This study uses the TAM3 as the basic analytical framework, thereby adjusting and 
supplementing it to suit the context of digital transformation of the port operation 
industry and the transport supply chain in the Vietnam Southeast region. 

2.2 Research Model and Hypotheses 

Container terminals in Vietnam Southeast region are a modern system based on 
automated information technology equipment and systems. The TAM does not fully 
answer the influence of perceived utility variables and perceived ease of use on the 
attitude to continue using the digitized port because it is only concerned with the 
issue of application or not. The complexity of the technology used in implementing 
digital transformation is considered a factor that needs to be considered when trans-
acting at this regional container port as port when users are generally apprehensive 
about the complexity of technology. Likewise, with synchronous and user-friendly 
technologies, the study assumes that policies to digitize operational processes can 
influence service users to consider continuing transactions at this container terminals 
or not. This refers to the compatibility of a system or technology with its transport 
supply chain stakeholders, viewed from the extent to which the technology or system 
meets the needs of the transportation supply chain stakeholders. 

Complexity is the degree to which innovation is considered relatively confusing 
and difficult to use. In terms of technological complexity, it can be understood as the 
degree of innovation of a new technology or system, which introduces new elements 
that lead to simplicity, unusual and unusual in the application of technology or system. 
In implementing container port digital transformations, the complexity of technology 
used includes automation and technological equipment. In addition, transactions are 
carried out online 24 h 7 days using information technology-based applications. 
Several previous studies, albeit with different subjects, have found that technology 
complexity affects perceived usefulness and perceived ease of use (Chin & Lin, 2015; 
Somang et al., 2019). From there, the study proposes the following hypothesis: 

H1: Technology complexity affects perceived usefulness 
H2: Technology complexity affects perceived ease of use.
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Compatibility can be understood as conformity. In the case of integration with a 
technology or system, the compatibility of a system or technology is the gap between 
existing facilities or resources and the new technology or system. If the variance of a 
system is greater than the existing facilities and resources, the system will certainly be 
difficult to accept by the stakeholders in the transport supply chain. Rogers in Mazhar 
(2014) defines compatibility as the degree of consistency between technology and 
the new needs of the stakeholders in the transport supply chain. Some studies by Chin 
and Lin (2015), Somang et al. (2019), Di Pietro et al. (2015), and Shakrokh (2019) 
indicate that compatibility significantly affects usability and perceived ease of use. 
However, Di Pietro et al. (2015) argue that the technological complexity variable 
does not significantly affect the perceived usefulness. Meanwhile, Shakrokh (2019) 
concluded that compatibility has a significant influence on perceived usefulness and 
perceived ease of use: 

H3: Compatibility affects perceived usefulness 
H4: Compatibility affects perceived ease of use. 

According to Venkatesh and Davis in Devi and Suartana (2014), perceived useful-
ness is an individual’s degree of belief that using a system or technology can improve 
performance. Likewise, Lisa et al. (2017) suggested that perceived ease of use has 
a significant influence on perceived usefulness. The TAM concludes that people 
will rate the usefulness and ease of using a new technology or system when a new 
technology or system is adopted. The studies mentioned above also support this 
conclusion. 

According to Ramayah and Ignatius (2005), perceived usefulness includes: (1) 
Efficiency is the perception of time savings resulting from the use of a technology or 
system; (2) faster completion describes the extent to which a job can be done faster 
using a system or technology; (3) utility describes the extent to which a technology or 
system can be useful to someone, especially in corporate operations; (4) advantages 
describe the benefits of using the system or technology. 

As for the perceived ease of use, Dewi (2013) states that it is “the belief that using 
technology will not take much effort”. It can be understood that perceived ease of 
use is the degree to which a person’s confidence in using a system or technology 
affects ease of work. 

Referring to the TAM of Davis (1993), TAM2 of Venkatesh and Davis (2000), 
research by Lee et al. (2011) on the acceptance of e-commerce use and perceived 
ease of use is that the transport supply chain stakeholders think that using a digitized 
container terminals will not require much effort. 

According to Ramayah and Ignatius (2005), perceived ease of use includes: (1) 
Ease is the ease of use of a system or technology; (2) clarity and intelligibility are 
the degree of clarity and intelligibility of the system or technology used; (3) ease 
of learning is how easy a system or technology is for someone to learn or apply; 
(4) overall ease is the overall ease of use of a system or technology. From several 
observational studies, perceived usefulness and perceived ease-of-use variables are 
important factors influencing intention and continued use (Lisa et al., 2017; Weng &
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et al., 2017; Taufik & Hanafiah, 2019; Wu & Chen, 2016; Ho et al., 2020; Cheng, 
2015; Ashfag et al.,  2020; Hamid et al., 2016). Accordingly, the study proposes the 
following hypotheses: 

H5: Perceived usefulness affects the intention to continue using the container 
terminal 
H6: Perceived ease of use affects the intention to continue using the container 
terminal 
H7: Perceived ease of use affects perceived usefulness. 

According to Davis in Teng and Chen (2008), intention to use continuity is 
a person’s preference or desire to continue using a system or technology. Mean-
while, according to Bhattacherjee in Islam and Mantymaki (2014), intention to use 
continuity can be understood as an individual’s interest to continue to participate or 
participate in a particular system. 

According to research done by Anderson and Sullivan in Hung and Hsu (2011), 
aspects of intention to continue using are: (1) Repurchase likelihood is the probability 
that a person will reuse the system or technology; (2) number of acquisitions refers 
to the preference to use the online service system and the ability to buy or transact 
in the online system or technology. 

Studies by Chin and Lin (2015), Shakrokh (2019), Mndzebele (2013), and Akin-
nuwesi et al. (2016) suggest that technology complexity and compatibility have 
a significant influence on continuous usability. Another study suggested that the 
complexity of technology has an indirect effect on continued usability (Somang 
et al., 2019). Technological complexity affects perceived usefulness (HI), and HI 
has an effect on continuous usability. Accordingly, the study proposes the following 
hypothesis: 

H8: Technological complexity affects intention or ability to continue using the 
container terminal 
H9: Compatibility affects intention or ability to continue using the container 
terminal. 

The research model and hypotheses are shown in Fig. 1 (research model).

2.3 Research Methodology 

In this study, the authors applied the method of structural equation model (SEM), 
which used SPSS 22.0 software and AMOS version 20 software, via four steps: 
Cronbach’s alpha reliability analysis, exploratory factor analysis (EFA), confirmatory 
factor analysis (CFA), structural equation modeling (SEM) analysis. 

The study applies the structural equation modeling (SEM) to analyze the multi-
dimensional relationship between many variables in the proposed research model. 
Thereby, the research can visually examine the relationships that exist between the 
variables to prioritize resources to better serve customers. According to Tho (2009),



50 H. T. Nguyen

The complexity 
of the 

technology 

Compatibility 
of technology 

Perceived 
usefulness 

Perceived ease of 
use 

Continuation 
of intention to 
use digitized 

container 
terminal 

H8H1 

H5 

H2 

H3 

H4 

H7 

H6 

H9 

Fig. 1 Research model. Source Author

determining the required sample size for the study depends on many factors such 
as the processing method (regression, EFA, CFA, SEM), the necessary reliability. 
Besides, according to Bolen (1989), there must be a minimum of 5 observations per 
estimator (ratio 5:1). The number of observed variables used in the formal study is 
22, so the minimum sample size should be 110. This study uses the CB-SEM tool 
for the model test step, and the hypothesis with the sample size of 222 (over 200) is 
meeting the sample size requirements of Hsu et al. (2006) and Henseler et al. (2009). 

The sampling technique in this study is convenience and target-oriented sampling. 
All samples in this study are stakeholders in the transport supply chain of container 
terminals in ports group 4 with the criteria: (1) transactions with container stake-
holders at least twice a day; (2) minimum transaction is 100 containers per month; 
(3) still being the stakeholders in the transport supply chain of the container terminal 
system in the Vietnam Southeast region (shown in the feature that the latest shipment 
of the enterprise through the container terminal of port group 4 is after January 2022); 
and (4) Vietnamese enterprises. 

3 Research Result 

3.1 Sample 

About 250 questionnaires were sent to outbound shipping lines (12 companies), 
inbound shipping lines (8 companies), forwarding agents, logistics service providers 
(200 companies) and 30 trucking companies. A total of 246 questionnaires were
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Table 1 Results of the scale reliability evaluation 

Factors Number of 
variables 

Cronbach’s alpha Correlation 
coefficient 

Conclusion 

The complexity of 
the technology 
Compatibility of 
technology 
Perceived usefulness 
Perceived ease of 
use 
Continuation of 
intention to use 
digitized container 
terminal 

4 
4 
4 
6 
4 

0.801 
0.815 
0.823 
0.849 
0.830 

(0.640; 0.662) 
(0.605; 0.652) 
(0.637; 0.661) 
(0.504; 0.686) 
(0.626; 0.686) 

Yes (eliminate 
PT4) 
Yes 
Yes 
Yes 
Yes 

Source Author 

answered. Twenty-four questionnaires did not meet the requirements of the respon-
dent’s criteria, so the respondent data was 222, in which the classification of respon-
dents based on the respondent’s position in the company was divided into 5 groups, 
including: CEO: 173 respondents (77.9%), General Director: 7 respondents (3.2%), 
Branch Director: 15 respondents (6.8%), Representative of the Board of Direc-
tors: 3 respondents (1.4%) and Director of Information Technology: 24 respondents 
(10.8%). 

3.2 Model Analysis 

3.2.1 Evaluating the Scale Reliability by Cronbach’s Alpha 

The results of Cronbach’s alpha analysis (Table 1: results of the scale reliability eval-
uation) show that most of the scales have Cronbach’s alpha coefficient greater than 
0.6 and the total correlation coefficients greater than 0.3 (Hair et al., 2009). There-
fore, with standard scales, reliability assurance will be included in the exploratory 
factor analysis. 

3.2.2 Exploratory Factor Analysis (EFA) 

From the results of KMO and Bartlett’s test, we have a KMO coefficient of 0.912, 
greater than 0.5, so factor analysis is appropriate and Sig. (Bartlett’s test) is 0.000 
less than 0.005, showing that the observed variables are correlated with each other 
in the population. The total variance explained results show that the total variance 
explained is 55.578%, greater than 50%, and the pattern matrix results show that all 
factor loading factors are greater than 0.5 (after removing the DD6). Therefore, these



52 H. T. Nguyen

Table 2 Results of exploratory factor analysis 

Factors KMO Sig Average variance extracted Loading 

The complexity of the 
technology (PT) 
Compatibility of technology 
(TT) 
Perceived usefulness (HI) 
Perceived ease of use (DD) 
Continuation of intention to use 
digitized container terminal 
(SD) 

0.912 0.000 55.578 (0.720; 0.813) 
(0.684; 0.783) 
(0.626; 0.819) 
(0.602; 0.757) 
(0.571; 0.794) 

Source Author 

observed variables contribute significantly to the model, and the specific content is 
shown in Table 2 (results of exploratory factor analysis). 

Therefore, all the criteria in EFA are met to implement CFA and SEM. 

3.2.3 Confirmatory Factor Analysis (CFA) 

Considering model fit, according to Hu and Bentler (1999), we find: CMIN/df = 
1,188 (less than 3) is good. TLI = 0.981 (greater than 0.9) is good. CFI = 0.984 
(greater than 0.9) is fine. GFI = 0.923 and RMSEA = 0.029 (less than 0.08) are 
good, and PCLOSE is good because 0.992 (>0.05). Thus, the model fits the data. 
The results are illustrated in Fig. 2 (CFA result).

All observed variables are significant in the model because the p-value is less than 
0.05 (Hu & Bentler, 1999). CR values are both greater than 0.7, and AVE is greater 
than 0.5, so the scales are all convergent (Hair et al., 2009). The square root of AVE 
is larger than the correlations between the latent variables, and the MSV value is 
smaller than AVE, so the discriminant is guaranteed (Fornell & Larcker, 1981). The 
research model is consistent with the research data. 

3.2.4 Structural Equation Modeling (SEM) 

3.2.4.1. Test Models and Hypotheses 

The research model estimation results show that the values of CMIN/df = 1,188 
(less than 3) are good. CFI = 0.984 (greater than 0.9) is fine. GFI = 0.923, satisfying 
GFI above 0.9. RMSEA = 0.029 (less than 0.08) is fine. At the same time, CMIN 
= 190.054 and df = 160 with p-value less than 0.05 are satisfactory. The content of 
model testing and hypotheses is illustrated in Fig. 3 (SEM model results).
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Fig. 2 CFA result. Source Author

3.2.4.2. Test Hypotheses Using SEM 

Estimation results of the research model according to the SEM show that the hypoth-
esized relationships in the formal research model have statistical value because 
the highest p-value less than 0.05, reaching the required significance at the 95% 
confidence level, according to Table 3 (regression coefficient of the formal research 
model).
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Fig. 3 SEM model results. Source Author

Table 3 Regression coefficient of the formal research model 

Relationship Unstandardized 
coefficients 

Standardized 
coefficients 

SE CR p-value Conclusion 

DD ← PT 0.259 0.364 0.060 4.328 0.000 Discriminant 

DD ← TT 0.342 0.403 0.073 4.702 0.000 Discriminant 

HI ← PT 0.261 0.335 0.070 3.726 0.000 Discriminant 

HI ← TT 0.212 0.229 0.082 2.580 0.010 Discriminant 

HI 
SD 
SD 
SD 
SD 

← 
← 
← 
← 
← 

DD 
PT 
TT 
HI 
DD 

0.309 
0.124 
0.263 
0.325 
0.166 

0.283 
0.177 
0.314 
0.360 
0.168 

0.105 
0.057 
0.069 
0.084 
0.083 

2.940 
2.172 
3.826 
3.856 
1.985 

0.003 
0.030 
0.000 
0.000 
0.047 

Discriminant 
Discriminant 
Discriminant 
Discriminant 
Discriminant 

Source Author 

Technology complexity and compatibility have a significant effect on perceived 
usefulness, ease of use and continued usability. Technological complexity is the 
degree to which innovation of a technology or system is considered to be relatively 
difficult to understand and use, where the more complex the technological innovation, 
the lower the level of acceptance. Research results demonstrate that the complexity of 
technology has a positive and significant effect on perceived usefulness. This means 
that H1 is accepted. This finding is related and supports previous studies by Chin and 
Lin (2015), and Somang et al. (2019), which stated that technology complex variable
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affects perceived usefulness. It can be concluded in this study that the complexity of 
container terminal technology (automation equipment and digital-based operating 
systems in container terminals) affects perceptions of transport supply chain stake-
holders on the benefits of port digitization. Technological complexity was also found 
to have a positive effect on ease of use. This means that H2 is accepted. It can be 
said that stakeholders in the transport supply chain of container terminals in ports 
group 4 find the port’s innovative digital transformation very easy to use and deploy. 
This finding is also relevant and supports previous studies by Chin and Lin (2015), 
Somang et al. (2019), and Akinnuwesi et al. (2016), which stated that the complexity 
of technology has a significant effect on ease of use. 

This study also found that technological complexity directly and significantly 
affects continued use. This means H8 is accepted. This finding is relevant and supports 
research conducted by Chin and Lin (2015), and Mndzebele (2013), which suggested 
that the complexity of technology directly affects continuity of use. However, this 
finding is not consistent with the previous finding of Akinnuwesi et al. (2016), which 
suggested that complexity does not directly affect continuity of use. 

Compatibility is the degree of consistency between new technology and the needs 
of transport supply chain stakeholders, daily habits, experiences and values (Rogers 
in Mazhar (2014)). Research results show that compatibility has a positive and signif-
icant effect on perceived usefulness. This means that H3 is accepted. This finding is 
related and supports previous studies by Chin and Lin (2015), Somang et al. (2019), 
Di Pietro et al. (2015), and Shakrokh (2019), which stated that compatibility has a 
positive and significant effect on perceived usefulness. It can be concluded in this 
study that the compatibility level of digital transformation (automation equipment 
and digital-based operation system) in the container terminals in the Southeast region 
to the needs of the stakeholders in the transport supply chain is deemed appropriate 
and useful. 

Furthermore, this study also found that compatibility has a positive and significant 
impact on ease of use. This means that H4 is accepted. This result is related and 
similar to the studies by Chin and Lin (2015), and Shakrokh (2019), which stated 
that compatibility has a positive and significant impact on ease of use. It can be 
said that digital transformation implemented by container terminals in the Vietnam 
Southeast region is considered to be suitable for the needs of stakeholders in the 
transport supply chain and easy to use. At the same time, this study found that 
compatibility also directly affects continued use. This means that H9 is accepted. 
It can be concluded that the level of digital transformation (automation equipment 
and digital-based operating systems) implemented by the container terminal system 
in the Southeast region is in line with the needs and values of the stakeholders in 
transport supply chain. 

Perceived usefulness and perceived ease of use are intrinsic factors in the TAM. 
The results of this study indicate that perceived ease of use has a significant influence 
on perceived usefulness. Meanwhile, perceived usefulness and perceived ease of 
use have a positive and significant influence on continued and frequent use of the 
digitized port. This means H5, H6 and H7 are accepted. It can be concluded that 
the perception of the stakeholders in the transport supply chain about the benefits
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of digital transformation implemented by container terminals in ports group 4 is 
affected by ease of use. Next, the ability to continue and regularly use the digitized 
terminal (automation equipment and digital-based operating systems) is positively 
and significantly impacted by perceived usefulness and ease of use. Continued use and 
intention to use container terminals in ports group 4 to be digitized in a sustainable 
way depend on the usefulness and ease of use of the technology for stakeholders 
in the transport supply chain. This finding is related and similar to some previous 
studies by Somang et al. (2019), Di Pietro et al. (2015), Lisa et al. (2017), Weng et al. 
(2017), Taufik and Hanafiah (2019), Wu and Chen (2016), Cheng (2015), Ashfaq 
et al. (2020), and Choi and Park (2015). 

4 Conclusion and Discussion 

Digital transformation implemented by container terminals in ports group 4 is 
researched in this study which used an expanded TAM with variables of perceived 
usefulness and ease of use affecting intention to continue using container ports with 
added technology complexity and compatibility. The results of this study indicate 
that the impact of perceived usefulness factor is 36%, technology compatibility factor 
is 31.4%, technological complexity factor that affects the continued use of port is 
17.7%, and perceived ease is 16.8% to the continued use of the port. In theory, this 
study enriches and expands the TAM, in which the intention to continue using the 
port with digital transformation in ports group 4 is affected by the usefulness and 
interoperability. Predominantly liked to be perceived, technological complexity and 
ease of perception have also been shown to have a significant influence. Those are 
important factors that supply chain stakeholders consider to continue using ports that 
have undergone digital transformation. The results of this study are also meaningful 
for the management of container terminals to determine the appropriate develop-
ment strategy for the stakeholders in the transport supply chain, related to the issues 
of digital transformation. Based on the research findings, the container terminal 
managers should consider the usefulness and compatibility of the technology or 
system developed. Digitization or digital transformation is now only at the port that 
have applied software to their operational processes. The port needs to develop to 
a new level of connecting, collecting and processing customer—market data, oper-
ational data, personnel data to support managers in decision-making, develop and 
improve new products/services, look for business opportunities or, more importantly, 
change the port operation business model. The limitation of the study is that it only 
expands the TAM and the research sample in the Vietnam Southeast region, whereby 
each model has its advantages and disadvantages, and each research area has its 
own particularities. Future studies can be conducted in the direction of combining 
technology application models and expanding the scope of research.
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The Role of Foreign Direct Investment 
in Boosting Tourism Development: 
A Study of Vietnam for 1990–2020 
Interval 

Thao Thi Phuong Hoang 

Abstract The vital purpose of this research is to use the ARDL model in order 
to determine the relationship between foreign direct investment (FDI) and tourism 
development in Vietnam from 1990 to 2020. The outcomes reveal that tourism devel-
opment and FDI have a positive short-term and long-term interaction. In other words, 
FDI strongly causes tourism development in this study interval. This paper supports 
policymakers to perfect the development strategy for Vietnam’s tourism industry. 
Apart from creating a favorable business environment to attract more FDI to the 
tourism industry in the future, it is also necessary to improve the efficiency of using 
this FDI capital to increase its contribution to tourism growth. 

Keywords Finance direct investment · Tourism industry · ARDL model · Granger 
test · Vietnam 

1 Introduction 

Attracting foreign direct investment (FDI) associated with sustainable develop-
ment has become a crucial goal in Vietnam’s socio-economic development strategy 
in recent years. The FDI section has been a significant contributor to Vietnam’s 
economic development and international economic integration (Anwar & Nguyen, 
2010). 

With an attractive business environment, FDI inflows into Vietnam have increased 
sharply over the years. More recently, the new facilitation regulation for FDI and 
Trade has obviously promoted Vietnam’s integration into the global economy. As 
a consequence, Vietnam has become an important member of regional production 
networks. Strongly, innovations in policy have resulted in creating more jobs and 
improving the revenue and the national balance of payments. Parallel with the direct
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benefits that can be seen through the growth, FDI capital has generated signifi-
cant indirect benefits, namely, technology transfer, business experience sharing, and 
workforce skills development (Ministry of Planning and Investment, World Bank, 
2018). 

According to empirical studies, the greater the FDI attraction, the better the ability 
for economic growth, which results in attracting tourists and promoting tourism 
development in the future. Endo (2006) investigates the pattern and scale of global 
FDI in the tourism industry using data aggregation. The scholar confirmed that invest-
ment in the hospitality sector has increased significantly over time, but the scale 
remains small in comparison to global FDI. Due to favorable policies and infrastruc-
ture, developed countries tend to attract more FDI capital for tourism. Meanwhile, 
for some developing countries, these investments play a much larger role than in 
other traditional economic activities. Fauzel (2020a, 2020b) confirms that FDI has 
been playing a crucial factor in the tourism development of economies on 17 islands 
from 1995 to 2018, and the two-way causal relationship between FDI and tourism 
development has been confirmed as well. Cró and Martins (2020) investigated the 
determinants of the attraction and efficient use of FDI in the French tourism sector in 
the period between 2000 and 2017. This study contributed many important recom-
mendations for enhancing the efficiency of FDI in this country. In general, there 
have been numerous studies analyzing the role of FDI in economic development 
in the overview. It is obvious that not much research has been investigated on the 
relationship between FDI and tourism, while the tourism industry is now expanding 
markedly and is also a potential section for attracting FDI. 

The global foreign investment direction has shifted as a result of the health crisis 
hitting. By 2020, Vietnam had emerged as a bright spot in terms of attracting FDI 
inflows. Foreign investors are putting great prospects to Vietnam’s link in the global 
supply chain based on considering many advantages. 

Vietnamese national data express that the total revenue in the tourism sector 
recorded a boom when it increased from 1.23 billion USD in 2000 to 34.3 billion USD 
in 2019. With this outstanding growth, Vietnam had attracted approximately 
15 billion USD of FDI invested in tourism by the end of 2019, making it one of 
the most appealing fields for domestic and foreign investors. However, quantitative 
studies have not examined the positive effect that FDI has on tourism growth. In 
other words, studies on the role of FDI in tourism development in Vietnam with 
econometric models and time-series data are limited. 

Developing on research results from Sadi and Henderson (2008), which inves-
tigated the FDI context of Vietnam in the 1990s, this study will expand the study 
period from 1990 to 2020. The main aim is to find out the driving forces between FDI 
and tourism in the short and long term. The outcomes will support policymakers to 
perfect the development strategy for Vietnam’s tourism industry. More specifically, 
policies focus on consolidating and enhancing the image of Vietnam’s destination 
by attracting FDI and improving the efficiency of FDI capital benefit. 

The tourism industry is currently a key economic sector, and as announced in many 
early papers, FDI is one of the sources of capital to support upgrading the quality 
of infrastructure, quality of accommodation, diversification of amusement parks,
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and development opportunities for potential new lands. In the preliminary analysis, 
research on tourism FDI in Vietnam has not attracted many scholars, therefore the 
number of studies is limited. This study will be a significant supplement research 
data on the topic of FDI and create an impetus for future research. To demonstrate the 
relationship between FDI and tourism in Vietnam, the observed variables, as well as 
appropriate research methods, are inherited and developed based on many previous 
research models. These contents are presented in Sects. 2 and 3. Section 4 covers 
the reality results found in Vietnam. The paper closes with a conclusion and policy 
recommendations. 

2 Theoretical Framework 

2.1 The Link Between FDI and Tourism Development 

Tourism, with its outstanding potential and benefits, is one of the most impressive-
growing industries nowadays (Garza-Rodriguez, 2019). Numerous nations that are 
rich in tourism resources have taken advantage of all opportunities for economic 
development with the tourism-led growth strategy (Ozturk, & Acaravci, 2009; 
Spinthiropoulos et al., 2020). Ivanovic (2011) addressed not only the contribution of 
FDI to economic growth but also the positive influence of FDI on Croatia’s tourism 
industry. 

Norlida Hanim et al. (2011) used the ARDL model to investigate the relationship 
between the development of the tourism industry and FDI capital in some Asian 
countries for the period 1980–2008. A bidirectional interaction between tourism 
and FDI in Hong Kong is found, a one-way positive effect from tourism to FDI in 
Malaysia and Thailand, while there is no relationship between these two variables 
in Singapore and China. 

Using the VECM model, Samimi et al. (2013) demonstrated a two-way causal 
relationship in the long run between FDI in tourism and tourism development from 
1995 to 2008. Fauzel (2020b) affirmed that FDI is a key factor for tourism devel-
opment in 17 island countries. The aim of Perić and Radić (2015) is to measure the 
contribution of FDI capital to the progress of Croatia’s tourism industry. Using data 
from 2000 to 2012, and the Cobb–Douglas production function model, the findings 
confirm that FDI is a significant component of Croatia’s tourism development. 

The relationship between foreign investment and tourism development was inves-
tigated by using panel data from seven countries from 1980 to 2012. Işik (2015) 
proved that the tourism industry has become an attractive sector for foreign invest-
ment in D7. The recommendation of this study has important implications for tourism 
sustainable development policy, and it calls for further attention in future studies. 
With the aim of stimulating domestic and international investment in tourism, the 
government of India has allowed the most foreign direct investment projects into 
construction development including hotel construction, resorts, and recreational
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facilities. Therefore, Kaur (2019) revealed a strong and positive influence of foreign 
direct investment in the Indian tourism industry as well as its impact on the Indian 
economy. And, Amin et al. (2020) found a long-run mutual positive effect of FDI 
and tourism in Bangladesh using time series data from 1972 to 2017. 

Rakhmatullaeva (2021) asserted the importance of investments in tourism. Invest-
ment in tourism is the process of creating new tourist facilities with the help of large 
capital from huge and professional corporations. In addition, tourism has emerged 
as an important economic sector in Uzbekistan, contributing significantly to the 
country’s regional economic development. Modern techniques are also exchanged 
through capital investment, thus the quality of tourism products is improved (Nguyen, 
2021). Sou and Vinnicombe (2021) investigate the link between governance, FDI, 
and tourism demand. According to the regression results, the effectiveness of gover-
nance increases the ability to attract FDI, and thereby FDI has a positive influence 
to promote tourism development. 

Sheng Yin and Hussain (2021) investigate the connection between FDI inflows, 
environmental footprint, and economic growth in Southeast Asian countries from 
1990 to 2017. The findings support the existence of a one-way causal from FDI 
inflows to tourist arrivals. As a result, ASEAN countries are encouraged to improve 
the performance of the tourism sector, which is currently driving FDI attraction. 

Since 1986, the Vietnamese government has improved the Law on Foreign Invest-
ment, encouraging FDI in Vietnam, particularly in the tourism industry. The initial 
study on FDI and Vietnam’s tourism industry was carried out in 1999. At this time, 
due to constraints and challenges in economic development and tourism, section 
was not yet focused, so there was not much attraction to FDI (Sadi and Henderson, 
2008). Suntikul et al. (2010) investigate the impact of FDI on tourist accommoda-
tion patterns in Vietnam. The beneficial effects of FDI have improved the quality of 
Vietnam’s tourist accommodations, increased the attractiveness of tourism services, 
and thus increased the attraction of international visitors to Vietnam. Thence, this 
study is conducted for the period 1990–2020 as an examination of the role of FDI 
in the growth of tourism. In other words, measuring the FDI’s positive influence and 
testing whether it is one of the vital factors that influence the growth of tourism in 
Vietnam today is the main aim of this empirical research. 

2.2 FDI Perspective and Economic Development in Vietnam 

Due to the movement restrictions and border closures from the COVID-19 pandemic 
hitting, global FDI inflows in 2020 decreased by 35%. In which, FDI capital into 
emerging economies and developing countries fell by 8%. However, developing 
economies still accounted for two-thirds of total global FDI by 2020, up from nearly 
half in 2019. According to geographic region analysis, FDI has decreased globally 
except for Asia. This region accounted for half of the total global FDI in 2020, with 
an FDI growth rate of 4%.
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Table 1 Results of attracting FDI from 1990 to 2020 

Period Number of projects Total registered capital 
(million USD) 

Total realized capital (million 
USD) 

1990–1999 3.164 42.7293 18.2695 

2000–2010 10.473 171.6433 60.8767 

2011–2020 20.495 239.6464 180.3267 

Source Statistical Office of Vietnam, 2021 

Thanks to the transition from a centrally planned economy to a market economy 
model, political stability, young and low-cost labor force, Vietnam has become a 
potential destination for foreign investors. In 1990, the amount of FDI registered in 
Vietnam was only 2.07 billion USD. The accession to the World Trade Organization 
in 2007 greatly increased the registered FDI in Vietnam up to now. However, the 
amount of capital increased significantly after 2000, and the efficiency of capital use 
was highly valued. 

From 1988 to 2019, realized FDI accounted for approximately 47% of registered 
capital (Table 1). FDI contributed 25.7% to Vietnam’s economic growth from 2011 
to 2019. 

Over the last ten years, the FDI sector has grown at a faster rate than the country’s 
GDP (Table 2). GDP growth rate was 5.9% per year from 2011 to 2015 and 6.75% 
per year from 2016 to 2019. Meanwhile, the FDI sector grew at a rate of about 8.4% 
in 2010 and 10.6% in 2019. 

By 2019, 6.1 million people were working in FDI enterprises. Labor productivity 
in the FDI sector increased at a rate of 8.7% per year, far exceeding that of domestic 
enterprises, which increased at a rate of 4.6% per year. Therefore, the average income 
per employee of the FDI enterprise sector is 1.2 times higher than the average of the 
economy. 

So far, Vietnam has received FDI from 141 countries and territories worldwide. 
East Asian countries are the largest and longest-term partners. For many years, Korea, 
Japan, and Singapore have been the primary sources of capital for Vietnam. These 
three countries’ investment capital accounts for half of total FDI capital (as of 2020). 
Figure 1 lists the top 15 countries with the most FDI inflows into Vietnam today.

Vietnam has been being an attractive destination for real estate investors around the 
world. In particular, real estate investment in the tourism industry, namely, high-class 
hotels, resorts, and restaurants, which brings high profits in the long run. From the

Table 2 Vietnam’s economic 
growth rate from 2011 to 
2020 

Economic sectors 2011–2015 (%) 2016–2020 (%) 

Government economy 4.9 4.1 

Domestic private economy 6.1 6.9 

Foreign-invested economy 8.4 10.6 

Source Statistical Office of Vietnam, 2021 
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Fig. 1 Vital FDI partners in Vietnam. Source Statistical Office of Vietnam, 2021

tourism development data, it is undeniable that the role and contribution of FDI in the 
field of HORECA (Hotel, Restaurant, and Coffee shop) and amusement parks. This 
is the earliest source of capital present in Vietnam right after Vietnam promulgated 
the Law on Foreign Investment in Vietnam in 1987. Up to now, the amount of FDI in 
this area is up to 12%, by the end of the year 2019. The structure of FDI in Vietnam’s 
economic sectors is shown in Fig. 2. 

FDI in the tourism industry started to increase sharply in 1998 and peaked in 
2003, 2013, and 2019 (Fig. 3).

An empirical study in Vietnam was conducted using listed data from the World 
Bank and the National Investment Agency for the period 1990–2020 with the ARDL 
model to investigate the impact and role of FDI on the country’s tourism development. 
This study will fill the current research gap on FDI and tourism in Vietnam. It lays 
the groundwork for future research also.
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Fig. 2 Structure of FDI in 2019. Source Statistical Office of Vietnam, 2021 



The Role of Foreign Direct Investment in Boosting Tourism … 65

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

19
91

/Q
1 

19
92

/Q
1 

19
93

/Q
1 

19
94

/Q
1 

19
95

/Q
1 

19
96

/Q
1 

19
97

/Q
1 

19
98

/Q
1 

19
99

/Q
1 

20
00

/Q
1 

20
01

/Q
1 

20
02

/Q
1 

20
03

/Q
1 

20
04

/Q
1 

20
05

/Q
1 

20
06

/Q
1 

20
07

/Q
1 

20
08

/Q
1 

20
09

/Q
1 

20
10

/Q
1 

20
11

/Q
1 

20
12

/Q
1 

20
13

/Q
1 

20
14

/Q
1 

20
15

/Q
1 

20
16

/Q
1 

20
17

/Q
1 

20
18

/Q
1 

20
19

/Q
1 

Tourism and FDI development 

FDI (Billion USD) Tourism Revenue(Billion USD) 

Fig. 3 Tourism and FDI development from 1991 to 2019. Source Statistical Office of Vietnam, 
2021

3 Methodology and Data Collection 

This empirical study investigates the role of FDI in Vietnam’s tourism development 
for the 1990–2020 interval. Eviews 12 is used to process the data. Based on the 
outcomes, strategies for tourism development in the future will be discussed. The 
model of this study is inherited from the results of previous studies, namely, Central 
and Capital, Ivanovic (2011), and Işik (2015). In this sense, the empirical model is 
formed: 

Function: TR = f (FDI) 
where

● TR = Tourism revenue (in billion USD).
● FDI = Foreign direct investment in the tourism industry (in billion USD). 

The dependent variable is tourist revenue, and data is obtained from the Viet-
namese statistics office. In terms of an independent variable, this is FDI in tourism, 
and it is collected and calculated based on data from World Bank and Vietnam 
Investment Department. Quarterly data is collected between 1990 and 2020. 

The result includes testing the both long and short-term correlation between these 
observed variables. The linear logarithm form is posed: 

ln TRi t  = αi + βi ln TRi t  + δi ln FDIi t  + uit
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3.1 Unit Root Test 

Unit root test is to check if the time series is stationary or not. Stationary series is an 
essential category for the estimation process in economics. If a series is nonstationary, 
the results are not generalizable. Also, for forecasting purposes, the non-stationary 
series has no practical application value. This study uses a test developed by Dickey 
and Fuller, called the Dickey-Fuller statistic. 

Test hypothesis: 
H0: β = 0 (Yt is a non-stationary data series). 
H1: β < 0 (Yt is a stationary data series). 
“In particular, if the absolute value of the calculated value is greater than the 

absolute value of the critical value, hypothesis H0 will be rejected, that is, the data 
series is stationary, and vice versa, the hypothesis H0 is accepted, the data series is 
non-stationary” (Wong, 2018). 

3.2 Bound Test 

AutoRegressive Distributed Lag (ARDL) is a combination of the vector autoregres-
sion VAR) model and the least-squares regression (OLS) model. ARDL is considered 
an efficient, flexible, and easy-to-apply model for the analysis of multivariable time 
series (Nkoro & Uko, 2016; Wong, 2018). The ARDL model allows for determining 
the impact of established variables on the dependent variable (Kreishan, 2015). To 
ensure the reliability of the ARDL model, tests need to be performed to ensure that 
the time series variables are stationary, the lag is optimal, the model is fitness, and 
there is no autocorrelation and Heteroscedasticity (Kumar et al., 2016; Wong, 2018). 

3.3 Causality Test 

Causal analysis is applied to understand the impact of macroeconomic variables. For 
time-series macro data, the most commonly used causal analysis is Granger Causality 
(White and Pettenuzzo, 2010; Foresti, 2007). 

4 Analysis of Findings 

4.1 Correlation Statistics Between Variables 

Table 3 describes the correlation between these observed variables. The value of r 
has statistical significance if the sig value is less than 0.05. The closer to 1 of r is, the
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Table 3 Correlations matrix Correlation LTR LFDI 

LTR 1 0.947**(0.000) 

LFDI 0.947**(0.000) 1 

Note *, **, *** significance at 1%, 5%, and 10% level, respectively 
Source Analysis results from Eviews 12 

stronger the linear correlation is. The correlation results show that two variables are 
highly positively correlated with each other, when one variable changes, the other 
variables also change in the same direction. 

4.2 Unit Root Test 

All the observed variables are stationary at (I), which is shown in detail in Table 
4. Therefore, we can continue with the test for co-integration between observed 
variables. 

As the result from Table 5, following the Akaike information criterion (AIC), the 
optimal lag of the observed variables is at (I). 

Table 4 Results of unit root test 

Variable with Intercept ADF test 

Level 1st difference Decision 

t-statistic p-value t-statistic p-value 

TR −2.430404 0.1357 −10.33485 0.0000 (I) 

FDI −0.524018 0.8814 −11.10144 0.0000 (I) 

Source Analysis results from Eviews 12 

Table 5 Results of optimal lags 

Lag LogL LR FPE AIC SC HQ 

0 −13.59046 NA 0.076258 0.264245 0.311206 0.283313 

1 136.8429 293.2176* 0.06058* −2.268524* −2.198083* −2.239923 

2 137.2992 0.881630 0.006114 −2.259309 −2.165387 −2.221174 

Source Analysis results from Eviews 12
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Table 6 Results of ARDL—cointegration testing 

Equation model F-statistic SC lag-length criteria Bound critical 
values (at 1% 
significance level) 

Decision 

I(0) I(1) 

TR = f (FDI) 8.097876 (1, 0) 6.84 7.84 Co-intergrated 

Source Analysis results from Eviews 12 

Table 7 Long-run estimate from the ARDL model 

Variable Coefficient Standard error t-statistic Prob. 

LFDI 0.655092 0.038773 16.89555 0.0000 

Source Analysis results from Eviews 12 

4.3 ARDL—Cointegration Testing 

The tests show the bounds test for co-integration (Table 6) and the result for the 
series model (Table 4). In the model, TR = f (FDI), at a 1% significance level, the 
F-statistic is 8.09 and is higher than the upper bound critical value. These results 
show that the variables share a relationship in the long term. From this base, we can 
proceed with the next estimation. 

In long-term results from (Table 7), FDI increase is positively and strongly asso-
ciated with tourism development: a 1% improvement in FDI can be linked to a 0.65% 
increase in tourism development. 

4.4 ECM—Short-Term Relationship 

Then, to acquire the assessments of the short-run correlation between tourism devel-
opment and finance direct investment in Vietnam, the error correction approach was 
utilized. The ECM model measures the dynamics of the short-run model, and the 
speed for the model is adjusted to an equilibrium whenever a shock occurs. The 
results demonstrate that a 1% improvement in FDI can be linked to a 0.11% increase 
in tourism development, and the speed of the variables return to the equilibrium in 
the long term is 9.3% at a 1% significance level. The details are shown in Table 8 
below:
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Table 8 Results of ECM 

Variable Coefficient Std. error t-Statistic Prob. 

LFDI 0.117059 0.036760 3.184439 0.0019 

CointEq(−1)* −0.093657 0.023172 −4.041854 0.0001 

R-squared 15.5% 

Source Analysis results from Eviews 12 

Table 9 Granger causality outcomes 

Null hypothesis F-statistic Prob. Result 

Tourism development does not granger cause FDI 3.37558 0.0687 Reject H0 at 10% 

FDI does not granger cause tourism development 6.40925 0.0127 Reject H0 at 5% 

Source Analysis results from Eviews 12 

4.5 Granger Causality Test 

Hypothesis H0 is rejected when the probability of variables values is less than 0.05 
(5%); the details are presented in Table 9. The results indicate that due to Prob 
statistics being significant, FDI does lead to a change in tourism development in 
Vietnam for the study period. Furthermore, at the 10% probability level, tourism 
also promotes the growth of FDI. 

4.6 Diagnostic Tests for the Model 

The regression model undergoes rigorous and complete tests to ensure the correct 
results:

● Serial correlation LM test with the null hypothesis is a regression function that 
does not occur autocorrelation;

● Heteroskedasticity with the null hypothesis is a model without variance change.
● The CUSUM test will insist on the stability of model. 

The outcomes are illustrated in Table 10. 

Table 10 Diagnostic test for the model 

Test Statistic Value Prob. Figure 4 

Serial correlation LM Chi-Square 1.51763 0.2180 

Heteroskedasticity (Breush-Pagan Godfrey) Chi-Square 5.65247 0.1298 

Source Analysis results from Eviews 12
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Fig. 4 The plot of CUSUM of square test for TR model 

Table 10 and Fig. 4 confirm the stability of the TR model through the stability 
of all the parameters, and the values of the coefficients are within the critical bound 
values. However, the graph of CUSUM of square is slightly deviated from the upper 
bound at the 5% significance level. 

5 Conclusions 

The present study examines the relationship between tourism development and FDI 
attraction using 31-year data from 1990 to 2020 and the ARDL and the ECM model. 
The model has fully implemented the process, which includes: the unit root test, 
determining optimal latency, and measuring the correlation between variables. The 
following rigorous testing steps are carried out: checking the phenomenon of vari-
ance, autocorrelation, and the correct model to confirm that this is a suitable model 
and that the obtained results are reliable. 

According to empirical findings, tourism development and FDI have a positive 
interaction in both the short-run and long-run. Also, there is a causal relationship 
between FDI to Tourism development, which is the same findings in the study of Kaur 
(2019), Amin et al. (2020), Rakhmatullaeva (2021), Sou and Vinnicombe (2021), and 
Sheng Yin and Hussain (2021). In other words, foreign investment is a vital part of 
Vietnam’s tourism economic development over a period of 30 years of research. 

Thus, the top goal in the future is to increase the efficiency of using FDI in order 
to increase the tourism development rate. The latter is, that despite impressive FDI 
inflow, Vietnam is still not the most attractive nation for foreign investors in the 
ASEAN region. Obviously, huge multinational corporations now tend to prioritize 
Thailand, Malaysia, and Indonesia… for investment due to the most competitive
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investment environment. In Vietnam, the majority of FDI capital comes from coun-
tries with medium technology and do not hold high technology accounting for a large 
proportion. As a consequence, Vietnam needs a solution to attract FDI investors 
from developed countries, holding leading technology, having financial potential, 
and having a large market. To do this, the investment policy should be improved to 
increase Vietnam’s competitiveness in the ASEAN region, not only for achieving 
socio-economic development goals but also for the tourism industry in long run. 
Some recommendations focus on the following policies: 

Firstly, priority should be given to completing the legal framework on foreign 
investment to ensure a more open environment and conditions for investors, while 
remaining consistent with Vietnamese law. 

Second, to simplify and neatly improve administrative procedures for foreign 
investment projects. Administrative procedures must be made transparent, and widely 
publicized in the media to ensure that information reaches foreign investors most 
conveniently. 

Third, upgrade the information system and connect with numerous foreign invest-
ment sources. Prioritize FDI sources in areas with abundant tourism resources that 
have yet to be properly invested in. Effective allocation ensures equitable devel-
opment across Vietnam’s territories while also providing investors with a competi-
tive advantage. Furthermore, the investment attraction mechanism also needs to be 
flexible between localities, which results in increasing investment opportunities. 

Fourth, having high-quality human resources to meet the needs of FDI enterprises 
is essential. Evoking and encouraging innovative ideas, improving multi-skilled and 
multi-lingual ability in the workforce is the priority. 

Fifth, policies should be strengthened to encourage tourism development, increase 
the contribution rate to GDP growth, and maintain tourism as one of the key economic 
sectors. Many other economic sectors are being boosted as a result of the development 
of tourism, and the economy as a whole is growing comprehensively. In this age of 
globalization, the priority is to upgrade the digital economic platform, particularly 
in the tourism sector. In recent years, Vietnam has established a highly effective 
network, which becomes the ground for the promotion of the strengths of tourism 
entrepreneurship. Briefly, the government needs to quickly have plans and solutions 
to improve the quality of the entrepreneur ecosystem and digital ecosystem. This is 
now the most important factor in attracting investment. 

Future research could expand on this paper’s limitation by including COVID-19-
affected period data to see how external financial shocks affect tourism activities. In 
addition, experimenting with the VAR model for further study of shocks will also 
provide more diverse results in terms of tourism and foreign investment connection.
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Perić, J., & Radić, M. N. (2015). Tourism productivity and tourism FDI in Croatia. Mediterranean 
Journal of Social Sciences, 6(5S2), pp. 425–433. https://doi.org/10.5901/mjss.2015.v6n5s2p425 

Rakhmatullaeva. (2021). Influence of foreign direct investment on tourism. JournalNX - A Multidis-
ciplinary Peer Reviewed Journal. Available at: https://repo.journalnx.com/index.php/nx/article/ 
view/696 (Accessed: 11 April 2022).

https://doi.org/10.18488/journal.31.2020.71.110.121
https://doi.org/10.18488/journal.31.2020.71.110.121
https://doi.org/10.1080/10438590802511031
https://doi.org/10.1016/j.tmp.2019.100614
https://doi.org/10.1016/J.TOURMAN.2005.02.004
https://doi.org/10.1108/JTF-05-2018-0026/FULL/PDF
https://doi.org/10.1108/JTF-05-2018-0026/FULL/PDF
https://doi.org/10.3390/su11030845
https://repo.journalnx.com/index.php/nx/article/view/696
https://repo.journalnx.com/index.php/nx/article/view/696
https://doi.org/10.30958/ajt.2-2-2
https://doi.org/10.2139/ssrn.3385163
https://doi.org/10.4236/tel.2019.94064
https://doi.org/10.4236/tel.2019.94064
https://doi.org/10.5539/ijef.v7n11p1
https://doi.org/10.5539/ijef.v7n11p1
https://doi.org/10.1007/s11205-015-1070-y
https://doi.org/10.1007/s11205-015-1070-y
https://doi.org/10.3390/ECONOMIES9030131
https://www.rtsa.ro/tras/index.php/tras/article/view/193
https://doi.org/10.5901/mjss.2015.v6n5s2p425
https://repo.journalnx.com/index.php/nx/article/view/696
https://repo.journalnx.com/index.php/nx/article/view/696


The Role of Foreign Direct Investment in Boosting Tourism … 73

Sadi, M. A., & Henderson, J. C. (2008). Tourism and foreign direct investment in Vietnam, vol. 2,  
issue 1, pp. 67–90. https://doi.org/10.1300/J149V02N01_04 

Samimi, A. J., Sadeghi, S., & Sadeghi, S. (2013). The relationship between foreign direct investment 
and tourism development: Evidence from developing countries. Institutions and Economies, 5(2), 
59–68. 

Sheng Yin, X., & Hussain, J. (2021). The implication of technological innovation and tourism 
development on FDI-growth-environment nexus in Association of Southeast Asian countries: A 
simultaneity modeling analysis, vol. 16, issue 9, pp. 878–902. https://doi.org/10.1080/15567249. 
2021.1971801 

Sou, J. P. U., & Vinnicombe, T. (2021) Does governance quality matter for FDI-led tourism 
development? A supply-side perspective. https://doi.org/10.1177/13548166211052814 

Spinthiropoulos, K., Nikas, C., & Zafeiriou, E. (2020). Tourism and economic growth in Greece: 
An ARDL bound testing approach in a Kaldorian framework. Acta Oeconomica, 70(2), 215–227. 
https://doi.org/10.1556/032.2020.00011 

Suntikul, W., Butler, R., & Airey, D. (2010). The influence of foreign direct investment on accom-
modation patterns in Vietnam as a result of the open-door policy. Current Issues in Tourism, 
13(3), 261–277. https://doi.org/10.1080/13683500902937628 

White, H., & Pettenuzzo, D. (no date). Granger causality, exogeneity, cointegration, and economic 
policy analysis. 

Wong, K. (2018) Guideline Peasaran et al. (2001) Bound Test and ARDL cointegration Test. Journal 
of Applied Econometrics, 16 

Website: Statistical Office of Vietnam: Ministry of Planning and Investment—World Bank: https:// 
www.gso.gov.vn/en; https://www.worldbank.org/en

https://doi.org/10.1300/J149V02N01_04
https://doi.org/10.1080/15567249.2021.1971801
https://doi.org/10.1080/15567249.2021.1971801
https://doi.org/10.1177/13548166211052814
https://doi.org/10.1556/032.2020.00011
https://doi.org/10.1080/13683500902937628
https://www.gso.gov.vn/en
https://www.gso.gov.vn/en
https://www.worldbank.org/en


Vietnam’s Seafoood Imports Under 
the Impact of the United 
Kingdom–Vietnam Free Trade 
Agreement 

Chu Tien Minh and Nguyen Ngoc Diep 

Abstract This paper assesses the potential impacts of the UK-Vietnam Free Trade 
Agreement (UKVFTA) on Vietnam’s seafood imports from the UK by adopting 
the SMART model based on two scenarios. The simulation results reveal that the 
UKVFTA will result in a significant increase in Vietnam’s seafood imports from the 
UK, implying that the UK will be still one of the most important seafood for Vietnam 
in the upcoming time. When Vietnam also extends its coverage of tariff elimination 
to ASEAN+5 including China Japan, South Korea, India, Australia—New Zealand 
having signed an FTA with ASEAN to which Vietnam is a country member, the 
reduction in Vietnam’s seafood imports from the UK will occur but it will be very 
inconsiderable. Besides, in both scenarios, trade creation effects will be higher than 
trade diversion effects meaning that the UKVFTA can raise the welfare of Vietnam. 
Based on these results, the paper ends by drawing out some implications for the 
Vietnamese government to be better implementing the ambitious UKVFTA. 

Keywords Imports seafood · SMART model · FTA · UKVFTA · Vietnam 

1 Introduction 

Vietnam is one of the largest seafood producers in the world, with a high growth 
rate. According to the Vietnam Association of Seafood Exporters and Producers 
(VASEP), the country produced over 8.15 million tons (t) of finfish and shellfish in 
2019 (VASEP, 2020), of which capture fisheries accounted for 46% and aquaculture 
accounted for 54% of total volume. Aquaculture accounted for about 75% of the 
total value and its farming volumes are growing faster than that of fisheries (Fig. 1).

Namely, over the last decade (2009–2019), production increased sharply; with 
output increasing from 4.9 million tons in 2009 to 8.15 million tons in 2019, an 
average annual growth rate of 5%. During the same period, aquaculture production
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Fig. 1 Vietnam’s capture fisheries and aquaculture production, 1995–2019. Source VASEP (2020)

increased significantly, from 2.6 million tons in 2009 to 4.4 million tons in 2019, 
resulting in an average annual growth rate of 6 percent (Fig. 1). 

Driven by growing global demand for food and for seafood in particular, Viet-
namese seafood exports have increased significantly. The value of exported seafood 
increased from USD 1.8 billion in 2000 to nearly USD 8.6 billion in 2019 (VASEP, 
2020). This has made Vietnam the world’s third largest exporter of seafood, after 
China and Norway, according to ITC Trade map (Fig. 2). 

Despite being among top seafood exporters in the world, Vietnam has recently 
imported more and more seafood products for domestic consumption and for 
processing to serve re-export purpose. Namely, in the period of 2010–2018, 
Vietnam’s seafood imports witnessed a more than 21.10% growth rate per annum, 
from USD 328,854,000 to USD 1,522,080,000. Moreover, during the outbreak of the 
Covid-19, 2019–2020, Vietnam’s seafood imports continued to enjoy a steady rise

Fig. 2 Vietnam’s export value of seafood, 2005–2019. Source VASEP (2020) 
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Fig. 3 Vietnam’s seafood import value according to HS 4-digit. Source ITC Trade Map 

at a rate of 3.3% and 4.7% compared to 2018, respectively. Then the import turnover 
even soared to a new peak at USD 1,800,002,000 in 2021 (ITC Trade map) (Fig. 3). 

Imports of seafood growing gradually on a year-over year basis could be explained 
by the following reasons: 

Firstly, the average seafood consumption per capital in Vietnam grew steadily from 
1975 and even surpassed the consumption of meat in the early 2000s and continued to 
go up rapidly. According to the Agro Processing and Market Development Authority 
at the Ministry of Agriculture and Rural Development (MARD), average seafood 
consumption in Vietnam was 31 kg (kg) per capita in 2017. Seafood consumption 
in the domestic market was predicted to increase sharply, with the annual average 
expected to hit 33–35 kg per person by 2020 (Fig. 4). 

Generally, the rise in overall demand for fish and fishery products is caused by 
two main factors, population growth and income growth. In Viet Nam, population 
growth has been quite stable with the rate of about 1% recently. Income growth 
which is measured by growth in GDP per capita was high from 2015 to 2019 with 
annual growth levels between 5 and 6.1% but then collapsed to 2% and lower in 2020

Fig. 4 Seafood and meat consumption in Vietnam and OECD countries, 1961–2013. Source FAO 
(2016) 
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Fig. 5 GDP per capita in current prices from 1987 to 2027*. Source Statista 

and 2021 because of the Covid-19 (World Bank, 2021). However, income growth is 
expected to remain quite strong for the medium term making it more likely to expect 
a strong and sustained demand for fish and fishery products from the Vietnamese 
population (Fig. 5). 

Secondly, there was an upward trend in the number of foreign visitor arrivals to 
Vietnam, from nearly 8 million in 2015 to more than 18,000,000 in 2019 (World Bank, 
2019). Although this figure suffered a sharp decrease to just more than 3.8 million 
in 2020 due to the outspread Covid-19, it could lead to a growing need of imported 
fresh/chilled whole fish, especially Atlantic and other salmon and some frozen fish, 
particularly frozen salmon for use by the higher-end food service industry and high-
end retail outlets. 

Thirdly, the country’s current capacity still cannot meet the demand for fish fries 
in aquaculture production so fish fries are imported overseas. The UK has been 
one of the largest and most important trade partners of Vietnam in the European 
market. In the fishing industry, in 2019, the UK used to be the 2nd biggest seafood 
exporter to Vietnam among other EU countries (EU was listed in the top 10 fish and 
seafood exporting countries to Vietnam and Denmark and the UK were dominant— 
ITC Trade Map). In 2020, after the UK officially left EU on January 31, 2020, the 
UK has become an independent trade partner of Vietnam and was ranked as one of 
twenty countries from which Vietnam imported fish and fishery products the most. 

Although there was an upward trend in the UK’s exports to Vietnam in general 
since 2010 when Vietnam and the UK signed the Joint Declaration to establish 
the UK-Vietnam Strategic Partnership, which was a remarkable achievement in the 
bilateral trade relation with the two countries, the UK’s export value experienced an 
inconsiderable share which was less than 1% in the total import value of Vietnam
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from 2010 to 2020. Especially, regarding Vietnam’s seafood imports from the UK, 
despite a 7% growth rate, they only met from 1–2% of the Vietnam’s demand. That is 
the reason why the UK-Vietnam free trade agreement (UKVFTA), which has taken 
into effect since May 1, 2021, is expected to promote bilateral trade between the two 
countries, especially Vietnam and its imports of fish and fishery products from the 
UK as they still have an enormous potential (Fig. 5). 

With a view to maintaining bilateral trade relation between Vietnam and the UK 
after the Brexit, Vietnam and the UK actively negotiated and signed the UKVFTA 
on December 29, 2020. The agreement took effect temporarily on January 1, 2021, 
right after the EU-Vietnam free trade agreement (EVFTA, 2021) no longer applied 
to the UK. The UKVFTA, which has been officially and fully effective since May 1, 
2021, is an important milestone in the bilateral trade relation between Vietnam and 
the UK after Brexit. 

The UKVFTA is a “new generation” bilateral agreement aimed at a high degree 
of liberalization and a wide range of commitments from traditional ones such as 
trade in goods, trade in services, investment and nontraditional ones such as public 
procurement, state-owned enterprises, competition policy, … The UKVFTA also 
includes commitments on non-commercial aspects which are closely related to trade 
and play an important role in the prosperous and sustainable development of the two 
economies such as labor, environment, social responsibility… 

The UKVFTA is negotiated on the basis of the EVFTA, therefore, almost all of 
the EVFTA’s commitments on trade in goods, trade in services, investment were 
basically inherited by the UKVFTA and then open to adjustments appropriate to 
bilateral trade relation between Vietnam and the UK. The UKVFTA consists of nine 
articles, one appendix amending a number of sentences in articles of the EVFTA, 
one bilateral letter, one protocol on rules of origin and two explanatory notes. 

Regarding the UKVFTA’s commitments on trade in goods, Vietnam’s import 
tariffs on fish and fishery products from the UK will be eliminated in 2 years after the 
Agreement’s effective day. As the UK is among Vietnam’s largest seafood import 
markets, tariff on seafood imported from the EU is now very high (at 11.65% on 
average—SMART model), this tariff elimination is likely to affect considerably 
Vietnam’s seafood imports and industry. 

On these grounds, this paper, by adopting the SMART model and Partial Equilib-
rium theory to analyze and evaluate the impacts of tariff elimination under UKVFTA 
on seafood products imported from Vietnam imports from the UK in both scenarios. 
From there, the article gives some implications for the Vietnamese government in 
better implementation of UKVFTA, especially when this agreement has been signed. 

2 Literature Review 

It is not an exaggeration to say that policy making in connection with FTAs should 
start and end with impact assessment. At the initial stages of creating an FTA, an 
assessment of the potential costs and benefits of the prospective FTA is a prereq-
uisite for shaping the FTA’s objectives, informing consultations with public and
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private stakeholders and formulating effective negotiating strategies. In contrast, 
after the FTA is implemented, an assessment of the FTA’s actual versus projected 
impact is necessary for determining whether the FTA’s objectives have been met 
and what adjustments are needed. Correspondingly, two methods used to assess the 
impact of an FTA are ex-ante evaluation and ex-post evaluation which are usually 
complementary to each other. 

Ex-post evaluation of an FTA’s impact often applies gravity model and panel data 
to quantify the effect of tariff and non-tariff abolishment on nations’ trade flow within 
a certain period. 

Evaluating the performance FTAs by analyzing the determinants of trade flows of 
Asian economies for a panel of 31 countries during 2007–2014 using a gravity model. 
Along with the OLS2, fixed and random estimators, PPML was used to arrive at the 
robust empirical findings. The results revealed that there were certain distortions 
which existed in the operation of FTAs within Asia. Variables such as GDP and 
population were significant in explaining total trade flows in the region. Thus, the 
creation of economies of scale could result in lowering of the multilateral resistance 
enabling lesser trade costs and more efficient trade flows. This could then lead to 
a higher level of intra-regional trade within the Asian region. Another feature that 
could be inferred from the results was that high trade costs occurred due to ‘distance’ 
between two trading partners. In case of better connectivity routes developed within 
these trading partners in Asia, there could be a better realization of the trade potentials 
within the region (Sunder et al. 2020). 

A gravity model analysis for trade between the GCC and developed countries. 
Gravity model was used to explain the bilateral flow of trade determined by GDP 
per capita, population and distance. It was assumed that trade flow between the two 
countries was positively related to their economic size and population. The gravity 
model was analyzed in six developed countries concerning trade with GCC countries 
from 2001 to 2012. The study concluded that GDP per capita and population for GCC 
and destination countries was significant and suggested that the trade barriers among 
the countries must be eradicated for better trade flow as well (Sahar, 2019). 

With the application of gravity model, evaluated the trade patterns of China with 
the member countries of OPEC from the period 1990–2016 and confirmed that 
China’s bilateral trade with OPEC members positively impacted on GDP, income 
(GDP per capita) and trade openness in China and the WTO member countries in 
OPEC while negatively influenced on distance (trade cost) (Irshad et al., 2017). 

Using gravity model and panel data of India trade aimed at determining the trade 
impact of India-ASEAN FTA. The results showed the possibility of greater trade 
between India and ASEAN countries through FTA. Since the initial tariff levels 
were higher in India compared to ASEAN, ASEAN was likely to gain more in the 
short term. For India to exploit the trade potential with ASEAN, the FTA should be 
operationalized in the services and investment domain (Chandran, 2018). 

Investigating the effect of the China-Pakistan FTA (CPFTA) on Pakistan and 
China agricultural trade using PPML and trade data between the 2 countries and 110 
partners. The results suggested an increasingly agricultural exports from Pakistan to 
China but not vice versa under the CPFTA (Lateef & Riaz, 2018).
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Main strengths of the gravity model in evaluating an FTA are that it allows analysts 
to control for other trade-related variables and quantify any changes in a country’s 
trade due to the FTA. However, the model may yield misleading results if the data 
is inaccurate or important variables are omitted from the estimation. Moreover, the 
usage of ex-post analyses is limited by the availability of data as the gravity model 
demands data of trade flow under the FTA over time which is generally unavailable 
with new FTA. This problem gives rise to a range of ex-ante researches which are 
based on simulation rather than estimation to evaluate the potential impact of new 
FTA. 

The ex-ante evaluation was mainly based on the GE and PE theory with GTAP 
and SMART model, respectively. 

The GTAP model, originally formulated by Hertel (1997), is the most widely used 
CGE model for analyzing trade policy. The model is multi-market, with markets 
for final goods, intermediate goods, traded goods and factors of production. It is 
also multiregional, with a region representing a country or a group of countries. The 
quantity of endowments such as land, skilled labor, unskilled labor, natural resources 
and initial capital in each region is fixed exogenously within the GTAP model. The 
main agents in this model are producers, consumers and the government. 

Using CGE and GTAP models and simulations including partial and total liberal-
ization to analyze both qualitative and quantitative the impact of free trade cooper-
ation on the formation of ASEAN+5 FTAs (AJFTA, AIFTA, ACFTA, AKFTA and 
AANZFTA) (Ana et al., 2016). The study showed many positive influences of these 
FTAs. Namely, free trade cooperation among ASEAN members with Japan, India, 
China, Korea, Australia and New Zealand in the schema ASEAN+5 FTAs provided 
bigger benefits in full liberalization scenario for all regions, except Cambodia and 
Australia-New Zealand. The formation of ASEAN+5 FTA formed a trade creation 
in the form of less efficient domestic production transfer, which was replaced by 
more effective import among FTA member countries. Welfare, real GDP, interna-
tional trade and the investment of all countries joined in ASEAN+5 FTAs witnessed 
an upward trend. India was a country which experienced the highest increase in 
welfare, while Vietnam experienced the highest increase in real GDP, international 
trade and direct investment. In the sectoral analysis, partner countries’ balance of 
trade (Japan, India, China, Korea, Australia and New Zealand) compared to ASEAN 
member countries balance of trade, the condition was better than the vice versa. The 
effect of resources usage allocation (land, labor and capital) for ASEAN countries 
was more focused on the sector of agriculture product, food, textile and some extrac-
tive industries and technologies, while for the partner countries was more focused 
on heavy industry, technology, equipment, construction and services. 

Investigating the economic impacts of possible FTAs among China, Japan, and 
Korea and then compared the GDP and welfare effects of those FTAs by employing a 
multi-region, multi-sector static CGE model with 6 regions, 12 sectors and 5 endow-
ments, (Yoon et al., 2009) authors assume that land, unskilled labor and natural 
resource were not mobile among the regions and that skilled labor and capital were 
mobile among them. Considering four possible FTA scenarios, authors examined the 
economic effects of the FTAs and then ranked them to show which form of FTA was
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most beneficial for each country. Their results pointed out that Korea would establish 
an FTA with China, China would form a trilateral FTA with Korea and Japan and 
Japan would choose to form a trilateral FTA with China and Korea. 

In another study analyzing the economic effects of the ongoing FTA, China– 
Japan–Korea Trilateral FTA and several other prospective FTAs including Northeast 
Asia Preferential FTA, Northeast Asia plus the Eurasian Economic Union (EAEU) 
Preferential FTA and Northeast Asia plus the Regional Comprehensive Economic 
Partnership (RCEP) plus the EAEU Preferential FTA on the basis of CGE model 
and GTAP Data Base 9.0a. The results revealed that all parties of the agreements 
would benefit from the formation of these FTAs, having welfare gains and real GDP 
expansions regardless of international capital mobility status. Moreover, the results 
indicated that for the NEA region as a whole, the NEA FTA was preferable to the 
China–Japan–Korea Trilateral FTA alone and it would be even better off with the 
formation of wider free trade areas, such as with the other RCEP and EAEU members 
(Shagdar & Nakajima, 2019). 

With a view to estimating the effects of trade agreements on countries linked to 
global value chains (GVCs) more accurately, (Itakura & Lee, 2019) authors utilized 
the GTAP database and inter-country input–output tables to construct a global CGE 
model that disaggregates imports of intermediate products by country of origin. 
Basing on the CPTPP and the RCEP, which are two mega-regional trade agreements 
(MRTAs) involving Asian countries, they suggested that while incorporating the 
GVC structure did not significantly affect the overall welfare results, the magnitudes 
of changes in sectoral output became considerably greater in several industries. 

Similarly, in the case of estimating the impact of different mega-RTAs including 
EVFTA, TPP, CPTPP (TPP without the US), RCEP and FTAAP as well, but 
on Vietnam’s economy (Kikuchi et al. 2018). Their results showed that EVFTA 
increased Vietnam’s real GDP by 8.1% while TPP increased it by 13.2%. Vietnam 
was found to be more adversely affected by the US withdrawal from TPP than other 
economies in the region. CPTPP increased real GDP by 6.5% while RCEP increases 
it by 9.2%. The economic benefits from RCEP appeared to be relatively small given 
a lesser degree of liberalization for tariffs and NTMs. The increase in real GDP was 
the largest at 27.1% for FTAAP1 based on the TPP template while it was 19.4% 
for FTAAP2 based on the RCEP template. Regarding impacts by sector, EVFTA 
expanded Vietnam’s exports to the EU mainly for light-manufactures, especially 
leather products. TPP led to remarkable growth in textiles, apparel and leather prod-
ucts and surprisingly, without the US market, CPTPP resulted in much lower export 
growth for textiles, apparel and leather goods. Meanwhile, RCEP promoted substan-
tial growth in capital-intensive sectors such as chemicals, metals, motor vehicles 
and transport equipment, electronics, and machinery. And finally, for the FTAAP 
scenarios, FTAAP1 leads to much higher growth than FTAAP2. 

GTAP model uses GE theory helping it to account for economic changes in all 
sectors. However, on the other hand, the GTAP model faces the same limitations, as 
follows: (i) it is constrained by the availability of data and a lack of data may severely 
compromise the scope and relevance of a study and the researcher’s ability to model 
certain trade policies; (ii) it involves many parameters, which may be difficult to
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estimate and validate and (iii) it contains assumptions or characteristics that may not 
reflect real-world features. 

Contrary to the GTAP model, SMART model based on PE theory only requires 
data for the trade flows, the trade policy (tariff) and a couple of behavioral parameters 
(elasticities) which are always available. Another advantage (which follows directly 
from the minimal data requirement) is that it permits an analysis at a fairly disag-
gregated (or detailed) level. In general, by virtue of their simplicity, SMART model 
tends to be more transparent, easy to implement and results can be easily explained 
as well. 

In evaluating the role of the East African community customs unions on trade, 
total revenue and welfare of Uganda (Othieno & Shinyekwa, 2011). In addition, in 
another study, the authors incorporated both SMART and gravity model to find out 
the impact of ASEAN-India FTA on export of plantation products including coffee, 
tea and pepper in India (Veeramani & Saini, 2011). In other research, using SMART 
to analyze the potential economic impact of RCEP on Vietnam’s automobile sector 
(Anh & Ngoc, 2011). Another study also utilized SMART model as the framework 
to evaluate the impact of South Asia FTA (Kumar & Ahmed, 2014). Meanwhile, 
Llano et al. (2019) developed research and evaluated the impact of US tariffts on 
the iron and steel industry on different economic sectors; using SMART to evaluate 
the impact of 10–25% of aluminum, iron and steel tariff import of US on Spanish 
regions and indicated that US import tariff might induce a total job loss of 185,000 
employees worldwide, while in Spain, it may cost 3500 jobs. 

Regarding the UKVFTA, there are a limited number of papers assessing its contri-
bution to the Vietnam’s economic development. Two reasons explain this situation 
might be that the UKVFTA’s commitments are similar to the ones of EVFTA and 
the UKVFTA has only taken in effect for nearly two years. In research of Hoi (2021) 
analyzed the potential opportunities given by the UKVFTA to some of Vietnam’s 
main exports including textiles and garments, seafood, rice, wood, vegetables and 
fruits and footwear. Meanwhile, Pham et al. (2022) evaluates the influence of the 
UKVFTA on the sustainable development of Vietnam’s wood processing sector and 
suggested Vietnam’s government to provide investment incentives on technology 
innovation and promotion strategy to enterprises. 

Due to no papers measuring the impact of the UKVFTA on Vietnam’s imports 
of seafood, this study focuses on evaluating the UKVFTA’s potential impact on 
Vietnam’s seafood industry and some recommendations for Vietnam’s domestic 
seafood to compete with the UK’s seafood which are entitled to enjoy tariff 
elimination.
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3 Methodology and Data 

3.1 PE 

PE is a model that equates supply and demand in one or more markets in order to 
analyze and assess a particular market under the changes of the policy (increase 
or decrease of the tariff) or others affecting the demand or supply in a good. PE 
model often eliminates the impacts of changes in relevant or replaceable sectors and 
suggests that the sector that analyzed was a small niche in economy, so the changes 
of the sector could not affect to others. The nature of the model could make its usage 
and assessment easier. However, the weakness of the model is to miss important 
interactions and feedbacks between various markets. In particular, the PE approach 
tends to neglect the important inter-sectoral input/output (or upstream/downstream) 
linkages that are the basis of GE analyses. It also misses the existing constraints 
that apply to the various factors of production (labor, capital, land, …) and their 
movement across sectors. 

An imported country J imports a commodity i of an exported nation K. The  
demand curve would be as below: 

M = αMPMε 

αM is a constant (αM > 0) and ε < 0 is elasticity of demand for imports. Similarly, 
the supply curve would be as below: 

X = αXPXη 

αM > 0 is a constant and η > 0 is elasticity of supply for exports. When the exported 
nation has a small economy or the import turnover of i is smaller than the total 
international import turnover, η is the same as positive infinity. 

The equal condition of the model requests: M = X. 
Difference between import and export prices is caused by tariff as a below curve: 

PM = PX (1 + T/100) 

T is tariff on import (%). 
The changes in the gains from exchange to the importing and exporting countries 

are:
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These expressions complete a basic partial equilibrium model that we can use to 
simulate the economic impact of tariff changes in a single sector. 

3.2 SMART Model 

SMART is known as a PE model that can be used in assessing the trade, tariff revenue 
and welfare effects of an FTA. This model and the simulation tools are part of the 
World Integrated Trade Solution (WITS) database and software suite provided jointly 
by the World Bank and the United Nations Conference on Trade and Development. 
The strengths of the model are that it is easily implemented together with the WITS 
database, it yields important quantitative results on the trade and tariff revenue effects 
of an FTA and the analysis can be performed at the most disaggregated level of trade 
data. However, the main limitation of the model is that it is a partial equilibrium 
model, which means the results of the model are limited to the direct effects of a 
trade policy change only in one market. 

The demand side of the market in SMART is based on the Armington assump-
tion that commodities are differentiated by their country of origin. This assumption 
implies that, for a particular commodity, imports from one country are an imperfect 
substitute for imports from another country. Thus, even though an FTA entails pref-
erential trade liberalization, import demand does not completely shift to a source 
from within the FTA. The SMART model also assumes that consumers’ demand is 
decided in a two-stage optimization process that involves allocating their spending by 
commodity and by national variety. At the first stage, consumers decide how much to 
spend on the commodity given changes in the price index of this commodity. The rela-
tionship between changes in the price index and the impact on import demand for this 
commodity is determined by a given import demand elasticity. At the second stage, 
the chosen level of spending for this commodity is allocated among the different 
national varieties, depending on the relative price of each variety. The extent of 
the between-variety response to a change in the relative price is determined by the 
substitution elasticity. 

3.3 Data 

SMART model calculates on 3 elasticity such as demand elasticity, supply elasticity 
and Armington elasticity. The exactness of the model depends on selecting the elas-
ticity for the model. Import elasticity is 1.5 in SMART. The export elasticity is defined 
as the changes of the export supply when the price changes. As the seafood imports 
of Vietnam are slight and the seafood market in Vietnam is also subtle compared to 
other exporters, the assumption of perfectly elastic demand (99) is used in SMART. 

The Armington elasticity or the elasticity of substitution is depended on the 
changes of import demand on commodity that made from many export nations in
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the changes of prices (Kapuscinski & Warr, 1999). The selection of the Armington 
elasticity plays a very important role in deciding the exactness of measure in SMART 
model. This study would use the Armington elasticity of Hertel et al. (2007). Hertel 
and his partner used the regression analysis to measure the Armington elasticity 
for some imports and compared between the elasticity and the Armington elasticity 
recommended by GTAP. According to Hertel and partners, the Armington elasticity 
for fishing would be 2.5 that is used in the study. 

This paper adopts the HS (Harmonized System) classification and assesses the 
impact of the UKVFTA on Vietnam’s imports of fish and fishery products namely 
HS03 (fish and crustaceans, molluscs and other aquatic invertebrates). In 2020, 
the assumption was established so the data of bilateral trade turnover between the 
Vietnam and partners was in that year. The data of import turnover of seafood HS03 
of Vietnam from the UK could be extracted from data of UNCTADTRAINS by 
SMART model. 

3.4 Scenarios 

Two scenarios are constructed based on Vietnam’s seafood-related commitments 
under the UKVFTA as well as the current pace of Vietnam’s integration in this 
sector with ASEAN+5 including China, Japan, South Korea, India, Australia—New 
Zealand. 

– Scenario 1: Vietnam eliminates tariff on seafood imported from the UK without 
taking into consideration Vietnam’s other FTAs. 

– Scenario 2: This scenario includes FTAs of ASEAN+5 in simulation, in which 
Vietnam eliminates tariffs for fish and fishery products imported from both the 
UK, China, Japan, South Korea, India, Australia—New Zealand. 

With ASEAN+5, Vietnam signed many FTAs as a member state of 
ASEAN including ASEAN—China FTA (ACFTA), ASEAN—Japan Comprehen-
sive Economic Partnership (AJCEP), ASEAN—Korea FTA (AKFTA), ASEAN— 
India FTA (AIFTA) and ASEAN—Australia—New Zealand FTA (AANZFTA). 
Vietnam also has two FTAs with Japan (Vietnam—Japan Economic Partnership 
Agreement—VJEPA) and South Korea (Vietnam—Korea FTA—VKFTA) individ-
ually. In these FTAs, Vietnam commits to eliminate seafood import tariffs but some 
types of seafood which are imported from the India are still subject to a certain level 
of tariff rates. Therefore, this scenario aims at evaluating how ASEAN+5 will keep 
up with the pace of liberalization in the UKVFTA.
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4 Results 

On the basis of SMART model and the assumed scenarios, results on Vietnam’s 
imports of fish and fishery products from the UK are given as follows: 

Under the enactment of the UKVFTA, there will be a surge of USD 13,628.045 
in seafood imports of Vietnam from the UK, corresponding to a more than 100% 
increase in total. Overall, Vietnam’s import value of fish and fishery products from 
the UK will reach approximately USD27.1 million. The changes in import duties on 
seafood between Vietnam and the UK are captured, namely, fish and fishery products 
under HS03 are open 11.65% of tariff on average (SMART model) and then entitled 
to tariff elimination to 0%, leading to the total trade effect of more than USD13.5 
million. As Vietnam is the importer, the total trade effect is the sum of trade creation 
and trade diversion effect which are nearly USD10.3 million and USD3.4 million, 
respectively (Table 1). 

In comparison with Scenario 1, there will be a decline of USD 1,067,287 in the 
import value of Vietnam in Scenario 2, which directly corresponds to the decrease 
in the trade diversion effect. In scenario 2, the imports will grow at a lower rate of 
93.3% because when Vietnam also removes tariffs for ASEAN+5, the seafood prices 
of ASEAN+5 relative to that of the UK would be lower, making Vietnam transfer a 
part of its imports from the UK to the ASEAN+5. 

Overall, there will be some reductions in the investigated indexes in Scenario 
2 compared to Scenario 1. However, these reductions are insignificant, which are 
only nearly 4% meaning that Vietnam’s participants in FTA with ASEAN+5 will not 
much affect Vietnam’s seafood import growth from the UK. 

Table 2 shows that Vietnam does not import as many fish and fishery products 
from the UK as many as it does from ASEAN+5. However, the UK is the only country 
getting huge benefits in both Scenario 1 and Scenario 2 which are a more than 100% 
and 93% soar in seafood exports, respectively. Meanwhile, ASEAN+5 will face a fall 
in seafood export value, from −0.04 to −0.6% (Scenario 1). Even when Vietnam’s 
FTAs with both the UK and ASEAN+5 are taken into account (Scenario 2), China, 
Japan, South Korea, Australia—New Zealand will still experience a drop in exports

Table 1 Change in trade indicators of seafood imports of Vietnam from the UK in two scenarios 

Indicators Scenario 1 Scenario 2 

Initial seafood import value (in 1000 USD) 13,466.926 13,466.926 

Final seafood import value (in 1000 USD) 27,094.971 26,027.684 

Total import value change (in 1000 USD) 13,628.045 12,560.758 

Total export value change (%) 101.2 93.3 

Trade creation effect (in 1000 USD) 10,245.223 10,245.223 

Trade diversion effect (in 1000 USD) 3,382.822 2,315.535 

Total trade effect (in 1000 USD) 13,628.045 12,560.758 

Source The author’s calculation in SMART model 
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Table 2 Change in import value of Vietnam from 7 specified trading partners 

Country Scenario 1 Scenario 2 

Initial import 
value (in 
1000 USD) 

Total import 
change (in 
1000 USD) 

Total 
import 
change 
(%) 

Initial import 
value (in 
1000 USD) 

Total import 
change (in 
1000 USD) 

Total 
import 
change 
(%) 

The UK 13,466.926 13,628.045 101.2 13,466.926 12,560.758 93.3 

China 110,666.369 −94.838 −0.1 110,666.369 −211.706 −0.2 

India 195,917.384 −1,146.487 −0.6 195,917.384 73,643.048 37.6 

Japan 154,726.418 −383.912 −0.2 154,726.418 −700.059 −0.5 

South 
Korea 

50,036.401 −19.699 −0.04 50,036.401 −177.877 −0.4 

Australia 41,017.984 −79.365 −0.2 41,017.984 −1,899.465 −4.6 

New 
Zealand 

19,046.796 −20.568 −0.1 19,046.796 −67.366 −0.4 

Source The author’s calculation in SMART model 

to Vietnam and only India’s fish and fishery exports will ascend by more than 37% 
(Table 2). 

Actually, seafood exports of China, Japan, South Korea, Australia—New Zealand 
are already entitled to enjoy tariff elimination thanks to the FTAs with Vietnam 
meaning that they are open to 0% of import duty in both two scenarios (SMART 
model). India, by contrast, are suffering from 8.86% of tariff for seafood products 
under HS03 on average (SMART model). That is the reason why when it comes 
to FTAs of Vietnam with all mentioned-above partners, Vietnam will shift seafood 
imports from the UK and ASEAN+4 to India. Overall, in Scenario 2, regarding 
absolute change in export value of fish and fish products to Vietnam, India will be 
superior to the UK. However, in terms of relative change, UK’s exports will far 
exceed the one of India (Table 2). 

The above results show that Vietnam’s imports of different types of seafood will 
positively be influenced by the UKVFTA in both two scenarios as they will experience 
a considerable increase in value. It is because Vietnam’s seafood imports from the 
UK suffer from quite high rate of tariff. Namely, seafood under HS030614 faces the 
lowest tariff which is 1.5% but the remaining types are open to higher one ranging 
from 10 to 15%. Then reduction of tariff to 0% will result in a climb in their import 
turnover (Table 3).

Besides, Vietnam should take much more attention to the changes in imports 
of products under HS030354 as they will enjoy the highest rise in absolute import 
value (more than USD 8 million). They will also make up for more than 60% in 
the total change of Vietnam’s imports from the UK. Moreover, when Vietnam’s 
FTAs with ASEAN+5 are taken into consideration, Vietnam’s imports of seafood 
under HS030354 will not change, making the UK still the second largest exporter to 
Vietnam (after Japan) (Table 3).
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Table 3 The impact of the UKVFTA on import value of seafood under 6-digit HS codes from the 
UK to Vietnam 

Product (HS 
code) 

Initial import 
value (in 1000 
USD) 

Scenario 1 Scenario 2 

Import value 
change (in 
1000 USD) 

Proportion in 
total change 
(%) 

Import value 
change (in 
1000 USD) 

Proportion in 
total change 
(%) 

030313 618.638 173.626 1.3 173.626 1.4 

030349 30.712 163.148 1.2 163.148 1.3 

030354 2,772.812 8,300.002 60.9 8,300.002 66.1 

030355 388.496 111.771 0.8 111.771 0.9 

030369 177.738 51.485 0.4 51.263 0.4 

030481 1,430.873 764.638 5.6 764.638 6.1 

030499 645.008 247.878 1.8 241.538 1.9 

030541 72.423 34.246 0.3 34.246 0.3 

030572 52.272 68.82 0.5 68.82 0.5 

030579 111.029 209.743 1.5 209.743 1.7 

030614 506.101 23.802 0.2 23.778 0.2 

030617 6,660.823 3,478.886 25.5 2,418.185 19.1 

Source The author’s calculation in SMART model

The second biggest product in terms of absolute import value increase will be 
HS030617 accounting for 25.5% of total additional seafood imports into Vietnam 
from the UK in Scenario 1 and over 19% in Scenario 2 (Table 3). In Scenario 2, the 
integration of Vietnam with ASEAN+5 will lead to a significant fall in Vietnam’s 
imports of this type of product from the UK which will be replaced by imports from 
India (Table 2). 

With regard to relative change, HS030349 will see a sharp rise by over five times 
compared to the import turnover before the UKVFTA has come into effect, followed 
by HS030354 (nearly three times) and HS030579 (nearly twofold) (Table 3). 

Overall, HS030354 will benefit the most in terms of both absolute and relative 
change in import turnover in both scenarios. 

As above-mentioned, the total trade effect of the UKVFTA on Vietnam’s imports 
of fish and fishery products from the UK consists of trade creation and trade diversion 
effect. Trade creation means that Vietnam’s domestic production will be replaced by 
more efficient imports from the UK, leading to an increase in economic benefits of 
both Vietnam and the UK. Namely, the UK will enjoy specialization in production 
based on its comparative advantage, meanwhile Vietnam’s domestic customers will 
be able to buy cheaper seafood and Vietnam’s domestic producers will compete 
against foreign rivals resulting in their production efficiency improvement. Trade 
diversion, by contrast, means that Vietnam will import seafood from the UK due 
to elimination of import duty leading to a lower relative price of seafood from the 
UK compared to one from rest of the world. This will cause lower welfare as more
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efficient production of rest of the world will be replaced by the UK’s one in Vietnam’s 
market. 

According to the SMART model, the trade creation effect will be bigger than the 
trade diversion effect in both two scenarios meaning that the UKVFTA will increase 
the welfare of Vietnam. In scenario 1, the trade creation effect will account for 75.2% 
of the total trade effect. In Scenario 2, with the combination of both Vietnam’s FTAs 
with the UK and ASEAN+5, the trade creation effect will make up for a higher 
proportion which will be 81.6% due to a decreasing of the trade diversion effect. 
This also implies that the UKVFTA’s impact on Vietnam’s seafood imports will be 
affected by ASEAN+5 in a moderate manner (Table 4).

When Vietnam only eliminates import duty on fish and fishery products from the 
UK in Scenario 1, Vietnam will shift seafood imports from ASEAN+5 to the UK 
leading to big losses of India and Japan. However, when tariff reduction to 0% is 
applied on both seafood imported from the UK and ASEAN+5 in Scenario 2, India 
will get the biggest advantage, followed by the UK. Meanwhile, China, Japan, South 
Korea, Australia and New Zealand will even suffer from bigger losses compared to 
Scenario 1. 

5 Conclusion and Recommendations 

By adopting the SMART model, this paper analyzes the impact of tariff elimina-
tion under the UKVFTA on Vietnam’s imports of seafood from the UK in two 
scenarios which are constructed based on Vietnam’s commitments on tariff elimina-
tion under the UKVFTA and the integration of Vietnam with ASEAN+5 in seafood 
sector. In Scenario 1, Vietnam eliminates tariffs only for fish and fishery products 
imported from the UK while Scenario 2 enlarges the scope of tariff reduction to 
also include ASEAN+5. The results reveal that Vietnam’s seafood imports from the 
UK will significantly increase in both scenarios, implying that the UK will still be 
among important seafood sources for the Vietnam’s market in the future. However, 
Vietnam’s FTAs with ASEAN+5 will result in a reduction in the Vietnam’s import 
turnover of fish and fishery products from the UK. In Scenario 1, Vietnam’s import 
value of seafood from the UK will shoot up by more than 100%, equivalent to 
USD 13,628,045. Meanwhile Scenario 2 will experience a fall to 93.3% and USD 
12,560,758, respectively (Table 2). 

Moreover, an uneven distribution in Vietnam’s seafood imports from the UK 
will occur when the UKVFTA has come into effect. Most of absolute import value 
increases will focus on HS030354 and HS030617. Meanwhile, the most remarkable 
relative change will be registered in HS030349 and HS030354. Overall, HS030354 
will benefit the most in terms of both absolute and relative change in import turnover 
in both scenarios (Table 2). 

Besides, the UKVFTA will result in a considerable trade creation effect which 
will be higher than the trade diversion effect in both two scenarios. Namely, trade 
creation effect will account for 75.2% of the total trade effect in Scenario 1. This



Vietnam’s Seafoood Imports Under the Impact of the United … 91

Ta
bl
e 
4 

T
ra
de
 c
re
at
io
n 
an
d 
tr
ad
e 
di
ve
rs
io
n 
ef
fe
ct
 o
f 
th
e 
U
K
V
FT

A
 

C
ou
nt
ry

Sc
en
ar
io
 1

Sc
en
ar
io
 2
 

T
ra
de
 c
re
at
io
n 

(i
n 
10
00
 U
SD

) 
Pr
op
or
tio

n 
of
 

tr
ad
e 
cr
ea
tio

n 
(%

) 
in
 to

ta
l 

tr
ad
e 
ef
fe
ct
 

T
ra
de
 d
iv
er
si
on
 

(i
n 
10
00
 U
SD

) 
Pr
op
or
tio

n 
of
 

tr
ad
e 
di
ve
rs
io
n 

(%
) 
in
 to

ta
l 

tr
ad
e 
ef
fe
ct
 

T
ra
de
 c
re
at
io
n 

(i
n 
10
00
 U
SD

) 
Pr
op
or
tio

n 
of
 

tr
ad
e 
cr
ea
tio

n 
(%

) 
in
 to

ta
l 

tr
ad
e 
ef
fe
ct
 

T
ra
de
 d
iv
er
si
on
 

(i
n 
10
00
 U
SD

) 
Pr
op
or
tio

n 
of
 

tr
ad
e 
di
ve
rs
io
n 

(%
) 
in
 to

ta
l 

tr
ad
e 
ef
fe
ct
 

T
he
 U
K

10
,2
45
.2
23

75
.2

3,
38
2.
82
2

24
.8

10
,2
45
.2
23

81
.6

2,
31
5.
53
5

18
.4
 

C
hi
na

0
0

−9
4.
83
8

10
0

0
0

−2
11
.7
06

10
0 

In
di
a

0
0

−1
,1
46
.4
87

10
0

60
,9
46
.8
53

82
.8

12
,6
96
.1
96

17
.2
 

Ja
pa
n

0
0

−3
83
.9
12

10
0

0
0

−7
00
.0
59

10
0 

So
ut
h 
K
or
ea

0
0

−1
9.
69
9

10
0

0
0

−1
77
.8
77

10
0 

A
us
tr
al
ia

0
0

−7
9.
36
5

10
0

0
0

−1
,8
99
.4
7

10
0 

N
ew

 Z
ea
la
nd

0
0

−2
0.
56
8

10
0

0
0

−6
7.
36
6

10
0 

So
ur
ce
 T
he
 a
ut
ho
r’
s 
ca
lc
ul
at
io
n 
in
 S
M
A
R
T
 m

od
el



92 C. T. Minh and N. N. Diep

figure will go up to 81.6% in Scenario 2, meaning that the UKVFTA will bring about 
an increasing welfare for Vietnam and Vietnam’s integration with both the UK and 
ASEAN+5 will even lead to a higher social welfare. 

In addition to some foregoing main points drawn from the SMART model, the 
paper would like to introduce some recommendations as follows: 

Firstly, when it comes to the combination of UKVFTA and Vietnam’s FTAs with 
ASEAN+5, India will cause Vietnam’s seafood imports from the UK to reduce (in 
Scenario 2). Vietnam will shift imports of fish and fishery products from the UK and 
ASEAN+4 to India. Therefore, with a view to promoting the UKVFTA and trade 
relation with the UK, Vietnam should keep its commitments in existing FTAs with 
ASEAN+5, especially India in seafood sector (Table 2). 

Secondly, since the effective day of the UKVFTA, Vietnam’s domestic seafood 
enterprises has faced more fierce competition not only from ASEAN+5 but also 
the UK’s enterprises. Especially, Vietnam’s domestic seafood enterprises focusing 
on fish and fishery products under HS030354, HS030617 and HS030349 will be 
competed the most as these types of products will see a surge in both absolute 
and relative import change. Therefore, Vietnam’s businesses should increase their 
quantity and quality of seafood to serve the domestic market better. The Vietnam’s 
Government should support domestic enterprises to invest in technology innovation, 
distribution system building, brand building and development to catch up with the 
UK’s enterprises. 

Thirdly, with a population of nearly 100 million people, Vietnam’s domestic 
market indeed has huge potential to promote the consumption of aquatic products but 
has not been fully and effectively exploited by Vietnam’s domestic enterprises. It is 
because seafood export has some advantages over domestic consumption, namely: (i) 
selling products to domestic supermarkets, enterprises do not get paid immediately 
but in about a month, meanwhile the payment transactions in seafood export can be 
completed very quickly and conveniently; (ii) the preservation of aquatic products 
which are almost frozen in domestic supermarkets matters as it can negatively affect 
quality of products and reputation of enterprises and (iii) because of domestic super-
markets’ promotions, seafood enterprises find it difficult to determine their selling 
price which can greatly affect their revenue, meanwhile seafood export activities are 
transparent on the basis of quality assurance, food safety and hygiene and disease 
safety. Due to the above-mentioned reasons, seafood enterprises often take advan-
tages of their all resources to promote export activities and penetrate foreign markets 
rather than focus on domestic one. 

However, it is clear that if enterprises are capable of well exploiting the domestic 
market, their pressure on export activity will reduce, especially in case of great 
volatility in the world market due to the Covid-19 epidemic. 

With a view to encouraging seafood enterprises’ participation in development 
of the domestic market, the Vietnam’s Government should promulgate appropriate 
policies to solve the aforesaid barriers including counterfeit or poor-quality products, 
payment transaction time, aquatic product preservation or sales and promotions of 
supermarkets, …
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Regarding seafood manufacturers, in addition to building their core competitive-
ness on the basis of investment in technological innovation to produce quality and 
highly differentiated products and meet domestic customers’ needs as mentioned 
above, they should invest in market building and expanding and developing a strong 
distribution network as well. 

It is also important to strengthen the connection between seafood manufacturers, 
suppliers and retailers in information sharing, strategic planning, brand building and 
development and investment cooperation. 
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https://doi.org/10.18488/journal.aefr.2018.81.103.116
https://doi.org/10.18488/journal.aefr.2018.81.103.116
https://www.trademap.org/


94 C. T. Minh and N. N. Diep

Sahar, H. K. (2019). A gravity model analysis for trade between the GCC and developed countries. 
Cogent Economics and Finance, 7(1). 

Shagdar, E., & Nakajima, T. (2019). Economic Effects of Free Trade Agreements in Northeast Asia: 
CGE Analysis with the GTAP 9.0 a Data Base. 

Sunder, R., et al. (2020). Evaluating Asian free trade agreements: What does gravity model tell us? 
SAGE Journals, 56(1). 

VASEP. (2020). https://vasep.com.vn/gioi-thieu/tong-quan-nganh 
Veeramani, C., & Saini, G. K. (2011). Impact of ASEAN-India FTA in the plantation sector: A 
quantitative assessment. Economic and Political Weekly, XLVI, 10, 83–92. 

World Bank. (2019). https://data.worldbank.org/indicator/ST.INT.ARVL?locations=VN, Vietnam’s 
foreign arrivals. 

World Bank. (2021). https://data.worldbank.org/indicator/NY.GDP.PCAP.CD?locations=VN, 
Vietnam’s GDP per capita 2015–2021. 

Yoon, Y. M., et al. (2009). A CGE analysis of free trade agreements among China, Japan, and Korea. 
Journal of Korea Trade, 13, 45–64.

https://vasep.com.vn/gioi-thieu/tong-quan-nganh
https://data.worldbank.org/indicator/ST.INT.ARVL?locations=VN
https://data.worldbank.org/indicator/NY.GDP.PCAP.CD?locations=VN


Post-Covid-19 and the Change in Income 
of Employees 

Thanh Thuy Cu and Thi Yen Le 

Abstract The purpose of this study was to analyze the change in the income of 
labor in the post-Covid-19 situation. The difference in income is approaching when 
comparing the two periods: the outbreak period and the period after the epidemic 
is gradually controlled (based on the field of work and job position undertaken). 
Data for the study was gathered through a survey of 477 employees working in the 
aviation and tourism/hospitality sectors in Vietnam. In the study, the multivariate 
regression method and tests for differences were applied. The employee’s income 
is determined by several factors, such as education level, gender, job position, the 
field of employment, and personal investment. However, when the context changes, 
the degree of education and employment position have a significant influence on 
employees’ incomes (The coefficient of management position variable is 1.484136; 
the coefficient of the graduate education variable is 4.181241). At the same time, the 
research findings suggest that the income gap between the two groups of workers 
with management positions and those without manager positions between the two 
periods of the pandemic is approximately 9.367 million VND per month. The research 
findings serve as the foundation for developing solutions to boost the adaptability of 
workers in the new situation. 

Keywords Employee · Jobs · Income · Aviation · Tourism/hospitality · Covid-19 

1 Introduction 

In the process of conducting a survey with research subjects who are workers in 
the service sector about their experiences during the disease outbreak and the period 
following Vietnam’s gradual adaptation to the “New Context,” the economy gradually 
recovered and safely adapted to the new context, and workers reflected: (1) Workers 
have never experienced such a difficult period in their lives; when the epidemic 
broke out, the income of workers in the tourism and aviation sectors dropped by
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approximately 70–90%, and some workers are temporarily unemployed due to the 
employer’s inability to pay wages during the disease outbreak. (2) After March 
2022, when the Vietnamese government decided to change its policy in response to 
the Covid-19 pandemic, all production and business activities recovered, workers’ 
incomes gradually stabilized, and life is less difficult than it was during the Covid-
19 pandemic. Workers’ incomes had recovered to about 70% of normal levels at the 
time of the data survey. Workers’ opinions have revealed the significant impact of the 
Covid-19 epidemic on them, and once the epidemic is gradually controlled, workers 
will face new challenges and will need to safely adapt to ensure the best possible 
life. 

For Supply Chain Operations, if just one link in the supply chain becomes inef-
ficient or disrupted, the entire supply chain suffers. Indeed, when employers face 
difficulties during an epidemic outbreak, it directly affects workers, who lose their 
jobs and income, affecting their quality of life. Studies have shown that the negative 
effects of the Covid-19 outbreak have caused difficulties for actors in the economy 
(ILO, 2020; World Bank, 2020). In the study of Shen et al. (2020); Pattiruhu & Paais 
(2020); Obrenovic et al (2020) pointed out the negative impacts of the epidemic on 
enterprises and Vietnam is no exception, according to the statistical results of GSO 
(2021a, b), when surveying 126,565 firms on the effects of Covid-19, about 85.7% 
of enterprises surveyed answered that they were affected by the Covid-19 epidemic; 
those effects are expressed through the shutdown of activities due to the effects of 
social distancing, the impact of halting the exchange of goods, limiting international 
trade activities, etc. Among those surveyed enterprises, the enterprises operating 
in the field of aviation, tourism, and hotel are the most impacted of the surveyed 
enterprises, with influence rates of 100% and 97.1%, respectively. 

When businesses are affected by the epidemic, workers are also directly affected; 
workers will experience temporary unemployment, and reduced income, and life will 
become much more difficult as a result. According to statistical results from GSO 
(2022a, b), Vietnam had more than 16.9 million people of working age affected 
by the Covid-19 epidemic in the first quarter of 2022; however, this number has 
decreased by approximately 7.8 million people compared to the fourth quarter of 
2021. There 0.9 million people lost their jobs out of the 16.9 million workers who 
were negatively impacted by the pandemic; approximately 5.1 million workers lost 
their jobs temporarily; about 5.7 million workers had their working hours reduced, 
and roughly 13.7 million workers lost their income. That can be seen as the negative 
effects that Covid-19 has on workers, and it is also a shock that causes damage to 
workers. 

People’s lives in Vietnam have gradually returned to normal since March 2022, 
when the Vietnamese government decided to adjust policy in response to the Covid-
19 epidemic; however, the pressure on workers remains extremely high. According 
to the actual situation of the employers, some workers were unable to find new jobs, 
and others were forced to cut unwanted working hours. This forces workers to adapt 
safely to maintain life stability. 

This study will be carried out to examine the change in workers’ income in the new 
environment when the Covid-19 epidemic is under control, as well as safe opening
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policies, which will be adopted in Vietnam in the current context in comparison to the 
previous one. The research will focus on the sectors most affected by the Covid-19 
epidemic, which include the tourism, hotel, and aviation sectors to study this change. 
The change in income will show the ability to respond to the new context of workers. 
These research findings will serve as the foundation for developing new livelihood 
strategies for employees in the new situation. 

2 Research Overview 

According to the DFID research framework (1999), the income of workers is affected 
by five groups of resources (human resources, physical resources, social resources, 
financial resources, and natural resources), as well as changing external factors 
(epidemic, natural disasters, policies). Previous research has also used this sustain-
able livelihoods analysis framework as a foundation for conducting studies to quan-
tify the impact of factors on people’s/employees’ incomes when there are external 
influences. 

The group of studies on the effects of changing urbanization and industrialization 
contexts has been studied by Tran (2013); Tran and Vu (2014); Jansen et al. (2006), 
these studies have estimated the change in people’s income and employment when 
the context changes. The data used in these studies is gathered from people who are 
directly affected when the context changes. A multivariate regression model is used 
to help studies quantify the relationship between factors. According to the findings 
of these studies, people have income vulnerabilities when the context changes; these 
damages are caused by job loss and loss of means of production. At the same time, 
studies have shown that the inability to adapt to the new context has caused vulnera-
bilities to the income and employment of the research subjects (Cu & Nguyen, 2021; 
Nguyen & Bui, 2011). 

Meanwhile, using the framework of sustainable livelihood analysis and data 
collected from research subjects, studies focus on calculating adaptive capacity and 
livelihood vulnerability through indicators VI and ACI to assess people’s adaptive 
capacity when the new context changes (Adger et al., 2001; Nelson et al,  2010; Rohan 
et al., 2005). These studies use survey data to calculate people’s adaptive capacity in 
relation to each resource group, which includes physical resources, natural resources, 
human resources, social resources, and financial resources. When calculating the 
adaptive capacity of each resource, the studies will take into account the general 
adaptive capacity of the survey participants as well as the vulnerability that they 
face when the context changes (Cu et al., 2020; Tu et al., 2015). The findings of the 
research are consistent with the view that people who can respond well and make 
good use of the new changing context will adapt better, and their lives will be better. 
However, if they do not adjust to the new environment, life will become difficult, 
and people will face income and employment issues, lowering their quality of life 
(Tu et al, 2015; Vo & Nguyen, 2012).
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When the Covid-19 pandemic broke out, studies seemed to support the view 
that the outbreak of the disease as an external shock affects people in general and 
workers in particular when considering aspects of the epidemic’s impact on income 
and employment (Qian & Fan, 2020; Bezerra et al., 2020). The information was 
gathered through a survey of people affected by the Covid-19 pandemic in China. 
According to research findings, the negative impact of the epidemic has damaged 
people through estimated variables that have a negative relationship with people’s 
income, such as unemployment and epidemics. Furthermore, studies support the 
view that, during an outbreak, education levels, and gender are also important factors 
determining employee income when directly affecting employees’ ability to maintain 
jobs (Buheji et al, 2020; Paul et al, 2021; Suratman et al., 2021). The research findings 
are completely consistent with the studies of Dao et al. (2022); Nguyen and Tran 
(2021), which argue that workers face significant challenges in terms of employment 
when the epidemic breaks out, thereby changing workers’ income. At the same time, 
studies have shown that the working sector has a significant impact on workers’ 
employment and income. People in the public sector appear to be more stable and 
less affected by the Covid-19 pandemic than those in the private sector (Le et al., 
2021; Qian & Fan, 2020). 

In short, shocks have caused difficulties for workers in particular and people in 
general; however, when the new context changes, changing methods and behaviors 
to adapt to new conditions is also a requirement for workers. Thus, it is necessary to 
execute research on the new context (the period of adaptation to the epidemic), and 
changes in workers’ income are required; from there, it can be observed that workers’ 
adaptability after the Covid-19 pandemic is controlled and nations are progressively 
adjusting and “living together” with the epidemic is needed. 

3 Research Methods 

The survey on the impact of Covid-19 on employees of GSO (2021a, b) contains 
questions directly related to the research team’s problem, so, inheriting the survey 
form of GSO (2021a, b), the research team designed a survey form to assess the effects 
of Covid on income and employment of workers. Based on those assessments, it will 
examine the change in workers’ income between the two periods when the epidemic 
broke out and the post-Covid-19 periods. 

The design survey form is divided into two sections: (1) The first piece of content 
is the demographic questions asked of the survey subjects: (2) The second content 
is the research questions about the change in worker income and employment. This 
content will be divided into two phases: the period reflecting worker income and 
employment when Covid-19 breaks out, selected before March 2022, and the period 
after March 2022, when the Vietnamese government adjusts its policies to adapt to 
the Covid-19 epidemic in the context of the “New Normal”. 

Selected survey subjects: Workers working in the tourism and aviation sectors 
were chosen as survey subjects to collect data for the study both during the outbreak
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and after the epidemic was under control. The goal of such a survey is to ensure that 
changes in income and employment of the same subject can be compared across two 
different periods of the Covid-19 epidemic. 

For employees working in the aviation sector: Research and survey for employees 
at Vietjet Air, a major airline in Vietnam (This is a group of workers working outside 
the State sector) and employees of Vietnam Airlines (These are employees working 
in the State sector). 

To ensure a balanced distribution across the country’s regions for those working 
in the tourism and hotel sectors, surveys were administered to workers at popular 
tourist destinations in Vietnam. Survey locations include: Ha Noi capital; Quy Nhon 
city—Binh Dinh province; and Ho Chi Minh city. These are all appealing destinations 
for both domestic and international tourists visiting Vietnam. Employees working at 
hotels and tourism service providers in the three survey locations were surveyed. 

In terms of the survey sample size: The study was carried out and delivered 
600 survey questionnaires to two groups of employees working in the aviation and 
tourism and hotel sectors. Following the survey, the study team made the following 
observations: For the group of workers working in the aviation sector: 257 survey 
responses were collected. For the group of workers in the field of tourism and hotel, 
220 survey questionnaires were collected. As a result, the total number of survey 
questionnaires obtained from the study is 477, which corresponds to 477 observations 
for statistical operations. According to Nguyen (2014), the minimal observation size 
for statistical procedures is 100. As a result, with 477 observations acquired by the 
study team, they are qualified to execute statistical operations. 

Survey time: The research team carried out the survey from April to May 2022. 
To analyze the change in employees’ income with the new context, the study 

selects the scales for analysis. The scales are described as follows as Table 1.
The study used a multivariate regression model to examine the impact of several 

variables on employee earnings. The estimation is based on data collected post-
Covid-19 because this is the time when workers are adjusting to their new surround-
ings. Additionally, the research makes use of the information it has gathered to 
examine the differences in employment and income between the two groups of 
workers to assess the vulnerabilities and adaptability of workers in the context of 
change. 

4 Results 

Following an analysis of the income disparity between the two sectors of aviation 
and tourism/hotels, the findings of a study of the income disparities between these 
two sectors are as follows as Table 2.

The study’s findings demonstrate that the average wage of workers in the two 
fields of tourism/hotels and aviation differs significantly. Comparison by research 
phase: When the Covid-19 epidemic came out, worker pay dropped dramatically, 
especially for those in the aviation sector. This is reasonable when, due to the spread
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Table 1 Research variables 

Items Explain Basis of selection 

Dependent variable 

Employee’s income (Y) This is the variable that 
represents the employee’s 
earnings. Income is compared 
between the two times when 
Covid-19 broke out and 
post-Covid-19. Income is 
calculated according to the 
amount that the employee 
actually receives each month, 
the unit of calculation is: 
million dong 

Tran and Vu (2014), Cu and 
Nguyen (2021), Dao et al 
(2022),  and Qian and  Fan  
(2020) 

Independent variables 

Employee’s gender (Gend) This is a variable that 
represents the gender of the 
surveyed person. The gender is 
encoded. If the person is male, 
the code will be 0, and if the 
person is female, the code will 
be 1 

Qian and Fan (2020), Bezerra 
et al. (2020), Siegel (2005), 
and Huynh and Mai (2011) 

Education level (Edu) The level of education 
indicates the employee’s 
trained capability. Employees 
who complete high school will 
be coded as 1, college 
completion will be coded as 2, 
have a university degree coded 
as 3, and a graduate level will 
be coded as 4 

Tran and Vu (2014), Qian and 
Fan (2020), and Le et al. 
(2021) 

Employee’s work experience 
(Exper) 

Calculated by years of work of 
employees in the field of work 

Dao et al. (2022), Nguyen and 
Bui (2011), Le et al (2021), 
Burki and Abbas (1991), Bhatti 
(2013), and Vernon (2002) 

Working position (Posit) This is the variable used to 
consider the effect of the 
employee’s job position, if the 
employee is the manager, it 
will be coded as 1, and if it is 
an employee, it will be encoded 
as 0 

Brunello et al. (2000), and 
Campos and Jolliffe (2002)

(continued)
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Table 1 (continued)

Items Explain Basis of selection

Working area (Work) The research chose two fields, 
aviation, and tourism/hotel, to 
conduct surveys and check the 
adaptation of workers in these 
two areas. Aviation workers are 
coded as 1, and the field of 
tourism and hotel coded is 0 

Qian and Fan (2020), Bezerra 
et al. (2020), and Dao et al. 
(2022) 

Personal investment (Invest) This is the scale used to 
determine the worth of 
individual employee 
investments in order to produce 
additional revenue for 
employees. Unit is million 
dong 

Qian and Fan (2020), Dao 
et al. (2022), and Bezerra et al. 
(2020) 

Cost of living (Cost) This is a scale to measure the 
monthly living expenses of 
employees, calculated in 
millions of VND/month 

Qian and Fan (2020) and  
Bezerra et al. (2020) 

Source Author’s summary

Table 2 Descriptive statistics of employees’ incomes by field of work 

Work N Mean Std. deviation Std. error mean 

Y_Post Avi 257 19.71 8.16 0.51 

Tou 220 15.42 7.00 0.47 

Y_Covid Avi 257 3.78 2.11 0.13 

Tou 220 6.26 4.14 0.28 

Y_Post–Y_Covid Avi 257 15.92 6.21 0.39 

Tou 220 9.17 3.66 0.25 

Source Author’s data processing results

of the disease, all flights are halted and workers will fall into forced unemployment 
at the employer’s request. During the epidemic, the monthly average pay for workers 
in the aviation sector was around 3.78 million VND. Meanwhile, the employee 
group working in the tourist and hotel industries earns more than the aviation sector, 
earning an average of 6.26 million VND per month. In reality, during an outbreak of 
the disease, there are times when the pandemic is under control, and tourism activities 
and domestic hotel services may still take place; therefore, the income for this group 
of workers is still higher than that of the aviation industry. 

When the epidemic is gradually controlled, policies to deal with the Covid-19 
pandemic have changed, employees’ income has increased, and the salary of the 
group of workers working in the aviation sector has increased by about 70% compared 
to the period prior to the outbreak of the Covid-19 epidemic, some workers even have
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a stable income and receive additional non-wage income when the aviation sector 
reopens international routes and passenger demand increases. The average monthly 
income is expected to be 19.71 million VND per month. Meanwhile, the group of 
tourist and hotel employees earned around 15.42 million VND per month (Table 3).

The results of examining the income difference between the two groups of workers 
show that during the outbreak of the Covid-19 epidemic, the difference in the average 
income of survey respondents for two groups of workers working in the aviation 
and tourism sectors is estimated to be around 2.47 million VND. However, after 
the epidemic is under control, the operation of aviation is gradually restored, and 
the rise in the income of the labor group in the aviation sector is larger, with the 
average income of the labor group in the aviation sector being roughly 4.28 million 
dong/month more than the labor group in the tourist and hotel sectors. Meanwhile, the 
income difference of the two groups during the outbreak of the Covid-19 epidemic 
and when the epidemic is under control is estimated at about VND 6.76 million. 

When workers working in different occupations have differences in income, there 
are also various differences for workers in different employment positions. As follows 
as Table 4.

The survey results show that the average value of workers’ income after the 
epidemic is under control is much higher than at the time of the outbreak. As follows: 

In terms of the income of employees in management positions, following stabiliza-
tion, the average manager’s salary is about 24.722 million VND per month; however, 
while during the outbreak of the epidemic, the income of this group of workers is only 
around 7.826 million VND per month. Moreover, when the epidemic broke out, the 
income of the group of workers holding staff positions was only about 3.938 million 
VND per month; however, after the epidemic stabilized, the economy recovered, 
and production and business activities returned to normal, the income of this group 
increased significantly, averaging about VND 15.356 million per month. 

Examine the difference in income between the two groups of workers in 
management positions and staff positions (Table 5).

The difference test findings suggest that while the pandemic is controlled, the 
salary disparity between workers in various occupations is significantly larger. During 
the epidemic’s peak, the income disparity between the two groups was around 3.888 
million VND per month. Meanwhile, after the outbreak is under control, the differ-
ence between these two groups is expected to be over 9.367 million VND per 
month. 

Reduced working hours, wage cutbacks, and job cuts from businesses owing to 
financial difficulties in the context of the pandemic all contribute to the shift in 
workers’ income. According to the survey results, the number of employees affected 
by employment in the context of the pandemic outbreak is as follows as Table 6.

According to research findings, workers have difficulty lowering working hours 
(approximately 46.75% of the total number of employees); workers have problems 
with temporary leave and receiving a basic salary (accounting for 31.87%), and 
workers take unpaid leave. These difficulties have a direct impact on the stability of 
employees’ lives.
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Table 4 Income of employees by work position 

Position N Mean Std. deviation Std. error mean 

Y_Post Management 121 24.722 4.488 0.408 

Employee 356 15.356 7.430 0.394 

Y_Covid Management 121 7.826 3.741 0.340 

Employee 356 3.938 2.696 0.143 

Y_Post-Y_Covid Management 121 16.897 4.888 0.444 

Employee 356 11.418 5.966 0.316 

Source Author’s data processing results

Workers had new livelihood alternatives during this period to meet their income 
during the challenging period when the epidemic broke out; yet, these livelihood alter-
natives are maintained until employment is restored, and demonstrating employees’ 
good adaptability in the changing setting. 

Estimated level of influence of factors on the income of employees in post-Covid-
19 (Table 7).

The results show that the selected model is suitable; the R-Square coefficient is 
about 0.8487. The regression parameters of the model are as follows as Table 8.

According to the findings of the research, the gender of the employee affects 
the employee’s salary, particularly in the difficult circumstances of the pandemic. 
Employers are more likely to use male workers. For female workers, the coefficient = 
−1.036534 also reflects that. Meanwhile, when employees are well-trained and have 
professional qualifications, stability in jobs will be higher, as does worker flexibility, 
which has a positive impact on worker’s income. The coefficient for employees with 
a graduate degree is around 4.181241; the coefficient for workers with a university 
degree is approximately 1.070547. The research findings fully support the views of 
Qian and Fan (2020) and Le et al. (2021) that the greater the education, the better the 
job responsiveness, and the higher the employee’s earnings. Businesses reviewed and 
pushed a lot of workers to resign, especially when the pandemic broke out, so having 
professional qualifications, and skills will help employees secure their positions in 
difficult times. 

Job position also has an influence on an employee’s income; the higher the posi-
tion, the greater the pressure, and the more tasks, hence the income will be larger than 
in other positions. The coefficient of the variable is 1.484136 reflects this as well. 
The findings of the study support the viewpoints of Brunello et al. (2000), Campos 
and Jolliffe (2002), Qian and Fan (2020) and Dao et al. (2022). Along with that, 
the field of work has a considerable effect on employees’ income; workers in the 
aviation sector, which has a quick recovery rate, have a higher influence on income 
fluctuations, and the adaptability of workers in this group will be better. The coeffi-
cient of this variable is about 1.118245. The research results completely support the 
views of Qian and Fan (2020); Bezerra et al. (2020); Dao et al. (2022).
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Table 6 Vulnerability to the employment of workers during an epidemic outbreak 

Criteria Quantity (person) Rate (%) 

1. Workers have reduced working hours 223 46.75 

2. Workers on leave with minimum wage 152 31.87 

3. Workers leave without a salary 102 21.38 

Total 477 100 

Source Author’s data processing results

Table 7 Results of the model test 

Linear regression Number of obs = 477 

F(10, 466) = 521.19 

Prob > F = 0 

R-squared = 0.8487 

Root MSE = 3.1172 

Source Author’s data processing results

Table 8 Regression parameters of the model 

Robust 

Y_Post Coef Std. Err t P > |t| Beta 

Gend 

1. Female −1.036534 0.4432729 −2.34 0.020 −0.0654198 

Edu_Post 

2. College 1.596011 0.5307503 3.01 0.003 0.0643445 

3. University 1.070547 0.3022383 3.54 0.000 0.0617889 

4. Post Graduate 4.181241 0.7269813 5.75 0.000 0.1394163 

Posit_Post 

1. Management 1.484136 0.4918888 3.02 0.003 0.0815134 

Work_Post 

1. Avi 1.118245 0.3043209 3.67 0.000 0.0703643 

Exper_Post 0.2199327 0.1040973 2.11 0.035 0.1078855 

Invest_Post 0.0342722 0.0048338 7.09 0.000 0.2280339 

Cost_Post 1.011918 0.1069266 9.46 0.000 0.4170914 

Work_invest_Post 0.0192732 0.0053836 3.58 0.000 0.1104369 

_cons 4.460743 0.5591726 7.98 0.000 

Source Author’s data processing results
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The study findings also suggest that the transition to a new livelihood strategy has 
had a positive influence on workers in the changing context, as have private invest-
ments made by employees in difficult times, which have generated income to serve 
the life of workers. This demonstrates that workers’ flexibility is rather excellent. The 
research findings also suggest that the coefficient of the private investment variable is 
around 0.0342722, representing increases in worker adaptability. Employees utilize 
this investment in financial investments and self-employment investments through 
Internet platforms for a stable income in that challenging environment. The findings 
support the views of Qian and Fan (2020), Dao et al (2022) and Bezerra et al. (2020). 

5 Discussion 

According to research findings, workers’ adaptability capabilities in the setting of 
the epidemic are reasonably excellent. Once the epidemic is under control, workers’ 
income and employment will have improved to satisfy living necessities. Some 
suggestions are given to respond to changes brought about by the current changing 
circumstances: 

First, research demonstrates that, during the outbreak and the time after the 
epidemic is under control, competent and qualified workers appear to more success-
fully secure their positions, earning more consistent income than other workers. This 
is especially critical when force majeure conditions, such as epidemics or produc-
tion/business unit challenges, compel the reduction of human resources. As a result, 
personnel must have the experience, certifications, and abilities to be able to adapt 
to any circumstance. 

Second, diversifying revenue creation sources will assist employees in ensuring a 
steady living. At the same time, income diversity will assist workers in being able to 
adjust flexibly to varied circumstances, particularly during the adverse phase caused 
by the external environment. 

Third, employers must have special orientations to help workers meet the needs 
imposed by the real work of the units. From there, employers will then be proactive 
in increasing their qualifications, allowing them to adapt securely to any situation. 

6 Conclusions 

When comparing the change in workers’ pay during the outbreak phase and after 
the epidemic is under control, the research results met the specified target, utilizing 
data from a survey of 477 people working in the aviation and tourism/hospitality 
sectors. According to research, workers in the aviation sector are more resilient than 
those in the tourist and hotel sector. The income gap between these two groups 
before and after the pandemic is approximately 6.76 million VND/month. When 
the epidemic first broke out, the difference between employment positions was not
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very substantial, but after the epidemic is under control, the difference between job 
positions becomes relatively large, and the income of the group of workers who are 
managers is about 9.367 million VND/month higher than average compared to the 
group of employees who are employees. The study results also demonstrate that 
once the pandemic is under control, employees’ salaries would be consistent and 
greater provided they have good qualifications, have good adaptability (through the 
diversification of income-generating options; investment is one of those income-
generating channels). 
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Analysis of Factors Affecting 
the Financial Capacity of Vietnam 
Commercial Banks After 
M&A by CAMEL Standards 

Nguyen Thi Bich Vuong and Nguyen Phi Dat 

Abstract After implementing the project on restructuring the credit institution 
system in period 1 (2011–2015) and period 2 (2016–2020), banking M&A activ-
ities in Vietnam as of 2020 have not been professional, small number, sometimes 
spontaneous, sometimes due to the pressure of mechanisms and regulations in legal 
documents, not yet derived from the economic interests of the bank and the economy, 
and thus lack of experience and information. Moreover, after restructuring, new 
commercial banks were formed, which is the result of M&A deals. But after a while, 
how these commercial banks develop and how effective they are, it is a difficult 
problem that bank administrators must continue to solve. Therefore, the question 
for commercial banks after M&A is how to improve financial capacity to maintain 
stability after M&A and the bank to still operate effectively. Therefore, the article 
used Probit binary regression model to analyze the factors affecting the financial 
capacity of commercial banks after M&A in Vietnam in the period 2012–2021 to 
see whether they meet CAMEL standards or not. This will be the basis for bank 
managers to come up with solutions to improve the financial capacity of commercial 
banks after M&A in Vietnam in the near future. 

Keywords Financial capacity · Probit binary regression model · CAMEL 
standard · Commercial bank after M&A 

1 Introduction 

Probit binary regression model is a model in which the dependent variable is the 
predictor variable that receives only 2 values, 1 and 0. In this study on assessing the 
financial capacity of commercial banks after M&A in Vietnam, it is necessary to 
predict whether banks will meet CAMEL standards or not. Therefore, this study will
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use the Probit binary regression model to predict the probability P in the interval (0, 1), 
where the value of y = 1 (meet CAMEL standard) or y = 0 (failure to meet CAMEL 
standard). Based on the collected data of 8 commercial banks after M&A in Vietnam, 
the calculation of criteria according to CAMEL standard includes 15 criteria, assessed 
according to CAMEL standard according to each criterion of passing (=1) or failing 
(=0), thereby assessing the financial capacity of commercial banks in each year after 
M&A by averaging and then performing Probit binary regression analysis with the 
dependent variable being Financial capacity (NLTC) with 2 values 0 and 1 and 15 
independent variables in the model affecting the dependent variable. 

2 Research Overview 

The topic of financial capacity of commercial banks is a topic that has been studied a 
lot in the world, in which there have been many research works using Dupont, DEA, 
Capm, Probit, Logistic methods…to assess the financial capacity of a commercial 
bank, whether it meets CAMEL or Basel standards? Alton Gilbert et al. (2002) 
studied the financial capacity of US commercial banks according to CAMEL stan-
dard compared with SEER standard of commercial banks in the US in the period 
1990–1998. The author’s study used the Probit binary model to assess the financial 
capacity of US commercial banks according to the set of 5 criteria C, A, M, E, and 
L based on financial criteria such as capital size, financial leverage, profitability, 
asset quality, management quality, and liquidity of assets. Tatom (2011) studied the 
causes of the failure of commercial banks. The main reason is the financial capacity 
of these banks. The author’s research also shows that the assessment of financial 
capacity of banks can be affected by C, A, M, E, and L, from which the author 
conducts regression according to Proxy to determine the influencing factors. The 
results show that the financial capacity of commercial banks is influenced by factors 
such as capital size, profitability, asset quality, management quality, and liquidity 
of assets. Then, the author uses downgrade method to predict the probability of 
future failure of commercial banks in the period 2003–2007. Nguyen Viet Hung 
(2008) has studied the performance of Vietnamese commercial banks in the period 
2000–2005. In the study, the author has determined the factors affecting the finan-
cial capacity of banks according to CAMEL standards, then regression with Tobit. 
Research results show that factors such as bank’s assets, loan/deposit ratio, ROA, 
and bad debt ratio have an influence on the financial capacity of the commercial 
banks during that period. Nga (2013) has deeply researched and assessed the finan-
cial capacity of 28 Vietnamese commercial banks according to CAMEL standards 
in the period 2003–2012. The author used Probit model to test 13 factors affecting 
the financial capacity of Vietnamese commercial banks, including size of equity; 
financial leverage; minimum capital adequacy ratio; outstanding debt/total assets; 
bad debt/ total outstanding debt (noxau_duno); ROA; ROE; NIM; operating cost 
index; asset liquidity ratio; deposit guarantee factor; short-term liquidity ratio; and 
loans/deposits. All of the above factors have a certain impact on the financial capacity
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of Vietnamese commercial banks. Research “Applying CAMEL standards in finan-
cial analysis at Bank for Investment and Development of Vietnam” by Hoang Van 
Thang has focused on studying the financial capacity of Bank for Investment and 
Development of Vietnam through using the criteria system of CAMEL standards to 
analyze in the form of descriptive statistics the secondary data that the author collected 
in the period 2003–2008, including: Tier 1 Capital/Total Risky Assets, Equity/Total 
Assets, Equity/Risk Assets—CAR, BIS Ratio (Own Equity/Risk Assets), Finan-
cial leverage ratio (Total liabilities/equity), Internal capital generation ratio (Undi-
vided profit/Tier 1 capital), NPLs/Total outstanding loans, Provision for credit 
risks/Debts bad, Provision expense ratio (Provision for debt loss/Average outstanding 
loans), Ability to cover bad debts (Provision for loss of debts/NPLs), ROA, ROE, 
Non-interest income/Total assets, Net Margin, Net Interest Income/Total Operating 
Income, Operating Expenses/Total Assets…. (Hoang Van Thang, 2009). 

In summary, research overview shows that there have been many studies on the 
financial capacity of commercial banks, including the use of different evaluation 
analysis methods (Capm, DEA, Dupon, Probit, Proxy, Tobit, Logistic) and based on 
different standards (CAMEL, Basel1, Basel 2) but they are all commercial banks in 
general, not commercial banks after M&A. Therefore, the author directs his research 
to analyze the factors affecting the financial capacity of commercial banks after M&A 
in Vietnam according to CAMEL standards. 

3 Research Model 

The author builds the research model as follows: 

Yi = β0 + β1X1 + β2X2 + β3X3 + β4X4 + β5X5 + β6X6 + β7X7 + β8X8 

+ β9X9 + β10X10 + β11X11 + β12X12 + β13X13 + β14X14 + β15X15 

Dependent variable (Y): To forecast the probability that commercial banks after 
M&A meet CAMEL standards or fail to meet CAMEL standards, call the dependent 
variable y = NLTC (Financial capacity): 

• NLTC = 1 if the bank meets CAMEL standard 
• NLTC = 0 if the bank does not meet CAMEL standard. 

Based on data collected from the annual report of commercial banks after M&A in 
Vietnam, analyzing the financial capacity of commercial banks after M&A according 
to CAMEL’s standards based on 15 criteria. For each bank in each research year, 
evaluate each criterion according to CAMEL standards if rating 1 is achieved and if 
not rating 0 is achieved and then averaging 15 indicators. 

• If the average of 15 indicators of each bank in each year is 0.5, it is CAMEL 
standard (NLTC = 1)
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• If the average of 15 indicators of each bank in each year is <0.5, it is not CAMEL 
standard (NLTC = 0). 

To forecast the probability P(y = 1) while the variable NLTC only takes 2 values 
of 0 and 1, so the probability of not defaulting P(y = 0) = 1 – P(y = 1). 

Independent variable (X) consists of 15 variables, which are 15 criteria to assess 
the financial capacity of banks according to CAMEL criteria as follows: 

• X1: Size of equity 
• X2: Financial leverage coefficient 
• X3: Equity/Total Assets ratio 
• X4: Minimum capital adequacy ratio (CAR) 
• X5: Loan balance/Total assets 
• X6: Bad debt ratio 
• X7: Ratio of provision expenses 
• X8: Profit growth rate 
• X9: Credit growth rate 
• X10: Return on Assets (ROA) 
• X11: Return on Equity (ROE) 
• X12: Net Interest Margin (NIM) 
• X13: Non-net Interest Margin (NNIM) 
• X14: Deposit/Total assets ratio 
• X15: Loan/Deposit ratio. 

From the above research model, the thesis also proposes research hypotheses 
including (Table 1).

Based on this model, the study was conducted to test the suitability of the model 
by the following tasks: 

The first: Autocorrelation test is the phenomenon when the errors in the model have 
a relationship with each other, the cause of using time data, the delay of the data, and 
the inertia of the data. As a result, the estimate is biased. To test the phenomenon of 
autocorrelation, the thesis uses the Estat Dwatson function to calculate the coefficient 
d (Durbin-Watson), if 1 < d < 3d and d is close to 2, the model does not have 
autocorrelation. 

The second: Testing for multicollinearity is a phenomenon where the independent 
variables in the model are correlated with each other, leading to no regression or 
incorrect model results. To test to determine the correlation coefficient (ri) between 
variables through the Corr function, if ri < ±0.5, it is considered that there is no 
multicollinearity phenomenon. 

The third: Testing the phenomenon of variance is because the hypothesis of 
constant variance of the model is violated, due to the nature of economic quanti-
ties, or because of advances in measurement and data processing. It will affect the 
unbiased result of the estimate. To test the variable variance, the study uses the Hettest 
function from which to determine the P value, if the P value <5%, the phenomenon 
of variance does not occur and vice versa.
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Table 1 Summary of research hypotheses 

Hypotheses Content 

H1 The larger the scale of equity, the stronger the financial capacity of Vietnamese 
commercial banks after M&A 

H2 Using financial leverage as possible will make the financial capacity of 
Vietnamese commercial banks better after M&A 

H3 The higher the equity/total assets ratio, the better the financial capacity of 
Vietnamese commercial banks after M&A 

H4 The higher the minimum capital adequacy ratio (CAR), the better the financial 
capacity of Vietnamese commercial banks after M&A 

H5 The higher the loan balance/total assets, the lower the financial capacity of 
Vietnamese commercial banks after M&A 

H6 The higher the bad debt ratio, the lower the financial capacity of Vietnamese 
commercial banks after M&A 

H7 The higher the ratio of provision expenses, the lower the financial capacity of 
Vietnamese commercial banks after M&A 

H8 The higher the profit growth rate, the stronger the financial capacity of 
Vietnamese commercial banks after M&A 

H9 The higher the credit growth rate, the stronger the financial capacity of 
Vietnamese commercial banks after M&A 

H10 The higher the return on assets (ROA), the better the financial capacity of 
Vietnamese commercial banks after M&A 

H11 The higher the return on equity (ROE), the better the financial capacity of 
Vietnamese commercial banks after M&A 

H12 The higher the Net interest margin (NIM), the better the financial capacity of 
Vietnamese commercial banks after M&A 

H13 The higher the Non-net interest margin (NIM), the better the financial capacity 
of Vietnamese commercial banks after M&A 

H14 The larger the ratio of deposits/total assets, the higher the financial capacity of 
Vietnamese commercial banks after M&A will be improved 

H15 The higher the loan/deposit ratio, the lower the financial capacity of Vietnamese 
commercial banks after M&A 

Source Suggested by the author

The fourth: LR(chi2) test means testing the hypothesis that at least one regression 
coefficient of an independent variable in the model is different from 0. 

4 Characteristics of the Analyzed Data 

After collecting data, calculating the criteria to evaluate the financial capacity 
of commercial banks after M&A, assessing whether they pass or fail according 
to CAMEL standards in each bank, using the Stata16.0 software to perform the
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Table 2 Characteristics of 
the analyzed data 

Unweighted cases N Percent 

Selected cases Included in analysis 47 100.0 

Missing cases 0 0.00 

Total 47 100.0 

Unselected cases 0 0.00 

Total 47 100.0 

Source Author’s data analysis results 

Table 3 Coding of 
dependent variable 

Original value Internal value 

KhongdattieuchuanCAMEL 0 

DattieuchuanCAMEL 1 

Source Author’s data analysis results 

Probit binary analysis. Research data includes 8 commercial banks after M&A with 
data collected: LienVietPostBank, SCB (2012–2019); SHB (2013–2019), HDBank, 
PVcomBank (2014–2019); Sacombank, BIDV, and Maritimebank (2016–2019) 
include a total of 47 observations. 

Table 2 shows the data characteristics included in the Probit binary analysis of 
this study, including 47 observations, none of which were missing data, and none of 
which were unselected. 

Table 3 shows that the dependent variable has 2 values, “not meeting CAMEL 
standard” is coded as 0, and “meeting CAMEL standard” is encoded as 1. 

5 Data Analysis Results 

After checking the analysis data of the Probit binary regression model with no 
missing observations, no unselected observations, and coding the dependent vari-
able, the next step is to test the phenomenon of autocorrelation, test the phenomenon 
of multicollinearity, test the phenomenon of variance, and test LR(chi2). 

5.1 Test the Phenomenon of Autocorrelation 

To test the autocorrelation phenomenon of residual variables in the model, the study 
uses the function Estat dwatson to determine the value of the coefficient d (Durbin-
Watson). If 1 < d < 3 and d is close to 2, then the variables are considered to 
have no autocorrelation. The results are as follows: Durbin-Watson coefficient d-
statistic (8.72) = 1.384798; this value ranges from 1 < d < 3. Therefore, it can be
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Table 4 Calculation results 
of variance exaggeration 
factor VIF 

Model variables Coefficient VIF 1/VIF 

Chovay/Tongtaisan 2.80 0.357751 

Duno/Tiengui 2.20 0.453587 

VonCSH/Tongtaisan 1.84 0.544303 

VonCSH 1.57 0.635788 

NNIM 1.47 0.681754 

Noxau 1.35 0.738009 

CAR 1.29 0.776560 

Mean VIF 1.79 

Source Test results from Corr function on Stata 16.0 

confirmed that the model does not have autocorrelation of residuals. This means that 
the regression model does not violate the assumption of error independence. 

5.2 Test the Phenomenon of Multicollinearity 

The phenomenon of multicollinearity occurs when the independent variables are 
strongly correlated and expressed as a function, and this affects the results of the 
regression function. Therefore, testing whether or not multicollinearity contributes 
significantly to the conclusion that the regression results are appropriate or not. In 
this study, the author uses the Corr function on Stata 16.0 software to analyze the 
correlation between the independent variables of the model. The results show that 
the variables with correlation coefficients all reach statistical significance (−0.5 < r 
< 0.5). However, to ensure that the variables do not have multicollinearity, the author 
also uses the variance exaggeration factor VIF to overcome. The result is as follows: 

The results of Table 4 show that the variance exaggeration coefficient VIF of all 
variables is lower than 10 and the average value is 1.79, so it can be concluded that 
the model does not have multicollinearity; this means that the variables in the model 
are closely correlated with each other. 

5.3 Test the Phenomenon of Variance 

To test the phenomenon of variance, the author uses the Hettest function on Stata 
16.0 software with results as follows:
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Breusch-Pagan / Cook-Weisberg test for heteroskedasticity 
Ho: Constant variance 
Variables: fitted values of NLTC 
chi2(1) = 1.75 
Prob > chi2 = 0.1853 

Source Test results from Hettest function on Stata 16.0 

The results show: Prob > Chi2 = 0.1853 > 0.05, so the hypothesis that the variance 
is fixed, in other words, can reject the hypothesis that the variance varies. 

5.4 Test LR (Chi2) 

Another test that needs to be done is to test the hypothesis that at least one regression 
coefficient of an independent variable in the model is different from 0, where the test 
is done through the LR (chi2) statistic with degrees of freedom is 7. The test results 
are as follows: 

LR chi2 (7) = 42.60 

Prob > chi2 = 0.0000. 
The results show that the coefficient Prob > chi2 = 0.0000 < 0.05, so it can 

be confirmed that the model does not occur at the same time, and the regression 
coefficients are zero. 

In short, after testing the fit of the model with the results obtained, the research 
can answer: The built regression model is suitable, there is no autocorrelation and no 
multicollinearity, variance does not change, and there is no case where the regression 
coefficients are equal to 0. 

5.5 The Results of the Regression Analysis 

The results of the regression analysis show that the variables with statistical signif-
icance show the impact on the bank’s financial capacity, including the following 
variables: size of equity; equity/total assets ratio; minimum capital adequacy ratio 
(CAR); loan balance/total assets; bad debt ratio; loan/deposit ratio; and non-net 
interest margin (NNIM). Probit regression has no equivalent to R squared found in 
OLS regression, but Pseudo R2 values close to 1 are still considered good for the 
model. The result Pseudo R2 = 0.5253 > 0.5, thus also showing the model, has high 
reliability. 

The results of Table 5 show that all variables in the model show a statistically 
significant impact, here the author chooses an error of less than 10% to be accepted, 
because the research sample size is limited in number. Checking the model’s marginal
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effects, it can be seen that the difference is not large between the coefficients of the 
variables in the model when keeping the remaining variables unchanged. In addition, 
the correctly classified level of the model also has a high rate of 86.11%, and they show 
that the model can correctly explain 86.11% of the cases of the dependent variable, 
which is a high percentage. Then, the regression model is written as follows: 

Y = −9.9307340 + 0.0005101 ∗ VonCSH + 0.1761097 ∗ VonCSH/Tongtaisan 
+ 0.4686083 ∗ CAR − 0.1062785 ∗ Chovay/Tongtaisan 
− 0.5944837 ∗ Noxau + 0.5051688 ∗ NNIM − 0.0495970 ∗ Duno/Tiengui

According to the regression results, it can be seen that because of the Probit 
function, the impact results of the factors are measured by probability and the level 
of impact is determined in Table 5; therefore, the factors that really affect the financial 
capacity of Vietnamese commercial banks after M&A include: 

Size of equity: If the size of a bank’s equity is larger, the financial capacity of the 
bank will be stronger with the impact that when equity increases by 1 unit, the 
probability that the bank’s financial capacity will reach CAMEL standard increased 
to 3.86E−06%. This result is consistent with the studies of previous authors such 
as Johnston (2009), Alton Gilbert et al. (2002), Tatom (2011), Wirnkar and Tanko 
(2007), and Godfrey Cadogan (2011), and this is also consistent with the reality in 
Vietnam when a bank with large equity will help them be financially self-sufficient; 
at the same time, there are many opportunities to implement big projects and also 
easily withstand when there are risks. Indeed, among the 8 Vietnamese commercial 
banks after M&A, BIDV is the bank before and after the M&A implementation that 
always has the largest scale of equity and is ranked as one of the 4 commercial banks 
with strong financial capacity in banking system in Vietnam. 

Equity/Total Assets: The larger the equity/total assets ratio, the better the finan-
cial capacity of Vietnamese commercial banks after M&A, with the increase in the 
equity/total assets ratio by 1 unit, and they can increase the probability that the bank 
meets the CAMEL standard to 0.1331%. This result is consistent with the studies of 
previous authors such as Frank Heid (2007) and Hoang Van Thang (2009), and this 
is also consistent with the reality in Vietnam when a bank with only owning capital 
and large assets will help the bank to have good financial autonomy to implement 
large projects and easily support when the risk occurs. 

Bad debt ratio: If the bad debt ratio of any bank is higher, the financial capacity of 
that bank will decrease. When the bad debt ratio increases by 1 unit, the probability 
that the financial capacity meets the CAMEL standard will decrease by 0.449%. This 
result is consistent with the studies of previous authors such as Berger et al. (1997), 
Alton Gilbert et al. (2002), and Nguyen Viet Hung (2008), and this is also consistent 
with the reality in Vietnam when a bank has a high bad debt ratio; the possibility of 
capital loss will be greater, especially in the current period when many businesses 
have difficulty doing business. With a lot of difficulties and losses, the increasing 
number of bankrupt enterprises will make it more difficult to collect debts of the
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Table 5 Results of regression analysis 

Variable Coef Std. Err z P > |z| [95% conf. interval] 

VonCSH 0.0005101 0.0001407 3.62 0.000 0.0002343 
0.0007860 

VonCSH/TongTS 0.1761097 0.1036263 1.70 0.089 −0.0269941 
0.3792135 

CAR 0.4686083 0.2314109 2.03 0.043 0.0150513 
0.9221653 

Chovay/TongTS −0.1062785 0.0413386 −2.57 0.010 −0.1873006 − 
0.0252563 

Noxau −0.5944837 0.1927318 −3.08 0.002 −0.9722310 − 
0.2167363 

NNIM 0.5051688 0.2178985 2.32 0.020 0.0780956 
0.9322420 

Duno/Tiengui −0.0495970 0.0287323 −1.73 0.084 −0.0067168 
0.1059119 

_cons −9.9307340 4.0047090 −2.48 0.013 −17.779820 − 
2.0816470 

Variable dy/dx Std. err z P > |z| [95% C.I.] X 

VonCSH 3.86E-06 0.00001 0.46 0.644 −1.2E-05 
0.00002 

16,924.70 

VonCSH/TongTS 0.001331 0.00297 0.45 0.654 −0.00449 
0.007150 

7.565570 

CAR 0.003542 0.00746 0.47 0.635 −0.01107 
0.018156 

10.77420 

Chovay/TongTS −0.00080 0.00173 −0.47 0.642 −0.00419 
0.002578 

55.16680 

Noxau −0.00449 0.00984 −0.46 0.648 −0.02378 
0.014795 

2.708750 

NNIM 0.003818 0.00814 0.47 0.639 −0.01214 
0.019780 

2.619220 

Duno/Tiengui −0.00037 0.00081 0.46 0.645 −0.00122 
0.001970 

78.28090 

Sensitivity Pr(+|D) 88.64% 

Specificity Pr(−|~D) 82.14% 

Positive predictive value Pr(D|+) 88.64% 

Negative predictive value Pr(~D|−) 82.14% 

False + rate for true ~D Pr(+|~D) 17.86% 

False − rate for true D Pr(−|D) 11.36% 

False + rate for classified Pr(~D|+) 11.36% 

False − rate for classified Pr(D|−) 17.86% 

Correctly classified 86.11% 

Source Probit regression results for independent and dependent variables from Stata 16.0
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bank, leading to adverse effects on the financial situation of the bank. Therefore, 
banks are increasingly showing their efforts in thoroughly solving outstanding bad 
debts and minimizing the arising of new bad debts with stricter regulations in lending 
activities. 

Non-net interest margin (NNIM): If Non-net interest margin of bank is larger, the 
financial capacity of that bank will be more likely to meet the CAMEL standard, 
with the ratio when NNIM increases by 1 unit, the probability of achieving CAMEL 
increases to 0.3818%. This result is consistent with the studies of Barnes and Lopez 
(2005) and Nga (2013), and this is also consistent with reality in Vietnam when a 
bank has a larger difference between non-interest income and non-interest expenses, 
the more it contributes to increasing profits and increasing business efficiency and 
increase the financial potential of the bank. 

Loan balance/total assets: The higher the loan balance/assets of any bank, the lower 
the financial capacity of that bank. When loan balance/assets increase by 1 unit, the 
probability of achieving CAMEL decreases by 0.08%. This result is consistent with 
the study of Wagner (2007) and Tatom (2011), and this is also consistent with the 
reality of business at commercial banks because when the loan balance is too high 
compared to the total assets of the bank, it is easy for banks to use borrowed funds 
at high cost to cover the difference, or it will cause the possibility of an imbalance 
in payments, causing strong risks to the bank’s operations. 

Loan/deposit: The larger the loan/deposit balance of any bank, the lower the finan-
cial capacity of that bank. When the loan/deposit balance increases by 1 unit, the 
probability of achieving CAMEL decreases by 0.037%. This result is consistent with 
the study of Wagner (2007), Tatom (2011), and Nga (2013). This is also consistent 
with the reality in Vietnam when a bank with a higher loan/deposit balance means 
that the bank has made a larger loan than the amount of customer deposits that the 
bank has mobilized. In fact, the loan is a loan that the bank will periodically collect 
according to the agreed credit contract. Banks do not arbitrarily collect early unless 
the customer voluntarily repays the loan before the due date and the deposit can be 
withdrawn at any time. Therefore, if the bank lends more than the mobilized amount, 
it will lead to liquidity risk, especially in the current period, which can make the bank 
insolvent if this ratio is too high. 

Minimum capital adequacy ratio (CAR): The higher the minimum capital 
adequacy ratio (CAR), the better the financial capacity of Vietnamese commercial 
banks after M&A. When CAR increases by 1 unit, the probability of achieving 
CAMEL increases to 0.3542%. This result is consistent with the studies of previous 
authors such as Heid (2007), Brown and Kevin Davis (2009), Barnesa and Lopez 
(2005), Wirnkar and Tanko (2007), Cadogan (2011), and Nga (2013). This result is 
also confirmed in practice not only in Vietnam but also around the world, that is, the 
higher the capital adequacy ratio of banks, the higher their financial capacity is.
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Table 6 Individual regression coefficients of each factor 

Factors Code z Sig 

X1: size of equity VonCSH 3.62 0.000 

X2: financial leverage coefficient DonbayTC No impact 0.314 

X3: equity/total assets ratio VonCSH/Taisan 1.70 0.089 

X4: minimum capital adequacy ratio CAR 2.03 0.043 

X5: loan balance/total assets DunoCV/Taisan −2.57 0.010 

X6: bad debt ratio Noxau −3.08 0.002 

X7: ratio of provision expenses ChiphiDP No impact 0.322 

X8: profit growth rate TangtruongLN No impact 0.964 

X9: credit growth rate TangtruongTD No impact 0.829 

X10: return on assets ROA No impact 0.878 

X11: return on equity ROE No impact 0.890 

X12: net interest margin NIM No impact 0.280 

X13: non-net interest margin NNIM 2.32 0.020 

X14: deposit/total assets ratio Tiengui/Taisan No impact 0.298 

X15: loan/deposit ratio DunoCV/Tiengui −1.73 0.084 

Source Summary of separate regression results on Stata 16.0 with each factor 

5.6 The Result of Hypothesis Testing 

To test the research hypothesis, the study conducted a separate regression of each 
independent variable affecting the financial capacity of Vietnamese commercial 
banks after M&A, and the results are summarized as follows (Table 6). 

Hypothesis 1 (H1): 

Does the size of equity have a positive effect on the financial capacity of Vietnamese 
commercial banks after M&A? 

The test results in z = 3.62 and the P value (Sig) of VonCSH (X1) = 0.000 < 
10%. From that, it can be concluded that the hypothesis H1 is accepted with high 
confidence (X1 is statistically significant) and equity has a positive influence on the 
financial capacity of the bank. In other words, the larger the scale of equity, the 
stronger the financial capacity of Vietnamese commercial banks after M&A. 

Hypothesis 2 (H2): 

Does Financial leverage coefficient have a positive effect on the financial capacity 
of Vietnamese commercial banks after M&A? 

The test gives the result P value (Sig) of DonbayTC (X2) = 0.314 > 10%. From 
that, it can be concluded that hypothesis H2 is not accepted. Therefore, it is not 
possible to confirm the impact relationship between the financial leverage coefficient 
and the financial capacity of Vietnamese commercial banks after M&A.
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Hypothesis 3 (H3): 

Does the equity/total assets ratio positively affect the financial capacity of Vietnamese 
commercial banks after M&A? 

The test results in z = 1.7 and P value (Sig) of VonCSH/Taisan = 0.089 < 10%. 
From that, it can be concluded that the hypothesis H3 is accepted with high confidence 
(X3 is statistically significant) and the equity/total assets ratio has a positive influence 
on the bank’s financial capacity. In other words, the larger the equity/total assets ratio, 
the better the financial capacity of Vietnamese commercial banks after M&A. 

Hypothesis 4 (H4): 

Does the minimum capital adequacy ratio (CAR) positively affect the financial 
capacity of Vietnamese commercial banks after M&A? 

The test results in z = 2.03 and P value (Sig) of CAR = 0.043 < 10%. From 
that, it can be concluded that the hypothesis H4 is accepted with high confidence 
(X4 is statistically significant) and the minimum capital adequacy ratio (CAR) has 
a positive effect on the financial capacity of the bank. In other words, the higher 
the minimum capital adequacy ratio (CAR), the better the financial capacity of 
Vietnamese commercial banks after M&A. 

Hypothesis 5 (H5): 

Does loan balance/total assets have a negative effect on the financial capacity of 
Vietnamese commercial banks after M&A? 

The test results in z = −2.57 and P value (Sig) of DunoCV/Taisan = 0.010 < 10%. 
From that, it can be concluded that the hypothesis H5 is accepted (X5 is statistically 
significant) and the loan balance/total assets have a negative effect on the financial 
capacity of the bank. In other words, the higher the loan balance/total assets, the 
lower the financial capacity of Vietnamese commercial banks after M&A. 

Hypothesis 6 (H6): 

Does the bad debt ratio have a negative effect on the financial capacity of Vietnamese 
commercial banks after M&A? 

The test results in z = −3.08 and Noxau’s P value (Sig) = 0.002 < 10%. From 
that, it can be concluded that the hypothesis H6 is accepted with high confidence 
(X6 is statistically significant) and the bad debt ratio has a negative effect on the 
financial capacity of the bank. In other words, the higher the bad debt ratio, the lower 
the financial capacity of Vietnamese commercial banks after M&A. 

Hypothesis 7 (H7): 

Does the ratio of provision expenses have a negative effect on the financial capacity 
of Vietnamese commercial banks after M&A? 

The test gives the results P value (Sig) of ChiphiDP = 0.322 > 10%. From that, 
it can be concluded that hypothesis H7 is not accepted. Therefore, it is not possible 
to confirm the impact relationship between ratio of provision expenses and financial 
capacity of Vietnamese commercial banks after M&A.
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Hypothesis 8 (H8): 

Profit growth rate has a positive influence on the financial capacity of Vietnamese 
commercial banks after M&A. 

Test results in P value (Sig) of TangtruongLN = 0.964 > 10%. From that, it can be 
concluded that hypothesis H8 is not accepted. Therefore, it is not possible to confirm 
the impact relationship between the profit growth rate and the financial capacity of 
Vietnamese commercial banks after M&A. 

Hypothesis 9 (H9): 

Credit growth rate has a positive influence on the financial capacity of Vietnamese 
commercial banks after M&A. 

Test results in P value (Sig) of TangtruongTD = 0.829 > 10%. From that, it can 
be concluded that hypothesis H9 is not accepted. Therefore, it is not possible to 
confirm the impact relationship between credit growth rate and financial capacity of 
Vietnamese commercial banks after M&A. 

Hypothesis 10 (H10): 

Return on Assets (ROA) has a positive influence on the financial capacity of 
Vietnamese commercial banks after M&A. 

The test results in P value (Sig) of ROA = 0.878 > 10%. From that, it can 
be concluded that hypothesis H10 is not accepted. Therefore, it is not possible to 
confirm the impact relationship between ROA and financial capacity of Vietnamese 
commercial banks after M&A. 

Hypothesis 11 (H11): 

Return on Equity (ROE) has a positive influence on the financial capacity of 
Vietnamese commercial banks after M&A. 

The test results in P value(Sig) of ROE = 0.890 > 10%. From that, it can be 
concluded that hypothesis H11 is not accepted. Therefore, it is not possible to 
confirm the impact relationship between ROE and financial capacity of Vietnamese 
commercial banks after M&A. 

Hypothesis 12 (H12): 

Net Interest Margin (NIM) has a positive effect on the financial capacity of 
Vietnamese commercial banks after M&A. 

The test results in P value (Sig) of NIM = 0.280 > 10%. From that, it can be 
concluded that hypothesis H12 is not accepted. Therefore, it is not possible to confirm 
the impact relationship between NIM and the financial capacity of Vietnamese 
commercial banks after M&A. 

Hypothesis 13 (H13): 

Non-net Interest Margin (NIM) has a positive effect on the financial capacity of 
Vietnamese commercial banks after M&A.
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The test results in z = 2.32 and P value (Sig) of NNIM = 0.020 < 10%. From that, 
it can be concluded that the hypothesis H13 is accepted with high confidence (X13 
is statistically significant) and the Non-net Interest Margin (NNIM) has a positive 
influence on the financial capacity of the bank. In other words, the larger the NNIM, 
the better the financial capacity of Vietnamese commercial banks after M&A. 

Hypothesis 14 (H14): 

Deposit/Total assets ratio has a positive effect on the financial capacity of Vietnamese 
commercial banks after M&A. 

The test results in P value (Sig) of Tiengui/Taisan = 0.298 > 10%. From that, it 
can be concluded that hypothesis H14 is not accepted. Therefore, it is not possible 
to confirm the impact relationship between the deposit/Total assets ratio and the 
financial capacity of Vietnamese commercial banks after M&A. 

Hypothesis 15 (H15): 

The Loan/Deposit ratio has a negative effect on the financial capacity of Vietnamese 
commercial banks after M&A. 

The test results in z = −1.73 and P value (Sig) of DunoCV/Tiengui = 0.084 < 
10%. From that, it can be concluded that the hypothesis H15 is accepted with high 
confidence (X15 is statistically significant) and the loan/deposit ratio has a negative 
effect on the financial capacity of the bank. In other words, the higher the loan/deposit 
ratio, the lower the financial capacity of Vietnamese commercial banks after M&A. 

6 Conclusion 

Probit regression analysis results for each factor show that there are 11 factors that 
positively affect the financial capacity of Vietnamese commercial banks after M&A 
and 4 factors are bad debt ratio, Ratio of provision expenses, loan balance/total assets, 
Loan/deposit ratio which have the opposite effect. These results are consistent with 
previous studies of authors such as Wagner (2007), Tatom (2011), Barnes and Lopez 
(2005), Nguyen Viet Hung (2008), Van Thang (2009), and Nga (2013) as well as  
in line with the actual operation and financial capacity of Vietnamese commercial 
banks in general and Vietnamese commercial banks after M&A in particular. 

However, according to the standardized estimation results of the theoretical model, 
out of 15 factors, only 7 factors are statistically significant, showing the influence 
on the bank’s financial capacity, including size of equity, equity/total assets ratio, 
minimum capital adequacy ratio (CAR), loan balance/total assets, bad debt ratio, 
Non-net Interest Margin (NNIM), and loan/deposit ratio. The remaining 8 factors 
that are not statistically significant are excluded from the model. The results of 
testing the causal relationship between concepts in the standardized model show that 
the importance of factors affecting the financial capacity of Vietnamese commercial 
banks after M&A is very different. However, 15 factors also reflect 86.11% of the



126 N. T. B. Vuong and N. P. Dat

problem of the bank’s financial capacity whether or not it meets the CAMEL stan-
dards. Therefore, there will be other factors that may affect the financial capacity of 
Vietnamese commercial banks after M&A but have not been covered by this study 
in the current research model. The regression results show that the role of factors in 
contributing to improving the financial capacity of the bank is clearly hierarchically 
defined through the regression equation. 
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Behavioral Intention and Behavior 
of Using E-Commerce Platforms 
for Online Purchases and Payments 
by Vietnamese Consumers 

Van Duong Ha 

Abstract The study was conducted to determine the factors affecting the behav-
ioral intention and behavior of using e-commerce platforms for online purchases and 
payments by Vietnamese consumers, through the application of the unified theory 
of acceptance and use of technology (UTAUT2) model. The methods of Cronbach’s 
alpha test, exploratory factor analysis (EFA), confirmatory factor analysis (CFA), and 
structural equation modeling analysis (SEM) were used with the SPSS and AMOS 
software. Besides inheriting the UTAUT2 model, this study has supplemented the 
UTAUT2 model by adding other related consumer constructs. The findings of the 
study indicate that there are four factors that have a positive effect on behavioral inten-
tion, such as effort expectancy, social influence, hedonic motivation, and autonomy. 
Besides, performance expectancy has a negative impact on behavioral intention. The 
factors that have a positive impact on use behavioral that are behavioral intention and 
facilitating conditions. The factors that have a negative impact on use behavioral that 
are habits and e-payment. This study has some important managerial implications, 
and it was proposed to primary stakeholders. This study may prove diagnostically 
useful to the behavioral intention and behavior of using e-commerce platforms for 
online purchases and payments of Vietnamese consumers. 

Keywords Behavioral intention · Behavior of using · E-commerce · Price value ·
Use behavior 

1 Introduction 

E-commerce refers to economic activity that takes place online that includes all 
business models, such as retail shopping, banking, investments, and rentals. E-
commerce applies technologies to marketing over the Internet, performing mobile 
commerce transactions, electronic payments, online transaction management and
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processing, electronic data interchange, electronic data management systems, auto-
mated inventory management, and data collection systems (Niranjanamurthy et al., 
2013). Commerce is an exchange transaction between two parties, as the number 
of transactions conducted by electronic means has increased significantly since the 
spread of the Internet (Kaur & Joshi, 2012). E-commerce is usually associated with 
commercial transactions over the Internet, or the performance of any transaction 
involving the transfer of ownership or right to use goods or services through online 
transactions. E-commerce is also the use of electronic communication and digital 
technology in commercial business transactions to create, transform, and redefine 
relationships to create value between organizations, and between organizations and 
individuals (Gupta, 2014). Therefore, e-commerce is a business model that includes 
electronic payments and other activities related to online commercial transactions, it 
allows organizations and individuals to do their business over the Internet. This refers 
to economic activity that occurs online, which is not only buying and selling goods 
and products over the Internet, but also various business models within organizations 
and individuals. 

In Vietnam, changes in consumers’ behavioral intention and behavior of using e-
commerce platforms for online purchases and payments promise to promote the Viet-
namese e-commerce market to a new height. Major trends in Vietnam’s e-commerce 
market include the trend of personalizing the buying experience, grocery shopping 
on e-commerce platforms, multi-channel retailing as well as joining e-commerce 
platforms, using available online marketing tools, etc. Many Vietnamese consumers 
spend more time on the e-commerce platforms, and they are willing to place orders 
of greater quantity and value. At the same time, diversifying payment methods 
brings convenience and safety for consumers, e-money payments are becoming more 
popular and are likely to dominate over payment on delivery. 

The contribution of this study is to add to the UTAUT2 model other relevant 
consumer constructs. Besides inheriting the UTAUT2 model, the results of this study 
have added autonomy and electronic payment to the new research model. This study 
has several important management implications, and it has been suggested to key 
stakeholders. At the same time, this study proves the usefulness in terms of diag-
nostics for the behavioral intention and behavior of using e-commerce platforms to 
purchase and pay online of Vietnamese consumers. 

2 Literature and Hypotheses 

2.1 The Unified Theory of Acceptance and Use 
of Technology (UTAUT2) Model 

The theoretical model of UTAUT was developed to represent the consumers’ behav-
ioral intentions and usage behavior for information technology applications. The 
UTAUT model conducted a test on four organizations for a period of six months, after
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reviewing and comparing eight competing models with thirty-two factors, and the 
UTAUT model was established. This is a combined model of eight previous models 
based on the most common view of studying user acceptance of a new informa-
tion system. Eight models include Theory of Reasoned Action (TRA), Technology 
Acceptance Model (TAM), motivation model (MM), theory of planned behavior 
(TPB), a model combining TAM and TPB—model of combining TAM and TPB 
(C-TAM-TPB), model of PC utilization (MPCU), innovation diffusion theory (IDT), 
and social cognitive theory (SCT). The UTAUT model is built with four main factors 
determining acceptance and use the technology. According to this theory, four factors 
play a direct role in consumer acceptance and usage behavior for information tech-
nology, including: performance expectancy; effort expectancy; social influence; and 
facilitation conditions. There are also extrinsic factors (age, gender, experience, and 
voluntariness of use) that influence the consumers’ behavioral intentions. This model 
is considered as integrating essential elements of other models, considering the influ-
ence of factors on the consumers’ behavioral intentions and usage behavior for infor-
mation technology applications, and it has been tested and proven to be superior to 
other models (Venkatesh et al., 2003). However, the literature lacked the evidence 
of user behavior model that could explain consumer use of technology. Given these 
limitations, proposed an extension of UTAUT, named UTAUT2. The goal of this 
model was to predict the technology acceptance and use behavior of an organization 
or individual, and integrated with hedonic motivation, price value, and habits into 
the original UTAUT model. In addition, The UTAUT2 model removed voluntariness 
of use from the demographic variables in the original UTAUT model as can be seen 
in Fig. 1 (Venkatesh et al., 2012).

2.2 Research Model 

From the practical conditions of using e-commerce platforms by Vietnamese 
consumers, based on the theoretical basis of the UTAUT2 model, synthesizing the 
theoretical basis related to the behavioral intention and behavior of using e-commerce 
platforms for online purchases and payments by Vietnamese consumers to propose 
a research model. At the same time, the authors also combined the discussion with 
experts on the observed variables, and this study extended the UTAUT2 model, 
adding a new explanatory variable which is variable electronic payment. Because e-
commerce refers to economic activity that includes electronic payments. Therefore, 
the research model of the behavioral intention and behavior of using e-commerce 
platforms for online purchases and payments by Vietnamese consumers is proposed 
as shown in Fig. 2.

Performance expectancy (PE), which is described as the level of belief in the ability 
of the consumers to use the system to achieve benefits in performing certain activi-
ties (Venkatesh et al., 2012). The theoretical background of this factor comes from 
usefulness perceptions, extrinsic motivation, and job fit. Performance expectancy has 
positive significant influence on behavioral intention to use e-commerce (Mansur
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Fig. 1 UTAUT2 model. Source Venkatesh et al. (2012)

et al., 2019). Performance expectancy positively influences the behavioral intention 
of online transaction systems in e-commerce (Cabrera-Sánchez et al., 2020). At the 
same time, performance expectancy refers to consumers’ belief that their purchases 
from an e-commerce platform will improve shopping efficiency and reduce costs 
(Chen et al., 2021) as well as there is a result study to show that the behavioral inten-
tion of e-commerce adoption is significantly influenced by performance expectancy 
(Ezennia & Marimuthu, 2022). Therefore, we formed a hypothesis: 

Hypothesis 1 (H1). Performance expectancy has a positive effect on the behavioral 
intention of using e-commerce platforms for online purchases and payments by 
Vietnamese consumers. 

Effort expectancy (EE), it is defined as the degree of facility associated with 
consumers’ use of technology (Venkatesh et al., 2012). Effort expectancy refers to 
the ease and convenience for the consumers to purchase on the e-commerce plat-
form. Effort expectancy has positive significant influence on behavioral intention 
to use e-commerce (Mansur et al., 2019). Consumers easily find the products they 
need on e-commerce platforms, and they have quick solutions to specific problems. 
There is research showing that effort expectancy significantly influences consumers’ 
behavioral intention to purchase online via localization of e-commerce mobile appli-
cations or websites (Hungilo & Setyohadi, 2020). On the other hand, a significant 
relationship exists between efforts expectancy and e-shopping intention (Rehman
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Fig. 2 Proposed model. Source Venkatesh et al. (2012) and author’s supplement

et al., 2022) as well as there is a result study to show that the behavioral intention 
of e-commerce adoption is significantly influenced by effort expectancy (Ezennia & 
Marimuthu, 2022). Thus, we propose the following hypothesis: 

Hypothesis 2 (H2): Effort expectancy has a direct positive and significant impact 
on the behavioral intention of using e-commerce platforms for online purchases and 
payments by Vietnamese consumers. 

Social influence (SI), it measures the degree to which consumers are influenced 
by what others (e.g., family and friends), and an individual thinks the others should 
use a particular technology (Venkatesh et al., 2012). Social influence has positive 
significant influence on behavioral intention to use e-commerce (Mansur et al., 2019). 
Social influence has a significantly positive effect on consumers’ behavioral intention 
of using an e-commerce platform (Chen et al., 2021). On the other hand, there 
is a result study to show that the behavioral intention of e-commerce adoption is 
significantly influenced by social influence (Ezennia & Marimuthu, 2022).Thus, the 
social influence for consumers’ behavioral intention of using an e-commerce platform 
is the extent to which consumers think that those they consider important, believe that 
the person should use an e-commerce platform. Hypothesis H3 is stated as follows:
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Hypothesis 3 (H3): Social influence has a positive effect on the behavioral 
intention of using e-commerce platforms for online purchases and payments by 
Vietnamese consumers. 

Facilitating conditions (FC), these are defined as the extent to which consumers 
believe the organizations’ infrastructure exists to support technological usage, the 
consumers are aware of the resources and supports available to perform their behavior 
(Venkatesh et al., 2012). Facilitating conditions showed a significant association with 
behavioral intention and facilitating conditions significantly influence the behavioral 
intention of consumers to adopt e-commerce (Pobee, 2021). A significant relationship 
exists between facilitating conditions and e-shopping intention (Rehman et al., 2022), 
and there is a result study to show that the behavioral intention of e-commerce 
adoption is significantly influenced by facilitating conditions (Ezennia & Marimuthu, 
2022). Therefore, facilitating conditions for consumers’ behavioral intention of using 
e-commerce platforms for online purchases and payments are the organization’s 
degree of technological readiness or technical support for the use of e-commerce 
platforms. Therefore, two hypotheses were formed: 

Hypothesis 4a (H4a): Facilitating conditions have a positive effect on the behav-
ioral intention of using e-commerce platforms for online purchases and payments by 
Vietnamese consumers. 

Hypothesis 4b (H4b): Facilitating conditions have a positive effect on the 
behavioral of using e-commerce platforms for online purchases and payments by 
Vietnamese consumers. 

Hedonic motivation (HM), which is defined as the pleasure obtained from the use 
of technology. Hedonic motivation plays an important role in the acceptance and use 
of technology, and it has been shown to directly influence the acceptance and use 
of technology (Venkatesh et al., 2012). The consumers obtain a feeling of pleasure 
in utilizing e-commerce, and this revealed that hedonic motivation would positively 
affect behavioral intention to use e-commerce (Naruetharadhol et al., 2022). There 
are the study results show that behavioral intention of e-commerce adoption is signif-
icantly influenced by hedonic motivation (Ezennia & Marimuthu, 2022) as well as  
there is the study result which revealed customers’ impulsive buying behavior is 
significantly affected by hedonic motivation on e-commerce platforms (Kamalia 
et al., 2022). We make the hypothesis H5 as following: 

Hypothesis 5 (H5): Hedonic motivation has a positive effect on the behavioral 
intention of using e-commerce platforms for online purchases and payments by 
Vietnamese consumers. 

Price value (PV), it refers to the perceived benefits of using technology and the 
monetary cost of using it. Besides, there is also a cost and pricing structure, and it 
may have a significant impact on consumers’ technology use (Venkatesh et al., 2012). 
Price value is a key concern for consumers, and they would tend to purchase online 
through e-commerce websites when they believe that they are ending up paying less 
and reasonably priced in addition to all other benefits (Singh et al., 2017). There 
is research showing that price value significantly influences consumers’ behavioral 
intention to purchase online via localization of e-commerce mobile applications or 
websites (Hungilo & Setyohadi, 2020), as well as there are the study results show
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that behavioral intention of e-commerce adoption is significantly influenced by price 
value (Ezennia & Marimuthu, 2022). Hypothesis H6 is stated as follows: 

Hypothesis 6 (H6): Price value has a negative effect on the behavioral intention 
of using e-commerce platforms for online purchases and payments by Vietnamese 
consumers. 

Habits (HA), they play an important role in the use of technology, which have 
been described various fundamental processes and habits that influence the use of 
technology. Because, habits are defined as the degree to which people tend to perform 
behaviors automatically as a result of learning (Venkatesh et al., 2012). There are the 
researches to show that habit influences consumers’ use behavior for e-commerce 
(Mansur et al., 2019; Yoga & Triami,  2021). In other words, habits for e-commerce 
have a positive impact on consumers’ behavioral intention as well as habits have a 
positive impact on consumers’ use behavior (Wulandari et al., 2022). Therefore, two 
hypotheses were formed: 

Hypothesis 7a (H7a): Habits have a positive effect on the behavioral intention 
of using e-commerce platforms for online purchases and payments by Vietnamese 
consumers. 

Hypothesis 7b (H7b): Habits have a positive effect on the behavioral of using 
e-commerce platforms for online purchases and payments by Vietnamese consumers. 

Electronic payment or e-payment (EP), which is a type of payment that allows 
consumers to pay for the products and services via electronic methods, such as 
Internet banking, mobile banking, card payments, e-wallet, and mobile wallet. 
(Josephine, 2021). The use of e-payment as a means of a payment system on 
e-commerce platforms causes consumers to buy more online and increasingly 
frequent transactions (Halim et al., 2020). E-payment offers a payment method which 
allows consumers to buy products or services via the e-commerce platforms with 
the delaying of payment (Pratika, 2021). E-payment is an important aspect of e-
commerce, and it is a new driver of online shopping via the e-commerce platforms 
(Gupta et al., 2022). E-payment is a system that provides tools for payment of prod-
ucts and services in the e-commerce transactions. Using the e-payment has many 
benefits for consumers and contributes to increase behavior of using the e-commerce 
platforms. Therefore, we make the hypothesis as following: 

Hypothesis 8 (H8): E-payment has a positive effect on the behavioral of using 
e-commerce platforms for online purchases and payments by Vietnamese consumers. 

Behavioral intention (BI), this is defined as an individual subjective probability 
that person would like to use the technology continuously in the future. There-
fore, the consumers’ behavioral intention determines their technology use behavior 
(Venkatesh et al., 2012). There is a research to show that the acceptance and use of 
e-commerce was influenced by behavior intention. Researchers observed relation-
ship between consumers’ behavioral intention and use behavior for e-commerce and 
revealed this relationship between behavioral intention and the use behavior was 
proved significant (Yoga & Triami, 2021). Researchers also examined the behavioral 
intention correlates with use behavior and found a significant relationship between 
behavioral intention and actual adoption of the e-commerce platforms (Pobee, 2021). 
Therefore, hypothesis was formed:
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Hypothesis 9 (H8): Behavioral intention has a positive effect on the behavioral 
of using e-commerce platforms for online purchases and payments by Vietnamese 
consumers. 

Use behavior (UB), which refers to activity frequency to use the technology and 
the real conditions for the technology use. This is an important factor in determining 
the use of technology by consumers (Venkatesh et al., 2012). This case is using the 
e-commerce platforms, and the consumers’ e-commerce use behavior in Vietnam is 
affected by the use behavioral intention of e-commerce. 

The demographic factors, there are gender, age, and experience. These factors 
moderate the impact of facilitating conditions on behavioral intentions in the early 
stages of experience with the e-commerce platforms. They moderate the impact 
of hedonic motivation on behavioral intentions, so the effect is stronger in young 
consumers in the early stages of their experience with the e-commerce platforms. 
The demographic factors moderate the impact of price value on behavioral intentions, 
so the impact will be stronger for older consumers. These factors also moderate the 
impact of habit on behavioral intentions and habit on e-commerce use, so the impact 
will be stronger for older consumers with whom they have a high level of experience 
with the e-commerce platforms. The experience moderates the impact of behavioral 
intention on e-commerce use, so this impact will be stronger for consumers with less 
experience. 

3 Research Methodology 

3.1 Research Design 

Qualitative research is used to explore the components of behavioral intention and 
behavior of using e-commerce platforms for online purchases and payments by 
Vietnamese consumers. This research is carried out through one-on-one discussions 
with experts on observed variables. From there, the study adjusts and supplements 
observed variables used to measure in the research model. 

For quantitative research, this is research based on the positivism philosophy, used 
quantitative data which were collected from primary sources to examine certain popu-
lations or samples. Through the application of the UTAUT2 model, this study was 
conducted to determine the factors affecting the behavioral intention and behavior 
of using e-commerce platforms for online purchases and payments by Vietnamese 
consumers. The independent variables and dependent variable are presented in Table 
1.
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Table 1 Independent, moderating, and dependent variables in the research 

No. Code Item 

PE Performance expectancy 

1 PE1 I use e-commerce platforms because it is easy for me to shop and pay online 
anywhere 

2 PE2 I use e-commerce platforms because I can understand the interaction of online 
shopping and e-payment easily and clearly 

3 PE3 I believe that the e-commerce platforms brings about the expected effect in online 
shopping and e-payment 

4 PE4 By using e-commerce platforms, it will allow me to do online shopping and 
e-payment more rapidly 

5 PE5 The use of e-commerce platforms is in accordance with all aspects of my work, 
and it would be beneficial in my everyday life 

6 PE6 Using e-commerce platforms will increase my comfort in online shopping and 
e-payment transactions 

7 PE7 Using e-commerce platforms will bring me more convenience, because I can 
online shopping and e-payment in 24 h 

EE Effort expectancy 

8 EE1 The use of e-commerce platforms can help me speed up online shopping and 
e-payment transactions 

9 EE2 The use of e-commerce platforms can significantly improve the quality of the 
products as well as e-payment transaction results, because it does not take much 
time 

10 EE3 The use of e-commerce platforms can help me make online shopping and 
e-payment more secure 

11 EE4 The use of e-commerce platforms makes it easy for me to find out online shopping 
and e-payment information 

12 EE5 The use of e-commerce platforms helps me always have full online shopping and 
e-payment information 

13 EE6 The e-commerce platforms are practical, and they help me increase efficiency in 
online shopping and e-payment transactions 

SI Social influence 

14 SI1 Many people that have influence over my conduct advised me that I should use 
e-commerce platforms in online shopping and e-payment transactions 

15 SI2 People who influence me think that I should use e-commerce platforms in online 
shopping and e-payment transactions 

16 SI3 People who are familiar with me think that I should use e-commerce platforms in 
online shopping and e-payment transactions 

17 SI4 I use e-commerce platforms for online shopping and e-payment transactions, 
because my coworkers and friends use it 

18 SI5 My family supports me by using e-commerce platforms for online shopping and 
e-payment transactions

(continued)
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Table 1 (continued)

No. Code Item

19 SI6 My neighborhood helped me with using e-commerce platforms for online 
shopping and e-payment transactions 

FC Facilitating conditions 

20 FC1 I have control over the use of e-commerce platforms in online shopping and 
e-payment transactions 

21 FC2 I have the necessary knowledge to adopt e-commerce platforms in online shopping 
and e-payment transactions 

22 FC3 I am certain that my online shopping and e-payment transactions are guaranteed 
the transaction conditions when I use e-commerce platforms 

23 FC4 I possess the requisite resources to engage in online shopping and e-payment 
transactions 

24 FC5 I am certain that online shopping and e-payment transactions are safe when I use 
e-commerce platforms 

25 FC6 I have a smartphone and have received support from the e-commerce platform 
suppliers to use the e-commerce platforms in online shopping and e-payment 
transactions 

HM Hedonic motivation 

26 HM1 I feel comfortable when I use e-commerce platforms for online shopping and 
e-payment transactions 

27 HM2 I feel blessed when I use e-commerce platforms for online shopping and 
e-payment transactions 

28 HM3 I sincerely revel when I use e-commerce platforms for online shopping and 
e-payment transactions 

29 HM4 I feel happy when I use e-commerce platforms for online shopping and e-payment 
transactions 

30 HM5 I feel entertained when I use e-commerce platforms for online shopping and 
e-payment transactions 

PV Price value 

31 PV1 I can save time in doing online shopping and e-payment transactions when I use 
e-commerce platforms 

32 PV2 I can save a lot of online shopping and e-payment transaction costs when I use 
e-commerce platforms 

33 PV3 By using e-commerce platforms, I agree to pay the costs incurred for Internet 
registration 

34 PV4 I do not have to pay fees to check my transactions when I use e-commerce 
platforms for online shopping and e-payment transactions 

35 PV5 By using e-commerce platforms, I do not have to pay any extra costs in my 
transactions 

Habits 

36 HA1 I regularly use the e-commerce platforms for online shopping and e-payment 
transactions

(continued)
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Table 1 (continued)

No. Code Item

37 HA2 I can autonomously use the e-commerce platforms for online shopping and 
e-payment transactions 

38 HA3 The usage of the e-commerce platforms for online shopping and e-payment 
transactions has turned out to be an addiction for me 

39 HA4 I have received direct guidance from the e-commerce platform suppliers related to 
online shopping and e-payment transactions 

40 HA5 I can use the e-commerce platforms for online shopping and e-payment 
transactions when no one is simulating 

EP Electronic payment 

41 EP1 I believe that e-payment always ensures security and privacy for all consumers 
when they use the e-commerce platforms for online shopping 

42 EP2 I realize that e-payment always ensures the correct verification of information 
among the involved when I use the e-commerce platforms for online shopping 

43 EP3 I believe that the e-payment system always has a plan to deal with attacks on 
security when I pay for my online shopping via the e-commerce platforms 

44 EP4 I believe that e-payment has developed in parallel with the application of 
e-commerce platforms for online shopping 

45 EP5 I believe my private data and e-payment transactions to be kept confidential when I 
use the e-commerce platforms for online shopping 

46 EP6 I realize that the privacy of e-payment always ensures me to keep information 
undisclosed, free from unauthorized access when I use the e-commerce platforms 
for online shopping 

Behavioral intention 

47 BI1 I intend to continue to use the e-commerce platforms for online shopping and 
e-payment transactions 

48 BI2 I will use e-commerce platforms if I need to do online shopping and e-payment 
transactions 

49 BI3 I would recommend e-commerce platforms for online shopping and e-payment to 
other people 

Use behavior 

50 UB1 There are certain people and communities to help me when there are difficulties in 
using the e-commerce platforms for online shopping and e-payment transactions 

51 UB2 I am able to carry out online shopping and e-payment via the e-commerce 
platforms without help from other people 

52 UB3 I am able to use the e-commerce platforms for online shopping and e-payment 
transactions even though I have never used it beforehand 

Source Venkatesh et al. (2012) and the authors’ suggestions
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3.2 Sample and Data 

The population in this study was all consumers who were doing online shopping 
and e-payment transactions via the e-commerce platforms in the southern regions of 
Vietnam. The southern region of Vietnam is the most important center of economic 
activity in the country. This region is a leading zone for advanced manufacturing 
and is encouraging investments in knowledge-based and high-tech industries and 
services as well as the most important financial and trading hub of the whole country. 
Regarding the sample size, which is determined if the number of the population is 
unknown, the sampling is done using the size 5–10 multiplied by the question item, 
since the number of question items is 52, so the sample size in this study (10 × 52 = 
520) respondents. Therefore, the number of 650 samples collected from customers 
ensures a sufficient sample size for this study. 

Explanatory research design will be used to analyze the data which is collected 
from the Vietnamese consumers. A necessary and feasible condition to participate 
in the survey was that the consumers who use the e-commerce platforms for online 
purchases and payments by Vietnamese consumers, and the method of purposive 
sampling was used. The questionnaire was derived from the constructs as shown in 
Table 1, and the data were collected through a structured questionnaire measured on 
a 5-point Likert scale (1 = strongly disagree; 5 = strongly agree). 

SPSS 25.0 and AMOS 24.0 are two statistical software which were used and 
this study did a descriptive analysis, reliability test, and validity test. Descriptive 
statistics and demographic presentation of 650 sample data were analyzed using 
SPSS 25.0 software. The analysis method through Cronbach’s alpha coefficient, 
EFA, and CFA analysis was also analyzed using SPSS 25.0 software. The SEM was 
established, CFA diagram and hypothesis verification analysis were conducted using 
AMOS 24.0 software. 

4 Research Results 

4.1 Demographic Statistics 

A total of 650 respondents are consumers who completed the whole survey. The 
results of the hypothesized analysis of each path obtained from the path analysis 
results using SPSS 25.0 software are as follows as Table 2.

In terms of age composition, the respondents’ age ranges from 20 years old and 
up, and a large number of them are a young generation with the age range of 20– 
40 years. In terms of gender, it was found that 60.62% of the respondents were female. 
This shows that females’ participation is high when it comes to online shopping and 
e-payment transactions. Because women show more interest in online shopping and 
e-payment transactions on e-commerce platforms. The characteristics of respondents
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Table 2 Demographic profile 

Item Optional Frequency Percentage 

Age 20–30 year old 238 26.62 

31–40 year old 162 24.92 

41–50 year old 136 20.92 

51–60 year old 58 8.92 

61 years old and up 56 8.62 

Gender Male 256 39.38 

Female 394 60.62 

Experience Start–6 months 72 11.08 

Over 6 months–1 year 118 18.15 

Over 1–2 years 322 49.54 

Over 2 year 138 21.23 

Education level Vocational college graduation 159 24.46 

College graduation 485 74.62 

Postgraduate level 6 0.92 

Income level 600 USD–800 USD/month 345 53.08 

Over 800 USD–1000 USD/month 176 27.08 

Over 1000 USD–1500 USD/month 62 9.54 

Over 1500 USD–2000 USD/month 55 8.46 

Over 2000 USD/month 12 1.84 

Source Primary data, processed in 2022

when viewed from their experience of using e-commerce platforms for online shop-
ping and e-payment transactions turned out to be the biggest answer at over 1–2 years, 
or around 49.54%. In terms of education, with 74.62% of respondents are at a college 
graduation, this percentage represents the majority of respondents. The respondents 
also found that 24.46% are at a vocational college graduation, and the rest at post-
graduate level. In terms of the monthly disposable income, the respondents’ income 
range is from 600 USD and up per month and 53.08% of them are over 600 USD to 
800 USD per month. 

4.2 Cronbach’s Alpha Reliability Analysis 

To conduct factor analysis, it is necessary to first conduct reliability analysis through 
Cronbach’s alpha coefficient and total variable correlation coefficient. A scale with 
Cronbach’s alpha coefficient >= 0.60 is acceptable in terms of reliability. Variables 
with a total correlation coefficient less than 0.3 will be excluded (Hulin et al., 2001). 
The results of the reliability analysis of this study show that the variables have an
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alpha coefficient greater than 0.6 and a total correlation coefficient greater than 0.3, 
as shown in Table 3. All scales of this study are the same eligible to perform EFA.

4.3 Exploratory Factor Analysis 

The study implements the EFA method to test the influencing factors and identify 
the factors that are considered suitable for inclusion in the CFA. For independent 
variables, the results of Kaiser–Meyer–Olkin (KMO) and Bartlett’s test show that 
KMO coefficient = 0.817 (greater than 0.5), so EFA is suitable for the reality data. At 
the same time, Sig = 0.000 < 0.05 shows that the observed variables are correlated 
with each other in terms of the population. 

This study performed factor analysis for the independent variables with the prin-
cipal components and varimax rotation (absolute value below: 0.3). The results show 
that 46 observed variables were initially grouped into ten groups. The total value of 
variance extracted is 59.371%, which is greater than 50% and EFA is considered 
satisfactory. It can be said that these ten factors explain 59.731% of the variability 
of the data. The eigenvalues of the factors are all high (>1). The tenth factor has the 
lowest eigenvalues of 1.114 > 1. Therefore, there are ten factors that are defined as 
shown in Table 4.

Ten factors were found after performing the rotation (absolute value below: 0.3) for 
the independent variables together with the factor loading factors all that are greater 
than 0.5. This result also showed there were two new factors (with the observed 
variables: HA1 and HA2; EP5 and EP6) to be explored, as can see in Table 5. 
With the characteristics of two observed variables in the factor HA associated with 
customers’ autonomy (HA1 and HA2 as shown in Table 1) in using the e-commerce 
platforms for online shopping and e-payment transactions. Therefore, this new factor 
is named autonomy (AU). The hypothesis for AU is similar to the hypothesis for 
HA. AU has a positive effect on consumers’ behavioral intention of using the e-
commerce platforms for online shopping and e-payment transactions, and AU has a 
positive effect on consumers’ behavior of using the e-commerce platforms for online 
shopping and e-payment transactions. At the same time, with the characteristics of 
two observed variables in the factor EP associated with security and privacy (EP5 and 
EP6 as shown in Table 1). Therefore, this new factor is named security and privacy 
(SP). The hypothesis for SP is similar to the hypothesis for EP. SP has a positive 
effect on consumers’ behavior of using e-commerce platforms for online shopping 
and e-payment transactions.

For dependent variables, the results of Kaiser–Meyer–Olkin (KMO) and Bartlett’s 
test show that KMO coefficient = 0.678 (greater than 0.5), so EFA is suitable for 
the reality data. At the same time, Sig = 0.000 < 0.05 shows that the observed 
variables are correlated with each other in terms of the population. This study also 
performed factor analysis for the dependent variables with the principal components 
and varimax rotation. The results show that six observed variables were initially 
grouped into two groups. The total value of variance extracted is 65.162%, which
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Table 3 Item reliability test 

Item Scale mean if item 
deleted 

Scale variance if 
item deleted 

Corrected item-total 
correlation 

Cronbach’s alpha if 
item deleted 

Performance expectancy: Cronbach’s alpha = 0.873 
PE1 20.71 16.251 0.718 0.846 

PE2 20.70 16.353 0.681 0.851 

PE3 20.40 19.070 0.599 0.864 

PE4 20.50 18.204 0.579 0.864 

PE5 20.56 17.230 0.623 0.859 

PE6 20.65 15.945 0.775 0.837 

PE7 20.61 17.548 0.608 0.860 

Effort expectancy: Cronbach’s alpha = 0.828 
EE1 18.07 10.629 0.689 0.781 

EE2 17.85 11.870 0.538 0.815 

EE3 17.94 11.413 0.634 0.793 

EE4 18.02 11.735 0.581 0.804 

EE5 18.08 11.486 0.593 0.802 

EE6 17.96 11.584 0.556 0.810 

Social influence: Cronbach’s alpha = 0.838 
SI1 18.19 15.490 0.669 0.800 

SI2 18.13 15.591 0.606 0.815 

SI3 17.78 17.448 0.599 0.815 

SI4 18.02 17.391 0.584 0.818 

SI5 17.98 17.163 0.576 0.819 

SI6 18.28 15.778 0.663 0.801 

Facilitating conditions: Cronbach’s alpha = 0.826 
FC1 12.91 7.096 0.676 0.786 

FC2 12.89 7.183 0.580 0.807 

FC3 12.76 7.331 0.605 0.801 

FC4 12.83 7.547 0.586 0.805 

FC5 12.82 7.431 0.603 0.801 

FC6 12.85 7.585 0.550 0.812 

Hedonic motivation: Cronbach’s alpha = 0.816 
HM1 14.55 3.613 0.543 0.798 

HM2 14.54 3.565 0.523 0.805 

HM3 14.41 3.352 0.668 0.761 

HM4 14.46 3.491 0.575 0.789 

HM5 14.46 3.266 0.729 0.742

(continued)
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Table 3 (continued)

Item Scale mean if item
deleted

Scale variance if
item deleted

Corrected item-total
correlation

Cronbach’s alpha if
item deleted

Price value: Cronbach’s alpha = 0.778 
PV1 14.17 3.249 0.557 0.736 

PV2 13.91 2.871 0.632 0.710 

PV3 13.93 3.291 0.669 0.702 

PV4 14.92 3.751 0.413 0.779 

PV5 13.91 3.583 0.515 0.750 

Habit: Cronbach’s alpha = 0.678 
HA1 14.47 3.529 0.285 0.695 

HA2 14.71 3.508 0.378 0.649 

HA3 14.70 3.259 0.503 0.597 

HA4 14.45 3.034 0.507 0.591 

HA5 14.50 3.224 0.508 0.594 

Security and privacy: Cronbach’s alpha = 0.663 
EP1 17.70 7.486 0.410 0.623 

EP2 17.72 7.582 0.428 0.623 

EP3 17.75 7.739 0.367 0.636 

EP4 17.69 7.435 0.462 0.613 

EP5 17.78 5.355 0.463 0.604 

EP6 17.69 5.169 0.448 0.621 

Behavioral intention: Cronbach’s alpha = 0.759 
BI1 7.31 1.326 0.592 0.676 

BI2 7.54 1.531 0.578 0.692 

BI3 7.32 1.369 0.602 0.662 

Use behavior: Cronbach’s alpha = 0.700 
UB1 7.36 1.267 0.484 0.648 

UB2 7.27 1.176 0.529 0.591 

UB3 7.22 1.216 0.536 0.584 

Source The authors’ calculation from SPSS 25.0

is greater than 50% and EFA is considered satisfactory. It can be said that these 
two factors explain 65.162% of the variability of the data. The eigenvalues of the 
factors are all high (>1). The second factor has the lowest eigenvalues of 1.572 > 1. 
Therefore, there are two factors that are defined as shown in Table 6.

Two factors were found after performing the rotation (absolute value below: 0.3) 
for the dependent variables together with the factor loading factors all that are greater 
than 0.5, as can be seen in Table 7.
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Table 4 Exploratory factor analysis for independent variables 

Component Initial eigenvalues Extraction sums of squared 
loadings 

Rotation sums of 
squared loadings 

Total % of  
variance 

Cumulative 
% 

Total % of  
variance 

Cumulative 
% 

Total Cumulative 
% 

1 6.417 13.950 13.950 6.417 13.950 13.950 4.066 8.839 

2 3.537 7.689 21.639 3.537 7.689 21.639 3.464 16.369 

3 3.277 7.123 28.762 3.277 7.123 28.762 3.322 23.590 

4 2.851 6.197 34.960 2.851 6.197 34.960 3.299 30.762 

5 2.540 5.521 40.480 2.540 5.521 40.480 2.986 37.253 

6 2.465 5.359 45.839 2.465 5.359 45.839 2.744 43.219 

7 2.199 4.780 50.619 2.199 4.780 50.619 2.318 48.258 

8 1.651 3.590 54.209 1.651 3.590 54.209 2.137 52.903 

9 1.260 2.740 56.950 1.260 2.740 56.950 1.498 56.161 

10 1.114 2.421 59.371 1.114 2.421 59.371 1.477 59.371 

11 0.922 2.005 61.376 

Extraction method: principal component analysis 

Source The authors’ calculation from SPSS 25.0

4.4 Confirmatory Factor Analysis 

In the CFA, the results of Kaiser–Meyer–Olkin (KMO) and Bartlett’s test show that 
KMO coefficient = 0.808 (greater than 0.5), so CFA is suitable for real data. At 
the same time, Sig = 0.000 < 0.05 shows that the observed variables are correlated 
with each other in terms of the population. This study performed factor analysis for 
the variables with the principal axis factoring and promax rotation (absolute value 
below: 0.3). The results of CFA showed that the number of observations is 650 as 
shown in Fig. 3. After linking e4 and e5, e4 and e6, e10 and e12, e21 and e24, e28 
and e30, and e38 and e39 to correct for covariance show that this model has a chi-
square = 2183. 213, with 1204 degrees of freedom (df); chi-square/df = 1813 < 3 
with p-value = 0.000 and other indicators such as CFI = 0.915; TLI = 0.906; GFI 
= 0.888; RMSEA = 0.035 < 0.06; and PCLOSE = 1000 > 0.05. Thus, the model is 
completely consistent with the market data, and it can be concluded that the factors 
are convergent values because the standardized and unstandardized coefficients are 
greater than 0.5, and the total variance values are greater than 0.5 in this study.

4.5 Structural Equation Modeling 

The results of performing SEM model analysis through AMOS software show the 
suitability of the research model. The estimated results of the proposed model are
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Table 5 Rotated component matrix for independent variables 

Variables Component 

1 2 3 4 5 6 7 8 9 10 

PE6 0.829 

PE6 0.833 

PE1 0.780 

PE7 0.726 

PE2 0.720 

PE3 0.719 

PE5 0.711 

PE4 0.632 

SI6 0.773 

SI1 0.758 

SI3 0.717 

SI4 0.685 

SI2 0.685 

SI5 0.652 

EE1 0.800 

EE3 0.769 

EE5 0.711 

EE4 0.708 

EE6 0.702 

EE2 0.637 

FC1 0.788 

FC3 0.741 

FC5 0.732 

FC4 0.708 

FC2 0.707 

FC6 0.684 

HM5 0.853 

HM3 0.807 

HM4 0.728 

HM1 0.702 

HM2 0.681 

PV3 0.818 

PV2 0.780 

PV1 0.732 

PV5 0.686

(continued)
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Table 5 (continued)

Variables Component

1 2 3 4 5 6 7 8 9 10

PV4 0.590 

EP2 0.781 

EP4 0.739 

EP3 0.731 

EP1 0.642 

HA5 0.839 

HA4 0.805 

HA3 0.760 

HA1 0.822 

HA2 0.776 

EP6 0.780 

EP5 0.736 

Extraction method: principal component analysis. Rotation method: varimax with Kaiser 
normalization 

Source The authors’ calculation from SPSS 25.0

Table 6 Exploratory factor analysis for dependent variables 

Component Initial eigenvalues Extraction sums of squared 
loadings 

Rotation sums of 
squared loadings 

Total % of  
variance 

Cumulative 
% 

Total % of  
variance 

Cumulative 
% 

Total Cumulative 
% 

1 2.338 38.968 38.968 2.338 38.968 38.968 2.032 33.863 

2 1.572 26.195 65.162 1.572 26.195 65.162 1.878 65.162 

3 0.656 10.937 76.100 

Extraction method: principal component analysis 

Source The authors’ calculation from SPSS 25.0

shown in Fig.  4. The indicators include chi-square= 2216,852; df= 1211; p= 0.000; 
chi-square/df = 1,831; CFI = 0.913; TLI = 0.905; GFI = 0.886; RMSEA = 0.036; 
and PCLOSE = 1000. Thus, the proposed research model achieves compatibility 
with the market data.

Using 95% confidence standard, the sig of FC on BI is 0.103 > 0.05, variable FC 
has no effect on BI; sig of PV on BI is 0.388 > 0.05, variable PV has no effect on 
BI; sig of HA on BI is 0.091 > 0.05, variable HA has no effect on BI; sig of AU on 
UB is 0.103 > 0.05, variable AU has no effect on UB; sig of SP on UB is 0.198 > 
0.05, variable SP has no effect on UB. The remaining variables all have sig < 0.05, 
so these relationships are significant as can be seen in Table 8.
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Table 7 Rotated component 
matrix for dependent 
variables 

Variable Component 

1 2 

BI3 0.830 

BI1 0.815 

BI2 0.808 

UB3 0.809 

UB2 0.788 

UB1 0.763 

Extraction method: principal component analysis 

Rotation method: varimax with Kaiser normalization 

Source The authors’ calculation from SPSS 25.0

The variables that have a positive effect on BI are EE, SI, HM, and AU, in which 
the variable SI is the variable that has the strongest impact on BI. Besides, there is 
a variable that has a negative impact on BI that is the PE variable. The variables 
have a positive impact on UB that are BI and FC, where BI is the variable that has 
the strongest impact on UB. At the same time, there are two variables that have a 
negative impact on UB, which decrease in the following order: HA and EP as shown 
in Table 9.

The bootstrap method is used to estimate summary statistics such as the mean 
or standard deviation to evaluate the robustness of the theoretical model. This study 
used the number of replicate samples N = 1500. Compare the C.R value with 1.96 
(since 1.96 is the value of the normal distribution at 0.9750). The results show that 
C.R < 1.96, p-value > 5%, so the estimated model can be reliable as can see in Table 
10.

4.6 Testing for Differences in Demographic Characteristics 

The results of testing the differences according to demographic variables for behav-
ioral intention and behavior of using e-commerce platforms are presented in Table 
11. Accordingly, gender has sig value in independent sample T-test is greater than 
0.05, which shows that there is no statistically significant difference in behavioral 
intention for the respondents of different genders.

Age and experience have sig value in the Levene test higher than 0.05, the variance 
between the choices of these variables is not different for the behavioral intention of 
using e-commerce platforms. The Anova test has a sig value greater than 0.05, this 
shows that there is no statistically significant difference in behavioral intention of 
using e-commerce platforms for the respondents of different age groups. 

At the same time, experience has sig value in the Levene test higher than 0.05, the 
variance between the choices of these variables is not different for the behavior of
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Fig. 3 Confirmatory factor analysis. Source The authors’ calculation from AMOS 24.0

using e-commerce platforms. The Anova test has a sig value greater than 0.05, and 
this shows that there is no statistically significant difference in the behavior of using 
e-commerce platforms for the respondents of different age groups.
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Fig. 4 Structural equation modeling. Source The authors’ calculation from AMOS 24.0

Table 8 Regression weights 

Estimate S.E C.R P 

BI ←− PE −0.065 0.032 −2.022 0.043 

BI ←− EE 0.132 0.034 3.915 *** 

BI ←−- SI 0.203 0.036 5.597 *** 

BI ←− FC −0.070 0.043 −1,631 0.103 

BI ←− HM 0.116 0.042 2.791 0.005 

BI ←− PV −0.047 0.054 −0.863 0.388 

BI ←− HA 0.090 0.053 1.689 0.091 

BI ←− AU 0.235 0.067 3.513 *** 

UB ←− BI 0.312 0.059 5.260 *** 

UB ←− FC 0.104 0.042 2.444 0.015 

UB ←− HA −0.113 0.055 −2.051 0.040 

UB ←− AU −0.111 0.068 −1.632 0.103 

UB ←− EP −0.205 0.076 −2.719 0.007 

UB ←− SP 0.054 0.042 1.287 0.198 

Source The authors’ calculation from AMOS 24.0
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Table 9 Standardized regression weights 

Estimate 

BI ←− PE −0.106 

BI ←− EE 0.199 

BI ←− SI 0.326 

BI ←− FC −0.077 

BI ←− HM 0.124 

BI ←− PV −0.041 

BI ←− HA 0.088 

BI ←− AU 0.219 

UB ←− BI 0.338 

UB ←− FC 0.124 

UB ←− HA −0.120 

UB ←− AU −0.112 

UB ←− EP −0.184 

UB ←− SP 0.098 

Source The authors’ calculation from AMOS 24.0

Table 10 Bootstrap method on SEM 

Parameter SE SE-SE Mean Bias SE-Bias C.R = Bias/SE-Bias 
BI ←− PE 0.061 0.001 −0.105 0.001 0.002 0.5 

BI ←− EE 0.055 0.001 0.197 −0.001 0.001 −1.0 

BI ←− SI 0.063 0.001 0.328 0.002 0.002 1.0 

BI ←− FC 0.053 0.001 −0.078 −0.001 0.001 −1.0 

BI ←− HM 0.046 0.001 0.124 0.000 0.001 0 

BI ←− PV 0.050 0.001 −0.040 0.001 0.001 1.0 

BI ←− HA 0.052 0.001 0.089 0.001 0.001 1.0 

BI ←− AU 0.074 0.001 0.220 0.001 0.002 0.5 

UB ←− BI 0.068 0.001 0.339 0.001 0.002 0.5 

UB ←− FC 0.051 0.001 0.124 0.000 0.001 0 

UB ←− HA 0.063 0.001 −0.122 −0.002 0.002 −1.0 

UB ←− AU 0.078 0.001 −0.111 0.001 0.002 0.5 

UB ←− EP 0.072 0.001 −0.185 −0.001 0.002 −0.5 

UB ←− SP 0.087 0.002 0.099 0.002 0.002 1.0 

Source The authors’ calculation from AMOS 24.0
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Table 11 Testing for 
differences in demographic 
characteristics 

Demographic characteristics Sig value 

Levene T-test Anova 

Difference in behavior intention 

Gender 0.886 

Age 0.073 0.643 

Experience 0.278 0.109 

Difference in use behavior 

Experience 0.681 0.058 

Source The authors’ calculation from SPSS

5 Discussions Results 

5.1 Factors Affecting Behavioral Intention 

Performance expectancy is a factor that has a negative impact on the behavioral 
intention of using e-commerce platforms for online purchases and payments by 
Vietnamese consumers. This result disagreed with the expected sign and hypotheses, 
and it was not consistent with the findings of previous researchers (Venkatesh et al., 
2012; Mansur et al., 2019; Cabrera-Sánchez et al., 2020; Chen et al., 2021; Ezennia & 
Marimuthu, 2022). Performance expectancy is a factor that has a negative impact 
on the behavioral intention of using e-commerce platforms for online purchases and 
payments by Vietnamese consumers. This result disagreed with the expected signs 
and hypotheses, and it was not consistent with the findings of previous researchers. In 
Vietnam, e-commerce has been regulated in a number of legal documents in the past 
years, but these regulations still need to be revised, supplemented, and perfected in 
recent years. On the other hand, logistics services are still a challenge for e-commerce 
businesses in Vietnam due to the lack of qualified businesses and the small and 
fragmented logistics industry. Although it has been and is being improved, Vietnam’s 
infrastructure is still considered inadequate, and moving between provinces is still 
expensive. The road network as well as the main retail and distribution network is 
one of the major challenges for e-commerce businesses, which has affected the use 
of e-commerce platforms. Therefore, performance expectancy has a negative impact 
on the behavioral intention of using e-commerce platforms for online purchases and 
payments by Vietnamese consumers. 

Effort expectancy is a factor that has a positive impact on the behavioral intention 
of using e-commerce platforms for online purchases and payments by Vietnamese 
consumers. These findings are relevant and support previous studies (Venkatesh et al., 
2012; Mansur et al., 2019; Ezennia & Marimuthu, 2022; Hungilo & Setyohadi, 2020; 
Rehman et al., 2022), and they agree with the expected signs and hypotheses in this 
study. The effort expectancy of good e-commerce platforms can affect the behav-
ioral intention of using e-commerce platforms for online purchases and payments 
by Vietnamese consumers. This shows that consumers’ clear understanding of the
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interaction between e-commerce with online shopping and e-payment, as well as the 
use of e-commerce platforms can significantly improve the quality of the products 
and e-payment transactions, because it does not take much time. 

The relationship of social influence toward the behavioral intention of using e-
commerce platforms for online purchases and payments by Vietnamese consumers 
is proved to be significant. These findings are the following research conducted by 
previous researchers (Venkatesh et al., 2012; Mansur et al., 2019; Chen et al., 2021; 
Ezennia & Marimuthu, 2022) on using e-commerce platforms, which shows that 
social influence can explain behavioral intention. This happens because consumers 
are very interested in the recommendations and attitudes of family, friends, neighbors, 
and colleagues in forming intentions to use e-commerce platforms. 

Hedonic motivation is a factor that has a positive impact on the behavioral inten-
tion of using e-commerce platforms for online purchases and payments by Viet-
namese consumers. This result agreed with the expected signs and hypotheses, and 
it was consistent with the findings of previous researchers (Venkatesh et al., 2012; 
Ezennia & Marimuthu, 2022; Naruetharadhol et al., 2022; Kamalia et al., 2022). This 
indicates that the comfortable, excited, blessed, happy, and entertained of using e-
commerce platforms for online purchases and payments can encourage Vietnamese 
consumers to intend to use the platform. 

Autonomy has a positive effect on consumers’ behavioral intention of using the 
e-commerce platforms for online shopping and e-payment transactions. This result 
agreed with the expected signs and hypotheses in this study. This shows that the e-
commerce platforms, absorption, and autonomy of online shopping and e-payment 
transactions positively enhance the sense of behavioral intention, and that it helps 
consumers meet their psychological needs, which ultimately affects consumers’ 
behavioral intention of using the e-commerce platforms for online shopping and 
e-payment transactions. 

5.2 Factors Affecting Use Behavioral 

There was a complementing relationship that exists between the behavioral intention 
and behavioral of using e-commerce platforms for online purchases and payments 
by Vietnamese consumers. This result is in line with research conducted by previous 
researchers, and it agreed with the expected signs and hypotheses in this study 
(Venkatesh et al., 2012; Pobee, 2021; Yoga & Triami,  2021). This means that good 
behavioral intentions can influence the behavior of using e-commerce platforms for 
online shopping and e-payment transactions by Vietnamese consumers. The more 
the consumers’ behavioral intention of using the e-commerce platforms, the greater 
the desire to use e-commerce platforms of Vietnamese consumers. 

Facilitating conditions are a factor that has a positive impact on the behavior 
of using e-commerce platforms for online purchases and payments by Vietnamese 
consumers. These findings are consistent with previous research (Venkatesh et al., 
2012; Ezennia & Marimuthu, 2022; Rehman et al., 2022). This shows that good
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facilitating conditions of e-commerce platforms can influence the use behavior of 
e-commerce platforms. The consumers have enough facilities for using e-commerce 
platforms, facilitating settings and resources connected to the usage of Internet data 
can have a favorable influence on the behavioral of using e-commerce platforms for 
online purchases and payments by Vietnamese consumers. 

Habit has a negative effect on consumers’ behavior of using e-commerce platforms 
for online purchases and payments by Vietnamese consumers. This result is not in 
line with research conducted by previous researchers (Venkatesh et al., 2012; Mansur 
et al., 2019; Yoga & Triami,  2021; Wulandari et al., 2022), and it disagreed with the 
expected signs and hypotheses in this study. The e-commerce platform is one of the 
options for modern and convenient purchases and payment methods. However, in 
Vietnam, e-commerce has been regulated in a number of legal documents in the past 
years, but these regulations still need to be revised, supplemented, and perfected in 
recent years. Besides, the habit of using cash of Vietnamese consumers is also a big 
barrier to the development of e-commerce. Although the government has made many 
efforts to promote non-cash payment, the rate of cash use in Vietnam is still high 
compared to other countries in the region. Therefore, habits have a negative impact 
on the behavior of using e-commerce platforms for online purchases and payments 
by Vietnamese consumers. 

Electronic payment is a factor that has a negative impact on the behavior of using 
e-commerce platforms for online purchases and payments by Vietnamese consumers. 
This result disagreed with the expected signs and hypotheses, and it was not consis-
tent with the findings of previous researchers (Josephine, 2021; Halim et al., 2020; 
Pratika, 2021; Gupta et al., 2022). As analyzed, e-payment is a type of payment 
that allows consumers to pay for products and services via electronic methods. It 
offers a payment method which allows consumers to buy products or services via 
e-commerce platforms. However, the payment transactions in Vietnam are mainly 
in cash, which has affected the use of e-payment in payment transactions. This is 
also a big barrier to the development of e-commerce. Therefore, e-payment has a 
negative impact on the behavior of using e-commerce platforms for online purchases 
and payments by Vietnamese consumers. 

6 Conclusions and Recommendations 

To find out the factors affecting the behavioral intention and behavior of using e-
commerce platforms for online purchases and payments of Vietnamese consumers, 
this study used the UTAUT2 model with its purpose being to improve understanding 
of UTAUT2 and how to apply this model in different fields. Besides inheriting the 
UTAUT2 model, this study has supplemented the UTAUT2 model by adding other 
related consumer constructs such as e-payment. The theoretical contribution of this 
study is the addition and discovery of new factors such as e-payment and autonomy 
to the UTAUT2 model. At the same time, the present study critically examined 
the behavioral intention and behavior of using e-commerce platforms for online
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purchases and payments of Vietnamese consumers. The findings of the study indi-
cate that there are four factors that have a positive effect on behavioral intention, such 
as effort expectancy, social influence, hedonic motivation, and autonomy. Besides, 
performance expectancy has a negative impact on behavioral intention. The factors 
that have a positive impact on use behavioral that are behavioral intention and facil-
itating conditions. On the other hand, the factors that have a negative impact on use 
behavioral that are habits and e-payment. This study has some important manage-
rial implications, and it was proposed to primary stakeholders. This research helps 
managers to develop their e-commerce platforms, offers valuable insights for e-
commerce founders, and the approach taken in this study may prove diagnostically 
useful to the behavioral intention and behavior of using e-commerce platforms for 
online purchases and payments of Vietnamese consumers. At the same time, based on 
the study results, this study provides a relevant recommendation to increase the behav-
ioral intention and behavior of using e-commerce platforms for online purchases and 
payments by Vietnamese consumers as follows. 

Firstly, the social influence exerts a significantly positive effect on the behav-
ioral intention of using e-commerce platforms for online purchases and payments 
of Vietnamese consumers. So, e-commerce founders and managers should make e-
commerce platforms prevalent and fashionable, such as advertising and promotion. 
They need to implement marketing campaigns that employ public influencers and 
should timely and quickly update attractive consumer care programs on online chan-
nels. This will help the e-commerce platforms be spread to many consumers, and it 
is very important to maintain a consumer base as well as to attract new consumers. 

Secondly, effort expectancy in the use of e-commerce platforms can help 
consumers speed up online purchases and payment transactions, can significantly 
improve the quality of online purchases and payment transaction results because it 
does not take much time, can make the online purchases and payment transactions 
more secure, helps customers always have full information and increase efficiency 
in the online purchases and payment transactions. The e-commerce providers should 
research and develop e-commerce platforms with high compatibility with many 
devices, diversify the utility of online purchases and payment transactions to suit 
many consumers, as well as the ability to expand and develop e-commerce platforms 
in the future. Therefore, the improvement in the use of e-commerce platforms by 
the e-commerce providers will help consumers to achieve higher efficiency without 
much effort in online purchases and payment transactions and increase the behav-
ioral intention of using e-commerce platforms for online purchases and payments by 
Vietnamese consumers. 

Thirdly, the e-commerce founders and managers should understand the extent 
of the hedonic motivation toward the behavioral intention and behavior of using 
e-commerce platforms for online purchases and payments of Vietnamese. They 
should regularly upgrade the e-commerce platforms to ensure that the transaction 
is done quickly, accurately in the online purchases and payment transactions, ready 
to support consumers when needed as well as immediately handle problems arising 
if any, and meet all the needs of consumers. These help many consumers feel enter-
tained, excited, blessed, comfortable, and happy when they use the e-commerce
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platforms for online purchases and payment transactions. On the other hand, the 
e-commerce providers should research to understand the needs of consumers to take 
care of the consumers in a timely manner, help them beyond merely providing online 
purchases and payment transactions, and make them feel as comfortable and efficient 
as possible. It was these things that have made the consumers increase their behav-
ioral intention of using e-commerce platforms for online purchases and payments in 
Vietnam. 

Fourth, the e-commerce platforms are the virtual markets, where secure electronic 
transactions take place. Therefore, consumers and e-commerce providers meet in this 
virtual space to do online shopping and e-payment transactions. Consumers use e-
commerce platforms to speed up the exchange of information, gain improved service 
levels, and reduce transaction costs. At the same time, autonomy plays an important 
role in the consumers’ behavioral intention of using the e-commerce platforms for 
online shopping and e-payment transactions. It implies that the e-commerce plat-
forms need to not only improve its online shopping and e-payment transactions but 
also present the improvement and its effort to increase the autonomy of consumers. 
On the one hand, the e-commerce founders and managers should contribute to 
consumer well-being by making consumer choices easier, more practical, and more 
efficient. On the other hand, they should also contribute to increasing consumers’ 
sense of autonomy and enhancing the sense of behavioral intention, and that it helps 
consumers meet their psychological needs, which ultimately affects consumers’ 
behavioral intention of using the e-commerce platforms for online shopping and 
e-payment transactions in Vietnam. 

Fifthly, the good facilitating conditions of e-commerce platforms can influence 
the use behavior of e-commerce platforms. Hence, the e-commerce founders and 
managers should provide good facilitating conditions for the consumers. These 
include management of the e-commerce platforms and resources connected to the 
usage of e-commerce platforms. Therefore, consumers already have facilities in 
the form of a smartphone and adequate settings will boost their behavior of using 
e-commerce platforms for online purchases and payment transactions. 

Sixthly, behavioral intention was considered as one of the important factors influ-
encing consumers’ behavior of using e-commerce platforms for online purchases 
and payment transactions by Vietnamese consumers. Therefore, the e-commerce 
founders and managers should improve the usefulness of online purchases and 
payment transactions, focus on the information about buying and selling, products, 
and services via the e-commerce platforms, ensure online purchases and payment 
transactions at cost, and increasingly expand their product portfolio and capabilities. 
These are the best ways for the e-commerce providers to respond to the consumers’ 
needs and bring more convenience. Thereby, it also cultivates relationships with 
consumers and designs products that meet consumer needs well. These results are the 
top concern and contribute to promoting the behavior of using e-commerce platforms 
for online purchases and payment transactions by Vietnamese consumers. 

Seventhly, consumers are faced with more choices and more information about 
e-commerce platform options than ever before. The growth of e-commerce platforms 
will help consumers search and select options that best suit their needs, allowing them
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to reduce search costs and enhance the utility they get from their options. Hence, e-
commerce providers should enhance customer experience, design e-commerce appli-
cation platforms that meet optimal standards of service quality so that consumers can 
easily and conveniently log in and make online purchases and payment transactions. It 
is necessary to use an easy to understand and simple language, and Internet-connected 
devices must be secure and safe in online purchases and payment transactions. At 
the same time, they should provide specific and detailed instructions for consumers 
on how to use the e-commerce platforms in writing, video, online, or by phone 
when requested by consumers. Thereby, helping consumers become more and more 
familiar with using e-commerce platforms in Vietnam. 

Eighthly, marketers, researchers, policy-makers research to promote the develop-
ment of e-commerce platforms with synchronous mechanisms and policies. Regu-
lations are needed to ensure that for online retailers specializing in standardized 
products, and the new e-commerce platform is expected to improve product quality, 
improve delivery and refunds, enhance payment security, and more. At the same 
time, it is necessary to have an incentive policy to empower consumers and increase 
consumer welfare as well as increase efficiency and lower costs brought by the e-
commerce platforms as a decisive factor to attract consumers in using e-commerce 
platforms in Vietnam. 
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Mechanism of State Regulation 
of Regional Economy Competitiveness 

Huy Quang Phan and Marina Eduardovna Buyanova 

Abstract Globalization has fostered many development opportunities to developing 
countries, including Vietnam. One of those possibilities is that countries will be able 
to cultivate their competitive edge in international economic relations if they show 
initiative, flexibility, and creativity in integration. This implies that regional policy 
has also significantly evolved, with competitive capacity emerging as a more signif-
icant objective, prompted by concerns that regional policy is facing challenges with 
the gap in implementation. Therefore, the objective of this chapter is to develop a state 
regulation of the regional economic competitiveness in Vietnam, taking into account 
the effectiveness of policies. By synthesizing the scientific literature on competitive-
ness, regional policy, and statistics, the results indicated three main problems that 
hinder economic development and an increase in regional competitiveness capacity. 
Firstly, the apparent spatial disparity in Vietnam’s regional competitiveness could 
be the result of long-term socio-economic processes (such as economic growth and 
investment attraction), and the quality of the business environment depends on the 
operating capacity of the authorities (via PCI Rank Up). Secondly, the mechanism of 
innovation and scientific development is incomplete. Finally, there are some potential 
“weaknesses” of industrial clustering. 

Keywords Regional competitiveness · State support · Policies 

1 Introduction 

Globalization is the process of facilitating the more dynamic movement of produc-
tion factors between countries in order to create a borderless open world economy. 
Information, knowledge, and technology are the source of efficiency and produc-
tivity. As a result, groups of countries with corresponding comparative advantages
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will be divided to complement each other and promote cooperation and development. 
This emphasizes robust opportunities for development in developing countries like 
Vietnam. Therefore, improving the country’s competitiveness as a factor of economic 
development in modern conditions is of particular interest to policy makers. 

This concern has been and is being driven by the distribution of policy making 
powers from national, regional to local levels in search of budget balance (Diaz-
Serrano & Rodriguez-Pose, 2015), investment attraction (Cui et al., 2020), economic 
recovery during the COVID pandemic (Phan & Buyanova, 2021a), development of 
clusters and innovation systems (Kogut-Jaworska & Ociepa-Kicińska, 2020), as well 
as develop a smart and sustainable specialization strategy (Palinchak et al., 2021). 
However, on the one hand successful policy implementation depends on creating 
strategies that are broad enough to have a significant impact but are tailored to 
specific contextual issues (Khan, 2016), on the other hand this depends on good 
linkages between levels of government and stakeholders (Teng & Gu, 2007), hence 
any shortfall would lead to an “implementation gap”. Accordingly, without effective 
policies, there is a risk of regional unrest. Rich regions are more likely to incor-
porate production factors into the economy and concentrate productive activities, 
thereby creating economic growth points, while poor regions are not immune to 
reduced investment in production, population decline, desertification, and ultimately 
economic and social crises. 

Seeking to address this gap, the purpose of this chapter is to develop a mechanism 
of the state regulation on Vietnam’s regional economic competitiveness, taking into 
account the effectiveness of the implementation policies. This includes the disclosure 
of the concept of competitiveness, the relationship between regional economic devel-
opment and policies (Sect. 2). For the development of the state regulatory mechanism 
of regional economic competitiveness in Vietnam, Sect. 3 has applied a combination 
of methods including methods of descriptive statistics, analysis and synthesis, and 
quantitative comparative. It deals with the availability of relevant data, including 
scientific articles, monographs and periodicals of domestic and foreign economists, 
documents and analysis reports of the World Economic Forum (WEF), World Intel-
lectual Property Organization (WIPO), World Bank (WB), General Statistics Office 
of Vietnam, Ministry of Planning and Investment, Vietnam Chamber of Commerce 
and Industry (VCCI) provincial competitiveness data. To begin with, define the goals, 
tasks, and priorities for the development of the region. Subsequently is an assessment 
of the state’s policies in the field of enhancing regional economic competitiveness. 
Finally, the conclusions that can be drawn from the chapter outlined in Sect. 4. The  
results of the analysis can be used in the development and implementation of policies 
to improve national and regional competitiveness in modern circumstances. 

2 Competitiveness and Policies of the Regional Economy 

Competitiveness is a frequently used but widely controversial term in economic 
policy debates. The concept of competitiveness first appeared in the 1980s as a 
solution to the economic crisis in the USA (Bristow, 2010a) and became famous in
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the early 1990s, when Japan emerged to challenge the economic dominance of the 
USA (Porter, 1990). Agreeing with Porter’s point of view, Krugman (1994) affirms  
productivity as an ultimate measure of competitiveness. This is also consistent with 
economic theory, which considers productivity growth as the basis for economic 
growth and therefore, productivity is seen as a determinant of a high and increasing 
standard of living for the citizens of a country. 

The essence of competitiveness is not only a macroeconomic issue. From this 
spatial perspective, the main contribution of scientists is understanding at the micro 
level when it comes to the presence of conditions that allow businesses to compete 
in their chosen markets and based on the value these enterprises create, with a 
focus on regional competitiveness (Porter, 2000; Huggins et al., 2014; Sadki et al., 
2020). Regional competitiveness differs from concepts at the national level in two 
main respects: firstly, a local “specific advantage” depends crucially on its ability 
to provide favorable business, institutional, social, technological, and infrastructural 
facilities with which local businesses could maintain a long-term competitive advan-
tage as they are difficult to imitate by other regions (Storpper, 1997; Camagni, 2002); 
secondly is the important role of interrelationships between businesses, entrepreneur-
ship, local organizations, and spatial linkages with other regions (Fujita & Thisse, 
2002; Martin, 2000). Therefore, competitiveness can vary depending on geographic 
spatiality, depending on the growth drivers of regions developing at different rates 
(Audretsch & Keilbach, 2004). 

In general, the region determines the economic situation of the country, the state 
of the market for services, resources, goods and currencies, the structure of expen-
ditures, the price levels and welfare, the costs, and the technological structure. Each 
region will adapt to major development trends, structural changes in the national 
economic system, roughly reflecting its positive and negative fluctuations. This indi-
cates that there are significant regional variations in the rates of strategic and oppor-
tunity change, the degree of adaptive change, the mechanisms for finding ways out 
of economic distress, and also the extent to which degree risk could be controlled. 

The logical implication of applying the concept of regional competitiveness is 
a policy system that focuses on regional economic development. As Martin (2005) 
has demonstrated, concerns about competitive capacity have been filtered down to 
the regional, city and provincial levels, particularly the role of regional policy inter-
ventions in enhancing competitive capacity. Regional policy, by definition, is terri-
torially focused on interventions targeted at regions or sub regions, with varying 
degrees of selectivity (Bachtler et al., 2014, p. 42). The subject of regional research 
is very diverse that not only the factors of economic and regional growth, economic 
stability, convergence, and divergence at the regional level, but also the determinants 
regarding industrial location and the impact of regional situation on the number of 
local companies (Chrobocińska, 2020). Regional competitiveness is one of the pillars 
of European Union (EU) regional policy. It is systematically monitored and regularly 
surveyed for this using the Regional Competitiveness Index (RCI). The design of the 
RCI was inspired by the World Economic Forum’s Global Competitiveness Index 
(see Annoni & Dijkstra, 2019). The RCI is an excellent tool for the EU regions to 
develop a heterogeneous set of policies with regard to potential impacts on regional
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competitiveness, including science, innovation, education, infrastructure, competi-
tion, regulatory, and environmental policy. Meanwhile in Vietnam, policies related 
to competitiveness are mainly explored in the provincial space (Phan & Buyanova, 
2021b; Tinh&Ha,  2021) focused on addressing issues in improving a favorable busi-
ness environment as an endogenous factor of long-term socio-economic growth. The 
issue of enhancing regional competitiveness has not been adequately developed and 
needs to be improved. Therefore, the development of a state regulatory mechanism 
to improve regional competitiveness in Vietnam is presented in the next section. 

3 The State’s Regulatory Mechanism 
on the Competitiveness Capacity of the Regional 
Economy 

3.1 Identify Goals, Tasks, and Targets for Regional 
Development 

The current socio-economic development orientations of the region and Vietnam are 
dominated by economic integration trends and 4.0 industrial revolution in the era of 
globalization. The result of these processes is the strengthening division of territories 
in terms of socio-economic development levels due to the unequal distribution of 
production and income factors. Under such circumstances, the ability of a territory 
to attract economic resources and factors of production plays a decisive role in 
determining the competitiveness of that territory. This depends mainly on the position 
of that region in the international and inter-regional division of the labor system, as 
well as on the attractiveness of the conditions created on its territory. These are 
complex and long-term tasks that must be systematically addressed through the 
formulation and implementation of regional economic policy (Fig. 1).

Vietnam is an economy that successfully transitioned to a market-oriented 
economy as a result of the gradual economic reform starting in the mid-1980s. 
Market institutions have prepared for the transition in a careful and orderly manner. 
As a result, Vietnam has entered the group of the leading economic growth and 
high-performing countries in recent decades (Nguyen, 2021). However, with the 
globalization of the world economic process, Vietnam is facing many challenges in 
maintaining sustainable economic growth. These include the economic downturn, 
credit boom, the rise of protectionism around the world, and the risks from market 
opening (Nguyen et al., 2018). They have exacerbated the internal problems of the 
national economy, forcing the search for new formats of relations between the state, 
region, province/city, and business. 

Under these circumstances, in an idealized form, Vietnam needs to develop strate-
gies for the development and economic integration of its regions as active and 
meaningful participants in the system of production, commodity, financial, scien-
tific, technological, and cultural processes. This will allow the country and regions
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The context of 
globalization 

Strategic orientation of the country’s 
economic development 

Identify priority tasks for regional development 
(Including development indicators) 

Regional economic development goals 

Assess regional competitive position 
(Result of regional competitiveness assessment) 

Factors of potential competition, stimulate and 
inhibit the development of the region 

Solutions to improve regional competitiveness 

Forms Methods Tools 

Growing competitiveness of the region, improving 
the level and quality of life of the population 

Fig. 1 Regional competitiveness enhancement mechanism. Source Developed by the authors

to successfully integrate into the international division of labor, while securing an 
important position within the domestic and foreign economic system. 

Creating favorable conditions for the market to develop dynamically, forming 
competitive capacity is a key element of national and regional priorities in any 
country, and is the most important function of the state regulating the economy 
(Shibarshina, 2017). Therefore, Resolution 05-NQ/TW dated November 1, 2016, 
of the 12th Central Executive Committee of Vietnam is considered the first and 
most comprehensive resolution on economic competitiveness, clearly expressing the 
point of view, “Renovating the growth model, improving the quality of growth, labor 
productivity and competitiveness of the economy are fundamental, important and 
decisive tasks for the realization of rapid and sustainable development goal of the 
country in the current period”. The resolution has set forth the specific objective of 
narrowing the gap in national competitiveness with the leading ASEAN-4 countries. 
Based on how this goal is determined, the country’s competitiveness can be examined 
according to the criteria of the World Economic Forum’s Global Competitiveness 
Index report and the business environment report of the World Bank. 

Subsequently, the state’s stance on competitiveness, especially in the two most 
recent congresses, are the foundational basis for the creation of a series of state 
policies and mechanisms in improving national competitiveness, such as the National 
Assembly promulgated the 2013 Constitution, Enterprise Law, 2014 Investment Law,
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Land Law 2013, Bidding Law 2013, and Law on SME Support 2017. The government 
promulgates decrees, resolutions, and circulars to realize the goal of improving the 
competitiveness of the economy, especially Resolutions No. 19/NQ-CP from 2014 
to 2018 and recently converted into Resolution No. 02/NQ-CP from 2019 to 2022 of 
the Vietnamese Government on the main tasks and solutions to improve the business 
environment and enhance national competitiveness. 

Success in competition is primarily associated with the development of those 
countries whose regions as socio-economic and cultural entities are built on the 
basis of common external social and economic life outside administrative boundaries. 
Thus, each region forms its own strategic objectives under the positive influence of 
external and internal challenges. The basis for planning six socio-economic regions 
is based on similarities in geographical location, natural, and social conditions in 63 
provinces, including the Red River Delta, the Northern Midlands and Mountains, 
the North Central and Central Coast, the Central Highlands, the Southeast and the 
Mekong River Delta. This is clearly stated in Decree No. 92/2006/NÐ-CP of the 
government dated September 7, 2006. 

On the basis of a common assessment on the mutual influence of these many 
factors, regions independently regulate the processes of economic and social devel-
opment taking place within, defining tasks and formulating criteria for assessing the 
extent to which strategic goals have been achieved (Piven, 2014). Vietnam’s regions 
have had socio-economic development strategies approved since 2001. Most strate-
gies cover a period of 8–10 years, although some of them are designed for as long 
as 20 years. In the process of implementing the regional development strategy, the 
general development direction for six socio-economic regions was issued by the 
Politburo’s Resolutions and then the Conclusions were drawn for each region. On 
that basis, the socio-economic development master plans of six regions in the next 
period are established to orient the development of branches, fields, territories, and 
organize the implementation. 

In 2022, implementing the state’s policy on enhancing competitiveness in the 
new context, regional governments have rebuilt their socio-economic development 
strategies on the basis of organizing conferences to review the implementation of the 
socio-economic development strategy, ensuring national security, and defense of the 
regions for the period 2010–2020. 

As a result, the government issued Resolution No. 78-NQ/CP dated June 18, 2022, 
on the Action Program to on the implementation of Politburo Resolution No. 13-
NQ/TW of April 2, 2022, on socio-economic development direction and securing 
the defense of the Mekong Delta by 2030 and security, and a vision to 2045. The 
Red River Delta Regions; Northern Midlands and Mountains; the North Central and 
Central Coast; the Central Highlands and Southeast are in the process of being built. 

Taking into account the approaches described above, the following priorities and 
objectives are currently identified within the framework of Viet Nam’s regional 
development strategies: (i) improving the quality of life of the population in the 
region, creating conditions for human capital development; (ii) implementing an 
institutional policy in the region, to ensure the formation of competitive advan-
tages in the region; (iii) achieving sustainable high growth rates of the region’s
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economic indicators; (iv) creating conditions to produce potential for formation and 
development of clusters; (v) developing inter-regional and international cooperation; 
(vi) completing the regional socio-economic development strategic planning; (vii) 
improving the efficiency of regional development management, optimizing the power 
structure, and governing body. Clearly, not all of the prioritized fields will ensure the 
region’s competitiveness capacity as described above; nevertheless the main fields 
are highlighted. 

Therefore, in order to comprehensively assess the current status and development 
of regions, a comprehensive view of competitiveness and a system of indicators are 
determined. 

– The framework for assessing the implementation of socio-economic development 
goals in regions and provinces was promulgated in Decision No. 288/QD-TTg of 
the prime minister dated February 28, 2022. In which, the indicators on socio-
economic development have an impact on the competitiveness of the region and 
the province: (1) population; (2) gross regional domestic product (GRDP); (3) 
economic growth; (4) average GRDP per capita; (5) average income per capita; 
(6) export turnover; (7) budget revenue; (8) investment; and (9) science and 
technology. 

– Provinces/cities have issued a master plan to implement Resolution No. 02/NQ-
CP dated January 10, 2022, of the Vietnamese Government on key tasks and 
solutions to improve the business environment, as well as enhance regional and 
national competitiveness in 2022. In order to achieve this, the provinces have 
developed solutions to improve the scores and rankings of the provincial compet-
itiveness index, related to ten components: (1) market entry; (2) access to land; 
(3) transparency; (4) time costs; (5) informal expenses; (6) fair competition; (7) 
the dynamism of the provincial government; (8) business support services; (9) 
labor training; and (10) legal institutions and security. 

3.2 Evaluation of the State’s Policies in Enhancing 
Competitiveness of the Regional Economy 

In the context of globalization, enhancing competitive capacity is a top leading and 
clear policy objective at all levels (enterprise, local, regional, and national) of coun-
tries around the world, including Vietnam. State policies aimed at increasing the 
competitive capacity of the regional economy often involve creating the condi-
tions under which economic activities can prosper (Bristow, 2010b). The success 
of a local or regional economy is determined by the socio-economic system and 
entrepreneurial capacity; local and institutional factors of production; mutual rela-
tions between local actors, creating favorable conditions for the absorption of accu-
mulated knowledge; decision-making capabilities enable local social and economic 
actors to lead development and innovation processes (Huggins, 2016; Pietrzak et al., 
2017).
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Outlining and implementing state policies to enhance competitiveness in this 
context is a complex, dynamic, and imperative innovative process, with the main 
reason being that there is no sole and optimal policy system (Magro & Nauwe-
laers, 2015). An effective competitive strategy involves the ability of governments 
in the region to inquire from the impacts of the economic policy, especially through 
methods based on regional and international comparisons (Huggins, 2010). There-
fore, benchmarking and comparative measures of socio-economic performance in the 
region have become a particularly common tool for regional economic policymaking 
in recent years. 

The context of regional development is placed in the general context of the whole 
country in the period 2011–2020 with optimism for an early economic recovery. 
However, in the early years of implementing the 2011–2020 strategy, our country 
faced many difficulties and challenges during the global economic fluctuations, the 
COVID pandemic, along with the internal weaknesses of the economy. 

Throughout this strategic period was the mission to restructure the economy and 
renew the growth model. In addition to the three central focuses identified in the 
first phase, which includes the restructuring of investment, financial-banking system, 
enterprise, tasks, as well as building and developing an appropriate regional economic 
structure is also mentioned as one of the main orientations of the economic restruc-
turing process. Regarding the results of restructuring the economic region during 
this period, Resolution No. 24/2016/QH14 dated November 8, 2016, of the National 
Assembly of Vietnam stated, “The restructuring of the economic region has not 
been paid enough attention, the development space is still divided by administra-
tive boundaries, there is a lack of institutions to create links between localities in 
the region and between regions”. In order to overcome this situation, the resolution 
has set out a number of orientations to modernize the regional economic structure, 
focusing on planning, building outstanding institutions for a number of regions to 
play a leading role in development, strengthening regional linkages and perfecting 
the urban economic development model. Furthermore, policy makers in Vietnam 
have sought to improve the general business environment that affects all businesses. 
This occurs through regional development policies such as macroeconomic stability, 
tax policies that encourage savings, investment in basic research and development 
(R&D), institutional development, public support for colleges and universities in 
human resource training, infrastructure investment, and antitrust regulations. 

The results of socio-economic analysis of the regions as well as regional compet-
itiveness based on the provincial competitiveness index indicate the positive impact 
of the above policies in the field of improving the competitiveness of the regional 
economy. This task is very significant in analyzing potential growth areas, deter-
mining the location and role of the region in the whole country, this is clearly 
demonstrated by some examples below: 

Firstly, regions across the country have had positive developments. The average 
GRDP growth rate of the six regions is approximately the same as the gross domestic 
product (GDP) growth rate of the entire economy. The Red River Delta region is 
considered as a region with high competitive attractiveness in terms of economic 
factors due to the level of economic development. The three out of eight indicators
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ranked as first are population, GRDP growth, and investment capital. The remaining 
indexes are ranked two out of six regions. In which, the average GRDP per capita is 
VND 81.30 million, just behind the Southeast region (see Tables 1 and 2). 

On the contrary, according to five out of eight economic growth indicators 
ranked six out of six regions, the Central Highlands region has lower compet-
itiveness than other regions. These are accessed in terms of population, GRDP, 
export turnover, budget revenue, and investment capital. This could be due to several 
reasons: firstly, the Central Highlands has a total population of 5.87 million people 
(accounting for 6.1% of the country’s population), of which ethnic minorities have 
2.2 million (accounting for 37.7%)—have different living and production habits such 
as primarily self-sufficient; heavy on natural exploitation, weak economic poten-
tial, low level of education and labor (Vu et al., 2020); secondly, the region has 
many advantages for agricultural development, however, due to climate change, 
epidemics, pests, diseases, and the decline in prices of some agricultural products 
during the period 2015–2018 have strongly impacted the production and export 
system of agricultural products in the region.

Table 1 Statistics of some socio-economic indicators of regions in 2018 

Regions Population 
(whole 
country: 
million 
persons. 
region: %) 

GRDP 
(whole 
country: 
tril-
lion dongs. 
region: 
%) 

GRDP 
growth 
(%) 

GRDP 
per 
capita 
(million 
dongs) 

Income 
per 
capita 
(million 
dongs) 

Export 
Turnover 
(whole 
country: 
billion USD. 
Region: %) 

Budget 
revenue 
(whole 
country: 
tril-
lion dongs. 
region: 
%) 

Investment 
capital 
(Billion 
dongs) 

The whole 
country 

94.67 5542.332 7.02 68.18 46.51 283.383 1424.914 1,857,061.0 

Red river 
delta 

21.57 31.63 10.23 81.30 58.01 33.41 37.84 834,891.2 

Northern 
Midlands 
and 
Mountains 

12.29 9.69 7.53 43.72 29.46 16.11 3.60 241,020.2 

North 
Central 
and 
Central 
Coast 

20.06 17.37 9.47 48.01 36.18 4.82 11.96 481,974.4 

Central 
Highlands 

5.87 4.91 7.87 46.43 34.75 1.27 1.42 93,201.1 

The South 
East 

17.07 39.55 8.23 128.4 68.51 37.23 39.01 713,755.8 

Mekong 
River 
Delta 

17.81 14.85 8.69 46.23 43.06 7.20 6.14 279,856.6 

Source Calculated by the authors based on the socio-economic data of 63 provinces in 2020 (GSO, 2020)
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Table 2 Ranking of regions by some basic indicators in 2018 

Regions Population GRDP GRDP 
growth 

GRDP 
per 
capita 

Income 
per 
capita 

Export 
turnover 

Budget 
revenue 

Investment 
capital 

Red river 
delta 

1 2 1 2 2 2 2 1 

Northern 
Midlands 
and 
Mountains 

5 5 6 6 6 3 5 5 

North 
Central 
and 
Central 
Coast 

2 3 2 3 4 5 3 3 

Central 
Highlands 

6 6 5 4 5 6 6 6 

The South 
East 

4 1 4 1 1 1 1 2 

Mekong 
River 
Delta 

3 4 3 5 3 4 4 4 

Source Calculated by the authors

Based on the ranking of eight basic indicators, the North Central and Central 
Coast regions are considered to be quite attractive, with a growth rate of GRDP of 
9.23% (ranked two out of six regions). This area continues to be successful thanks 
to the operation of businesses and investment in the industry–construction sector. 
This is the region with the third largest contribution to the overall growth of the 
country after the Southeast region and the Red River Delta. There are projects with 
great momentum in the region, promoting economic growth and restructuring, as 
well as increasing revenue for the local budget: Dung Quat oil refinery, Chu Lai 
complex–Truong Hai manufactures cars, Formosa steel factory, etc. 

Secondly, the economic structure of the region has shifted positively toward 
exploiting the potentials, strengths, comparative advantages, enhancing competitive-
ness, and improving socio-economic efficiency. The Red River Delta, the Northern 
Midlands and Mountains, the North Central Coast and the Central Coast focus 
on developing construction industries; the Southeast region focuses on developing 
service sectors; The Mekong Delta and Central Highlands regions focus on devel-
oping agricultural and processing industries. Each region has its own characteristics, 
advantages and in recent years, these regions have made efforts to utilize the potential 
of the region for economic development. 

Third, industrial and construction development was the main driver for growth of 
most regions in 2018 and except for the Southeast region (Table 3). The economic
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Table 3 Economic structure by sector industry–construction of regions compared to the whole 
country 

Regions 2010 2015 2018 

Red river delta 24.76 27.99 28.79 

Northern Midlands and Mountains 4.84 7.50 8.54 

North Central and Central Coast 11.87 13.66 13.41 

Highlands 1.67 2.01 2.01 

South East 48.69 41.26 38.96 

Mekong Delta 8.17 7.57 8.29 

The whole country 100.00 100.00 100.00 

Source Calculated by the authors based on the socio-economic data of 63 provinces in 2020 (GSO, 
2020) 

structure of the region tends to shift strongly between two industrial sectors— 
construction and services. The proportion of the service industry increased rapidly 
from 36.6% in 2010 to 47% in 2018; the proportion of industry–construction 
decreased to 48% in 2018; the share of agriculture remained stable in the range 
of 5–5.5% in the period 2010–2018. 

In addition, policies to develop economic space in Vietnam, especially industrial 
clusters, have been concretized into major guidelines, policies and orientations of the 
state. Resolution 23-NQ/TW dated March 22, 2018, of the Politburo on the directions 
of the national industrial development policies to 2030 and the vision to 2045 empha-
sized the formation of industrial zones, clusters, parks, production networks, and 
industrial value chains, in which industrial clusters are the central focus. The govern-
ment issued Decision No. 32/QD-TTg on January 13, 2015, approving a synchroniza-
tion program to develop and upgrade clusters, as well as value chains of competitively 
manufactured products including: electronics and information technology; textiles; 
food processing, agricultural machinery; tourism and related services. Currently, 
some regions and localities have formed a number of clusters in priority areas to 
promote competition (Nguyen, 2015), such as 

– Electronic industry cluster: In the Red River Delta region including Hanoi, Bac 
Ninh, Thai Nguyen, Hai Phong, Vinh Phuc, Hai Duong, Hung Yen, Bac Giang, 
Binh Duong with core multinational companies such as Canon, Samsung, Nokia, 
LG, Panasonic, and many satellite businesses. Multinational companies play the 
role of centers to create spillover effects, forming clusters of the electronics 
industry. 

– High-tech industry clusters, especially microchips and electronic technology in 
Ho Chi Minh and neighboring provinces with Intel play a leading role. 

– Clusters of automobile and motorcycle assembly and manufacturing industries in 
Ha Noi, Hai Duong, Bac Ninh, Hung Yen, Vinh Phuc, Hai Phong, Quang Ninh). 
This cluster contains many multinational companies assembling automobiles and
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motorcycles such as Toyota, Honda, Ford, Yamaha, Vinaxuki, 3–2 Automobiles, 
and supporting industrial enterprises for the automobile and motorcycle industry. 

– The textile and garment industry cluster in the Red River Delta, especially in 
Hung Yen, Nam Dinh, the suburbs of Ha Noi, Hai Duong, and in the Southern 
key economic region including Dong Nai, Ho Chi Minh City, Binh Duong, Long 
An, Tien Giang. 

Fourthly, the infrastructure system that connects the regions and inter-regions 
has developed a new step, creating conditions to promote exchanges and linkages 
between localities and regions. In which, it is worth mentioning that the Noi Bai–Lao 
Cai Expressway came into operation in 2014 has great significance for the Northern 
Midlands and Mountains, helping to connect the disadvantaged and underdeveloped 
economic regions of five localities along the route with dynamic economic regions. 
In the Red River Delta, the construction of important highways such as Hanoi–Hai 
Phong, Hoa Lac–Hoa Binh, and Ha Long–Van Don has been completed. In the 
Southeast region, Ho Chi Minh City–Long Thanh–Dau Giay Expressway has been 
put into operation. Ben Luc–Long Thanh Expressway is under construction. 

The North Central Coast and Central Coast also have significant regional connec-
tion constructions such as Deo Ca road tunnel, on National Highway 1A connecting 
Khanh Hoa with Phu Yen; opened to traffic on the entire Da Nang–Quang Ngai 
Expressway (belonging to the North–South Expressway to the east). In the Central 
Highlands, Ho Chi Minh Road (National Highway 14) was completed and upgraded 
in 2015. The traffic infrastructure in the Mekong Delta region has also drawn interest 
for investment: completing the South Song Hau road (National Highway 91C), Co 
Chien Bridge, Nam Can Bridge, Dam Cung Bridge, My Loi Bridge, and Cao Lanh 
Bridge. 

Fifthly, investment is a method to promote economic growth. Investment policy 
is one of the decisive factors in the process of economic restructuring in order to 
achieve rapid growth for regions. The localities in the economic zones have actively 
developed programs to attract investment capital in accordance with the proposed 
socio-economic development planning. The total realized investment capital of the 
whole society in 2018 of the Red River Delta region ranked one out of six regions, 
reaching 834.9 trillion VND, accounting for 44.95% of the total realized investment 
capital of the whole country. The Central Highlands region ranked six out of six 
regions, reaching only 93.2 thousand billion VND, accounting for 5.02% of the total 
realized investment capital of the whole country. 

The policy of foreign direct investment (FDI) creates more favorable conditions for 
investors, the process of capital disbursement is promoted, and therefore, the realized 
foreign direct investment capital tends to increase over the years. The Southeast 
region is leading the country in attracting foreign direct investment with 159.25 
billion USD, accounting for 41.47% of the country’s FDI capital (Table 4). Ho Chi 
Minh City, Binh Duong, Ba Ria–Vung Tau, and Dong Nai are the provinces/cities with 
the largest total FDI in the country, contributing a large proportion in the region’s 
FDI attraction. The main reason is that these localities have built up strategies to
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Table 4 Total FDI capital (as 
of December 20, 2020) and 
ranking of FDI attraction by 
regions 

Regions Total registered capital 
(million USD) 

Ranking 

The whole country 384,044.21 

Red river delta 111,972.56 2 

Northern Midlands and 
Mountains 

20,132.89 5 

North Central and 
Central Coast 

60,024.77 3 

Central Highlands 1087.83 6 

The South East 159,253.39 1 

Mekong Delta 28,804.08 4 

Source Compiled and calculated by the authors based on data 
of Vietnam Foreign Investment Agency in 2021 (Department of 
Foreign & Investment, 2022) 

attract investment selectively, targeting high-tech fields and service industries with 
great economic value and efficiency. 

Competitiveness is also one of the advantages for economic regions to attract 
domestic and foreign investment. If we consider regions as a “locality”, the calcula-
tion results of the regional PCI show that the Red River Delta ranks first, followed by 
the Northern Midlands and Mountains. Table 5 also demonstrates that the business 
environment of some regions has improved markedly, changing the ranking position 
in 2021 compared to 2020 such as the Red River Delta and the Mekong Delta. Based 
on the analysis results of the PCI component indexes of the regions, the business 
environment of the regions has improved markedly thanks to the institutional reform 
efforts of local authorities in areas such as market entry costs, land access and tenure, 
informal charges, business support services, and law and order (Phan & Buyanova, 
2022). 

In the process of implementing state policies in the field of improving the compet-
itive capacity of the regional economy, regions have shown an unstable and unequal 
dynamism, which is especially noticeable when comparing development indicators

Table 5 PCI rankings of regions in 2020 and 2021 

Regions PCI 2020 Ranking PCI 2021 Ranking 

Red River Delta 63.84 2 67.65 1 

Northern Midlands and Mountains 62.71 6 62.89 6 

North Central and Central Coast 63.67 3 64.46 4 

Central Highlands 63.12 4 64.20 5 

The South East 65.02 1 66.63 2 

Mekong Delta 63.11 5 64.74 3 

Source Calculated by the authors based on PCI data for the period 2020–2021 (VCCI, 2020, 2021) 
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across regions. Aside from positive results, a number of issues related to the imple-
mentation efficiency of these policies may hinder economic development and the 
region’s competitive capacity. Specifically: 

– The gap difference in living standards is increasingly wide between localities and 
regions, causing potential risks toward social instability. 

– The speed of migration from poor and rural areas to big cities such as Hanoi and 
Ho Chi Minh City is increasing, while the infrastructure has not been invested in 
time, leading to the overloading of the urban infrastructure system and the decline 
in the quality of the living environment. 

– The current cluster models only promote the advantage scale of geographical 
concentration, while the economic links as well as promoting participation in the 
value chain production network of the cluster are still weak. New clusters only 
exploit the advantages of location (connecting to the market) and infrastructure 
(seaport) to form in place of the factors that enhance business linkages (McCarty 
et al., 2005). The foundation to attract FDI enterprises and form these clusters 
is unsustainable when relying mainly on cheap labor. Moreover, FDI enterprises 
in the textile, garment, footwear, and electronics industries are not interested in 
training workers and only keep wages and working conditions to a minimum 
(Hoang, 2011). 

The available statistics in Vietnam do not permit factor analysis of the region’s 
competitive capacity in all areas of policy. According to international theory and 
experience, innovation is an unlimited driver of growth and is the key to helping some 
East Asian countries overcome the “middle-income trap”. However, the economic 
growth of Vietnam and other regions has not relied much on knowledge, science and 
technology. 

Therefore, besides analyzing the PCI index of regions, the authors use official 
reports of domestic and foreign organizations, scientific articles–research related to 
creative innovation, science and technology to identify the main problems hindering 
its development. On international rankings, Vietnam’s technology and innovation 
are still low-ranking fields. Details are presented below: 

– Analysis of WEF’s Future Manufacturing Readiness Report (WEF and Kearney, 
2018) can identify some more bottlenecks in Vietnam’s innovation such as low 
rank (90/100) in terms of technology and innovation level, foundation technology 
(92th), innovation capacity (77th) with investment in research and development 
account for only 0.2% of GDP (84th). Therefore, the value of mid-to-high-end 
technology products in Vietnam only accounts for 30% of the total export value, 
while countries in the region account are 80%, as low as the Philippines also 
account for 50%. 

– According to the assessment of WEF (Schwab, 2019), the overall ranking of 
Vietnam’s Competitive Capacity 4.0 in 2019 is 67/141 (increased by 10 ranks 
compared to 2018), but only ranks 76th in innovation, in which multi-cooperation 
in innovation ranked 80th; scientific publication 59th. The growth of innovative 
companies is also ranked 68th.
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– According to WIPO (2022), a number of innovation indicators in Vietnam 
are still low. For example, in 2021, ease of resolving insolvency (106/132); 
tertiary inbound mobility (102th); environmental performance (110th); invest-
ment (111th); knowledge-intensive employment (110th); ICT services imports 
(129th); intellectual property receipts (106th); and ICT services exports (115th). 

4 Conclusion and Recommendations 

Over the past several decades, the discourse on competitiveness in the analysis of 
territorial development has resonated particularly at the regional level, and today 
policymakers often claim to enhance competitiveness as a factor driving economic 
development. The range of policies related to regional competitiveness is very wide, 
on one hand marked by the determinants of the productivity of firms located within 
a territory, and on the other hand depends on linkages between levels of government 
and stakeholders. 

Based on the information reviewed, a mechanism is presented as a way to 
influence the process of formation and development of regional competitiveness, 
which has a complex and effective structure, contributing to the achievement of 
goals and activating existing reserves. The essence of the state-regulated mechanism 
for regional competitiveness is the integration of objectives, purposes, principles, 
agents, objects, forms, methods, tools, and aggregative effects are reflected in the 
service quality development criteria, and the scope is determined by the manage-
ment entities. The arrangement between levels of government is inevitable in the 
context of regional development characterized by complex interactions and incen-
tives between national and local actors (Keating, 2003). Therefore, effective manage-
ment of policy instruments implemented within administrative boundaries plays a 
significant role, especially on the basis of policy effectiveness. Moreover, to further 
broaden the regional competitiveness policy agenda to combine sectorial goals with 
multiple issues (administrative and legal, economic and financial, programmatic 
orientation, information news–communication) and this not only demonstrates the 
adequacy of regional development spending from national financial allocations but 
also provides additional impetus to ensure a consistent and effective system of policy 
implementation. 

The most important directions for increasing regional and subsequent national 
competitiveness are to promote state support measures in addressing three funda-
mental issues: Firstly, the apparent spatial disparity in regional competitiveness 
in Vietnam could be the result of long-term socio-economic processes (such as 
economic growth and investment attraction), and the quality of the business envi-
ronment depends on the operating capacity of the authorities (via PCI rank up). 
Secondly, the mechanism of innovation and scientific development is not perfect due 
to limited investment and awareness. Finally, there are some potential “weaknesses” 
of industrial clustering arising from the inherent structural constraints of Vietnamese
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firms. In that context, in-depth studies play a crucial role in verifying and confirming 
the authors’ empirical conclusions. 
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The Adaptability of Vietnamese Worker 
to the Industry 4.0 

Vu Thi Bich Ngoc, Nguyen Manh Thang, and Nguyen Chu Du 

Abstract The Fourth Industrial Revolution, often known as Industry 4.0, is being 
hailed as a technological miracle. It helps individuals, cuts down on the amount 
of work that needs to be done, and initiates a chain of beneficial developments in 
engineering and technology. As a consequence of this, the job market, and more 
specifically the labor force, is faced with both possibilities and challenges. In 6 
provinces and cities, including Hanoi, Bac Ninh, Ha Tinh, Nghe An, Tien Giang, 
and Can Tho, the polling method was utilized to collect 750 votes (640 employees 
and 110 corporate and trade union officials). The respondents worked in firms in 
the garment, footwear, and electronics industries. The results of a study indicate that 
workers have partially adapted to Industry 4.0. 

Keywords Workers · Employees · Adaptability · Industry 4.0 

1 Introduction 

The Fourth Industrial Revolution, often known as Industry 4.0, is being hailed as a 
technological miracle. It helps individuals, cuts down on the amount of work that 
needs to be done, and initiates a chain of beneficial developments in engineering 
and technology. Accordingly, there are both opportunities and challenges for the 
workforce in general, and specifically for the human resources of education. Workers 
in Vietnam are also being impacted by the Industry 4.0. In particular, in addition to 
the appearance of new occupations and the creation of an unprecedented number 
of new jobs, current jobs typically decrease gradually, or the jobs that are currently 
being carried out by humans will be taken over by machines in the near future. In
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particular, industries such as textiles and garments, leather and footwear, and others 
like these primarily use low-skilled employees and have a tendency to demand labor 
to change, gradually adapting to new trends, the trend that artificial intelligence has 
recently come to dominate. 

2 Literature Reviews 

The concept of Industry 4.0 comes from Germany—a country with the most competi-
tive manufacturing industry in the world and even a global leader in the field of equip-
ment manufacturing (Rojko, 2017). According to the findings of the study (Khan & 
Turowski, 2016), one of the opportunities that the Industry 4.0 brings with it is the 
incorporation of technology into production and the application of the Internet in 
various industrial procedures. Consequently, this will result in the creation of new 
industrial prospects in the future. Technology and services provided through the 
cloud will make it possible for systems and partners to communicate from any loca-
tion. In addition, Industry 4.0 offers integration across an entire company, as well 
as optimization and decision making in real time, even in the situation of businesses 
that have several manufacturing plants, either centralized in one country or dispersed 
over multiple countries and continents. 

Some other studies such as “The Future of Jobs Employment, Skills and Work-
force Strategy for the Fourth Industrial Revolution” (World Economic Forum, 
2016) or  “Industry 4.0: New Challenges and Opportunities for the Labor Market” 
(Kergroach, 2017) or  “A Skills Revolution: from consumer of work to builders of 
talent” (Manpower Group, 2017) discussed future jobs, strategies, skills, and work-
force before Industry 4.0. Specifically, the authors argue how the employment impact 
will be the appearance of many new opportunities with increased labor productivity 
and worker emancipation; yet, the government will face rising unemployment and 
increased inequality as a result of this. Aside from the potential benefits of growing 
economic power and women’s power, the most substantial threat is the development 
of occupations that can be performed from a remote location on a global scale. Lower-
skilled workers will likely lose their jobs. Future generations of workers will need to 
acquire digital fluency as well as the ability to continue their education throughout 
their working lives in order to prevent the threat of being laid off. In addition, prospec-
tive employees have a responsibility to improve skills such as problem-solving abil-
ities, the ability to persuade others, self-organization, management, teamwork, and 
communication abilities. The efforts made to retrain and train personnel will not be 
successful since the employer will not profit from them. The lack of skills and the 
absence of human resource strategy in businesses are the obstacles that workers will 
face during Industry 4.0. 

In another study on the challenges of the Industry 4.0 to workers, especially 
industrial engineers (Sackey & Bester, 2013), it is said that the impact of Industry 
4.0 on manufacturing systems will be higher efficiency and better robots, which will 
mean fewer workers are needed and jobs are threatened in some areas. Similar to
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what was stated above, Dimitrieska et al. (2018) contend that the Industry 4.0 will 
bring about more inequality and will wreak havoc on the labor market; workers may 
be replaced by robots in the future, but machines will never have a conscience. 

There has been discussion over both the positive and negative effects that the 
Fourth Industrial Revolution will have on the labor market. According to the findings 
of a study, one strategy for workers who wish to remain employable in the Industry 
4.0 economy is to broaden their professional horizons and acquire other skill sets. 
Strengthen tenacity, adaptability, and the capacity for learning (Manpower Group, 
2017). Additionally, it is necessary for workers to receive training and education 
right at the enterprises (Dimitrieska et al., 2018). In the future of the Fourth Industrial 
Revolution, employees will need to be proficient in both interpersonal communica-
tion and programming in order to be employed in any capacity (Alhloul & Kiss, 
2022). According to the International Labor Organization (ILO), 2018, cooperation 
between the state, businesses, and educational institutions is required in order to train 
a labor force that can match the demand of the market. This cooperation is needed 
between those who make policies and those who train people to meet business needs. 
Cooperation between businesses and schools also makes it easier for universities to 
send students to work at businesses, where they can learn about technology and 
practice skills they’ll need for work in the Industry 4.0. 

3 Results 

3.1 Worker Awareness About the Industry 4.0 

The research team initially investigated the workers’ comprehension of the Industry 
4.0 before moving on to learn about the workers’ ability to adapt to the changes 
brought about by the Industry 4.0. With the question, “What media do you study 
and know about the Industry 4.0 through?,” the findings indicate that the majority 
of workers have heard of the Industry 4.0 through the medium of the Internet, with 
a rate of 63.8%. This rate is followed by the mediums of television, radio, books, 
and newspapers, which have a rate of 51.9%. Only 23.8% of businesses are commu-
nicating with their staff members about the Industry 4.0, which is a figure that is 
considered to be relatively low. This demonstrates that firms are not very interested 
in spreading propaganda about the Industry 4.0 among their staff members. When it 
comes to disseminating knowledge regarding the Industry 4.0, the Internet has shown 
to be an excellent medium. Employees can gain some insight into what they need to 
perform in order to meet future job obligations with the help of such information. 

The research team discovered that “automatic machines” received 49.6% of 
workers’ understanding of the Fourth Industrial Revolution, “Internet of things” 
received 48.4%, “robots with connections” received 38.7%, “Human–machine inte-
gration” received 39.7%, “3D printing technology” received 17.1%, and “cloud 
computing” received 8.8%. Workers who only have experience with automatic
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machines may appear more frequently in the workplace; yet, it is possible that they do 
not fully comprehend the advantages that the Industry 4.0 delivers to either workers 
or enterprises. In the same vein, they are not yet aware of the difficulties that are 
associated with their own work. 

If businesses start to make use of artificial intelligence and robots, only then will 
support for these technologies become truly feasible. When that time comes, the 
robot will take over the tasks previously performed by humans in a number of the 
various stages. The findings of the research suggest that in response to the question, 
“What steps has your company made in preparation for the Industry 4.0?,” the vast 
majority of employees believe that business owners are still in the learning phase 
(46.0%). The following item on the list is “applied automatic machinery to produc-
tion 39.9%.” The fact that businesses are beginning to use automated machinery in 
their production processes is evidence that they are also beginning to think about 
gradually replacing human labor in some stages of production. However, businesses 
have not paid a lot of attention to taking measures that could be ways to restruc-
ture labor, modernize production equipment, and invest methodically to increase the 
qualifications of employees. These kinds of actions include: The fact that the skill 
level of workers needs to be enhanced even higher in order to keep up with new 
technology is something that business owners have not realized. 

The adoption of artificial intelligence in place of manual labor will lead to an 
increase in the number of people without jobs. On the other hand, this is not the 
only reason. The workers who participated in this research also highlighted some of 
the following causes as ones that will put them out of work before the trend of the 
Industry 4.0 arrives (Fig. 1). 

If one’s state of health is a vital aspect, then being healthy is the pinnacle of 
achievement. However, the employees here are concerned about their qualifications 
and ability levels. They are concerned that if their abilities are not enhanced, they 
will be replaced by machines and lose their employment. As a result, “Insufficient
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professionalism and skills for the job” is cited as the leading cause, accounting for 
67%. The next reason for this percentage, which is 37.7%, is “Not working hard.” 

Skills and knowledge are key considerations for employees, as they play a signif-
icant role in determining their income and wage. When businesses invest in newer 
and more advanced machinery technology, the number of employees they need also 
grows. It is necessary to have a more in-depth knowledge of how modern machinery 
operates. However, the work force in our country is rather low at the moment. 
According to the report on the labor and employment situation in the second quarter 
and the first six months of 2021, the number of trained workers from the “begin-
ner” level or higher in the first six months of 2021 was estimated to be 13.3 million 
people, accounting for 26.1%, an increase of 0.9% points compared to the same 
period last year (General Statistics Office of Vietnam, 2021). This demonstrates that 
the competence level of workers in general is extremely low. As a result, it is easy 
to comprehend why they are concerned about the potential factors that led to their 
unemployment prior to the advent of the Industry 4.0. 

When it comes to the company, workers have the opinion that implementing the 
advancements made during the Industry 4.0 presents difficulties for organizations. 
That comes out to “large technology investment costs,” which accounts for 73.8% of 
the total, followed by “pressure on improving the qualifications of workers,” which 
accounts for 54.2% of the total, “pressure on increasing labor productivity,” which 
accounts for 33.8% of the total, “declining advantages cheap labor,” which accounts 
for 11.3%, and “job conflicts,” which accounts for 10.8%. This demonstrates that 
the Industry 4.0 not only affects workers, but it also places pressure on businesses to 
increase workers’ credentials so that they can keep up with technological advance-
ments. On the commercial side of things, it is essential to cultivate people and actively 
train human resources. It is possible for businesses to form partnerships with educa-
tional institutions in order to propose, associate, and train skilled people resources 
to suit the production needs of businesses. This is the gap that many businesses in 
Vietnam face in the present day. 

3.2 Adaptability to the Industry 4.0 

The team posed the question, “Are employees capable of adapting in any way to the 
Industry 4.0?” in order to obtain information regarding the manner in which workers 
are able to adjust to the upcoming changes. The findings of the research indicate that 
employees rank “Proactive, creative and technical improvement” as the ability that 
will allow them to adapt the best to the Industry 4.0. This ability was followed by 
“Flexible perception of new technology,” which had a rate of 49.1%, and “Skills to 
work independently,” which had a rate of 17%. 

Workers also determined that in order to prepare themselves for the Industry 4.0, 
they need to equip themselves with “creative skills or learning strategies,” with the 
rate of 30.9% being the highest. This was followed by “difficult problem-solving 
skills,” with the rate of 25.6%, and the rate of “communication and behavior,” with
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the rate of 23.1%. Creativity, problem solving, the ability to work together as a team, 
communication skills, the ability to self-organize, managerial abilities, and so on 
are some of the skills and abilities that workers need to be prepared to adapt to the 
Industry 4.0. The workers who participated in this study placed a high importance on 
a variety of talents, including the ability to be proactive and creative in the workplace. 
So, based on what they think, they are afraid of losing their jobs because they don’t 
have enough skills and can’t use modern production lines. So, workers think that if 
they want to avoid being laid off, they need to create and adapt to the Industry 4.0. 
This shows that, compared to other countries in the area, Vietnamese workers don’t 
have as many skills, but they take the initiative and expect a lot from their work. 

The question “How does the Industry 4.0 effect your employment?” was posed 
by the research team in order to get insight into the implications that Industry 4.0 has 
for people in terms of their employment. According to the findings of the research, 
the most common response given by respondents was “Both positive and negative 
effects,” which received a rate of 41.1%. Following it, with a rate of 37.8%, we 
have “positive impact.” 8.4% said “no influence.” The good aspects include the 
introduction of new, cutting-edge technology, and the reduction of the need for human 
labor; nevertheless, in certain respects, it results in the displacement of people with 
lower levels of education and training. 

The following inquiry is “What do you intend to do in the event that you are made 
redundant as a result of the incorporation of robots into the production process at 
your place of employment?” The following is an illustration of the obtained results: 
The response “I am thinking about it” was given by 80.8% of respondents, making 
up the bulk of people’s responses. Even 13.8% of respondents stated they would 
“go back to my hometown,” while just 3.2% said they would “go on strike.” Based 
on these findings, it is clear that employees, despite their belief that they should be 
innovative and adaptable in order to succeed in their jobs under new circumstances, 
are actually suffering and are unsure of where to begin if there has been no prior 
preparation in terms of strategy, either on the part of the state, the enterprises, or 
themselves. This demonstrates that it is vital for the state to provide workers with 
information and professional skills on a macro-level in order to equip them. 

It is required to have experience and high skills with a rate of 51.6% in order to keep 
jobs in the face of technological advancements when artificial intelligence is used in 
production, according to employees. This is the case because artificial intelligence 
is utilized in production. In addition, they believe that it is essential to innovate and 
be creative with a percentage of 50.9% of the population. Particularly, employees 
think that they need more ability to comprehend the characteristics and functioning 
mechanism of the device (47.9%), the capacity to change the working approach 
(36%), and the ability to work anywhere and at any time (26.7%). Therefore, in 
order for workers to maintain their positions in light of the intense rivalry that exists 
between workers for job security, workers now have to compete with machines and 
robots. Employees have demonstrated the ability to adjust to working with new 
procedures, even moving in many various job roles over the course of their careers. 
Therefore, the spirit of self-change in order to adapt to the job is clearly indicated in 
the awareness of the employees that participated in this study.



The Adaptability of Vietnamese Worker to the Industry 4.0 181

The workers who participated in this research anticipate, furthermore, the possi-
bility to get professional training that will be made available to them by the Industry 
4.0. According to 59.1% of respondents, the Industry 4.0 would be characterized 
by “Trained and skilled people.” Next up, with a rate of 57%, is the statement that 
“Employees master science and technology.” Learning how to make the most of 
science and technology is one of the most important things that workers can do. If 
you are skilled in science and technology, your work productivity will go up, which 
will lead to an increase in your revenue. However, in order for workers to achieve 
mastery in science and technology, they require training that is both methodical and 
conducted in a professional manner. Yet, in order to accomplish this goal, efforts 
are required from both the individual and the business. On the other hand, not all 
companies are prepared to shell out cash to train or retrain their workforce in order 
to keep up with their technical goals. Because the maximization of profits remains 
the primary objective of commercial enterprises, the strategy entails the reduction of 
expenses to the greatest extent possible. 

Employees need to put in a lot of work in order to adapt to the Industry 4.0, which 
is currently underway. With the inquiry, “In your opinion, in order for workers to 
enhance their adaptability before the Industry 4.0, what factors should they meet?,” 
the findings indicate that a rate of 60.5% of respondents believe that it is vital to 
increase the “capacity to generate and apply new technologies.” The following most 
popular response, with a rate of 51.9%, is “having education and professional qual-
ifications.” The next most popular option, with a selection rate of 49.3%, is “be in 
good health” and last, the “soft skills competency” category, which has a rate of 
33%. Despite the fact that employees in any industry require a significant amount of 
focus on their soft skills. On the other hand, employees in this survey put a strong 
emphasis on creative problem solving and the implementation of emerging technolo-
gies. Because they are also concerned that the introduction of new technologies will 
cause them to lose their occupations and therefore their source of income. 

In addition to professional qualifications, the factors that workers need to adapt 
to the Fourth Industrial Revolution are those shown in Fig. 2. 

An overwhelming majority of workers (68.7%) believe that having a “high sense 
of responsibility” is the single most significant aspect in successfully adapting to 
Industry 4.0. Following that, with a rate of 50.1%, comes “social understanding,”
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which is followed by “hardworking,” “negotiation and persuasion,” and so on. It’s 
possible that Vietnamese workers recognize a sense of responsibility as an essential 
quality for them to have in order to thrive in the increasingly professional environment 
in which they now find themselves. This demonstrates that we should anticipate an 
increasingly highly qualified workforce in addition to a sense of responsibility while 
they are on the job. 

The information presented above not only indicates how workers see the Industry 
4.0, but it also demonstrates how they evaluate the factors that are necessary to adapt 
to it. In addition, the authors of this study gained insight into the role that grassroots 
trade unions play in assisting workers in adjusting to the new jobs that are being 
created in this era. The following is a presentation of the findings from the study 
(Fig. 3). 

According to the findings of the research, there is support for workers coming from 
the union side. Trade unions can help workers in a variety of ways; however, the most 
significant contribution they can make is in the area of “Propaganda for employees 
about Industry 4.0,” which has a rate of 54.8%. Following closely behind with a 
rate of 48.5% is the labor union working in conjunction with the business to provide 
“Training and improving skills for employees.” Even though, when compared with 
propaganda, the percentage of trade unions is lower than that of working with busi-
nesses to help workers improve their abilities. This is because trade unions tend 
to focus on promoting their own interests. But this demonstrates that the union 
has also provided employees with appropriate support throughout the course of the 
transformation brought on by technological advancement, thereby assisting them in 
improving their abilities and preventing unemployment and job loss. 

It is not enough for employees to change in order to adapt to the changes brought 
on by the Industry 4.0; the policies of business organizations and trade union organi-
zations also need to be modified, as the adaptation of workers is a crucial component 
of these changes. Trade unions seek to assist workers in adjusting to work in its new 
context; types of propaganda can make full use of social networks to reach workers;
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workers’ comprehension of the advantages and downsides that the Fourth Industrial 
Revolution will bring to them can be improved. 

4 Conclusions 

Industry 4.0 is also presenting numerous issues to policy managers in Vietnam, 
such as the need to create an environment that is conducive to business, ensure that 
interests are in harmony with respect to existing service business models, govern 
the transparency of information, and so on. But the most difficult obstacle is to 
increase the quality of workers, which will need for a shift in mindset as well as 
innovative solutions. Despite the fact that the professional and technical credentials 
of the people who work in our country are still rather low, labor productivity is 
not particularly high, and both hard and soft skills are still lacking. The findings 
of this research indicate that employees have a good comprehension of the Fourth 
Industrial Revolution, albeit not a very thorough one. However, they are also aware 
of the necessity to improve their skills in addition to developing a sense of work and 
a sense of discipline in order to prevent themselves from becoming unemployed as 
technology continues to advance day by day, and artificial intelligence increasingly 
tends to replace humans. 
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International Labour Organisation (ILO). (2018). Industrial revolution (IR) 4.0 in Viet nam: 
what does it mean for the labour market? May. http://www.ilo.org/global/topics/future-of-work/ 
WCMS_448448/lang 

Kergroach, S. (2017). (Sackey & A. Bester2, 2013). Foresight and STI Governance, 11(4), 6–8. 
https://doi.org/10.17323/2500-2597.2017.4.6.8 

Khan, A., & Turowski, K. (2016). A survey of current challenges in manufacturing industry and 
preparation for Industry 4.0. Proceedings of the First International Scientific Conference “Intelli-
gent Information Technologies for Industry” (IITI’16), 450, 15–27. https://doi.org/10.1007/978-
3-319-33609-1

https://doi.org/10.3390/sci4030034
https://doi.org/10.3390/sci4030034
https://www.gso.gov.vn/du-lieu-va-so-lieu-thong-ke/2021/07/thong-cao-bao-chi-tinh-hinh-lao-dong-viec-lam-quy-ii-va-6-thang-dau-nam-2021/#:~:text=Lao
https://www.gso.gov.vn/du-lieu-va-so-lieu-thong-ke/2021/07/thong-cao-bao-chi-tinh-hinh-lao-dong-viec-lam-quy-ii-va-6-thang-dau-nam-2021/#:~:text=Lao
https://www.gso.gov.vn/du-lieu-va-so-lieu-thong-ke/2021/07/thong-cao-bao-chi-tinh-hinh-lao-dong-viec-lam-quy-ii-va-6-thang-dau-nam-2021/#:~:text=Lao
http://www.ilo.org/global/topics/future-of-work/WCMS_448448/lang
http://www.ilo.org/global/topics/future-of-work/WCMS_448448/lang
https://doi.org/10.17323/2500-2597.2017.4.6.8
https://doi.org/10.1007/978-3-319-33609-1
https://doi.org/10.1007/978-3-319-33609-1


184 V. T. B. Ngoc et al.

Manpower Group. (2017). A skills revolution: From consumers of work to builders of talenT. 
http://www.manpowergroup.com/wps/wcm/connect/d05472a8-cf68-42fb-90b0-bed9d82bb 
08b/MG_2017_Future_Forces_Skills_Revolution_lo+%281%29.pdf?MOD=AJPERES&CON 
VERT_TO=url&CACHEID=d05472a8-cf68-42fb-90b0-bed9d82bb08b 

Rojko, A. (2017). Industry 4.0 concept: Background and overview. International Journal of 
Interactive Mobile Technologies (IJIM), 11(5), 77. https://doi.org/10.3991/ijim.v11i5.7072 

Sackey, S. M., & Bester, A. (2013). Industrial engineering curriculum in Industry 4.0 in a South 
African context. The South African Journal of Industrial Engineering, 24, 175–189. https://doi. 
org/10.7166/27-4-1579 

World Economic Forum. (2016). The future of jobs employment, skills and workforce strategy for 
the fourth industrial revolution. Growth Strategies, January, 2–3. https://doi.org/10.1177/194675 
6712473437

http://www.manpowergroup.com/wps/wcm/connect/d05472a8-cf68-42fb-90b0-bed9d82bb08b/MG_2017_Future_Forces_Skills_Revolution_lo+%281%29.pdf?MOD=AJPERES&amp;CONVERT_TO=url&amp;CACHEID=d05472a8-cf68-42fb-90b0-bed9d82bb08b
http://www.manpowergroup.com/wps/wcm/connect/d05472a8-cf68-42fb-90b0-bed9d82bb08b/MG_2017_Future_Forces_Skills_Revolution_lo+%281%29.pdf?MOD=AJPERES&amp;CONVERT_TO=url&amp;CACHEID=d05472a8-cf68-42fb-90b0-bed9d82bb08b
http://www.manpowergroup.com/wps/wcm/connect/d05472a8-cf68-42fb-90b0-bed9d82bb08b/MG_2017_Future_Forces_Skills_Revolution_lo+%281%29.pdf?MOD=AJPERES&amp;CONVERT_TO=url&amp;CACHEID=d05472a8-cf68-42fb-90b0-bed9d82bb08b
https://doi.org/10.3991/ijim.v11i5.7072
https://doi.org/10.7166/27-4-1579
https://doi.org/10.7166/27-4-1579
https://doi.org/10.1177/1946756712473437
https://doi.org/10.1177/1946756712473437


The Role of Using Processes 
and Production Methods in International 
Trade Law to Achieve the Sustainable 
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Countries 
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Abstract The Sustainable Consumption and Production (SCP) Goals focus on mini-
mizing environmental impacts and maximizing socio-economic benefits. The shift 
toward SCP, therefore, has been promoted after the pandemic, particularly in low-
and middle-income countries (LMICs). Nevertheless, LMICs are far behind in the 
race. Since the majority of Asian countries are LMICs, of which 13 countries are 
low-income countries, the shift toward SCP would be tremendously significant. One 
of the most effective methods to achieve SCP would be the Processes and Produc-
tion Methods (PPMs) which is also a crucial issue in the relationship between trade 
and the environment. The paper will analyze the importance of PPMs in the shift 
toward SCP. Recently, numerous PPMs-related issues have been witnessed in Asia, 
such as the issue of genetically modified organisms (GMOs) products approval as 
the greater demand for food sources in the most crowded countries–China and India) 
and the most recent hotly-debated law case between European Union and Indonesia 
about biofuels. The paper will scrutinize the legality of trade-related PPMs measures 
in the 1994 General Agreement on Tariffs and Trade, Oct. 30, 1947, 61 Stat. A-
11, 55 U.N.T.S. 194 [hereinafter GATT 1994]. (the GATT 1994), the Sanitary and 
Phytosanitary Agreement (The SPS Agreement), and the Technical Barriers to Trade 
Agreement (the TBT Agreement) to shed light on obstacles Asian developing coun-
tries are facing in practicing PPMs in the pathway toward SCP patterns. Finally, 
the paper will propose some recommendations on how to produce sound PPMs 
measures for Asian developing countries, such as promulgating consultation with 
other stakeholders before implementing PPMs, enhancing technical aid and fund 
from developed countries, and setting regional PPMs-related standards. 
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1 Introduction 

In 1972, a study found that unsustainable development can lead to the collapse of both 
the global economy and the environment (Meadows, 1982). Therefore, sustainable 
development is identified as “without alternatives” for the survival of humankind 
(Seiffert & Loch, 2005). To the best practice of sustainable development (SD), inte-
grating consumption and production systems with SD has been considered and has 
become one of the core sustainable development goals (SDGs) (Akenji et al., 2017). 
In response to this, the Johannesburg Plan of Implementation in 2002 calls for all 
states to promote SCP patterns, with developed countries taking the lead and all states 
benefiting equally from the shift toward SCP patterns (Von Frantzius, 2004). 

After years of moving toward SCP patterns, it can be seen that SCP strategies 
of developing/under-developing countries appear to be different from that of devel-
oped countries (Wang et al., 2019). While developed countries, with technology and 
economic strength, undoubtedly seem better at altering over-consumption patterns 
and enhancing national participation in reducing material and energy intensity, 
moving faster to the SCP goals, developing/under-developing countries are taking 
slower with the priority of poverty alleviation and with the attitude “grow first, clean 
up later”. (Staniškis, 2012). In Asian countries, rapidly increasing population and 
increasing economic growth results in the over-consumption of natural resources and 
thus unsustainable consumption and production patterns (Rock & Angel, 2007). The 
unsustainable pattern makes a negative impact on the way to completing SCP goals 
in the Asia area (based on Asia–Pacific Sustainable Development Goals Progress 
Report in 2022). Even the Asia–Pacific Sustainable Development Goals Progress 
Report in 2022 states that “Widening disparities amid COVID which reveals that 
the progress to SCP in Asian countries has not been occurring at a satisfactory 
rate, even worse alarming regression on responsible consumption and production 
has occurred”. With firm commitments to SDGs, Asian countries are being urged 
to decouple environmental considerations in economic recovery strategies after the 
pandemic, achieving SCP targets. 

To complete the SCP goals, harmony between trade and the environment is vital; 
however, international legal frameworks and policies show opposite tendencies, 
hindering countries from achieving their SCP goals (Jackson, 1992). From some 
environmentalists’ ideas, international trade has become an obstacle to the contem-
porary environmental protection effort (Gaines, 2002). Specifically, the Agenda 21 
of the United Nations Conference on Environment and Development states that 
the continued deterioration of the global environment is caused by unsustainable 
consumption and production patterns. States, hence, are responsible for setting set 
standards to regulate PPMs to produce goods and services, so environmental dete-
rioration is eliminated (Jere, 2017). In this context, PPMs are considered the most 
intense topic in the trade-environment debate (Potts, 2008). It has been argued that 
in most PPMs-related cases, trade liberalization has been considerably prioritized 
over the environment.
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Part I of this paper will examine the role of practicing PPMs in achieving SCP 
goals to prove that practicing PPMs could be a massive opportunity for all countries, 
particularly Asian developing countries, to achieve SCP goals progressively. Part II 
will scrutinize the legality status of PPMs under WTO law to shed light on challenges 
Asian developing countries are facing. Part III covers some proposals about how to 
build PPMs-related trade-restrictive measures to push SCP races in Asia faster. 

2 Sustainable Consumption and Production Goals 
and Environmental PPMs 

2.1 Sustainable Consumption and Production Goals 

Chapter IV of the Agenda 21, United Nations Conference on Environment & Devel-
opment identified two objectives for promoting SCP patterns: (1) “reducing the 
negative impact and pressure on our environment” and (2) “understanding better 
the role of consumption in sustainable development and seek feasible approaches 
to move successfully toward sustainable production”. One of the recommendations 
of Agenda 21 points out that using economic instruments such as environmental 
charges and taxes as approaches to influence customers’ and producers’ behaviors 
should be promoted. It calls for all states to replace unsustainable consumption and 
production patterns and use efficient natural resources to minimize depletion and 
reduce pollution. 

The importance of the SCP goals continued to be reaffirmed after the Rio Summit, 
which focuses on enhancing the role of international trade in promoting sustain-
able development, and ten years later in the Johannesburg Plan of Implementation 
(the JPOI), which focuses on changing unsustainable patterns of consumption and 
production (set out in Chapter III). The JPOI provides that changing the consump-
tion and production pattern is indispensable for achieving SDGs and encourages all 
states to change to SCP patterns (Johannesburg declaration on sustainable develop-
ment and plan of implementation of the world summit on sustainable development, 
2002). The JPOI also states that moving toward SCP patterns by decoupling economic 
growth with environmental factors through improving efficiency and sustainability in 
using natural resources and production processes in constructing a domestic 10-Year 
Framework of Programs. 

Numerous points are being made about the entailment of SCP goals, such as the 
level of focusing on consumers and lifestyle, emphasizing the difference between 
sustainable consumption and sustainable production, and changing the aggregate 
level of consumption (Katila et al., 2019). Nevertheless, SCP is closely related to the 
efficient and sustainable use of resources and energy to produce consumer goods and 
services (Farber, 2012). In “Sustainable Consumption & Production Indicators for 
The Future SDGs”–UNEP Discussion Paper, SCP is defined as “the use of services 
and related products, which respond to basic needs and bring a better quality of life
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while minimizing the use of natural resources…as well as the emissions of waste and 
pollutants over the life cycle of the service or product so as not to jeopardize the 
needs of further generations”. (Farber, 2012). The Declaration of the United Nations 
Conference on Sustainable Development–The Future We Want, held in Rio in 2012, 
states that achieving SCP patterns can mitigate environmental and natural resource 
depletion caused by economic activities. As reaffirmed in numerous international 
documents, the SCP goals will play a crucial role in achieving SDGs formulated in 
the United Nations Summit in New York in 2019 (so-called The 2030 Agenda for 
Sustainable Development). 

To sum up, SCP goals aim to maintain human beings’ use of natural resources and 
pollution intensity within the environment’s capacity (Dernbach, 1998). SCP patterns 
mitigate environmental damage during the life cycle of goods and services (Dernbach, 
1998). SCP goalkeepers thus should balance the population and the population’s 
demand for goods by using technologies and efficiently utilizing renewable and 
non-renewable resources (Shibin et al., 2016). 

With all the benefits of SCP stated above, achieving SCP is paramount because 
we are witnessing the population boom and demand for materials in the ten years 
(based on Asia–Pacific Sustainable Development Goals Progress Report in, 2022: 
Widening disparities amid COVID). In terms of the progress toward the SCP goals 
in Asia, although in Asia–Pacific Sustainable Development Goals Progress Report, 
2022, data shows a reduction in hazardous waste generated, an improvement in 
renewable energy capacity, and compliance with hazardous waste conventions, these 
trends, nevertheless, show insufficient progress. In general, the region has regressed 
in responsible consumption and production goals. 

2.2 Processes and Production Methods (PPMs) and SCP 
Goals 

PPMs link closely to consumption and production processes. Additionally, PPMs are 
regulated by international trade law and environmental law tools because countries 
tend to impose PPMs measures both inside territories and outside their sovereignty 
practices (on their trade partners) to protect the environment. 

Environmental policies, laws, and regulations dealing with environmental degra-
dation and internalizing all costs during the life cycle of products for trade purposes 
can be categorized into three broad types: (1) product characteristics, (2) resources 
assessment regulation, and (3) PPMs regulation (Gaines, 2002). PPMs are the most 
common and diverse class among these types (Gaines, 2002). Based on the paper 
prepared by the Organization for Economic Co-operation and Development about 
PPMs analyzing possible methods to enforce PPMs regulations, the PPMs can be 
defined as methods in which products are produced or processed or natural resources 
are harvested or extracted.
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PPMs, if implemented properly for environmental purposes, can benefit both 
developed and developing countries making progress toward SCP. Under interna-
tional trade law, two types of PPMs identified: product-related-PPMs (pr-PPMs) and 
non-product-related-PPMs (npr-PPMs) (Silveira et al., 2013, and Nielsen, 2007). 
The former is closely relevant to product characteristics or physical and chemical 
properties of products (e.g., any mandatory type of packaging and containers, waste 
disposal, retrieval, and recycling of products can be categorized as PR-PPMs). The 
latter does not show any trace in the quality of products (they can be regulations 
about animal welfare, labor treatment, the methods to extract natural resources, the 
methods of hunting or fishing) (Gaines, 2002). 

PPMs enable countries to keep consumers informed about green choices and 
remind consumers to use efficient renewable and non-renewable resources, hence 
formulating an SCP lifestyle among consumers (so-called green consumerism stated 
in the United Nations 10-Year Framework). On the consumption side, environ-
mental PPMs can be used as market-oriented tools influencing consumers’ choices. 
With sufficient product information, consumers can easily recognize which is envi-
ronmentally friendly and make wise choices (Gaines, 2002). This information 
helps to enhance consumers’ awareness about environmental protection and change 
consumers’ preferences and behaviors toward sustainability. A great demand for 
green goods and services would also become a strong driving force to encourage or 
enforce producers/suppliers to apply environmental PPMs to produce and process 
more green products. The number of green products thus would be increasing, driving 
down the relative prices, making green goods and services more affordable and acces-
sible, and creating a closed cycle. Consumers will gain their pursuing power in the 
market during this cycle. The appearance of green goods and services in the market 
will reinforce the SCP lifestyle. 

Implementing environmental PPMs requires the participation of governments 
(through “top-down” sustainable efforts by policymakers) and other stakeholders in 
society (“bottom-up activities by companies). Therefore, companies play an essential 
role in achieving SCP goals (Wang et al., 2019). On the production side, since envi-
ronmental PPMs include waste disposal management, implementing environmental 
PPMs enables corporations to internalize the life-cycle approach to product manage-
ment fully, wherein a company’s responsibility would be extended to waste disposal 
and recycling of end-use products (Gaines, 2002). That means the polluting output of 
one set of industrial processes can be utilized to feed others (Gaines, 2002). That also 
helps corporations manage waste disposal, reducing hazardous waste and cost-saving 
by not dealing with high amounts of toxic waste. In addition, PPMs measures (such 
as carbon taxes and other carbon pricing schemes) have been proposed and applied 
for domestic producers and foreign exporters. Applying environmental PPMs also 
helps producers precisely calculate the amount of carbon dioxide embedded in their 
products during their life cycle (Kuik & Gerlagh, 2003). Proper carbon calculation 
indirectly eliminates the unsustainable subsidies for fossil fuels, alleviates carbon 
leakage, and encourages the shift to renewable resources in the long term (Kuik & 
Gerlagh, 2003).
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Every corporation wishes to attract more investors and financing and shine its 
reputation in the eyes of the public. The more they can contribute to society and the 
environment, the more trustworthy they are, leading to increased investment attrac-
tion and public trust. Therefore, applying environmental PPMs also helps corpora-
tions to easily integrate sustainability information into their sustainability reports 
(ESG report as an example–Environment, Society and Governance Reports) which 
tools to assess corporations’ trustworthiness, social responsibility, and environmental 
responsibility (Plastun et al., 2020). 

In developing countries, the lack of resources constitutes the primary obstacle 
to the shift to SCP. Governmental policies in developing countries tend to address 
poverty alleviation and accelerate economic growth, paying less attention to environ-
mental issues, even though they have been observed to have severe environmental 
failures. The excuse for this might be the so-called environmental Kuznets curve 
which is conventional thinking in developing countries (Cole et al., 1997). Based on 
this conventional school of thought, Kuznets curve shows a hypothesized inverted 
U-shape relationship between economic growth and environmental quality (Cole 
et al., 1997). The developing countries are persuaded to think that they must go 
through a high environmental degradation and pollution phase to concentrate on 
their economic development before they become more affluent and can overcome 
environmental challenges (Cole et al., 1997). This attitude formulates the so-called 
grow first and clean up after. However, with SDGs agreed upon by the international 
community, this conventional thinking becomes no longer valid and is even a mistake. 
With the prevalence of PPMs in the future, developing countries, especially active 
Asian developing countries, can be able to utilize funds and technology aids from 
developed countries, making a leapfrog to more sustainable modes of production 
and consumption by decoupling economic and environmental objectives at the same 
time. In other words, by practicing PPMs, they can be able to complete two objectives 
(economic and environmental objectives) at the same time. 

3 WTO Law-Compatible PPM Measures in SCP Focus 
Areas 

3.1 PPMs in Food Safety, Security, and Nutrition 

* The Context of GM (Genetic Modified) Products in Asia 
Gene-editing or genome modification covers a wide range of genetic engineering 
techniques used to modify the genetics of organisms (Cole et al., 1997). The modi-
fication involves inserting, deleting, and editing DNA sequences of genomes in any 
living organism (Marris, 2001). The method to produce and consume a GM product 
falls under the spectrum of PPM. GMOs are mainly for livestock and other animal 
feed. In Asia, the amount of GM crop materials imported into Asia for processing
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food and animal feed has grown substantially as almost Asian countries import and 
develop GM crops (Anderson et al., 2004). 

GM products so far are treated as a bullet point to address poverty, particularly in 
low and middle-income countries like Asia. Poverty has been considered an urgent 
task in many developing countries. In 2008, a report pointed out that the surging 
cost of rice and wheat threatened many Asia citizens, pushing them into poverty 
(Laxman & Ansari, 2011). From 2008 to 2019, the poverty rate was alleviated; 
however, as the pandemic happened, it set back the fight of Asian countries against 
poverty (according to figures from ‘Pandemic Sets Back Fight Against Poverty in 
Asia by At Least 2 Years, Has Likely Hurt Social Mobility’ published by Asia Devel-
opment Bank ) (Asian Development Bank, 2022). For now, while most economic 
indicators show strong recovery, many people seem harder to get out of poverty 
(Tsatsakis et al., 2017). The pandemic also influences the perspective of some coun-
tries about sustainable food resources. For example, after the dreadful COVID-19 
pandemic and trade war with the USA, China–the most crowded country in Asia–has 
come to acknowledge the importance of GM products might be an alternative and 
available food source (Herring, 2009) (Tsatsakis et al., 2017). In India–the second 
most crowded country, the government has paid much attention to GM products 
in response to the booming population (Tsatsakis et al., 2017). Additionally, many 
other Asian countries are dealing with the pressure of food and economic growth, 
which is multiplied by shrinking farmland, rising labor costs, and a shortage of farm 
workers (Anderson et al., 2004). Not only does poverty, but also some argue that 
biotechnology enhances the capacity to resist hostile weather and enhance the taste 
and nutrition of products. That has been inextricably tied to SCP goals (food nutrition 
and environment fall under the SCP spectrum). In such a case, using GM products as 
an alternative source seems to be the ideal method to ensure food security in Asia’s 
most challenging time (Lang, 2002). 

The question of staying competitive in global trade is one primary driver for 
many Asian developing countries to invest in biotechnology (Thomas, 2003). Indeed, 
most Asian developing countries look to biotech as a future driver of economic 
growth (Thomas, 2003). Strong domestic regulation will be a prerequisite for the 
biotechnology industry to thrive. More crucially, a proper biosafety regulation will 
act as a tool to avoid trade disputes in the future and step steadily on the successful 
SCP path (Sengupta, 2016). 

Confronting consumers’ concerns about potential allergenic and long-term toxic 
effect rooting from GM products and other concerns about the negative effect that GM 
products causing damage to the environment and inmate animals and plants, (Marris, 
2001) many countries, including Asian developing countries, deem to be cautious in 
building up their legal framework regulating GM products, such as conducting risk 
assessment models, mandatory labeling schemes and quarantine (Marris, 2001). The 
stringency level of regulations varies. Many countries also have regulatory schemes 
for commercializing and approving food safety of GM crops, such as Japan and South 
Korea, which get tough on GM crops; (Thamali & Jayawardana, 2022) other coun-
tries, such as Malaysia, Philippines, Thailand, and Vietnam, are more “welcome” 
to GM crops (Thamali & Jayawardana, 2022). However, one of Asia’s challenges
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is building domestic biotechnology regulations in sync with complex international 
trade and environment regulations. 

* Considering Some Legal Issues in Building Domestic Biosafety Regulation 
As stated above, producing GM products raises several concerns about the envi-
ronment, and human, animal, and plant health. Since GM products are listed as 
goods traded globally, GMOs are under cover of both WTO law and environmental 
legal framework, more specifically the GATT 1994, the SPS Agreement, the TBT 
Agreement, and some international environmental agreements such as the Cartagena 
Protocol on Biosafety. Both frameworks encourage country members to establish 
their domestic biotechnology regulation as their sovereignty practice. In practice, 
a country may be able to draft and implement broad regulations that contain some 
requirements covered by the TBT Agreement (i.e., grading and mandatory labeling 
scheme) and others covered by the SPS Agreement (treatment of GM products to 
prevent diseases). 

The SPS Agreement has been in correlation with the Cartagena Protocol on 
Biosafety regarding GMOs. The Protocol reaffirms the rights of ratifying countries 
to set up their domestic regulations but also respects the conditions that countries 
accept importing GM products according to their socio-economic situation (Bail 
et al., 2014). The Protocol also reflects the acceptance of the precautionary prin-
ciple, allegedly reflected in Article 5.7 of the SPS Agreement. Besides, the SPS 
Agreement makes import restrictions subject to many requirements. In particular, 
any restrictive measures on GMOs for sanitary and phytosanitary purposes (namely, 
to protect human, animal, and plant health) must be based on scientific evidence of a 
risk assessment that conforms to specific standards in the Agreement (WTO, 1995). 
In case of uncertain risks, article 5.7 of the SPS Agreement allows state members to 
apply trade measures if relevant scientific evidence is insufficient, based on available 
pertinent information, and in a reasonable period. In the SPS Agreement, there is no 
“like product analysis” because the focus is the “scientific assessment” (Ansari & 
Mahmod, 2008). According to these articles, an import ban on a GM product would 
have to meet the risk assessment criteria of the SPS Agreement, and scientific justifi-
cation would have to be made if risks are in excess of what sets out in recommended 
international standards (WTO, 1995). WTO emphasizes that members must consider 
related processes and production methods when assessing risks (WTO, 1995). 

The TBT Agreement establishes specific criteria that technical regulations such 
as mandatory labeling schemes have to fulfill and might apply to restrictions on 
GMOs import. Similarly to the SPS Agreement, the TBT Agreement is linked to the 
Cartagena Protocol, requiring the modified organisms for direct use as food, feed, or 
processing. The Protocol requires a label stating that “the product may contain such 
GMOs” (Eggers & Mackenzie, 2000). The difference between the SPS Agreement 
and the TBT Agreement, in the TBT Agreement, the “likeness” concept is significant 
and applied. Whether the difference in PPMs to create GM products can differentiate 
it from other conventional counterparts remains unclear as mixed arguments exist. 

The SPS and TBT Agreement encourage the use of recommended international 
standards, guidelines, and recommendations from expertise organizations, such as the
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realm of Codex Alimentarius (the FAO’s international standards for GM products). 
Take Vietnam as an example of using Codex Alimentarius standards and drafting 
biosafety regulations based on this realm (FAO GM Foods Platform). However, states 
also have the right to set domestic standards higher than recommended international 
ones. International harmonization of regulations is currently under discussion in 
several forums. 

There are some issues identified:

● The “protecting human, animal, and plant health” objective is of paramount impor-
tance under the SPS Agreement. When applying trade-restrictive measures to 
protect human, animal, and plant health, a risk assessment based on scientific 
evidence must be conducted to assess products. Different countries have different 
approaches when treating GM products (Sheldon, 2002). Among them, the precau-
tionary principle approach would be the most controversial. Countries following 
this approach conduct risk assessment and manage GMOs based on this precau-
tionary principle as they revise their regulations and adopt rules and guidelines for 
the mandatory labeling of GMOs and food containing GM ingredients (Sheldon, 
2002). The European Union (the EU), Japan, South Korea, and Sri Lanka are 
examples of the second approach (Sheldon, 2002). In the EU, the prudence prin-
ciple (similar to the precautionary principle) is prevalent and applied in any legal 
framework, including food safety regulation (Andorno, 2004). Since the EU has 
been a critical trade partner with most of Asian developing countries, the EU’s 
stringent regulations on GM products concerning compulsory label schemes and 
risk assessments have become hurdles to Asian developing countries. That is 
because risk assessments are conducted based on the prudence principle (the 
precautionary principle), which is allegedly broader than risk assessment under 
article 5.7 of the SPS Agreement (based on the statement of Panel and Appellate 
Body in the EU biotech case) (Winham, 2009).

● Similarly, with the labeling schemes under the TBT agreement. The label scheme 
is varied between countries. For example, Vietnam applied the label requirement 
to any product containing above or equal to 5 percent of GMOs in its ingredient 
list ; China is one of the first countries to mandate labeling both GMOs and non-
GMOs. On the contrary, owning to the prudence principle applied, the labeling 
scheme in the EU legal framework is stringent: A food or feed containing or 
produced from GMOs must present “this product contains GMO”, the name of 
the GMO, the name and address of the representative of manufacturers producing 
this GMO, and the method to obtain public information of producers’ registration 
(Zheng & Wang, 2021). GM product exporters from Asian developing countries 
are not likely to afford the onerous cost generated by the labeling scheme.

● In the context of lacking compulsory international standards on GM products’ 
safety, countries with technology strength impose relatively stringent standards, 
putting their poorer counterparts in a weak position. In the case of not yet interna-
tional harmonization of food safety regulations imposed, this would increase trade 
disputes, particularly between wealthy and poorer countries. The trade disputes 
typically take a long time to process and are money-consuming, specifically for



194 T. M. Do

developing countries, including in Asia. The first formal complaint to the WTO 
over GMO import regulation concerned a prohibition on imports by Egypt from 
Thailand of tuna containing GM soybean oil (WT/DS205/1) (Josling & Sheldon, 
2002). While the dispute has now been settled, it indicates the likelihood of conflict 
over GMO regulations as they impact international trade.

● The core of the SPS Agreement is still “risk assessment” and “scientific evidence”. 
Food manufacturers conduct a risk assessment, considering any impact of PPMs 
on consumers’ health and environment. Assessing the possible impact of PPMs 
requires the strength of research and development capacity, experts, and funds. 
The lack of thereof in Asian developing countries could lead to insufficient or 
incomplete scientific evidence. As stated above, Asian countries are majorly low 
and middle income. They rarely have the full ability as developed countries to 
conduct and gather more scientific evidence, let alone GMOs themselves are 
an uncertain aspect and hard to know scientifically precisely, even in developed 
countries. 

3.2 PPMs in Environmental Protection Objective 

* Carbon Tax and Other PPMS Measure Environmental Objectives 
The concept of PPMs in international trade is also relevant to the objective of environ-
mental protection. One of the targets of SCP is reducing hazardous emissions released 
into the air, water, and soil (Akenji & Bengtsson, 2014). Consumption and produc-
tion patterns should be developed in the way that chemicals used in consumption and 
production are in the way to minimize the significant adverse effect on human health 
and the environment. In international trade, the important is how to regulate PPMs 
to eradicate hazardous emissions during the consumption and production stage and 
ensure sustainable resources for future generations. 

Asia–Pacific is one of the most crucial areas to combat over-consumed energy, 
and carbon emissions play an essential role in achieving net zero and change to SCP 
patterns (Fernandes & Rezaei, 2021). Recently with the commitments to net zero 
under the Paris Agreement and COP 26 (held in Glasgow, United Kingdom). While 
most Asian countries develop carbon pricing schemes (or emission trade schemes), 
such as Japan, Singapore, China, Thailand, and Vietnam, the unilateral effort seems 
insufficient, highly leading to carbon leakage. In response to carbon leakage, a strin-
gent method has been proposed and applied in several countries–carbon border tax. 
The efficiency of imposing a carbon tax worldwide to stop carbon leakage has not 
been proved in practice. 

Nevertheless, scientific data shows that if a carbon border tax is imposed globally, 
it will reverse the carbon leakage cycle. The EU is one of the pioneers in introducing 
a carbon scheme (so-called the Green Deal), including imposing a carbon tax on 
heavy-polluted output and highly traded industries such as steel and cement (Siddi, 
2020). This Green Deal will be enacted officially in 2023. Despite its emphasis 
on environmental protection, many countries that are exposed to newly introduced
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carbon schemes argue that this new legal framework can be considered “protection-
ism”, enabling the EU to recover its economy, which was damaged by the pandemic 
(Siddi, 2020). The top traders exposed heavily to the new EU’s scheme consist of 
low, middle-income, and high-income countries. In Asia, China, India, Brazil, South 
Korea, and especially Mozambique, a top exporter of aluminum to the EU, are called 
out loud in the list of countries heavily affected by the new EU policy (Teevan et al., 
2021). The imposition of a carbon border tax on the products exported from those 
countries put these countries in a significantly vulnerable position, given that the 
exportation of industries is an engine of their economies (Teevan et al., 2021). The 
compliance cost, such as hazardous waste monitoring, could burden them. 

Along with environmental objectives, Indonesia raised a PPMs-related case 
recently against the EU with its new policy (Mayr et al., 2021). According to the 
EU’s recast Renewable Energy Directive (RED II), followed by the RED I, intending 
to eradicate biofuel produced by palm oil which allegedly releases carbon dioxide 
emissions three times greater than biofuels produced by other plants, the EU declares 
that biofuel produced by palm oil will be phased out. In contrast, biofuels produced 
by other ingredients, such as corn and sugar, will only reduce to 7 percent of use 
(Mayr et al., 2021). In this case, Indonesia, the biggest palm exporter to the EU, is 
likely to get hurt by the new RED II imposed by the EU (Mayr et al., 2021). The EU 
also claims that the increase in the demand for biofuels produced by palm oil led to 
land-use change in Indonesia, resulting in significant deforestation (lands replaced to 
grow palm forests), phasing out palm oil to avoid deforestation (Mayr et al., 2021). 
The palm oil case between Southeast Asia and the EU raises some questions about 
PPMs in the “likeness” concept and exceptions under Article XX of GATT. 

* PPMs and the “Like Products” Concept and Exemption Under the GATT 
The carbon border tax measure and the phasing-out policy imposed by the EU are nr-
PPMs measures. Any trade measures must adhere to the WTO law, with the “likeness” 
being the main focus. GATT 1994 allows its members to treat different products. It 
comes down to whether the carbon embedded in products or ingredients used to 
produce products make them different. The “like product” test remains unfixed and 
varies on a case-by-case basis. In the Japan Alcoholic case, the “like product” test 
contains four criteria: (1) physical characteristics of products; (2) different tariff cate-
gories; (3) the end-use product; and (4) consumer’s habit and preference (Horn & 
Mavroidis, 2004). Unlike pr-PPMs, nr-PPMs are still controversial among WTO 
members (Charnovitz, 2002). With nr-PMs, the physical characteristics of prod-
ucts produced by either environmentally friendly or non-environmentally friendly 
methods rarely make them different (Horn et al., 2004). For example, many argue 
that steels produced by unclean technology are similar to those produced by clean 
technology. Likewise, biofuels produced mainly by palm oil are majorly similar to 
biofuels produced by other plants, even though the efficiency of biofuels by palm oil 
is more remarkable than those produced by other plants. The second and third criteria 
do not seemingly play an important role in comparing products. The glimpse of hope 
lies in the last criteria. Despite rising environmental concerns among consumers, the
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product difference is still hard to tell consumers. The nr-PPMs cannot make products 
different. 

However, GATT 1994 allows states to justify their trade measures under Article 
XX. In other words, these trade measures must satisfy at least one of the objectives 
in Article XX (a) to (g); and the Chapeau of Article XX. Under Article XX (b) and 
(g), states justifying their trade measures under these sub-articles have to prove their 
trade measures imposed to protect human health, animal and plant health. Next, the 
Chapeau of Article XX states that a trade measure must not be applied in a manner 
which would constitute “a means of arbitrary or unjustifiable discrimination between 
countries where the same conditions prevail”, and is not “a disguised restriction on 
international trade”. In many cases, the word “arbitrary” and “unjustifiable discrim-
ination” and “same condition prevails” have been defined differently. In the case of 
Indonesia and EU regarding biofuels produced by palm oil and other plants, although 
EU’s objective can be justified under Article XX (g), there is nothing to be sure EU 
can pass the Chapeau test. Indonesia states that under the “same conditions” prevails, 
biofuels produced by palm oil and other vegetables should not be treated differently. 
In other words, other plants’ biofuels should also be phased out under RED II (Mayr 
et al., 2021). 

As stated above, with the loopholes of GATT explanations, PPMs measures can be 
easily used under cover of protecting the environment to protect domestic industry. 
The question of “environment protection” or “protectionism” will be raised, and 
eventually, developing countries will still get hurt. 

4 Recommendations 

The harmonized international regulation on safety biotechnology is still lacking, 
leading to the increased likelihood of trade disputes. Asian developing countries 
and other countries inside or outside the region should establish more mutual or 
regional agreements regulating standards and categories of products differentiated 
by their PPMs. The standards can be based on recommended international standards 
or members’ objectives and priorities in their territory. These agreements are expected 
to tighten relationships between members, enabling them to utilize funds and tech-
nology from richer member countries to develop PPMs and achieve SCP goals. The 
standards on PPMs can also be included in free trade agreements. The likelihood of 
trade disputes will be reduced, and free trade is less likely to be interrupted. However, 
openness can hardly be seen in several regional organizations. ASEAN is a typical 
example. Being known as the “ASEAN Way”, (Yukawa, 2018) a harmonized regula-
tory over PPMs seems hard to achieve. The ASEAN Way emphasizes the sovereignty 
rights of a country. Many researchers thus argue that the ASEAN Way established 
long ago seems obsolete now, and it is time to change (Yukawa, 2018). In the case 
of Asian countries, many countries being wary of PPMs in global trade seem to 
find it harder to accept a standard on PPMs. That would slow down the progress of
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establishing the harmonization and even further the progress of SCP goals, among 
other sustainability goals. 

The WTO/GATT objects to achieving and maintaining negotiated levels of market 
access but, at the same time, to ensure its members practice their sovereignty entirely 
right over their regulations. A possible solution here might be that countries have 
the right to set up their domestic standards and even a bound tariff (carbon tax) 
on exporters. That could be stricter than international standards recommended by 
international experts. At the same time, they have to grant greater market access to 
other exporters who meet domestic standards. That can be called “balancing market 
access” (Bredahl et al., 1990). Balancing the market also allows countries to increase 
sovereignty over their domestic regulatory choices and still oblige trading obliga-
tions. However, “rebalancing market access” is not the most optimal method because 
countries still face high costs (e.g., labeling non-GM products will require identity 
preservation of non-GM ingredients). This cost will be passed on to consumers 
(Bredahl et al., 1990). 

In terms of policy recommendations, products from Asian developing countries 
brought on trade disputes are mostly the targeted industries of countries, gener-
ating high levels of profitability. For example, Indonesia and Malaysia count on 
palm oil industries; most Asian countries are exposed to new carbon schemes (Lim, 
2018). Developing countries must reconsider the level of profitability generated from 
targeted industries. Seeking alternative industries that ensure Asian developing coun-
tries’ development is not to be hindered and provide as many quality employment 
opportunities as altered might take time (Lim, 2018). Asian developing countries 
do not always have enough resources for research and development, especially in 
the case of new environmentally friendly PPMs. Asian countries should collaborate 
with developed countries via free trade agreements. The EU, which has been in trade 
relationships with numerous Asian developing countries, should work together and 
see if there are other industries in other countries worth investing time in. Aiding 
developing countries is an obligation of developed countries set out in many docu-
ments, including the GATT and multilateral environmental agreements. In addition, 
before applying any trade-PPMs-related measure, it is mandatory to make advance 
notice to those who would be possibly exposed to it. 

The negotiation must be conducted in good faith, avoiding any trade disputes. In 
many cases, advance consultation promptly with stakeholders can be helpful. In the 
case of Indonesia and the EU, given that the free trade agreement between the EU 
and Indonesia has been a rough ride to implement (Team, 2021), there is still room 
for EU and Indonesia with regards to palm oil only if palm oil practices are kept 
“green” and “clean” (Lim, 2018). 

5 Conclusion 

As PPMs is still not a panacea for addressing environmental and trade law conflicts, 
they are just a temporary method. PPMs-related SCP goals still cover many issues,
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such as illegal/legal wildlife trade and wildlife consumption. In the extent of this 
paper, PPMs presenting the conflict between trade and the environment have been 
described. The prevalence of carbon tax, indirect/indirect land use, GMO labeling 
schemes, and scientific evidence (PPMs measures) has been seen clearly. As stated 
above, despite the benefits PPMs could bring in the path toward SCP and SD in 
general, Asian developing countries face several difficulties and challenges from 
implementing environmental PPMs in trade and even being exposed to stringent 
PPMs measures from developed countries. Asian developing countries cannot be 
outside of the game. In the future, we must develop other better methods to keep 
trade and the environment in harmony. That is also the meaning of fulfilling SDGs. 
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The Impact of Job Satisfaction 
on Organizational Commitment: 
An Empirical Study in Vietnam 

Sinh Hoang Nguyen 

Abstract This research aims at identifying the impact of job satisfaction on orga-
nizational commitment in companies in Vietnam due to the fact that the subject of 
organizational commitment is one of the most important issues of many companies’ 
development. Despite the essential importance of job satisfaction on organizational 
commitment, many enterprises still do not pay sufficient attention to this issue. A 
qualitative research was carried out by designing specific research questions then 
developing a conceptual model. A quantitative research was employed to test the 
conceptual model using online survey via Google Forms which was sent to over 
various occupations at companies in Vietnam. Overall, there were 173 respondents 
of which substantial proportion is female (64.16%). Using SPSS software to conduct 
statistical tests, the results of the study have shown that job satisfaction, salary, 
leadership, relationship, and working environment are key factors to organizational 
commitment of employees. All these factors have shown a very significant impact on 
the level of organizational commitment. Thus, the management of any organization 
should consider these factors and give serious attention to them in order to improve 
the organizational commitment. 

Keywords Organizational commitment · Job satisfaction · Salary · Leadership ·
Relationship ·Working environment 

1 Introduction 

Job satisfaction is one of the most important factors for all organizations no matter 
whether in public or private organizations or working in advanced or underdeveloped 
countries. If employees are satisfied with the organization’s policies including salary, 
working conditions, relationships at the workplace, etc., then they will stay for a long 
time with the organization. So, the organizational commitment and job satisfaction
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are key contributors in any organization and the extent of success of the organization 
depends on these two factors. 

Job satisfaction is a positive feeling about a job resulting from an evaluation of 
its characteristics (Robbins, 1998). There are a variety of factors that can influence 
a person’s level of job satisfaction. Some of these factors include the level of pay 
or salary, the quality of the working conditions, leadership, and relationships. The 
happier people are within their job, the more satisfied they are said to be and they 
will stay along with the organization. With the development of advanced technology, 
people easily access a lot of information sources and can search the work vacancies 
on the Internet, which means employees can find new jobs anytime and anywhere if 
they are no longer satisfied with their current job. That leads to a high rate of employee 
turnover. To avoid the bad effects caused by employee turnover, organizations need to 
maintain their current employee’s commitment. In other words, the employees should 
be satisfied their needs and requirements so that the managers should pay attention to 
their satisfaction. Hence, the more incentive on factors related to employee satisfac-
tion at work, the more company can reduce the turnover rate and retain employees. 
The main purpose of this study is to examine the impacts of selected factors: inde-
pendent variables including salary, leadership, relationship, working environment, 
and the mediator variable job satisfaction on the dependent variable organizational 
commitment. This study could be helpful for organizations that are still concerned 
with the strategy to keep their talented employees. With the research findings, we can 
know which factors play important roles in a successful organizational commitment 
strategy. 

Following the research background, the research questions of this study are: (1) 
How do salary, leadership, relationship, working environment impact job satis-
faction? (2) What is the degree of job satisfaction contributed to the level of 
organizational commitment? 

The key research objectives of this study are to: (1) Find out factors that impact 
job satisfaction that leads to organizational commitment, and quantify the impact of 
these factors: salary, leadership, relationship, working environment. (2) Investigate 
the relationship between job satisfaction and organizational commitment. 

2 Literature Review 

2.1 Job Satisfaction 

In the current modern era, keeping the workers in the organization is very hard, 
and different researchers have demonstrated that job dissatisfaction induces people 
to give up on leaving their job; the dissatisfied employees want to quit their job. 
Because of this reason, many previous studies set the important point to express the 
special interest in the aspects of job satisfaction. The other reason for the popularity 
of job satisfaction over the recent decades is its impact on employee’s productivity.
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In the literature, studies have demonstrated the positive relationship between job 
satisfaction and productivity. Job satisfaction has an important role in enhancing 
productivity. Additionally, satisfied employees contribute to enhancing long-term 
success and organizational effectiveness. 

Job satisfaction is a crucial issue for all organizations regardless of whether public 
or private organization (Locke, 1976). One of the reasons is that satisfied staff are 
accounted for as conferred laborers and responsibility is a sign for organizational 
output and useful operations have been characterized in a wide range of ways. Job 
satisfaction is related to the degree to which people like or dislike aspects of their 
work, such as work for themselves, pay, promotion of opportunities, control, and 
cooperation (Spector, 1997). 

Skaalvik and Skaalvik (2011) defined job satisfaction as the feeling an employee 
holds toward the job. They argued that when the expectation from the job matches 
with the real outcome, job satisfaction occurs. Togia et al. (2004) defined job satis-
faction as feelings and thoughts of employees about their work and place of work. 
According to Armstrong (2006), job satisfaction is the attitude and feeling people 
have about their work. Similarly, Kim et al. (2005) defined job satisfaction as the 
feeling or a general attitude of the employees in relation with their jobs and the 
job components such as the working environment, working conditions, equitable 
rewards, and communication with the colleagues. Other scholars measured job satis-
faction in terms of need fulfillment, discrepancies, value attainment, equity, and 
dispositional or genetic components models (Kinicki & Kreitner, 2007). 

2.2 Organizational Commitment 

The organization must have the full commitment from the employee for long-term 
development (Mouhamadou, 2015). So increasing the organizational commitment 
will improve the productivity of the employees, and it is the main reason for orga-
nizational success. Nowadays, there is no organization that can perform at the top 
level without the employee who focuses on the organization’s goal. And employee 
productivity is usually improved whenever employees are more satisfied with their 
work. In today’s competitive world, each organization is confronting new difficulties 
in regards to maintaining efficiency and creating a committed workforce (Andavar 
et al., 2020). 

Muthuveloo and Rose (2005) defined employee commitment as the ability of 
employees to be loyal and identify with the organization in relation to the duties 
and responsibilities. According to Aghdasi et al. (2011), individuals with strong 
attachment to the organization will feel cohesive with it and get pleasure from being 
a member of organization.
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2.3 Salary 

Pay is vital, but the awareness of individual about salary is more vital. People with 
positive attention seem to be much satisfied with pay relative to people with negative 
affectivity. Organ (1994) claimed that both positive and negative affectivity stands as 
key factors of job satisfaction. But the individuals who have extraordinary negative 
affectivity are nervous and worried (the emotional state that may designate an anxious 
personality), but that does not suggest across-the-board displeasure. High-negative 
affectivity persons may be discontented with characteristics of their jobs, but that 
does not essentially mean that they would be more disappointed with their salary. 
Organizational possession is also an imperative reason in determining pay satis-
faction and contentment of employees. Solomon (1986) suggested that public sector 
executives experience lower intensities of job and pay satisfaction. Low performance 
of employees may be a consequence of low levels of satisfaction with their salary. 
A pay motivation scheme is a different measurement of pay satisfaction. In modern 
ages, there remained a cumulative trend for public and private administrations to 
implement additional inspired and creative procedures of wage enticement such as 
group incentives and profit distribution schemes. Carrell and Dittrich (1978) also  
stated that motivation plans that used many distribution rules would move toward 
different magnitudes of pay satisfaction. So, it is anticipated that distributive justice 
will affect satisfaction with motivational incentive plans. 

For making pay satisfaction and job satisfaction, organizations have to encourage 
a strategy of perception of pay-for-performance. Insight of pay-for-performance 
is a positive stimulus on pay satisfaction. Omar and Ogenyi (2006) observed that 
perceived associations between pay and performance account for additional changes 
in pay increase satisfaction than entire demographic variables put together. Conse-
quently, launching a pay-for-performance salary system may be the greatest effective 
technique to encourage salary level satisfaction. 

Employees enjoying high salaries are more likely to observe enticement recom-
penses as supportive. According to Maslow’s (1943) hierarchy of needs, additional 
income may assistance in the contentment of esteem needs for the reason that high 
salary suggests high capability and overall individual value. So, even after satisfac-
tion of basic physiological and security needs are not an issue, a number of people 
drive value high salary as an indicator of proficiency and individual value (Malka & 
Chatman, 2003). Performance salary is assessed because it is problematic to measure 
quantitatively, that it can encourage individuals to emphasis too barely, that it can 
weaken intrinsic interest, which monetary rewards only work for selected people, 
that it is harmful to teamwork and cooperation and that general pay costs can upsurge 
earlier if not strongly measured (Armstrong & Murlis, 2005).
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2.4 Leadership 

The literature reveals that leadership is the process involving the influences that 
occurs within group which motivates the employees toward goal attainment. When a 
leader transfers his/her emotions and thoughts to employees in a strong way, it affects 
employees’ emotions, performance (Goleman, 2002), and job satisfaction of the 
employees. This is because leaders have an effect not only on employees’ emotions 
and thoughts but on also their motivations-values, needs demands, and desires-
expectations, which are instrumental in their actions toward identified objectives 
(Burns, 2007). 

Sparrowe (1994) has explored the antecedents and outcomes of empowering 
leadership style in the hospitality industry, and his findings reveal that psycholog-
ical empowerment among hospitality employees is worthwhile which will increase 
job satisfaction among employees and job turnover will decrease. The researcher 
has explored employee empowerment in the hospitality industry with a study on 
antecedents and outcomes. The results reveal that employees feel more satisfied with 
their empowerment and also their intention of leaving their job will also decrease 
(Sparrowe, 1994). 

Stogdill and Shartle (1948) have researched methods for determining patterns for 
leadership behavior in relation to organization structure and objectives. The results 
show that the persons working in group-oriented work in an organization tend to 
follow a pattern of the consultative or participative style of leadership. 

Leadership is one of factors of job satisfaction so this research focuses on 
what level of leadership affects the job satisfaction that leads to organizational 
commitment. 

2.5 Relationship 

In general, the success of an organization is the way of connecting people in a team 
for a special goal, implementing the work, then getting the result. In that way, the 
relationship among team members is very important, especially between managers 
and their subordinates. The relationship is built up in trust and pleasure will enhance 
the internal strengthening of the organization. In a trusted environment or trust spirit 
among organizations, the people will feel the working station is like home then it 
increases their commitment with the organization. 

Awais et al. (2015) classified interpersonal relationships in the workplace into 
relationships with superiors and colleagues. The level of support obtained from the 
supervisor and the way of work control by the supervisor creates relations with 
superiors. In contrast, the relations between colleagues arise through the interaction 
of cooperation and conflict. 

A different approach to the relationship can be found in the leader-member 
exchange (LMX) theory, which assumes that managers build bilateral case by case
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basis relations with subordinates (Graham & Van, 2010; Ilies et al., 2007), and they 
do not treat the subordinates with the same deference (Turek et al., 2014). The quality 
of interpersonal relationships with colleagues and managers with subordinates has a 
positive impact on the commitment to work (Kulikowski, 2015). 

An important element in building positive relationships with employees is trust, 
which is an essential element of management. According to Królik (2015), the trust 
that employees have toward managerial staff can provide the company the prevalence 
over rivals. Undoubtedly, this situation has a positive effect on the development of 
the company. 

According to Moczydłowska (2013), making mistakes in building relationships 
with employees can be a source of internal crises in the enterprise, which indicates 
the importance of this management area. The researcher discusses the concept of 
employee relationship management (ERM) and indicates the source of the crisis 
around customer relationships management with employees. The manifestation of 
this may be a loss of valuable employees. One of the factors that affect the retention of 
employees in an organization is a good supervisor–subordinate relation. The author 
concludes by pointing out that good employee relations can become the foundation 
of a rapid overcoming of the difficulties, and even using the crisis to the further 
development of the company. 

2.6 Working Environment 

Comfortable people are more productive for a better working environment. However, 
comfort is one of those words that are easy to use and difficult to define. People feel 
comfortable when they feel comfortable. It is a state of mind that depends on physical 
feelings and emotional states. Creating an effective personal environment should take 
into account these two elements as well as cost and technology constraints. 

In the coming years, companies will successfully or unsuccessfully depend on 
their ability to hire and retain highly skilled workers, said Hoskins and his employees. 
Companies have realized the importance of comfort in the workplace by improving 
ergonomic functional parts to maintain quality personnel, increase productivity and 
maintain a competitive edge. The quality of the employees’ working environment 
has the greatest impact on the level of motivation and subsequent productivity. The 
way they relate to the organization, especially in the immediate environment, has 
a major impact on their error rate, level of innovation and collaboration with other 
employees, and is not involved and, ultimately, how long they work. 

Tio (2014) has examined and analyzed the influence of the working environ-
ment condition toward employee job satisfaction and to provide insight on how 
to increase employee job satisfaction through the work environment. The result is 
that there are significant influences of work environment toward the job satisfac-
tion of the employees. Therefore, it can be concluded that in order to improve the 
company employee job satisfaction, the company needs to pay attention to the work 
environment they provide for the employees.
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Fig. 1 Conceptual model 

3 Methodology 

3.1 Conceptual Model 

Based on the literature review, the conceptual model is formulated for the independent 
variables and the dependent variables as shown in Fig. 1. 

Based on the conceptual model, the following hypotheses are proposed. 
H1: Salary has positively related to job satisfaction. 
H2: Leadership has positively related to job satisfaction. 
H3: Relationship has positively related to job satisfaction. 
H4: Working environment has positively related to job satisfaction. 
H5: Job satisfaction has positively related to organizational commitment. 

3.2 Data Collection 

The survey is chosen as the main method with a questionnaire to collect primary 
data. The questionnaire is divided into two sections: Perceived relationship among the 
factors and demographic details. The questionnaires were sent to participants through 
the Internet using Google Forms via email and social media such as Facebook. There 
are 173 respondents who participated in the survey, spreading from 18 to over 50 years 
old. 

The measurement is employed based on the previous study (Tatar, 2020), using 
the 5-point Likert scales (Table 1).
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Table 1 Scales of independent and dependent variables 

Salary 

1 Commensurate 

2 Paid on time (no delay) 

3 Extra payment for overtime work 

4 Don’t do any other work to increase salary 

5 Equity 

6 Sufficient to accommodate employees’ needs 

Leadership 

7 Respect and interest 

8 Helps me to apply the modern management methods 

9 Support 

10 Not exposed to criticism 

11 Treat all employees in the same manner 

12 Thoughts and opinions are taken into consideration 

13 Clearly defines the key performance criteria 

Relationship 

14 Mutual respecting and understanding with colleagues 

15 Problems with colleagues 

16 Support and mutual cooperation 

17 
18 

Pressures affect my personal life 
Human and social relations between managers and employees 

19 Teamwork 

Work environment 

20 Appropriate facilities to achieve outstanding performance and functionality 

21 Security and safety elements 

22 Maintenance of equipment and tools for the work 

23 Comfortable and safe 

Job satisfaction 

24 Job condition 

25 Working happy hours 

26 No boring working hours 

27 Appropriate job in comparison 

28 Happy work in comparison 

Organizational commitment 

29 Working policy 

30 Conviction to policy 

31 Communication policy

(continued)
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Table 1 (continued)

32 System that addresses employee problems and complaints 

33 Institution’s objectives 

34 Homogeneity between personal values and the organization values 

35 Feeling of importance 

36 Effort to achieve the organizational goals 

37 Organization’s fate interest 

38 Responsibilities 

39 Secure feeling 

40 Belonging feeling 

41 Moral obligation to continue to work 

42 Freedom of expressing opinion 

Source Tatar (2020) 

4 Results 

4.1 Descriptive Statistics 

Figure 2 below describes the number of respondents (N = 173) and the percentage 
of gender and income. 

In terms of gender, it could represent a slight bias in responses, as the greater part of 
employees who took the surveys is female (64.16%). It is nearly double in comparison 
to the number of males who took part in the surveys (34.10%). Nevertheless, it has 
been found women are more likely to participate in online surveys than men (Curtin 
et al., 2000), which may therefore explain this imbalance. 

In terms of income, most respondents earned more than 4 million VND. Specifi-
cally, employees earned 4–9 million VND (32.37%), more than 9 to 15 million VND

Fig. 2 Gender and income 
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Table 2 Mean of factors Factors Mean Standard Deviation 

Salary 3.85 0.876 

Leadership 3.88 0.914 

Relationship 3.96 0.689 

Working environment 4.13 0.695 

Job satisfaction 3.79 0.834 

Organizational commitment 3.84 0.807 

(34.68%), more than 15 to 25 million VND (17.92%), and more than 25 million 
VND (10.40%). 

Salary 
The descriptive statistics in Table 2 show that at least one participant struggles with the 
salary of finding organizational commitment as the minimum is one. The mean is 3.85 
which suggests that most participants struggle with salary. The standard deviation 
tells us how clustered or spreads the distribution is around the mean value (Malhotra, 
2015). The low standard deviation of 0.876 indicates that the data is clustered closely 
around the mean, thus meaning we can trust that the data is reliable. 

Leadership 
The descriptive statistics show that at least more than one participant struggles with 
the leadership of finding organizational commitment as the minimum is 1.14. The 
mean is 3.88 which suggests that most participants struggle with leadership. The 
standard deviation of 0.914 is relatively low, thus meaning we can trust the data is 
reliable. 

Relationship 
The descriptive statistics show that at least one and a half participants struggle with 
the relationship of finding organizational commitment as the minimum is 1.5. The 
mean is 3.96 which suggests that most participants struggle with relationship. The 
standard deviation tells us how clustered or spreads the distribution is around the 
mean value (Malhotra, 2015). The low standard deviation of 0.689 suggests that the 
majority of responses sit closely to the mean, thus meaning we can trust that the data 
is reliable. 

Working environment 
The descriptive statistics show that at least two participants struggle with the working 
environment of finding organizational commitment as the minimum is two. The mean 
for working environment was the highest at 4.13, followed by relationship at 3.96. 
Thus, meaning participants pay their attention to this factor the most, a favorable 
sign for companies to attract employees’ commitment. The low standard deviation 
of 0.695 indicates that the data is clustered closely around the mean, thus meaning 
we can trust that the data is reliable.



The Impact of Job Satisfaction on Organizational Commitment: … 211

Job satisfaction 
The descriptive statistics show that at least more than one participant struggles with 
the job satisfaction of finding organizational commitment as the minimum is 1.2. The 
mean is 3.79 which indicates that the majority of participants are neither satisfied nor 
dissatisfied with the current works. However, as this value is over three, it suggests 
that participants are leaned marginally toward satisfied. The low standard deviation 
of 0.834 indicates that the data is clustered closely around the mean, thus meaning 
we can trust that the data is reliable. 

Organizational commitment 
The descriptive statistics show that at least one and a half participants struggle with 
organizational commitment as the minimum is 1.5. The mean is 3.84 which suggests 
that most participants struggle with organizational commitment. The low standard 
deviation of 0.807 indicates that the data is clustered closely around the mean, thus 
meaning we can trust that the data is reliable. 

4.2 Hypothesis Testing 

According to results (Table 3), the correlations between the organizational commit-
ment and the five other variables, which are the influential factors, are positive. There 
are existing relationships between the dependent variable and each independent vari-
able (ps < 0.001), and the relationships are really strong due to the fact of Pearson’s 
correlation from 0.66 to 0.84. 

There is a correlation among 6 factors (all ps < 0.001). Especially, there is a 
very strong correlation between job satisfaction and organizational commitment (r 
= 0.843). 

The test was found to be statistically significant as p < 0.001 is less than 0.05 
at the 95% level of significance, indicating a significant relationship between these 
two variables including job satisfaction and organizational commitment. As shown 
on the result with r = 0.843, this relationship was found to be positive. Thus, H5 is 
accepted.

Table 3 Correlations 

Factors 1 2 3 4 5 6 

1. Salary – 

2. Leadership 0.610** – 

3. Relationship 0.554** 0.663** – 

4. Working environment 0.588** 0.659** 0.668** – 

5. Job satisfaction 0.687** 0.725** 0.677** 0.731** – 

6. Organizational commitment 0.669** 0.810** 0.690** 0.712** 0.843** – 

** p < 0.001 



212 S. H. Nguyen

The test found the relationship between working environment and job satisfaction 
to be significant. This is confirmed by p < 0.001. With r = 0.731, this relationship 
was found to be positive. So, H4 is accepted. 

The test found the relationship between relationship and job satisfaction to be 
significant. This is confirmed by p < 0.001. With r = 0.677, this relationship was 
found to be positive. Hence, H3 is accepted. 

The test found the relationship between leadership and job satisfaction to be 
significant. This is confirmed by p < 0.001. With r = 0.725, this relationship was 
found to be positive. Therefore, H2 is accepted. 

The test found the relationship between salary and job satisfaction to be significant. 
This is confirmed by p < 0.001. With r = 0.687, this relationship was found to be 
positive. Thus, H1 is accepted. 

Quantitative research indicated a range of factors may have influenced job 
satisfaction. To analyze the effect of salary, leadership, relationship, and working 
environment on job satisfaction, a multiple linear regression was conducted. 

According to the ANOVA statistics, it can be seen that p = 0.01 < 0.05, then we 
can make a conclusion that the built linear regression model fits the population. In 
other words, the independent variables are linearly related to the dependent variable, 
and the confidence is 95%. There are salary (beta = 0.187), leadership (beta = 
0.474), relationship (beta = 0.141), and working environment (beta = 0.195) impacts 
on job satisfaction (ps < 0.01). Job satisfaction is explained by salary, leadership, 
relationship, and working environment about 74% (R2 = 0.74). The R2 value shows 
the variation of the job satisfaction variable which is explained 74% because of the 
affection of the independent variables in the conceptual framework. There is 26% 
which is explained be the other factors outside of the research model. 

4.3 Further Analysis 

A one-way ANOVA test requires an independent categorical variable and a depen-
dent variable. This test was performed to see if income, gender have an impact on 
organizational commitment. 

The ANOVA test found the relationship between income and organizational 
commitment to be significant (p < 0.05). The difference among income ranges 
regarding organizational commitment. Specifically, there is a significant difference 
in organizational commitment between income groups of < 4 million VND and 4–9 
million VND (p < 0.001): M = 3.52 < M = 4.20, respectively. 

The difference between males and females is no significant in organizational 
commitment (p > 0.05).
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5 Conclusion and Policy Implications 

5.1 Conclusion 

The main purpose of this research was to investigate the impact of job satisfaction 
on organizational commitment through salary, leadership, relationship, and working 
environment in the companies in Vietnam. The results from the quantitative statistics 
identified that there was sufficient evidence to make affirmative answers for the 
questions of the research. 

The quantitative method was used to survey 170 employees in various occupa-
tions, focusing on the impact of job satisfaction, salary, leadership, relationship, 
working environment. As a result, the statistical testing found all the variables were 
the predictors of organizational commitment (all ps < 0.001). Especially, there was 
a very strong correlation between job satisfaction and organizational commitment 
(r = 0.843) which was followed by the strong correlation between leadership and 
organizational commitment (r = 0.810). 

Thus, the data collected from the analysis provides some managerial implications 
to increase organizational commitment. 

5.2 Policy Implications 

After a thorough analysis of the quantitative data that have been collected, it is 
recommended that the companies in Vietnam should create a campaign surrounding 
job satisfaction to recruit and maintain talented employees by keeping their 
organizational commitment. There are as follows. 

Salary 
Besides the maintenance of the current based base salary, companies should make a 
balance between internal and external competitiveness. Likewise, companies should 
pay attention to additional welfare measures for employees. The companies may 
allow employees to buy preferred shares of the companies, or housing purchase 
assistance, along with improving the efficiency of labor unions in companies to 
protect more interests of employees. In addition, the companies can diversity their 
benefits by offering preferential rates services to the companies’ employees. 

Leadership 
According to statistics, leadership is the strongest factor in improving employee 
job satisfaction. Hence, companies need to pay close attention to this one. This 
factor needs to be improved in order of priority: receiving suggestions/opinions of 
employees; politeness and gentleness in communication as well as in work; always 
instruct and support staff professionally; fair treatment with all of the staff.
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Relationship 
Companies need to always create conditions to promote employees’ coworker 
relationships to tighten the spirit of solidarity internally. To achieve that, compa-
nies need to regularly organize field activities, foreign affairs, sightseeing, travel, 
extra-curricular activities, and organization of communication contests ownership 
between departments. These activities are not only extremely meaningful important 
in bringing together members of the organization, but also in energy for employees 
to relieve pressure as well as an exercise both physically and mentally for the staff. 

Working Environment 
Companies need to improve a cleaner, cooler, and safer working environment. 
Besides, enterprises also need to create conditions for employees to study and 
improve their working knowledge and skills. Additionally, companies should struc-
ture a system to create promotion opportunities for qualified people as well as 
employees who are lower than overall job satisfaction. 

Further, if the managers want to increase the job satisfaction level, research 
findings highlight certain features deemed important by respondents that there are 
differences in individuals’ interests. People with different incomes do not have the 
same desired job satisfaction. Likewise, no strategy fits all the organizations to 
improve their employees’ commitment. In order words, the companies and their 
managers should conduct further research on another factor, and then align it to their 
organizational structures and strategies. 

Therefore, this research is a piece of good evidence for the companies and their 
executives to use in order to understand the importance of job satisfaction and 
its’ influencers including salary, leadership, relationship, and working environment. 
Moreover, the research also provides a framework for the managers to build up a 
suitable human resource plan for their companies to increase their organizational 
commitment. 
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Abstract The increasing division of farms, caused by internal and external circum-
stances, requires the formulation of a farm economic development strategy that 
ensures access to a trajectory of sustainability and enhancing competitive capacity, 
especially in ethnic minority farms. In order to achieve this, a methodology to esti-
mate the impact of factors and prioritize alternative strategies on development of 
ethnic minority farms is presented and applied to the Central Highlands of Vietnam. 
The study combines a SWOT-AHP-TOWS analysis, in which the SWOT technique 
examines internal and external factors of these farms and then prioritizes the use 
of analytical hierarchy process (AHP). Finally, the TOWS matrix is built with nine 
strategies to comprehensively prioritize each alternative in relation to the SWOT 
factors. Hence, factors that pertain to weakness are becoming prevalent such as low 
educational attainment, lack of access to credit, as well as cultural, tradition, and 
language barriers. Along with the orientation of farm economic development and 
long-term goals, it is important to minimize weaknesses to avoid threats to the devel-
opment of ethnic minority farms. Therefore, in such context the following policy 
considerations are significant: (1) Developing and issuing specific policies for ethnic 
minority farms; (2) Encouraging alliances between farms; (3) Promoting the “four-
house” linkage model; (4) Optimizing of production resources, and (5) Developing 
human resources. 
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1 Introduction 

Agriculture is the basis and the most integral component of the Vietnamese economy 
(Song et al., 2020). During more than 30 years of comprehensive economic reform, 
significant changes in formal institutions, the introduction, and improvement of the 
institution of private ownership of land, the incorporation of new models of transac-
tions into management practices led to the formation of many small agricultural orga-
nizations, a significant part of which began their activities in the form of farms. It plays 
a leading role not only in advancing agricultural development but also in addressing 
important social problems, particularly of the villages: creating jobs for rural people; 
contributing in preserving traditional lifestyles; acting as an additional source for 
local budgets (Bui, 2015). However, the period of intensive growth of farm’s number, 
which took place during the years of active state support for farming, was replaced by 
a phase of a remarkable reduction in the number of farms the background of a signif-
icant increase in their size. As a result, increasing economic efficiency in the oper-
ation of farms and their adaptation to a constantly changing environment becomes 
an objective necessity (Nguyen & Mitrofanova, 2022). Concerns about the develop-
ment of minority farms, in particular, should be addressed through the production 
capacity constraints of minority households, such as nomadic farming, rudimentary 
production tools, low labor productivity, small-scale, concentrated production (Vu 
et al., 2020), their resilience to climate change is relatively low (Sen et al., 2020) and 
there is always a development gap with the main group (Fujii, 2017). 

Furthermore, the collection of relevant literature in Vietnam is lacking in-depth 
analysis on issues regarding the development of ethnic minority farms. Mean-
while, current studies based on various qualitative and quantitative methods such 
as regression equations, mathematical programming, descriptive analysis, synthesis, 
and scientific reports focus on proposing general farm development strategies. This 
includes optimal allocation of inputs for farms (Nguyen et al., 2020), enhancing the 
application of 4.0 agriculture (Tran et al., 2020), stimulating digital transformation, 
improving the quality of labor resources, providing credit support, and promoting 
farms to join the global value chain (Nguyen & Mitrofanova, 2021a). However, these 
methods do not take into account all factors affecting the development of farms, such 
as the history of the establishment, the development of local farms, the support of 
the state, pests and diseases, or damaged crops. Furthermore, in such an uncertain 
environment, the interdependencies among these factors, as well as the judgments of 
decision makers, have also not been addressed in those studies. In addition, depending 
on the material, socio-cultural, economic, and ecological issues and contexts, specific 
strategies need to be developed for each geographical region. 

Therefore, a systematic approach is necessary in the strategy of developing ethnic 
minority farms. SWOT is an acronym for strengths, weaknesses, opportunities, and 
threats, which is a powerful tool that assists decision-making and helps to identify 
internal and external influences that may have a positive or negative impact on the 
achievement or development of goals (Kolotov, 2018). In the agricultural sector, this 
matrix is also well known for assessing bottlenecks and identifying potentials of



Prioritizing the Development Strategy of Ethnic Minority Farms … 219

programs and projects in developing countries. For example, in Ukraine, the SWOT 
analysis is employed to develop strategies for sustainable development in rural areas 
(Shcherbak et al., 2020). Meanwhile in Nepal, the analysis was used to formulate 
agricultural policy (Arun & Ghimire, 2018). Whilst in Iran it was implemented to 
determine the agricultural development strategy, especially the management of the 
farm system (Ommani, 2011). However, the main limitation of this traditional tool 
is that it does not quantify the significance of each factor in the decision-making 
process, and it is also difficult to assess which factor has more influence on the 
strategic decision (Pesonen et al., 2001). 

The decision-making process is the act of choosing the most suitable tactics to 
accomplish desired tasks and goals. Thereby, the establishment of the multi-criteria 
decision making (MCDM) aims to improve the SWOT analysis method. In particular, 
the Analytical Hierarchy Process (AHP) is a common technique within the MCDM 
method used to prioritize factors affecting decision-making in order to choose an 
alternative based on the relative importance of such factors (Saaty, 2013). The SWOT-
AHP integration is the leading method that most decision-makers refer to in order 
to make more reliable and effective choices in agricultural and rural development, 
proven in the scientific work by Ali et al. (2021). A case study demonstrating the feasi-
bility of SWOT and AHP analysis to incorporate stakeholder priorities in strategic 
decision-making on beef farm development in Indonesia (Budi et al., 2020). Partic-
ularly as follows: after identifying strengths, weaknesses, opportunities, and threats 
in the beef farm business; followed by group weights and SWOT factors calculated 
by AHP method; the result is that three priority strategies have the highest scores. 

On the other hand, the SWOT matrix is a planning tool, whilst the TOWS matrix 
is an action tool. Because based on the relationship between threats, opportuni-
ties, weaknesses and strengths indicated by a precursory SWOT, the TOWS matrix 
is developed to reveal alternative strategies (Weihrich, 1982). In other words, the 
TOWS analysis is applied to develop the tactics needed to execute the strategies 
and to find more specific actions that support these tactics. Despite the advantage 
of a systematic approach to creating strategies, TOWS analysis has inherent draw-
backs like SWOT (Jafari et al., 2013). Therefore, the SWOT-AHP-TOWS analysis 
is a more in-depth combination of analytical tools to further improve the decision-
making process and develop policies based on the results of SWOT-AHP analysis. 
This model allows for integrated analysis, prioritization of individual factors, and 
development of appropriate policies. The strength of this model is to provide struc-
tured, systematic support and analysis that combines both qualitative and quan-
titative attributes. The integral SWOT-AHP-TOWS model is a multi-step process 
in which AHP is based on a previous SWOT analysis and its subsequent further 
strategic choices are derived using the TOWS matrix. Insights into this process were 
proposed in many countries during the design of agricultural and rural development 
strategies. Examples include identifying transition strategies of Turkey’s sustainable 
food system (Seçkin & Özdil, 2022), optimal decision-making to develop adapta-
tion strategies among small-scale farmers in drought conditions in Iran (Savari & 
Amghani, 2022), and agricultural development measures in the context of drought in
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Vietnam (Nguyen & Truong, 2022). Consequently, quickly and objectively demon-
strate countermeasures to overcome agricultural crises is considered an advantage 
of the SWOT-AHP-TOWS analysis. 

With the considerations presented, the aim of this chapter is to develop a scientific 
and methodological approach to the formulation and selection of ethnic minority farm 
development strategies applicable in the Central Highlands of Vietnam. Therefore, an 
integrated SWOT-AHP-TOWS analysis serves as a platform to identify comprehen-
sive factors affecting ethnic minority farms in the Central Highlands, determining its 
development strategy, prioritizing, and identifying the best strategies in the current 
context. The rest of this chapter is structured as follows: Sect. 2 describes the location 
and methods of the study. Section 3 presents the results of the SWOT-AHP-TOWS 
analysis and discusses the policy implications, as well as conclusions summarized 
in Sect. 4. 

2 Methodologies 

2.1 Study Area 

The Central Highlands of Vietnam locates in the southeast of the Indochina Peninsula, 
sharing borders with Laos and Cambodia, adjacent to the Southeast region. This 
location has made the Central Highlands a place with great potential and many 
advantages for development in renewable energy, agriculture, and tourism. In terms 
of administrative boundaries, the Central Highlands consist of five provinces: Kon 
Tum, Gia Lai, Dak Lak, Dak Nong, and Lam Dong. Total natural area is 54,508 sq 
km (accounting for 16.46% of the whole country); population is 5.93 million people 
(6.1% of the national population); the average population density is 109 people per sq 
km (GSO, 2022). The Central Highlands has a large proportion of ethnic minorities, 
accounting for about 38% of the total population. The Jarai, Bahnar, Ede, Tay, and 
Nung are the largest ethnic groups. This is also the region with the second highest 
percentage of poor and near-poor ethnic minority households in the country, comes 
after the Northern Midlands and Mountains with 35.5% (GSO & CEMA, 2019). 

Farm economy in the Central Highlands was formed and established under specific 
conditions: firstly, due to the policy mechanism of State, creating a new management 
mechanism, new awareness in agriculture, rural areas, and farmers. Subsequently, 
because the Central Highlands is a region with many comparative advantages in 
terms of climate, land, soil, water resources, resources, as well as the people for agri-
cultural and forestry production (Nguyen & Mitrofanova, 2021b). It is a necessary 
trajectory that contributes to increasing arable land, creating more jobs, eradicating 
hunger, reducing poverty, increasing commodity production, and transforming the 
economic structure of agriculture in the Central Highlands (Nguyen, 2019). This 
highlights how the farm economy has been discovered as a viable poverty reduction 
intervention strategy. The application and execution of guidelines and policies of
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the Central Highlands provinces on land, forests, and development of commodity 
production have been implemented early and effectively. From 2020, implementing 
the Circular No. 02/2020/TT-BNNPTNT dated February 28, 2020 of the Ministry 
of Agriculture and Rural Development, the number of farms in the Central High-
lands decreased to 1,740 farms, accounting for 7.4% of farms nationwide (only 193 
ethnic minority farms) as determined by new criteria (GSO, 2021). Many farms do 
not meet both criteria in terms of scale and value, while they are still operating 
well by contributing to promoting agricultural production in the direction of large 
commodity production (Nguyen & Mitrofanova, 2021b). According to statistics in 
2020, the Central Highlands has 1,018,260 households (439,699 ethnic minority 
households) producing agricultural goods with a scale of 0.5–2 hectares/household; 
more households than two hectares—this is the core force, some of which will thrive 
and become farms (GSO, 2021). Currently, a number of restrictions (information, 
prices, markets, investment, resources, management, etc.) have hindered the develop-
ment of the farm economy, reducing its stability and competitive capacity (Nguyen, 
2019; Nguyen & Mitrofanova, 2021b). Especially for ethnic minority households, 
agricultural production development is affected by natural conditions, economic 
infrastructure, social culture, customs, and policies of the government as well as 
internal factors (Duong & Truong, 2022). These are good bases for determining 
strategies to develop ethnic minority farms in the Central Highlands, contributing 
to the successful implementation of national target programs for socio-economic 
development in ethnic minority and mountainous areas in the period of 2021–2030. 

2.2 Data Collection 

The issue of ensuring the sustainability of farm operations at the present time and 
forecasting future trends in Vietnam has been outlined on the basis of an assess-
ment of the main stages of farm institutionalization in the Vietnamese agricultural 
system (Nguyen & Mitrofanova, 2022). Along with these data, the trends and perfor-
mance characteristics of ethnic minority farms in the Central Highlands were specif-
ically analyzed based on a survey of 193 ethnic minority farms to better describe the 
prospects for developing these farms and their respective challenges. The above infor-
mation will serve as an input for the analysis of strengths, weaknesses, opportunities, 
and threats to the development of ethnic minority farms in the Central Highlands. 

Then, 12 experts were purposefully selected, from the University of the Central 
Highlands, the University of Danang Campus in Kon Tum, the Institute of Social 
Sciences in the Central Highlands, the Committee for Ethnic Minority Affairs and 
the Department of Science and Technology of Lam Dong Province, the Agricultural 
Extension Center of Dak Lak Province, and the Sub-Department of Rural Develop-
ment of Kon Tum Province. All participants are over 40 years old and have more 
than 15 years of research and work experience in agriculture and policy. The data 
required for this study was collected over two periods through two different ques-
tionnaires from March to June 2022. In stage 1, using an open-ended questionnaire,
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experts were asked to identify the strengths, weaknesses, opportunities, and threats 
of the Central Highlands selected for ethnic minority farms. Combined with the 
information gathered previously, a list of the most relevant SWOT with sub-factors 
is displayed. This is also an important basis for building the TOWS strategy matrix. 
In stage 2, they were asked to score strengths, weaknesses, opportunities, and threats 
in pairwise comparisons as well as evaluate the priority of suggested strategies. 

2.3 Research Model and Analytical Steps 

Based on the above analysis, an integrated SWOT-AHP-TOWS analysis is necessary 
to identify priority areas in the development of ethnic minority farms in the Central 
Highlands as presented in the diagram in Fig. 1. This process is carried out in the 
following four steps: (1) Building strategic information and assessing the situation 
through internal factors and external factors; (2) Comparing each pair of criteria 
to calculate the weight in the SWOT factors (strengths, weaknesses, opportunities, 
and threats); (3) Using AHP analysis to prioritize each criterion in the four analysis 
groups; and (4) Using the TOWS matrix to rank and choose the optimal strategy. 
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Fig. 1 Research model (Source Authors’ elaboration)
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3 Results and Discussion 

Step 1: Situational Assessment (SWOT Analysis) 
In order to identify possible development strategies for ethnic minority farms in 
the Central Highlands, a regional situational SWOT analysis was carried out on 
the potential for further development of these farms. Participants’ responses to the 
SWOT analysis were listed, weighed, selected, and sorted into a number of relevant 
and meaningful subgroups. Although there are benefits to considering many factors, 
the calculation is very complicated because the number of pairwise comparisons in 
the AHP increases exponentially with the number of factors. Therefore, the current 
process offers seven strengths, seven weaknesses, four opportunities, and four threats 
for the future development of ethnic minority farms in the Central Highlands as shown 
in Table 1.

Step 2: Calculate the Weight of each SWOT Factor Group Using AHP Analysis 
Figure 1 shows the hierarchy used in the study. Determining the best strategic plan 
to the economic development of ethnic minority farms in the Central Highlands, 
therefore, is the ultimate goal. The lowest level contains the specified criteria for 
each group of strengths (S), weaknesses (W ), opportunities (O), and threats (T ). 

The weights of the factors and the SWOT criteria are determined by considering 
the degree of influence on the development of ethnic minority farms in the Central 
Highlands. The weights reflect the relative importance of each factor and must there-
fore be chosen carefully (Mishra et al., 2015). The weights of all the SWOT factors 
and the TOWS matrix were determined using the AHP method. In order to assign 
weights to different criteria (i.e., different factors considered in the SWOT analysis), 
a pairwise comparison matrix is then derived using Eq. (1), where A is the pairwise 
matrix, assuming that the element aij is equal to 1/aij, so if i equals j, aij is also equal 
to 1. The intensity-Si weighting can also vary from 1 to 9, with 1/1 representing 
equal importance and 9/1 absolute importance (Satty, 1990). 

A = (
ai j

) = 

⎡ 

⎢⎢⎢ 
⎣ 

1 S1/S2 . . .  S1/Sn 
S2/S1 1 . . .  S2/Sn 
... 

... . . .  
... 

Sn/S1 Sn/S2 . . .  1 

⎤ 

⎥⎥⎥ 
⎦ 

(1) 

Some inconsistencies may arise when making sensible pairwise comparisons 
between decision-makers’ determinants. In the case where A contains inconsistencies 
(provided by an expert), the estimated preference can be obtained using the matrix 
given in Eq. (1) as input to the eigenvalue technique shown in Eq. (2) (Tafida & 
Fiagbomeh, 2021). 

(A − λmax I )q = 0 (2)
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Table 1 Identified attributes of SWOT factors 

Factors Criteria / sub-factors 

Internal factors Strengths 
(S) 

S1 Farm owners have a lot of experience 

S2 Large area of agricultural production land 

S3 Abundant and cheap labor resources 

S4 The locality has many preferential policies for farm 
development 

S5 Natural conditions are suitable for agricultural 
production 

S6 Convenient rural transport infrastructure 

S7 Branded agricultural products with great export 
potential 

Weaknesses 
(W) 

W1 The level of education and expertise of farmers is still 
very low 

W2 Lack of capital to expand production and mechanization 
in production is low 

W3 Lack of linkages between farms 

W4 Insufficient product sales channel due to lack of 
information 

W5 Failing to manage the quality of inputs and products 

W6 Farm owners are not actively participating in technical 
assistance and related training programs 

W7 Barriers to language, culture, production practices of 
ethnic minorities 

External factors Opportunities 
(O) 

O1 The demand for agricultural products is large and 
growing 

O2 The State’s policy to support the development of farm 
economy 

O3 The development of science and technology has created 
new varieties of plants and new techniques 

O4 Many guidelines and policies for ethnic minorities 

Threats 
(T) 

T1 Unable to keep up with advanced technology in 
production 

T2 Environmental pollution and resource depletion 

T3 Climate change, natural disasters, epidemics 

T4 Requires high product quality 

Source Authors’ elaboration

In Eq. (2), λmax is the largest eigenfactor of a matrix A of size n; q is the coherence 
vector, and I represent the identity matrix of size n. Saaty (1980) proved that when 
comparing SWOT factors, λmax must be equal to n to satisfy the consistency condition. 

Consistency in the decisions of experts is controlled by the magnitude of accept-
able values, called the consistency ratio (CR). It is calculated by the quotient of the
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Table 2 Value of random consistency index (RI) 

n 1 2 3 4 5 6 7 8 9 10 11 12 

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.56 

Source Saaty (1980, 2008) 

consistency index (CI) value and the random inconsistency (RI) (Ali et al., 2021; 
Budi et al., 2020; Nguyen &Truong., 2022), shown in Eq. (3) 

CR = CI/RI (3) 

CI = (λmax − n)/(n − 1) (4) 

Equation (4) represents the CI value, where λmax is the largest eigenvalue of the 
pairwise comparison matrix and n is the number of elements found in each matrix. 
RI denotes the random index, which depends on the order of the matrix specified by 
Saaty (1980) in Table 2. If the  value of CR is  ≤ 0.10 or 10%, it is acceptable and 
used for further analysis. Conversely, if the CR value is > 0.1, the assessment process 
needs to repeat and improve. 

The identification of priority strategies is done by looking at the results of a joint 
assessment of experts. Through the AHP method, quantitative values of each expert 
from the group of factors and SWOT criteria are used to calculate the geometric 
mean in Eq. (5), resulting in an overall rating. 

GM = n
√

(X1)(X2) . . .  (Xn) (5) 

where GM is the geometric mean of a series containing (n = 12), experts’ assessment 
is the nth root of the product of the values, and X is the value of each element in the 
pairwise comparison matrix (1–9 scale). This combined assessment generates new 
weights for each factor and SWOT attributes (Budi et al., 2020; Saaty, 2008). 

The Excel hierarchical analysis procedure was used to support the calculations in 
this study. Therefore, the results of the wise pairwise comparison for weighting of 
each group in the SWOT analysis are presented below. 

Table 3 shows the results of pairwise comparisons between the four SWOT factors 
that make up the second level of the hierarchy. The consistency ratio (CR) of this 
evaluation group was extracted as 0.0565, which guarantees the consistency of the 
answers. Using the weighting of the relative priorities of the four factors, the calcu-
lated weaknesses were 0.3966, which was identified as having the greatest effect on 
ethnic minority farms in the Central Highlands. Whilst opportunities are calculated 
as having the second highest impact with a weight of 0.3360, followed by strengths 
and threats with weights of 0.1453 and 0.1221, respectively. In terms of the magni-
tude of the influence factors on the development of farms, strengths are nearly two 
and three times stronger than strengths and weaknesses, respectively, but only 0.061 
points stronger than opportunities. This indicates that minimizing the weaknesses is
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Table 3 Priorities of SWOT factors (CR = 5.65%) 

Factors S W O T Factor weights Ranking 

Strengths (S) 1 1/4 1/3 2 0.1453 3 

Weaknesses (W ) 4 1 1 3 0.3966 1 

Opportunities (O) 3 1 1 2 0.3360 2 

Threats (T ) 1/2 1/3 1/2 1 0.1221 4 

Source Authors’calculation 

very important in supporting the development of ethnic minority farms in the Central 
Highlands. 

In each group of strengths, weaknesses, opportunities, and threats, the local 
weights of factors with criteria directly or indirectly related to the development 
of ethnic minority farms in the Central Highlands has been calculated. The ranking 
of strength criteria shows that S2 (0.2704), S3 (0.2664), and S1 (0.2404), with a 
consistent ratio of CR = 0.0531, as the top three influencing factors in seven criteria 
are considered (Table 4). Similarly, at CR = 0.0525, the criteria W1 (0.2886), W2 

(0.1784), and W7 (0.1541) are the most important weaknesses, with their associated 
factor weights (Table 5), which are likely to have the maximum effect on achieving 
the goals of improving the competitive capability of farms. 

From the comparison weights, the chance factors are ranked as O1 (0.3585), O3 

(0.3200), and O2 (0.1807) with a CR of 0.0435 (Table 6). A pairwise comparison of 
threat criteria with a consistency ratio of 0.0161 ranked T 1 (0.4228), T 4 (0.2709), 
and T 3 (0.1623) as the first, second, and third threats pose the greatest challenge to 
the operation of ethnic minority farms (Table 7). In addition, the ranking of the most 
integral strengths (S2), weaknesses (W1), opportunities (O1), and threats (T 1) indi-
cates that the failure to keep up with scientific and technical advances in agricultural 
production (T 1) is ranked as the most important factor affecting the performance of 
farms. Moreover, high demand for agricultural products (O1), low education level 
(W1), and large agricultural land area (S2) are ranked second, third, and fourth,

Table 4 Priorities of Strengths factor (CR = 5.31%) 

Criterias S1 S2 S3 S4 S5 S6 S7 Local weights Ranking 

S1 1 1/2 1/2 2 4 3 2 0.2404 3 

S2 2 1 1 2 3 2 2 0.2704 1 

S3 2 1 1 2 2 2 3 0.2664 2 

S4 1/2 1/2 1/2 1 1 2 3 0.1547 4 

S5 1/4 1/3 1/2 1 1 0.5 2 0.1042 6 

S6 1/3 1/2 1/2 1/2 2 1 2 0.1261 5 

S7 1/2 0.33 0.33 0.33 0.5 0.5 1 0.0781 7 

Source Authors’ calculation
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Table 5 Priorities of Weaknesses factor (CR = 5.25%) 

Criterias W1 W2 W3 W4 W5 W6 W7 Local weights Ranking 

W1 1 3 3 2 4 2 2 0.2866 1 

W2 1/3 1 2 2 2 2 2 0.1784 2 

W3 1/3 1/2 1 2 2 2 1/2 0.1218 4 

W4 1/2 1/2 1/2 1 2 2 1/2 0.1071 5 

W5 1/4 1/2 1/2 1/2 1 2 1/2 0.0789 6 

W6 1/2 1/2 1/2 1/2 1/2 1 1/2 0.0731 7 

W7 1/2 1/2 2 2 2 2 1 0.1541 3 

Source Authors’calculation

respectively, are the most notable influencing criteria shaping overall performance 
results. 

Step 3: Prioritize Each Criterion Applied to the Factors After Comparing 
Each Pair Using the AHP Method 
In this step, the weights of the global priorities of the 22 criteria are generated by 
multiplying each criterion’s local priority by the weight of its main SWOT factor. 
Equation (6) is given below: 

Global weights = Factor weights × Local weights of each factor (6) 

By carefully reviewing global priority rankings, two criteria from opportunities 
ranked in the top five criteria according to the level of importance that have significant

Table 6 Priorities of Opportunities factor (CR = 4.35%) 

Criterias O1 O2 O3 O4 Local weights Ranking 

O1 1 3 1 2 0.3585 1 

O2 1/3 1 1/2 2 0.1807 3 

O3 1 2 1 2 0.3200 2 

O4 1/2 1/2 1/2 1 0.1408 4 

Source Authors’calculation 

Table 7 Priorities of Threats factor (CR = 1.61%) 

Criterias T1 T2 T3 T4 Local weights Ranking 

T1 1 3 2 2 0.4228 1 

T2 1/3 1 1 1/2 0.1440 4 

T3 1/2 1 1 1/2 0.1623 3 

T4 1/2 2 2 1 0.2709 2 

Source Authors’calculation 
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impact on the farm economy of ethnic minorities. That is the large demand for 
agricultural products (O1 = 0.1205) and the strong development of science and 
technology (O3 = 0.1075). The three criteria of weakness are low education level 
(W1) with the proportion of 0.1137, followed by lack of access to credit (W2), and 
cultural and language barriers (W7) with the proportions of 0.0708 and 0.0611, 
respectively. 

On the other hand, most of the threat criteria have a low rank, indicating a low 
level of impact on farms. However, failing to keep up with scientific and technical 
advances in agricultural production (T 1) ranked 7th, with a proportion of 0.0516. 
Thus, in order to improve the productivity of current ethnic minority farms, it is 
necessary to accelerate the application of new and efficient production techniques. 

Two criteria of strength have the bottom rank of the rankings. In which, local 
preferential policies (S5 = 0.0151) and export potential (S7 = 0.0113) are ranked at 
the 21st position and followed by the last position (22nd). This indicates that these 
two criteria are considered as attributes that need to be promoted last to increase the 
competitiveness of farms. 

In the SWOT criteria, most of the weaknesses and opportunities are more influ-
ential than the strengths and threats. Table 8 therefore shows that the results of the 
SWOT criteria analysis have the same meaning as the results of the SWOT factors.

Step 4: Ranking and Selecting Priority Strategies, Constructed in the TOWS 
Matrix 
The basic objective of strategy formulation is to transform existing conditions or 
reconstruct the disrupted image in the region into desired scenarios (Prager & Wiebe, 
2021; Wickramasinghe & Takano, 2009). In fact, the agricultural sector can propose 
diverse farm economic development strategies; however, limited financial and other 
resources or internal and external environmental conditions make it difficult for 
all the proposed strategies to work, especially for ethnic minorities. Therefore, it 
is imperative to choose which strategy should be prioritized, and which should be 
scaled down. In order to form the combined strategies, a TOWS matrix (Table 9) was  
performed on the basis of the strengths, weaknesses, opportunities, and threats for 
the study area identified in the above analysis.

Weihrich (1982) developed TOWS matrix with four different types of strategies: 
(1) SO strategy: take advantage of opportunities to develop strengths, (2) ST strate-
gies: use strengths to avoid external threats, (3) WO strategies: reduce weaknesses to 
utilize opportunities, and (4) WT Strategy: reduce weaknesses to prevent threats. This 
does not mean that a particular strategy is influenced only by two respective groups. 
It can be supported or influenced by other SWOT factors. For example, a strategy of 
optimizing production resources on top of an SO strategy may receive support from 
weaknesses and threats to a lesser extent than strengths and opportunities. 

The procedure for prioritizing alternative strategies has been established in 
this step. In order to better represent the impact of strategies on the objective, a 
verbal/linguistic ranking is provided to display the relationships between SWOT 
factors and suggested strategies in Table 10.
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Table 8 The importance of the factors and criterias of the SWOT—AHP analysis 

SWOT factors Factor 
weights 

SWOT 
criterias 

Local 
weight 

Global 
weight 

Ranking 

Internal 
factors 

Strengths (S) 0.1453 S1 0.2404 0.0349 13 

S2 0.2704 0.0393 11 

S3 0.2664 0.0387 12 

S4 0.1547 0.0225 17 

S5 0.1042 0.0151 21 

S6 0.1261 0.0183 19 

S7 0.0781 0.0113 22 

Weaknesses (W ) 0.3966 W1 0.2866 0.1137 2 

W2 0.1784 0.0708 4 

W3 0.1218 0.0483 8 

W4 0.1071 0.0425 10 

W5 0.0789 0.0313 15 

W6 0.0731 0.0290 16 

W7 0.1541 0.0611 5 

External 
factors 

Opportunities 
(O) 

0.3360 O1 0.3585 0.1205 1 

O2 0.1807 0.0607 6 

O3 0.3200 0.1075 3 

O4 0.1408 0.0473 9 

Threats (T ) 0.1221 T1 0.4228 0.0516 7 

T2 0.1440 0.0176 20 

T3 0.1623 0.0198 18 

T4 0.2709 0.0331 14 

Source Authors’calculation

The strategic relationship represents the contribution of factors (strengths and 
opportunities) contribute to the implementation of the strategy and the expected 
improvements to the factors (weaknesses and threats) when a particular strategy is 
implemented. The weights of these relationships were quantified using the pairwise 
matrices in the usual manner as presented earlier (Table 11).

With the verbal/linguistic relationships as an input, the weight of the proposed 
strategies is calculated as an explicit value using Eq. (7) below (Nguyen & Truong, 
2022; Wickramasinghe & Takano, 2009). 

Si =
∑n 

j=1 
G j Ri j (7) 

In which (Si) is the sum of the weights of the ith strategy, (Gj) is the global weight 
of the jth SWOT criterion, (Rij) is the degree of relationship between the ith strategy 
and the jth SWOT criterion, (n) is the number of SWOT criteria.
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Table 9 TOWS matrix for ethnic minority farm development strategy in the central highlands 

SO strategies 
(SO1)–combination of S1, S2, S3, 
S4, O2, O3, O4: Forming a strategy 
to optimize production resources, 
defining a model farm 
(SO2)–combination of S4, S5, S6, 
S7, O1, O2: Forming a market 
development strategy 

ST strategies 
(ST1)–combination of S2, S3, S4, S6, S7, T1, T3: Forming 
an in-depth investment strategy 
(ST2)–combination of S1, S2, S4, S5, T1, T2, T3, T4: 
Forming a strategy to build a technical information system 

WO Strategies 
(WO1)–combination of W1, W5, 
W6, W7, O2, O3, O4: Forming 
human resource development 
strategy. The focus is on capacity 
building training for ethnic 
minority farm owners 
(WO2)–combination of W2, W3, 
W4, W5, W6, W7, O1, O2, O3, O4: 
Form an alliance strategy between 
farms 

WT Strategies 
(WT1)–combination of W1, W2, W5, T1, T4: Forming a 
planning strategy for a concentrated production area 
(WT2)–combination of W1, W2, W3, W4, W5, T2, T3: 
Forming a strategy of “four houses” linking the 
state–researchers–farmers–enterprises 
(WT3)–combination of W1, W2, W3, W4, W5, W6, W7, 
T1, T2, T3, T4: formulating strategies for formulating and 
promulgating specific policies for ethnic minority farms 

Source Authors’ elaboration

Table 10 Degree of relationship evaluation 

Number 0 1 2 3 4 5 

Level of relationship None Very weak Weak Moderate Stong Very strong 

Source Nguyen and Truong (2022); Wickramasinghe and Takano (2009)

Table 11 Weights of relationship between strategy and SWOT factors 

Levels of 
relationship 

Very weak Weak Moderate Strong Very strong Weights of 
relationship 

Very weak 1 1/2 1/3 1/4 1/5 0.06 

Weak 2 1 1/2 1/3 1/4 0.10 

Moderate 3 2 1 1/2 1/3 0.16 

Strong 4 3 2 1 1/2 0.26 

Very strong 5 4 3 2 1 0.42 

Source Authors’calculation

Subsequently, the normalized value of the strategy weights is calculated using 
Eq. (8), where (Ni) is the normalized weight of strategy i and (m) is the number of 
strategies. 

Ni = Si∑m 
i=1 Si 

(8)
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The proposed strategies with the different relationship weights of the SWOT factor 
are described in Table 12. Along with the orientation of farm economic development 
and long-term goals, the order of implementation of the economic development 
strategies for ethnic minority farms in the Central Highlands is divided into two 
phases. The preferred strategy could be established to select general or individual 
strategies. 

The first phase focuses on ethnic minority farms. The first priority is to implement 
the WT3 strategy—develop and issue-specific policies for ethnic minority farms, with

Table 12 Priority strategy evaluation matrix for ethnic minority farms in Central Highlands 

SWOT 
criterias 

Strategy with the degree of relationship 

SO1 SO2 ST1 ST2 WO1 WO2 WT1 WT2 WT3 

S1 4 2 0 5 2 2 0 3 0 

S2 5 0 2 4 0 2 3 2 4 

S3 5 1 5 5 3 2 2 3 4 

S4 3 5 3 4 0 0 0 0 0 

S5 4 0 0 3 0 0 0 0 0 

S6 1 4 5 0 0 0 2 0 0 

S7 0 5 0 0 0 0 1 0 0 

W1 3 0 3 3 5 0 4 5 4 

W2 2 0 2 3 0 3 3 4 5 

W3 1 4 0 0 0 5 0 5 3 

W4 0 3 0 0 0 5 0 4 5 

W5 0 4 0 0 5 4 4 3 4 

W6 0 1 0 0 3 2 0 0 3 

W7 3 0 1 1 4 3 0 0 4 

O1 0 5 0 0 0 4 0 0 0 

O2 5 4 2 4 4 5 3 4 4 

O3 4 2 3 2 4 5 2 3 3 

O4 3 1 2 0 5 5 3 4 5 

T1 3 2 5 5 0 3 4 0 4 

T2 0 0 4 3 0 2 0 4 5 

T3 2 0 0 4 0 0 0 5 5 

T4 2 0 5 4 0 0 5 0 3 

Total 
weights (Si) 

0.1630 0.1391 0.1253 0.1474 0.1486 0.2216 0.1170 0.1764 0.2603 

Normalized 
(Ni) 

0.1094 0.0933 0.0840 0.0989 0.0997 0.1432 0.0785 0.1183 0.1746 

Ranking 4 7 8 6 5 2 9 3 1 

Source Authors’calculation 
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a weighting factor of 0.1746. Evidently, experts also agree that minimizing weak-
nesses is the most important factor. Furthermore, low level of education, lack of access 
to credit, as well as barriers in culture, language, and customs are basic characteris-
tics of ethnic minority farms. Therefore, it is extremely important to add a separate 
policy group or integrate more details into the general policies—specific solutions 
directly related to ethnic minority farms. Thereafter, the preferred strategy must 
focus on alliances between farms (WO2 = 0.1432); development of a “four houses” 
model (WT2 = 0.1183), optimization of production resources (SO1 = 0.1094), and 
development of human resources (WO1 = 0.0997). 

The next phase focuses on general agricultural policies such as building a technical 
information system (ST2 = 0.989), market development (SO2 = 0.0933), in-depth 
investment strategy (ST1 = 0.0840), and concentrated production area planning (WT1 

= 0.785). 

4 Conclusion 

This chapter has successfully introduced a systematic approach and methods of 
SWOT-AHP-TOWS analysis to select the best strategies for developing ethnic 
minority farms in the Central Highlands. This is an unexplored area of research 
in the agricultural literature for vulnerable ethnic minority farmers. However, the 
decisions based on individual factors without considering the network of criteria are 
the limitation of the study. Certainly, further research is required to address this issue 
in order to improve and enhance reliability in the future. 

Given the size of the normalized values (Step 4), the final order of strategies is 
considered as follows: WT3 → WO2 → WT2 →SO1 → WO1 → ST2 → SO2 → ST1 

→ WT1. The first task is to develop and issue-specific policies for ethnic minority 
farms. Due to the low starting point and the change in the criteria for determining 
farms in the Circular of the Ministry of Agriculture and Rural Development No. 
02/2020/TT-BNNPTNT dated February 28, 2020, the number of ethnic minority 
farms that were unable to obtain farm certificates increased sharply. Therefore, it is 
necessary to have criteria to define separate farms in the direction of reducing output 
value compared to the prescribed average level to better suit the characteristics of 
ethnic minority farms. At the same time, it is necessary to amend and concretize 
the conditions for ethnic minority farms to benefit more from the State’s incentive 
policies, which are stipulated in the Resolution on farm economy No. 03/2000/NQ-
CP dated February 2, 2000. Finally, the results of this study will help policymakers 
and minority farmers to plan appropriate policies to improve the situation in the 
Central Highlands and address their weaknesses. The methodological achievements 
of this chapter will also be useful in relation to Vietnam’s ethnic minority regions. 
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Determinants of the Trade Balance 
in an Asian Emerging Economy: 
An ARDL Bounds Testing Approach 

Le Thanh Tung 

Abstract This study examines the main factors that affect the trade balance in 
Vietnam, an Asian emerging economy. The ARDL methodology is employed to iden-
tify the cointegration and to assess the relationship among variables. The quarterly 
database is collected in the period of 1995–2020. The bounds test result confirms that 
there exists a cointegration relationship between the trade balance, national output, 
money demand, and exchange rate of Vietnam’s economy. Furthermore, in the long 
run, the national output and money demand are found to have negative and significant 
effects on the trade balance, whereas the exchange rate has a positive and signifi-
cant impact on the dependent variable. Additionally, in the short run, the national 
output has a significant negative impact and the money supply has a significant posi-
tive impact on the trade balance, while the lag of the trade balance variable has a 
significant negative effect on itself. Finally, the J-curve phenomenon is confirmed in 
Vietnam when the coefficient of the exchange rate is negative in the short run and 
positive in the long run. The empirical evidence suggests that the government needs 
to use monetary policy, in particular money supply, as an effective policy tool to 
support the Vietnamese trade balance in the future. 

Keywords Trade balance · International trade · Monetary policy · Emerging 
economy · ARDL · Bounds test 

1 Introduction 

Trade and trade development are important macroeconomic indicators used to assess 
the status of an economy. Meanwhile, the role of international trade in supporting an 
economy is increasing in the context of globalization (Akbas & Sancar, 2021; Amiti & 
Konings, 2007; Brueckner & Lederman, 2015; Oloyede et al., 2021; Siddiqui, 2015, 
2016; Singh, 2010; Thirlwall, 2000; Wong & Yip, 2002). The trade balance also 
reflects a country’s level of participation in the global supply and production chains
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(Costinot et al., 2013; Ge & Luo, 2015; Jensen & Shin, 2014). Therefore, empir-
ical studies on the factors affecting the trade balance are important in terms of 
exploring the economic issues related to this macroeconomic object. Moreover, poli-
cymakers can make normative economic decisions based on the obtained evidence. 
Several studies focusing on the determinants of the trade balance were carried out in 
both developed countries (Bahmani-Oskooee & Ratha, 2007; Beck, 2020; Gürtler, 
2019; Sasaki & Yoshida, 2018) and developing countries (Ahad, 2017; Bahmani-
Oskooee & Kanitpong, 2017; Brueckner & Lederman, 2015; Duasa, 2007; Khan & 
Hossain, 2012; Marin,  2020; Shubaita et al., 2020; Waliullah et al., 2010). However, 
the results are quite diverse, even contradictory. Hence, further analysis and assess-
ment of the factors affecting the trade balance can help countries to achieve better 
participation in the international supply chains, making such research necessary. 

Since “Doi Moi” economic reforms began in 1986, Vietnam has been known as an 
emerging economy as well as ranked among the most successful East Asian countries 
(Abbott & Tarp, 2012; Barker & Üngör, 2019; Bentzen & Tung, 2021). Over the past 
three decades, Vietnam has followed the path toward developing international trade 
relations in the direction of diversification. This economy has a proactive expansion 
strategy of international trade with global partners striving to ensure that all parties 
share the benefits (Abbott et al., 2009; Abbott & Tarp, 2012; Barker & Üngör, 2019; 
Deprez, 2018; Thanh, 2005). Hence, international trade has played an increasingly 
important role in the national economic development plan (Abbott & Tarp, 2012; 
Thanh, 2005). Since the beginning of the 2000s, Vietnam’s foreign trade turnover 
has increased rapidly with the speeding up of both export and import flows (Abbott & 
Tarp, 2012). In addition to having a successful attractive strategy for foreign direct 
investment, the Vietnam government also make many free trade agreements with 
leading economies worldwide that help to robustly increase the international trade 
flows of this economy (see Abbott et al., 2009; Phan & Jeong, 2016; Thanh, 2005; 
Thanh et al., 2019; Tung & Bentzen, 2022). Obviously, the trade openness indicator, 
which is popularly denoted by the total value of exports plus imports over the gross 
domestic products (Brueckner & Lederman, 2015), has been significantly increasing 
in the previous decade (Barker & Üngör, 2019). In detail, the trade openness was 
0.64 in 1995, then it significantly increased to 1.65 in 2005, 1.75 in 2015, and 1.98 in 
2020, respectively (GSO, 2022). Development of international trade and joining the 
international production chains are the key targets for this country to maintain a high 
rate of economic growth in the next decades. However, these targets are not easy when 
they have faced some challenges in recent years (Baccini et al., 2019; Phan & Jeong, 
2016; Tung, 2018; Tung & Thanh, 2015). Therefore, this current study is expected to 
provide a new evidence of related issues for policymakers in Vietnam as well as other 
developing countries. On the other hand, the findings from this study are obviously 
helpful for academics when this empirical evidence is great to explain in detail related 
the trade balance as a source for supporting the economic development in developing 
countries such as Vietnam. In this study, the ARDL bounds test approach is applied 
with a quarterly database collected from the General Statistics Office of Vietnam 
(GSO, 2022) from 1995 to 2020.
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This study includes five sections. Section 2 is a compilation of relevant studies. 
Section 3 presents the methodology and data source. The result and discussion are 
shown in Sect. 4. Finally, a conclusion is summarized in Sect. 5. 

2 Literature Review 

The increase in globalization shows the important role of international commer-
cial activities in the economic development of countries. Hence, there are some 
approaches to analyze the fluctuation of the trade balance in a country. The exchange 
rate is one of the elements that have a robust impact on the export–import activities 
of an economy. The impact of the exchange rate on international trade is explained 
through the Marshall-Lerner Condition (MLC), in which MLC shows the impact of 
the currency devaluation on the trade balance (eg., Mahmud et al., 2004). The study of 
Magee (1973) investigates the increase in exchange rate improving the trade balance 
described by a J-Curve (eg., Rose & Yellen, 1989). In the gross output analysis, 
the total number of national products is also a factor affecting the trade balance. 
Through spending flows, the change in the aggregate demand will be reflected in the 
total national output as well as the national trade balance (Brueckner & Lederman, 
2015). Another approach is the monetary policy, where the change in money supply is 
also a variable regarding the trade balance (Bahmani-Oskooee & Kanitpong, 2017). 
There are several experimental results that show the impact of these factors on the 
balance of international trade in countries. 

In an empirical study in Malaysia, Duasa (2007) estimates elasticities between 
trade balance, national output, money supply, and exchange rate in this country. The 
findings conclude that the Marshall-Lerner condition does not confirm in the long 
run for the economy. Waliullah et al. (2010) investigate the relationship between 
the trade balance, gross domestic product, money supply, and real exchange rate in 
the economy of Pakistan from 1970 to 2005. The bounds test confirms a significant 
long-term relationship between the balance of international trade and independent 
variables. The empirical results show that the exchange rate has a positive relation-
ship to the trade balance in the long and short run. Besides, the results imply that 
money supply and national output have important roles in determining the fluctuation 
of the trade balance. The exchange rate policy helps to increase the trade balance 
much stronger than the national output and money supply. Khan and Hossain (2012) 
develop a new model to analysis the trade balance in Bangladesh. Based on an 
empirical test for Bangladesh’s trade, the authors find the existence of a cointegra-
tion relationship between this economy and its major trading partners. On the other 
hand, a significant relationship between variables of the empirical research model 
is confirmed in the long run. Kodongo and Ojah (2013) do a study focusing on 
the intertemporal causal relationships between the real exchange rate, the balance 
of international trade, and external capital flows in the African region. The study 
sample included nine major African countries from 1993 to 2009. The empirical
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result revealed that the net effect of a depreciation of the domestic currency can have 
an enhancement in the domestic country’s international trade status in the short run. 

Ahad (2017) investigates the relationship between financial development, 
exchange rate, inflation, and trade balance in developing countries. The result shows 
that three independent variables have significant effects on the trade balance in the 
long run. However, in the short run, there are only the exchange rate and inflation 
have statistically significant effects on the dependent variable. Bahmani-Oskooee 
and Kanitpong (2017) use a nonlinear econometric model to analyze the additional 
asymmetric effects in an Asian regional sample. The authors conclude that there is 
empirical evidence of long-term and short-term asymmetric effects of exchange rate 
fluctuation on the balance of international trade. Sasaki and Yoshida (2018) analyze 
Japan’s trade balance which has reached a deficit after a long period of its surplus. 
The findings show that the national trade has gone through a structural change in 
both income and exchange rate pass-through elasticity which made the fluctuation 
of the trade balance. 

From Africa, Ahiakpor et al. (2019) examined the relationship between trade open-
ness and the tools of monetary policy in Ghana using a monthly time-series database 
from 2002 to 2017. The estimated results confirm that higher trade openness leads to 
the monetary policy (including the exchange rate) becoming more effective. Hoang 
et al. (2020) investigate the determinants of international trade between ASEAN 
countries and Taiwan. The study indicates that the economic scale and per capita 
income of ASEAN countries have stronger impacts than those of Taiwan in aggre-
gate trade as well as in the degree of manufacturing. Gürtle (2019) investigated the 
J-curve situation in the Czech economy with quarterly data from 2000 to 2014. The 
study limits the research data on the economic relationship of a small open economy. 
The result shows that the real effective exchange rate has a strongly negative impact 
on the balance of international trade in the short run and a positive one in the long 
run. The evidence confirms the J-curve phenomenon in the study situation of the 
Czech economy. On the other hand, the economic growth rate has a significantly 
higher effect on the trade balance than in other countries. 

In a recent study, Marin (2020) compared the affecting factors of trade activities 
between South Korea and Colombia. The variables are added in the quantitative 
model such as the gross domestic products of the importer and exporter countries. The 
results of the empirical econometric model revealed that the free trade agreements 
(FTAs) have an insignificant impact on international trade in South Korea. Besides, 
the empirical evidence suggests that the agricultural sector of Colombia has potential 
opportunities to compete in the Asian region. Shubaita et al. (2020) analyzed the 
relationship between trade balance, exchange rate, and real gross domestic product 
in Tunisia from 1980 to 2018. Although the bounds test confirms a cointegration 
between variables, the estimated result shows that this country does not follow the 
Marshall-Lerner framework in the long run. 

Following the previous results, the quantitative effects of related variables on trade 
balance are much more varied. The empirical results depend on the characteristics 
of each economy. To the best of our knowledge, there is no evidence related to the 
factors affecting the trade balance in Vietnam. Hence, in the next section, the paper
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presents the quantitative methodology and the database to analyze the determinants 
of the trade balance in Vietnam in recent years. 

3 Methodology 

The empirical research model has four variables. The dependent variable is the trade 
balance, besides, there are some independent variables are included in the function 
including national output, money demand, and nominal exchange rate. The research 
function is performed in a simple form as follows. 

TB = f(Y, M, EXCH) (1) 

where: 
TB = Trade balance 
Y = National output, trillion VND 
M = Money demand, trillion VND 
EXCH = Exchange rate, VND/USD 
The trade balance indicator is usually calculated by the total value of exports 

minus the total value of imports. However, in this paper, the trade balance variable 
is computed by the rate of exports value divides by imports value. This solution 
is a good idea because the values of the variable are not dependent on the unit of 
measurement. The national output and money demand values are adjusted from the 
nominal to the real values by a constant price. This kind of calculation was employed 
in some previous studies such as Onafowora (2003) and Duasa (2007). Based on the 
suggestions from related studies (see Baek, 2013; Bahmani-Oskooee & Kanitpong, 
2017; Duasa, 2007; Hoang et al., 2020; Waliullah et al., 2010), a linear function will 
be well presented if all time-series variables transformed to the natural logarithm 
values, which obtain direct elasticities among variables. Using the natural logarithm 
of all variables, the function (1) can be rewritten in the below format. 

LnTBt = β0 + β1LnYt + β2LnMt + β3LnEXCHt + εt (2) 

where β1, β2, and β3 are evaluated values. β0 is a constant value that presents the 
trade balance elasticity value that is not explained by the independent variables. 
Furthermore, E presents the error term, and t denotes the period. 

The long-term cointegration relationship between the independent variables and 
trade balance is checked by the Autoregressive Distributed Lag (ARDL) method 
and the bounds values (Pesaran et al., 2001). The methodology is chosen because of 
some advantaged points including it helps to conclude with a mixture of I(0) and I(1) 
variables. The test can be employed in a single-equation format, and finally, a smaller 
observation is required than others (Baek, 2013; Bahmani-Oskooee & Kanitpong, 
2017; Duasa, 2007). Hence, the ARDL bounds test is a powerful methodology for 
testing the cointegration relationship of variables in a linear functional form.
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Table 1 The hypothesis of the ARDL bounds test 

Null hypotheisis (H0) Alternative hypothesis (H1) Function 

ψ1 = ψ2 = ψ3 = ψ4 = 0 ψ1 /= 0; or ψ2 /= 0; or ψ3 /= 0; or 
ψ4 /= 0 

f(LnTB/LnY,LnM,LnEXCH) 

Source Calculated from the study data 

(3) 

In the first step of the bounds test, the ARDL function will be calculated by the 
ordinary least squares (OLS) regression, and then chosen the optimal lag length by 
the Akaike Info Criterion (AIC) indicator (Pesaran et al., 2001). In the second step, 
the long-term cointegration relationship between the variables is checked by Wald’s 
test (F-statistics). There are two hypotheses including the null hypothesis of no coin-
tegration (H0) against the alternative hypothesis (H1) of a long-term cointegration 
between the variables. The alternative hypothesis means at least one of ψ1–ψ4 is  
different than zero. The hypothesis of the ARDL bounds test is performed as the 
Table 1. 

There are three potential conclusions of the ARDL bounds test. First, if the F-
statistic value is below the lower limit of the bound values, we cannot be rejected the 
null hypothesis of no long-term cointegration relationship. Second, if the F-statistic 
value is higher than the upper limit of the bound values, the null hypothesis (H0) can 
be rejected, and the testing result confirms the existence of a long-term cointegration 
relationship among variables. Finally, the cointegration cannot be confirmed in the 
case the F-statistic value is between the lower limit and upper limit of the bound 
values. 

If the ARDL bounds test confirms there is a long-term cointegration relationship 
between the variables, we will employ the error correction model (ECM) to explore 
the short-term dynamic relationship. The ECM model for identifying the short-term 
relationship among variables is written as the Eq. (4).

ΔLnTBt = δ0 + 
k∑

i=1 

δ1iΔLnTBt−i + 
k∑

i=0 

δ2iΔLnYt−i + 
k∑

i=0 

δ3iΔLnMt−i 

+ 
k∑

i=0 

δ4iΔLnEXCHt−i + γ ECMt−1 + μt 

(4)
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This paper uses a quarterly database form that was collected from 1995 to 2020. 
The total observation is 104. The data on the trade balance and yield are directly 
downloaded and calculated from the General Statistics Office of Vietnam (GSO, 
2022). The data on money demand and nominal exchange rate are sourced from the 
State Bank of Vietnam. All the time-series variables are transformed to the natural 
logarithm values before putting in the quantitative process. The statistical descriptive 
analysis of the variables is shown in the Table 2, (Fig. 1) 

Table 2 A statistical summary of the variables 

Variable Max Min Mean Std. Dev Obs 

LnTB 0.146 − 0.595 − 0.106 0.157 104 

LnY 6.113 3.782 4.830 0.618 104 

LnM 7.855 3.543 6.051 1.267 104 

LnEXCH 10.06 9.307 9.751 0.230 104

ΔLnTB 0.335 − 0.373 0.002 0.101 103

ΔLnY 0.317 − 0.563 0.023 0.231 103

ΔLnM 0.306 − 0.145 0.041 0.051 103

ΔLnEXCH 0.053 − 0.017 0.007 0.012 103 

Source Calculated from the study data
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Fig. 1 The graphs of the variables in the ARDL function (Source Calculated from the study data)
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4 Results 

Before estimating the ARDL model to explore the determinants of the balance of 
foreign trade in Vietnam, the time-series properties of the variables are checked for 
the unit root by two methodologies including the augmented dickey-fuller (ADF) 
and the Phillips-Perron (P-P) test. In detail, the null hypothesis (H0) of the presence 
of unit root is tested against the alternative hypothesis (H1) of no unit roots. The 
testing results of the unit root test confirm that the variables at the level are received 
both stationary and non-stationary. However, all variables are stationary at their first 
difference values with both two testing methodologies (Table 3). 

Following the bounds testing approach literature, the Akaike Info Criterion (AIC) 
value is employed to choose the optimal lag length of the general ARDL model 
(Pesaran et al., 2001). Based on the comparison of the received AIC values, the ARDL 
(3,2,0,1) is selected for the bounds testing process of the long-term cointegration 
relationship. The Wald test is done for examining the H0 hypothesis of the ARDL 
model. The calculated F statistic = 5.387381 is much higher than the upper bounds 
critical value = 4.37 at a 1% significance level. The F-statistic value from the Wald 
test is, in this case, positive and significant; hence, the null hypothesis (H0): ψ1 = 
ψ2 = ψ3 = ψ4 = 0 has been rejected at a 1% significance as well. The bounds test 
concludes that there is a long-term cointegration relationship among variables in the 
testing function (see Pesaran et al., 2001) (Table 4).

The bounds test has confirmed a long-term cointegration among trade balance 
and its determinants when trade balance is employed as the dependent variable in 
the function. Based on the testing result, the quantitative analysis is done by the 
estimation of both short-term and long-term elasticities using Eqs. (2) and (4). In the 
long-term result, independent variables significantly affected the trade balance. In

Table 3 The unit root test for the variables 

Variable ADF test P-P test 

t-statistic CV Conclusion t-statistic CV Conclusion 

Time series at the level 

LnTB − 3.116 − 4.052 NS − 4.275 − 4.049 S 

LnY − 2.340 − 4.053 NS − 11.80 − 4.049 S 

LnM − 1.121 − 4.019 NS − 1.160 − 4.049 NS 

LnEXCH − 1.606 − 4.050 NS − 1.605 − 4.049 NS 

Time series at the first difference

ΔLnTB − 8.792 − 4.052 S − 27.50 − 4.050 S

ΔLnY − 24.19 − 4.052 S − 52.23 − 4.050 S

ΔLnM − 8.189 − 4.051 S − 8.736 − 4.050 S

ΔLnEXCH − 6.845 − 4.050 S − 6.986 − 4.050 S 

Notes NS = non-stationary; S = Stationary; CV = Critical value at 1% 
Source Calculated from the study data 
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Table 4 The Wald test result 
of the cointegration 
relationship 

F-statistic value Significance level (%) Bounds critical 
values 

I(0) I(1) 

5.387381 
(P-value 0.0006) 

1 3.43 4.37 

2.5 3.13 4.05 

5 2.86 3.78 

10 2.57 3.46 

Source Calculated from the study data

detail, the estimated result of the long-run model shows negative impacts of national 
output (at 10% significance) and money supply (at a 1% significance) on the balance 
of trade. The negative sign of the coefficient from the national output can be explained 
when Vietnam had many years with the sum of imports was larger than the sum of 
exports (a trade deficit phenomenon), meanwhile, the national output has increased 
during the period (see Abbott & Tarp, 2012; Thanh, 2005). In the future, Vietnamese 
policymakers need to enhance the domestic demand shifts from foreign products to 
domestic production of substitution products as a reaction to the higher prices of 
imports. This solution can help a trade balance improvement. The negative effect of 
money demand on the trade balance is consistent with previous studies (for example, 
Duasa, 2007; Waliullah et al., 2010). On the other hand, the estimated coefficients 
mean a 1% increase in the gross domestic product can reduce the trade balance by 
0.091%, while a 1% increase in money supply reduces the balance of foreign trade 
by 0.123%, respectively. 

The long-term analysis demonstrates that the exchange rate variable positively 
and significantly affects the trade balance when a 1% rise in the exchange rate has 
caused a 1.336% increase in the trade balance over the study period. The estimated 
result indicates that in the long run, the exchange rate contributes most considerably 
to the increase of the trade balance in Vietnam. Furthermore, by finding a positive 
and significant effect of the exchange rate to trade balance in the long run, the J-curve 
phenomenon is expected to conclude in the short-term estimation. The short-term 
result will be identified by the error correction term technique computed from the 
long-term regression. Besides, it is important to note that the estimated coefficients 
in Table 5 merged both the short-term effect and the long-term effect of independent 
variables on the trade balance.

The short-term analysis investigates that the gross output significantly causes trade 
balance (at a 1% significance); for example, a 1% rise in the gross output causes a 
0.159% decrease in the trade balance. Obviously, the short-term and long-term esti-
mations confirm the significant positive effects of the gross domestic product on the 
trade balance. It is a serious problem when economic growth is merged with the trade 
deficit. In the future, Vietnam must put a position for itself at the center of the global 
production process and world value chain. Based on the foreign trade improvement 
strategy, the economy can approach and join high-value manufactured products in 
high-income markets related to the free trade agreements (FTAs) where Vietnamese
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Table 5 The ARDL long run 
and short-run analysis 

ARDL long-run analysis. Dependent variable = LnTB 
Variable Coefficient t-Statistic P-value 

LnY − 0.091* − 1.672 0.097 

LnM − 0.123*** − 3.093 0.002 

LnEXCH 1.336*** 6.494 0.000 

Constant − 11.95*** − 6.776 0.000 

R-squared = 0.5342 
Adjusted R-squared = 0.5203 
ARDL short-run analysis. Dependent variable = ΔLnTB

ΔLnTB(−1) 0.034 0.373 0.709

ΔLnTB(−2) 0.148 1.624 0.107

ΔLnTB(−3) − 0.173* − 1.929 0.056

ΔLnY − 0.047 − 1.060 0.291

ΔLnY(−1) − 0.017 − 0.334 0.738

ΔLnY(−2) − 0.159*** − 3.549 0.000

ΔLnM 0.248* 1.666 0.099

ΔLnEXCH 0.949 1.525 0.130

ΔLnEXCH(−1) − 0.335 − 0.530 0.597 

ECM(−1) − 0.383*** − 4.447 0.000 

Constant − 0.004 − 0.375 0.708 

R-squared = 0.5598 
Adjusted R-squared = 0.5104 
Short-run diagnostic test 
Normality test (Jarque–Bera) = 4.506 (P-value = 0.105); 
Breusch-Godfrey Serial Correlation = 1.648 (P-value = 
0.184); Heteroskedasticity: Breusch-Pagan-Godfrey = 0.877 
(P-value = 0.557); Ramsey Reset = 0.563 (P-value = 0.574) 

Notes ***, **, * display significance at 1%, 5%, and 10% levels, 
respectively 
Source Calculated from the study data

products enjoy preferential market access. With these solutions, Vietnam can receive 
more of the added value and put the domestic products up in the added value of the 
international production chain. On the other hand, the Vietnamese enterprises must 
improve the competitiveness level of domestic products to substitute foreign prod-
ucts as a solution to reduce imports. This strategy also helps to enhance the balance 
of foreign trade in the future. 

The money supply has a significant positive effect on the trade balance at the 
10% level. It means that a 1% increase in money supply is significant to a 0.248% 
increase in the short-term trade balance. The lag variable of the trade balance is 
negative and significant at a 10% level, which means the international trade shows 
a harmful effect on itself in the short run. Over three decades after the definition of
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the Marshall-Lerner condition was presented and the J-Curve evidence came into 
academic existence. In detail, the J-curve phenomenon shows how a devaluation of 
a national exchange rate can affect the trade balance. Furthermore, the J-curve is 
understood as a dynamic view of the Marshall-Lerner condition by the elasticities 
approach. There is evidence of the J-curve in Vietnam when the coefficient of the 
exchange rate variable is negative (but insignificant) in the short run, while it shows 
a significant positive impact in the long run (see Halicioglu, 2007; Nusair, 2016; 
Onafowora, 2003; Shubaita et al., 2020). The weak negative effect of the exchange 
rate on the trade balance in the short run can consider a lucky phenomenon in the 
case of devaluation of the currency in Vietnam. The empirical evidence confirms that 
the Marshall-Lerner Condition holds in the long run in the Vietnamese economy, as 
a result, it explains how Vietnam could robustly increase its international trade in 
previous studies (see Abbott & Tarp, 2012; Barker & Üngör, 2019; Deprez, 2018; 
Gürtle, 2019; Thanh, 2005). In addition, the estimated result is consistent with the 
Marshall-Lerner condition in some developing economies (see Bahmani et al., 2013; 
Chebbi & Olarreaga, 2019; Mahmud et al., 2004; Sastre, 2012). 

The coefficient of the ECMt-1 variable indicates the speed of adjustment of vari-
ables return to equilibrium; based on the literature, it is a statistically significant value 
with a negative sign. In the short-run estimation, the lagged variable of the error term 
(ECMt-1) is found to have a negative sign and is statistically significant at a 1% level. 
The result ensures that long-run equilibrium can be attained. The significance of 
the error correction term implies the evidence of adjusting level from short run to 
long run (Pesaran et al., 2001). The coefficient of the ECMt-1 is − 0.383 showing a 
high rate of convergence to equilibrium. After estimating the short-term elasticities 
according to the ARDL method, an important note for the result is the conclusion of 
free from problems of econometrics, for the estimated coefficients to be consistent. 
The normality test (Jarque–Bera = 4.506 with P-value = 0.105), hence, the residuals 
of the regressive estimation follow the normal distribution. The Breusch–Godfrey 
testing value = 1.648, with P-value = 0.184, which confirms that there is no autocor-
relation problem in the estimated result. The Breusch-Pagan-Godfrey test result = 
0.877 (with P-value = 0.557) shows that the model is free of the heteroskedasticity 
phenomenon. The Ramsey Reset test = 0.563 (P-value = 0.574) helps to conclude 
the correct form used in the research model. Therefore, the diagnostic tests imply 
that the results of the ARDL estimation are stable and ensure reliability conditions 
(see Pesaran et al., 2001). 

5 Conclusions 

In this paper, we employ the ARDL bounds testing approach developed by Pesaran 
et al. (2001) to analyze the determinants of trade balance in Vietnam using a quarterly 
database from 1995 to 2020. The estimated results have contributed to several notable 
findings. First, there is evidence of a long-term cointegration relationship between the 
trade balance and independent variables. Second, the coefficients of the independent
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variables have statistically significant impacts on the trade balance in the long-term 
model. In detail, the coefficients of the national output and money supply are negative; 
on the other hand, the coefficient of the exchange rate is positive. Third, the short-term 
estimated result confirms the effect of the exchange rate on the balance of foreign 
trade followed by the J-curve theory. Besides, in the short-term analysis, national 
output has a negative and statistically significant impact on the trade balance, while 
the supply of money confirms a significant positive effect on the dependent variable. 

The empirical evidence suggests policymakers need to reconsider the management 
ways of monetary policy in the coming time. Because the increase in money supply 
has a short-term positive effect but it changes to a negative side in the long run. 
Hence, monetary policy should be studied so that the expansion mechanisms can 
promote the trade balance in both the short run and the long run. It is necessary to 
continue implementing the exchange rate policy for supporting the increase of the 
trade balance; besides, currency devaluation only has a negative effect in the short 
run (as a J-curve phenomenon). The increase in national output leads to a long-term 
decline in the balance of trade; it is evidence for policymakers to design policies in 
domestic consumption (decrease imports) as well as boost the production capacity 
of enterprises to increase exports. Consequently, the increase in national output can 
be enhanced with the surplus of the Vietnamese trade balance in the future. 
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Derterminants of FDI Inflows 
to Developing and Least Developed 
Countries 

Dao Thi Bich Thuy 

Abstract The purpose of this paper is to explore the determinants of FDI inflows 
to developing and least-developed countries. The empirical study consists of 102 
developing and least developed countries as classified by the United Nations in 
the period from 2000 to 2019. The fixed effect model with the Driscoll and Kraay 
standard errors estimation is used and the results reveal that market size, infrastructure 
development, financial development, economic freedom, and economic globalization 
play as FDI stimulus factors while social and political globalization have a negative 
effect on FDI inflows in all countries. Quality of labor force, while having a positive 
effect on inward FDI in the developing country group, shows to be a drag in FDI 
inflows in the least developed country group. There is a strong evidence of market-
seeking FDI in all countries, natural-seeking FDI in least developed countries, and 
efficiency-seeking FDI is more evident in developing countries. 

Keywords Foreign direct investment · FDI determinants · Developing and least 
developed countries 

1 Introduction 

It is a wide belief that foreign direct investment (FDI) plays an important role in 
economic growth of developing countries. FDI does not only contribute direct capital 
stock to the host countries but is also considered as an effective source for local labor 
training, the demonstration of managerial skills and expertise as well as a valuable 
channel for the transfer of advanced technologies (Abbes et al., 2015). Attraction of 
FDI to the countries has become the important goal that governments in developing 
countries wish to pursue. For the governments in developing countries to successfully 
achieve their goal, it is important that they need to know what are the factors that 
multinational firms consider when investing overseas.
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The determinants of FDI are complex covering a wide range from traditional 
to institutional factors. In traditional views, factors affecting FDI include the host 
country’s market size and its potential growth, infrastructure, technology, human 
factor, geographic location, and natural resources. Foreign investors are either moti-
vated by interest in accessing and exploiting natural resources (natural resource-
seeking FDI), serving foreign markets (market-seeking FDI) or gaining higher 
productivity or lower costs of production (efficiency-seeking FDI) (Wadhwa & 
Reddy, 2011). The more recent views look at institutional quality, such as the provi-
sion of business-friendly environment or the degree of the country’s openness (Sabir 
et al., 2019). 

There are an extensive number of studies aimed at finding the determinants of 
FDI inflows, and the majority focused on developing countries. Those studies are 
conducted at the individual country level, the group of countries by region, or the pool 
of developing countries worldwide. However, in the so-called developing countries, 
the level of development varies among them. Based on human development and 
socioeconomic development, the United Nations (World Economic Situation and 
Prospects, 2018) distinguish least-developed countries from developing countries. 
According to the United Nations, least-developed countries are low-income countries 
with low levels of human assets and suffer high economic vulnerability. Despite the 
distinction between developing and least-developed countries, there is lack of studies 
on determinants of FDI inflows to the developing world taking into consideration of 
this issue. The purpose of this paper is to fill this gap where we seek to explore the 
determinants of inward FDI in developing countries in comparison to that in least 
developed countries. 

The rest of the paper is organized as follows. Literature review is provided in 
Sect. 2 and followed by methodology in Sect. 3. Section 4 discusses the results, and 
finally, Sect. 5 is the conclusion. 

2 Literature Review 

Market size is considered as the most crucial factor for attracting foreign direct 
investment due to high expected demand and prospects of economies of scale. The 
market size hypothesis claims that efficient utilization of resources and exploitation 
of economies of scale demand for a large market (Balassa, 1966; Scaperlanda & 
Mauer, 1969). The implementation of superior technologies is effective for a large 
scale of production which in turn predetermines the size of the market. Foreign 
direct investment will be taken in a country only when the country meets the market 
requirements in terms of size. When the market size increases, the influx of FDI is 
stimulated to meet the growth in demand. There thus exists a positive relationship 
between foreign capital inflows and GDP growth of the host country. There are a 
number of empirical studies that supported for market size being a determinant of 
inward FDI. Hornberger et al. (2011) by summing up a set of 30 empirical studies on 
developing and transition economies conducted since 2000 found that the size and
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growth potential of markets are significantly associated with foreign direct investment 
inflows. Studies by Kok and Ersoy (2009) for 24 developing countries and Wadhwa 
and Reddy (2011) for 10 Asian countries in the period 1991–2008 also confirmed a 
positive relationship between foreign direct investment and GDP. A more recent study 
by Gabriel et al. (2016) for Nigeria in the period 1970–2011 found that economy size 
has a statistically positive effect on foreign direct investment. Similarly, Petrović-
Ran -delović et al.  (2017) concluded that GDP growth fosters FDI inflows in the six 
countries of the Western Balkans region in the period 2007–2015. 

In the traditional view, FDI is attracted to developing countries with the abundance 
of labor to take advantage of cheap labor cost. However, Pfeffermann and Madarassy 
(1992) argued that new technological advances have reduced the labor content and 
increased the knowledge content of production. For this reason, FDI has gradually 
moved away from low-cost and low-skilled labor-intensive industries toward more 
capital and knowledge-intensive industries. The availability of well-educated pool of 
workforce in the host countries has become an increasingly important factor attracting 
multinational corporations. Empirical studies supported for both views of cheap labor 
costs and human capital being determinants of FDI inflows. Donaubauer and Dreger 
(2018) reasoned that the increase in wages in China has caused a shift of FDI away 
from China to low-wage countries in the Asian region. In examining the determinants 
of FDI in selected Central and Eastern European Countries (CEECs) for the period of 
1995–2003, Bellak et al. (2008) found that higher labor costs affect FDI negatively, 
whereas the impact of higher labor productivity on FDI is positive. Similarly, Abbas 
et al. (2021) concluded that both cheap and skilled labor in the host country play as 
the driven factor to attract FDI. Noorbakhsh et al. (2001) claimed that human capital 
is one of the most important determinants of FDI inflows to developing countries and 
its importance has become increasingly greater through time. A positive relationship 
between human capital and the inflows of FDI to developing countries is found in 
studies by Karimi et al. (2013) and Kheng et al. (2017). 

Financial development plays the role in influencing FDI in two ways: direct and 
indirect effects. As argued by Desbordesa and Wei (2017), to engage in FDI foreign 
firms must incur substantial upfront fixed costs such as the cost of establishing or 
purchasing a production facility in the host country. Besides, due to the nature of 
projects with a large initial scale, a long gestation but a short harvest period, or the 
continuing investment requirement, firms may find it unable to finance the upfront 
fixed costs with internal funds (Rajan & Zingales, 1998). In such the case, firms 
must rely on external funds and their access to external finance depends on financial 
development. Higher financial development in the source countries would enable the 
firms to get external funds, and increase the volume of outward FDI from the source 
to the host countries. However, when the firms face with constraint of getting external 
funds from source countries’ financial institutions, they may choose to use the source 
of external funds in the host countries if local financing conditions are favorable 
(Desai et al., 2004). Therefore, higher financial development in the host country can 
have a positive direct effect on the volume of inward FDI. Studies by Feinberg and 
Phillips (2004), Desai et al. (2006), and Bilir et al. (2019) supported the positive 
direct external finance effect of the host country’s financial development when they
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found that the expansion of the activities of U.S. foreign affiliates is constrained in 
host countries where external finance is relatively limited and expensive. 

Beside the direct effect, higher financial development in the host country can also 
create an indirect effect on FDI through its promotion of competition and overall 
economic activity (Rajan & Zingales, 1998; Klapper et al., 2006; Manova, 2013). 
Higher financial development in the host country induces the entry of both local 
and foreign firms which raises the competition in the host country’s market. Higher 
competition results in higher prices of local inputs while lower market share and 
thus a decline in potential sale volume and profits for foreign firms. This obviously 
creates a bad effect on foreign firms targeting the host country’s market and makes 
a country a less attractive destination than before. The negative indirect competition 
effect of the host country’s financial development is evidence in the finding by Ju 
and Wei (2010). 

The country’s openness is considered to be a key determinant of FDI inflows. A 
considerable amount of empirical studies has been conducted on this relationship 
and in these studies, trade openness measured by the ratio of trade volume to GDP 
is used as a proxy for the openness of the country. The majority of studies supported 
for a positive relationship between trade openness and FDI inflows. Among them are 
Neumayer and Soysa (2004), Liargovas et al. (2012), Makoni (2018), and Zaman 
et al. (2018). According to these studies, foreign direct investment is more attracted 
to those countries with lower restrictions on import and export activities. A negative 
relationship between trade openness and FDI inflows is found in other studies (Cantah 
et al., 2018; Khan & Hye, 2014 and Mudiyanselage et al., 2021). And yet studies 
by Ho et al. (2013) and Wickramarachchi (2019) found that trade openness had no 
significant impact on FDI inflows. 

As defined by Gwartney et al. (2017), economic freedom refers to the extent to 
which economic activities are “coordinated by personal choice, voluntary exchange, 
open markets, and clearly defined and enforced property rights”. Economic freedom 
shapes the business climate in which foreign firms operate and thus affects foreign 
investors’ decision in choosing the location to invest. The relation between economic 
freedom and FDI inflows has captured attention from many researchers. The majority 
found evidence that economic freedom has a positive impact on FDI inflows. Among 
these works are Bengoa and Sanchez-Robles (2003) for 18 Latin-American countries, 
Quazi (2007) for 7 East Asian countries, Nasir and Hassan (2011) for South Asian 
countries, Moussaa et al. (2016) for 156 countries, Hossain (2016) for 79 developing 
countries, Imtiaz and Bashir (2017) for 20 South Asian countries, Barua et al. (2017) 
for 81 countries, and Sooreea et al. (2020) for 40 Sub-Saharan African countries. 

3 Methodology 

The determinants of FDI inflows to developing and least-developed countries are 
considered to include market size, labor factor, infrastructure development, financial
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development, natural resource, economic freedom, and the degree of the country’s 
openness (Fig. 1) 

The empirical study is conducted with 102 countries including 67 developing and 
35 least-developed countries as classified by the United Nations in the period from 
2000 to 2019. The chosen period of study is mainly constrained by the availability 
of data. Based on the conceptual framework, the regression equation is written as 

FDIi,t = c + β1GDPi,t + β2POPi,t + β3QLFi,t + β4URBi,t + β5FINi,t + β6NARi,t 

+β7EFRi,t + β8EGIi,t + β9SGIi,t + β10PGIi,t + αi + μt + ei,t 
where subscript i denotes country and t denotes time in year. 

Variable description. 

FDI inflow (FDI): this variable is measured as net inflows of foreign direct investment 
in percentage of GDP. Data for net inflows of foreign direct investment is taken from 
World Development Indicators (World Bank). 

Market size (GDP): this variable is measured as the growth rate of GDP. Data for 
annual GDP growth rate is taken from World Development Indicators (World Bank). 

Size of labor force (POP): this variable is measured as the natural logarithm of total 
population. Data for total population is taken from World Development Indicators 
(World Bank).

FDI inflow 

Maket size Size of labor force 

Infrustructure 
development 

Natural resource Economic freedom 
Degree of 
openness 

Financial 
development 

Quality of labor 
force 

Fig. 1 Conceptual framework on determinants of FDI inflows to developing and least-developed 
countries (Source Author’s proposed conceptual framework based on literature reviews) 
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Quality of labor force (QLF): a good proxy for the measurement of labor quality is 
education level which is provided by the education index (UNDP Human Develop-
ment Reports). The education index is calculated as an average of adult’s mean years 
of schooling and children’s expected years of schooling. 

Infrastructure development (URB): this variable is measured by the rate of urbaniza-
tion where the rate of urbanization is the percentage of total population who are living 
in urban area. Data for the rate of urbanization is taken from World Development 
Indicators (World Bank). 

Financial development (FIN): this variable measures the level of a country’s financial 
development. The Financial Development Index which is developed by the Interna-
tional Monetary Fund is used as it captures the complex multidimensional nature of 
financial development. The index has the maximum score of 1.0, and a higher score 
means a higher degree of financial development. 

Natural resource (NAR): this variable is measured as total natural resources rents 
in percentage of GDP. Data for total natural resources rents is taken from World 
Development Indicators (World Bank). 

Economic freedom (EFR): this variable measures the extent to which government 
provides a business-friendly environment conducive for the development of private 
business sector. Economic freedom is measured by the Index of Economic Freedom 
published by the Heritage Foundation. The maximum score for the index is 100, and 
a higher score means a higher level of economic freedom. 

Degree of openness: The KOF Globalization Index (KGI) is used to measure the 
country’s degree of openness. Globalization is defined as “a process that erodes 
national boundaries, integrates national economies, cultures, technologies, and 
governance, and produces complex relations of mutual interdependence” (Gygli 
et al., 2018). The index comprises of three dimensions which are economic global-
ization (EGI), social globalization (SGI), and political globalization (PGI). The score 
for each sub-index ranges from 0 to 100 with a higher score means the increase in 
the country’s level of openness. 

Since data for all countries is collected in the same time period, a strongly balanced 
panel data is provided. Firstly, the Hausman test is conducted which shows that fixed 
effect model is more appropriate than random effect model (chi2(19) = 68.51, Prob 
> chi2 = 0.000). Next, various diagnostics tests are followed. Modified Wald test 
for groupwise heteroskedasticity in fixed effect regression model shows there exists 
heteroskedasticity (chi2(103)= 2.2e+ 05, Prob > chi2= 0.000). The Wooldridge test 
for autocorrelation in panel data confirms serial correlations (F(1, 100) = 17.40, Prob 
> F=0.000). With the presence of serial correlations and heteroskedasticity problems 
in data, the Driscoll and Kraay standard errors estimation is used as suggested by 
Torres-Reyna (2007). In the model, dummy variables are included to distinguish 
between developing and least-developed countries.



Derterminants of FDI Inflows to Developing and Least Developed … 255

4 Results 

The regression results are reported in Table 1 which are used to summarize the effect 
of FDI determinants in developing and least developed countries in Table 2.

As can be seen from Table 2, with a positive value (β = 0.15), market size fosters 
the inflows of FDI in both groups of developing and least developed countries. This 
is an evidence of market-seeking FDI where foreign firms are attracted to countries 
experiencing high economic growth. High economic growth results in larger market 
size, a higher demand for firms’ products, and thus an expansion of business prospect 
for foreign firms in the host countries. 

There is a positive relation between quality of labor force and FDI inflows (β = 
7.86) in the developing country group. Better quality of workers means higher labor 
productivity. One of the advantages for foreign firms is their access to superior tech-
nologies but the implementation of these superior technologies in the host country 
is subject to the ability of local workers to handle it. More educated and skilled local 
workers can be easier to get trained to work with advanced technologies. This is not 
only help foreign firms to gain competitive advantage over domestic firms but also 
enable them to increase their labor productivity leading way to earn higher profits. 
However, unlike developing countries, quality of labor force shows to have a negative 
effect on inward FDI (β = −15.96) in the least developed country group. This may 
suggest that quality of the workforce is not FDI driven factor but instead cheap labor 
costs attract FDI. Since the level of human capital in least developed countries is 
rather low, foreign firms are not ready to implement advanced technologies and may 
prefer to use labor-intensive technologies which enable them to exploit cheap labor 
costs. The increase in workers’ quality may be associated with the requirement for 
higher wages and reduce the possibility of exploiting cheap labor costs for foreign 
firms, and thus discourage the inflows of FDI. 

Infrastructure development stimulates the inflows of FDI in developing and least 
developed countries (β = 0.06). The availability and quality of infrastructure strongly 
influence business and production operations. For business activities to operate effec-
tively and efficiently, there is the need for good-quality highways and railroads, street 
lighting, reliable telecommunication, stable power, and water supply. Better infras-
tructure would reduce the costs of production for firms, such as transportation costs 
or wasting time costs incurred because of production closedown due to abrupt failure 
of power or water supply. 

Financial development shows to have a positive effect on FDI inflows in all coun-
tries (β = 2.67). Higher financial development in the host country enables foreign 
firms to gain more access to external funds allowing for the expansion of their activ-
ities in the host country. Moreover, when foreign firms operate in the host countries 
they may establish forward and backward linkages with local firms. Local firms in 
downstream industries can buy inputs produced by foreign firms and local firms in 
upstream industries can supply their output to be used as inputs by foreign firms. 
With higher financial development, local firms are easier to get external funds which 
boost up their business activities and in turns stimulates foreign firms’ business.
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Table 1 Determinants of 
FDI inflows to developing 
and least developed countries 

Explanatory variables Coefficient Standard error 

GDP: Market size 0.145 0.065** 

DUMMY–Least developed 
countries 

0.049 0.054 

POP: Size of labor force 0.269 0.325 

DUMMY–Least developed 
countries 

− 0.491 0.194** 

QLF: Quality of labor force 7.858 2.865** 

DUMMY–Least developed 
countries 

− 23.817 3.686*** 

URB: Infrastructure 
development 

0.056 0.009*** 

DUMMY–Least developed 
countries 

− 0.005 0.030 

FIN: Financial development 2.673 1.070** 

DUMMY–Least developed 
countries 

22.649 14.215 

NAR: Natural resource − 0.101 0.017*** 

DUMMY–Least developed 
countries 

0.125 0.070* 

EFR: Economic freedom 0.069 0.025** 

DUMMY–Least developed 
countries 

− 0.070 0.055 

EGI: Economic globalization 0.125 0.021*** 

DUMMY–Least developed 
countries 

0.148 0.060** 

SGI: social globalization − 0.174 0.044*** 

DUMMY–Least developed 
countries 

0.121 0.032*** 

PGI: Political globalization − 0.164 0.034*** 

DUMMY–Least developed 
countries 

0.126 0.038*** 

CONSTANT − 1.370 3.771 

Year dummies Yes 

Number of observations 1933 

Dependent variable FDI inflows 
Note ***p < 0.01, **p < 0.05, *p < 0.1  
Source Author’s estimation (see Appendix)
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Table 2 Effect of FDI 
determinants in developing 
and least developed countries 

FDI determinants Developing 
countries 

Least developed 
countries 

Market size 0.145 0.145 

Size of labor force None − 0.491 
Quality of labor 
force 

7.858 − 15.959 

Infrastructure 
development 

0.056 0.056 

Financial 
development 

2.673 2.673 

Natural resource − 0.101 0.024 

Economic freedom 0.069 0.069 

Economic 
globalization 

0.125 0.273 

Social 
globalization 

− 0.174 − 0.053 

Political 
globalization 

− 0.164 − 0.038 

Source Author’s calculation from estimation result

The effect on FDI inflows of natural resource is positive in least developed coun-
tries (β = 0.02) and negative in developing countries (β = −0.1). This is evidence 
that foreign firms are motivated to undertake investment in least-developed coun-
tries for exploitation of natural resources. Countries which are endowed with richer 
natural resources can attract more foreign investment. However, it would not be the 
case with developing countries. As the level of development increases, countries are 
more concerned with the protection of natural resources. In the developing country 
group, countries with less natural resources can attract more FDI since they can offer 
other competitive advantages such as good levels of infrastructure and high skilled 
workforce that efficiency-seeking FDI is looking for. 

In all countries, economic freedom plays as FDI stimulus factor (β = 0.07). Higher 
economic freedom results in an improvement in the business environment in terms 
of higher government integrity and lower prevalence of corruption, stronger legal 
system for safer investment climate, less regulations to free up business productivity 
and profitability, and more freedom for individuals and businesses in the labor market. 
Such favorable business environment would induce more foreign investment flowing 
to the country. 

Economic globalization has a positive effect on FDI inflows, though the magni-
tude of the effect is different with least developed countries having a higher size effect 
(β = 0.27) compared to developing countries (β = 0.13). Economic globalization 
frees up international trade and investment which allows larger flows of goods and 
capital among countries. In developing countries, efficiency-seeking FDI is attracted 
to countries due to their good levels of infrastructure and high skilled workforce.
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In their production chain, multinational firms are able to allocate different stages of 
production in different developing countries in order to exploit the country compara-
tive advantages. Since different stages of production are allocated in different devel-
oping countries, output produced in one country can become input of the production 
process in another country. In each country, foreign firms need to import materials 
from overseas and export products abroad. This requires them to involve in lots of 
import and export activities across nations. For this reason, FDI favors countries 
with a high level of openness regarding to international trade. Free trade through the 
reduction of trade barriers will facilitate the movement of goods including inputs 
and output. In least developed countries, foreign investment may favor exploitation 
of natural resources or primary industries that require low level of technologies and 
less skilled labor. The exportation of natural resources may depend on the country’s 
degree of trade freedom. Reductions in trade restrictions would make it easier for 
foreign firms to export their products and contribute significantly to the expansion 
of the country’ exports. 

The relationship between social globalization and FDI inflows is found to be 
negative (β =−0.17 for developing countries and β =−0.05 for least developed 
countries). Social globalization realizes its effect through the spread of ideas, infor-
mation flows, and movement of people. Since deeper social globalization increases 
the rate of technology transfer, knowledge diffusion, and ideas exchange via personal 
contact and cultural proximity, domestic firms can gain more access to the world’s 
stock of technologies. As a result, foreign firms may lose their advantages in supe-
rior technologies over domestic firms. Besides, there are types of products need to 
be consumed at the place where they are produced such as education or healthcare 
services. Domestic residents face with the choice between foreign services provided 
at home by foreign firms or abroad. Social globalization frees up the movement of 
people across borders. As more domestic residents are able to go abroad to seek 
for foreign education and healthcare, foreign investors have less incentive to build 
up their physical presence in the host country. The magnitude of the FDI effect of 
social globalization may depend on the country’s absorption capability. Since devel-
oping countries are more capable in absorbing advanced technologies than least-
developed countries, social globalization has a larger negative effect on FDI inflows 
in developing countries than in least-developed countries. 

Political globalization plays as an impediment to inward FDI in all countries (β 
=−0.16 for developing countries and β =−0.04 for least developed countries). One 
possible explanation for the negative relation between political globalization and FDI 
inflows is that political globalization is characterized by a diffusion of cooperative 
government policies. With stronger political cooperation, a country would have more 
access to international aid and financial support. However, easier access to interna-
tional financial borrowing causes the accumulation of the country’s external debts. 
The overhang of higher external debts raises the country’s risk which discourages 
foreign investors from undertaking investment in the country.
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5 Conclusion 

Good understanding of the determinants of FDI is important for it would help govern-
ments to provide effective measures for FDI attraction. Toward this end, the empir-
ical study is conducted at the group of country level including developing and least 
developed countries. In all countries, economic growth plays as an FDI stimulus 
factor, and this provides a strong evidence of market-seeking FDI. High economic 
growth results in larger market size and rising demand which stimulate the inflow 
of FDI. Natural resources-seeking FDI is found in least developed countries where 
legal exploitation of natural resources lures foreign investors. Efficiency-seeking 
FDI is more evident in developing countries where good levels of infrastructure and 
quality of the labor force are FDI-driven factors. In all countries, financial develop-
ment makes it easier for business firms to acquire external funds. This helps foreign 
firms to directly increase their business opportunities and also indirectly through 
the business expansion of local firms with whom foreign firms establish a business 
relationship. Foreign investors are concerned with the business environment in the 
host country. More business-friendly environment conducive for the development 
of the private business sector attracts more foreign investment. With respect to the 
country’s degree of openness, while economic globalization has a positive effect on 
FDI inflows, social and political globalization show to be a drag in the inflow of FDI. 
Economic globalization frees up international trade which facilitates the movement of 
goods including inputs and output across countries. Multinational firms are more able 
to allocate different stages of production in different developing countries in order 
to exploit the country comparative advantages. Besides, less trade restrictions would 
make it easier for foreign firms to export natural resources from least developed 
countries. In contrast, higher social globalization increases the rate of technology 
transfer and knowledge diffusion via personal contact and cultural proximity which 
allows domestic firms to gain more access to the world’s stock of technologies and 
thus weakens the advantage of foreign firms in superior technologies over domestic 
firms. Finally, stronger political cooperation would enable a country to have more 
access to the international financial source. However, the likely of higher external 
debts raises the country’s risk and thus reduces the investment incentive for foreign 
investors. 

Appendix: Estimation Result 

Regression with Driscoll-Kraay standard errors Number of 
obs 

= 1933 

Method: Pooled OLS Number of 
groups 

= 101 

Group variable (i): Country F(39, 19) = 862,995.44

(continued)



260 D. T. B. Thuy

(continued)

Maximum lag: 2 Prob > F = 0.0000 

R-squared = 0.2227 

Root MSE = 6.0085 

Drisc/Kraay 

FDI Coef Std. Err t P > t [95% Conf. Interval] 

GDP 0.1451905 0.0650064 2.23 0.038 0.0091306 0.2812504 

NAR − 0.101055 0.0170187 − 5.94 0.000 − 0.1366755 − 0.0654345 
POP 0.2691776 0.3253338 0.83 0.418 − 0.4117538 0.950109 

QLF 7.858766 2.865029 2.74 0.013 1.862192 13.85534 

URB 0.0568598 0.0091672 6.20 0.000 0.0376727 0.0760469 

FIN 2.673074 1.070286 2.50 0.022 0.4329387 4.913209 

EFR 0.0693888 0.0256548 2.70 0.014 0.0156926 0.123085 

EGI 0.1250753 0.0211133 5.92 0.000 0.0808847 0.1692659 

SGI − 0.1746615 0.0443933 − 3.93 0.001 − 0.2675776 − 0.0817453 
PGI − 0.1644122 0.0342494 − 4.80 0.000 − 0.236097 − 0.0927274 
DGDP 0.0497695 0.0547514 0.91 0.375 − 0.0648264 0.1643654 

DNAR 0.1249063 0.0706231 1.77 0.093 − 0.0229096 0.2727222 

DPOP − 0.4913292 0.1945079 − 2.53 0.021 − 0.8984389 − 0.0842194 
DQLF − 23.8172 3.686166 − 6.46 0.000 − 31.53243 − 16.10196 
DURB − 0.0056559 0.0306146 − 0.18 0.855 − 0.069733 0.0584211 

DFIN 22.64924 14.21523 1.59 0.128 − 7.10358 52.40205 

DEFR − 0.0708646 0.0550942 − 1.29 0.214 − 0.1861781 0.0444489 

DEGI 0.1487772 0.0600209 2.48 0.023 0.023152 0.2744023 

DSGI 0.1213403 0.0324793 3.74 0.001 0.0533604 0.1893202 

DPGI 0.1263573 0.0387995 3.26 0.004 0.0451491 0.2075655 

Year 

2000 0 (empty) 

2001 − 0.0554523 0.1363833 − 0.41 0.689 − 0.3409059 0.2300012 

2002 0.1035832 0.165828 0.62 0.540 − 0.2434988 0.4506652 

2003 0.0341557 0.0990158 0.34 0.734 − 0.1730867 0.2413981 

2004 0.6022564 0.1377376 4.37 0.000 0.3139682 0.8905446 

2005 1.602516 0.1723858 9.30 0.000 1.241708 1.963324 

2006 2.398849 0.1874885 12.79 0.000 2.006431 2.791267 

2007 2.85799 0.2184015 13.09 0.000 2.40087 3.31511 

2008 3.529832 0.2813555 12.55 0.000 2.940949 4.118716 

2009 2.848086 0.4178758 6.82 0.000 1.973462 3.72271 

2010 3.661122 0.2709578 13.51 0.000 3.094001 4.228243 

2011 4.588828 0.2935543 15.63 0.000 3.974412 5.203245

(continued)
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(continued)

2012 4.295941 0.3227629 13.31 0.000 3.620391 4.971492 

2013 3.621735 0.3459834 10.47 0.000 2.897583 4.345886 

2014 3.165573 0.3603703 8.78 0.000 2.411309 3.919837 

2015 3.640611 0.4422091 8.23 0.000 2.715056 4.566165 

2016 2.497468 0.3983013 6.27 0.000 1.663813 3.331122 

2017 3.22089 0.3865793 8.33 0.000 2.41177 4.03001 

2018 2.733226 0.3865554 7.07 0.000 1.924157 3.542296 

2019 2.391849 0.4000215 5.98 0.000 1.554594 3.229103 

_cons − 1.370504 3.771525 − 0.36 0.720 − 9.264398 6.523389 
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The Effect of Foreign Direct Investment 
on Human Well-Being: A Study 
of the Relationship Between the Carbon 
Intensity of Human Well-Being 
and Foreign Direct Investment in Nine 
Lower Middle-Income Countries 

Hai Bac Dang, Thuan Nguyen, Diem Nga Thi Tran, and Oanh Hoa Thi Su 

Abstract Economic growth is the primary purpose for human development of all 
nations in the world; however, it is needed to put into question whether the growth 
has brought more benefits to human-being or caused costly consequences for the 
environment and societies. The paper has studied the carbon intensity of human 
well-being (CIWB), the level of anthropogenic carbon emissions per unit of human 
well-being, to measure the relationship between economic growth and human well-
being in terms of sustainability. Approach from the theory of ecologically unequal 
exchange, the study applied Prais–Winsten technique to analyze the function of 
CIWB and economic variables in nine lower middle-income countries in the period 
of 2000–2018. We found that economic activities have significantly enhanced human 
well-being, which hasn’t supported the theory. The variables of foreign direct invest-
ment (FDI) over time and gross domestic product (GDP) showed negative effects 
on CIWB, which implies the more value of FDI and GDP, the less CIWB value. 
However, these countries should be cautioned on strategies for sustainable develop-
ment, the FDI effect on decreasing CIWB over time is low and unstable. Moreover, 
the study revealed that energy consumption (EPC) positively impacts the value of 
CIWB. 

Keywords Ecologically unequal exchange · Carbon intensity well-being (CIWB) ·
Foreign direct investment (FDI) · Lower middle-income countries 

1 Introduction 

The primary purpose of economics is to enhance human well-being (Dalziel et al., 
2018). Though economic growth is seen as the main vehicle for improvements in
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well-being like higher incomes or better living conditions, it’s apparent that economic 
growth for its own sake can result in environmental degradation or widen social 
inequalities (Bunker, 1984, 1985, 2019; Jorgenson, 2006; Martínez-Alier, 2002). 
Therefore, the concept of well-being has been transformed from welfare to human 
well-being at personal and collective levels (McGregor & Pouw, 2016). In the context 
of sustainable development, numerous measures of well-being have been developed 
to reflect a broader concept in consideration of the environment (Dietz et al., 2009). 

Carbon intensity of well-being (CIWB), which is defined as anthropogenic carbon 
emissions per life expectancy, has been created in an effort of considering the trade-
off between economic growth and the environment in a measure (Jorgenson, 2014). 
The CIWB is a new indicator of human well-being, which is relative to the harm we 
do to the environment while developing. Therefore, the success of economic growth 
is to achieve high levels of human well-being while placing relatively little stress on 
the environment, which means a low value of CIWB. 

Jorgenson (2014) in the cross-national comparative research on economic devel-
opment and CIWB across regions over time has shown surprising findings that just 
only the development in Africa has brought a decrease in CIWB over time, while it 
went into reverse for the remaining regions. Givens (2015) gave the same results that 
the impact of development on human well-being in terms of the environment from 
the high-income countries is positive and contradicted in low-income countries. In 
the case of lower middle-income countries (lower MICs), we found it interesting 
because they are facing a dilemma of rapid economic growth and have emitted a 
high amount of CO2, hence, without appropriate sustainable development strategies, 
they may fall into a high value of CIWB which could damage the success of a devel-
opment. However, in the body of literature on CIWB, there are no thorough studies 
on this group of countries. 

2 Literature Review 

The term middle-income countries (MICs) are defined by grouping nations according 
to their income. Lower MIC is a group of countries which just be over the threshold 
of low income and with a GNI per capita in between US$1,036 and 4,045 range. As 
to be one of the key sources of economic growth, the lower MICs have attracted FDI 
to boost their economies and enhance well-being (Forte & Moura, 2013; Sharma & 
Gani, 2004). However, the inward stocks of foreign investment often lead them toward 
export-oriented production and in many cases that has caused costly environmental 
externalities (Giljum & Eisenmenger, 2004; Grimes & Kentor, 2003; Jorgenson, 
2005). By adopting a multidisciplinary approach, the theory of ecologically unequal 
exchange was proposed to describe the global economic structures and relation-
ships that shape the unequal distribution of natural resources and environmental 
degradation (Bunker, 1984; Givens et al., 2019; Jorgenson, 2006). 

The theory of ecologically unequal exchange suggests the existence of struc-
tural relationships that facilitate unequal material flows in which wealthier and more
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powerful developed countries have greater power to access natural resources and 
emit pollution in the lesser-developed countries (Bunker, 2019; Ciccantell, 2019; 
Givens et al., 2019; Jorgenson, 2006). In other words, the lesser-developed coun-
tries are structured in a weaker position to fulfill the demands for raw materials 
and a sink for waste from the more-developed countries within the world economic 
system of extraction, production, consumption, and disposal (Jorgenson, 2006). In 
the case study of middle-income countries, Rooij and McAllister (2014) explained 
that their economic interests greatly overwhelm environmental interests, resulting 
in undermining various forms of legal, political, and social action against environ-
mental degradation. Therefore, a combination of weak enforcement and pervasive 
noncompliance tends to create a vicious circle that works against pollution mitigation 
and control. 

The origins of ecologically unequal exchange theory can be traced to the studies 
of Bunker (1984, 1985, 2019). He introduced the idea of the theory by building on 
earlier structural analyses of unequal economic exchange. He explained the under-
development of lesser-developed countries that they are preferring short-term benefits 
from the extractive economy. Emmanuel (1972) inherited from Marx’s labor theory of 
value, then he added wage differentials to the basis of unequal exchange. In addition, 
Hornborg (1998) stated that the theory is influenced not only by labor as Emmanuel 
(1972) but also by natural factors. He also emphasized that while raw materials have 
greater productive potential, their price is lower than processed goods, a distorted 
valuation that drives global ecological degradation and inequalities. 

Over the last two decades, the theory of ecologically unequal exchange has marked 
an advance in development when related studies have adopted quantitative analytic 
techniques to test world system theory and expanded to various topics (Ciccantell, 
2019). Most of the studies have confirmed the theory by studying the relationship 
between trade and environmental indicator as deforestation (Austin, 2010; Jorgenson, 
2006). Moreover, Givens (2018) also revealed the supported results of the theory 
that uneven global trade affects the CIWB of nations through a longitudinal study. 
Therefore, in line with these studies, the paper has chosen the FDI for the replacement 
of trade to investigate the relationship with CIWB to broaden topics for the theory. 

For our case study of nine lower middle-income countries, we do an effort to test 
the hypothesis that whether the existence of ecologically unequal exchange in these 
countries when they promoted and attracted flow stock of FDI for development. The 
relationship between CIWB and economic variables such as GDP, FDI, and EPC 
will be the answer for the efficiency of economic performance activities for human 
well-being in consideration of global climate change. Moreover, the impact of FDI 
on CIWB through time will give us a whole picture of FDI effect on well-being 
during the period of studies in the lower middle-income nations. If unequal exits, it 
will make the increase in the value of CIWB and be gradually erasing the success of 
development by the high cost in environmental externalities.
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3 Methodologies 

3.1 Data Collection 

We collected the cross-nations data in the period of 2000–2018 for nine lower middle-
income countries including: Algeria, Bangladesh, Egypt, India, Morocco, Pakistan, 
Philippines, Uzbekistan, and Vietnam. Though they are diverse by size and popu-
lation, they have many common characteristics which are aligned with their level 
of income as belonging to a rapid increase of GDP, population, life expectancy, 
and emerging serious environmental issues. In the progress of development, these 
countries have been enjoying increasing of economic growth by transforming their 
economies from primary agriculture to industry. As a result, they’ve got a quick 
increase in production-based CO2 emissions, which is the consequence of the devel-
opment of the consumption of fossil fuels (Hachaichi & Baouni, 2021). Our study has 
included 171 observations in the panel data set for testing the relationship between 
CIWB and economic variables as FDI, GDP, and EPC. In which, CIWB is converted 
by a division of production-based CO2 per capita (CO2) and average life expectancy 
(LE). The data was collected from many sources of information such as World bank, 
UNCTAD, Country economy, and Our world in data to ensure the complete data set 
in the study period. 

For the calculation of CIWB, the coefficient of variation of CO2 (the numerator) 
is much larger than that of LE (denominator); therefore, it is necessary to modify the 
value CIWB by adding a correction factor (CF) to the CO2 numerator as the below 
equation (Dietz et al., 2012; Jorgenson, 2014): 

CIWB = ((CO2 + CF)/LE)∗100 (1) 

where CF is inherited by studies of Dietz et al. (2012), using subscripts CO2 and LE 
to indicate CO2 emissions and life expectancy, respectively, the correction factor is 

CF = ([SCO2 ∗ MLE]/SLE) − MCO2 

where S is standard deviation and M is mean value. 

3.2 Methods 

In order to review the relationship between human well-being related to environment 
and the economics variables as FDI, GDP, and EPC, we developed a function as 
below: 

CIWBit = f(FDIit, GDPit, EPCit) (2)
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According to Jorgenson and Clark (2012), the effect of economic performance 
activity on the environment may change over time and in a unique way for each 
nation. Therefore, to analyze the effects of economic development on CIWB over 
time, we’ve estimated by Prais–Winsten models with panel-corrected standard errors. 
This is an appropriate method because it has enabled solving the problems of seri-
ally (i.e., temporally) correlated, spatially (i.e., contemporaneously) correlated, and 
characterized by heteroscedasticity in comparative time series cross-sectional data 
(Beck & Katz, 1995). Moreover, we included country-specific and year-specific inter-
cepts, making the model equivalent to a two-way fixed effects model to examine 
country-specific and year-specific effects (Givens, 2015; Jorgenson, 2014). As with 
a fixed effects model, this technique estimates effects within countries over time and 
controls for variation between countries. This model construction is especially well 
suited to hypothesis testing, as it controls out all period-specific and country-specific 
variations. The independent variables for economic development (FDI, GDP, and 
ECP) and FDI interaction variables over time have been analyzed for the impact of 
the variables on the CIWB, and changes in the effect of FDI on the CIWB refer to 
the impact value of the reference year (2000) over the period of study 2000–2018. 

The estimated model of study is 

CIWBit=θ 1FDIit+θ 2FDIit∗year2001 + . . ..  
+θ 19FDIit∗year2018+θ 19year2001 + . . .  
+θ 37year2018+θ 38GDPit+θ 39ECPit+ui+eit 

where 

CIWBit a metric of human well-being in the consideration of the 
environment, which is measured as a ratio of production-
based CO2 emission per capita to life expectancy. 

θ 1 the estimated parameter of FDI, reflected the impact of FDI 
on CIWB in the reference year, 2000. 

(θ 2;….;θ 19) the estimated parameter of FDI, reflected the impact of FDI 
on CIWB over time from 2001 to 2018 and refer to the value 
of the reference year, 2000. 

(θ 19year2001 + … + 
θ 37year2018) 

the year-specific intercepts. 

θ 38 the estimated parameter of GDP, reflected the overall impact 
of GDP on CIWB. 

θ 39 the estimated parameter of EPD, reflected the overall impact 
of EPC on CIWB. 

ui the country-specific intercepts. 

eit the error term for each country for each time point. 

The estimated parameter of FDI (θ 1) is the unit change in the dependent vari-
able (CIWBit) in the reference year (2000). For the other time points, the effect,
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if significant, is the sum of the coefficient for FDI (θ 1) and the coefficient for the 
interaction term; if the interaction term is not significant, the coefficient is the same 
as the reference year. In the case of a non-significant effect for the reference year, 
but a later significant interaction with time, the reference year is interpreted as being 
not significantly different from zero (Allison, 2009; Givens, 2017). 

4 Results 

4.1 Descriptive Statistics 

Descriptive statistics for all variables included can be found in Table 1 and Figs. 1, 2, 
3, and 4. According to Kline (2015), variables with skewness > ± 3 and kurtosis > ± 
10, the data has problems with the normal distribution. The distribution of skewness 
and kurtosis for all our variables were within the acceptable ranges, we do not need 
to convert the data by using the natural logarithm. 

The summary statistics of the model’s independent variables is presented in Table 
1. On average, nine nations in lower middle-income group which have 1.9614 USD 
gross domestic product per capita receive 38.2254 USD annual foreign direct invest-
ment. These nations use an average 7.5651 thousand Kwh energy consumption per 
capita and reach 34.0878 in value of CIWB. 

As for the CIWBit ratio, our data shows that the coefficient of variation of CO2 

is 0.64 and ranges from 0.2 to 5.04. Meanwhile, the coefficient of variation of life 
expectancy (LE) is 0.049, and the range is 62.5–76.69. The coefficient of variation of 
CO2 (the numerator) is much larger than that of the lifetime (denominator), because 
the coefficient of variation of the numerator affects the variation of this ratio. There-
fore, it is necessary to resolve this problem before considering the CIWB ratio as a 
dependent variable. Following the studies of Dietz et al. (2012) and Jorgenson (2014), 
we added a constant to the numerator. The constant value calculated as Eq. (1) in

Table 1 Descriptive statistics of all the independent variables in the model 

Variables GDP 
US dollar at current and 
constant (2010) price 

ECP 
(thousand Kwh per capita) 

FDI 
US dollar at current and 
constant (2010) price 

Mean 1.9614 7.5651 38.2254 

Std. Dev. 1.1132 5.4536 36.1727 

Min 0.5249 1.0652 − 14.7132 
Max 4.8301 24.0247 162.2256 

Skewness 0.9799 1.2178 1.157 

Kurtosis 3.2083 3.7254 3.7308 

Source Authors’ computation
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Fig. 1 CIWB for nine nations during 2000–2018 (Source Author’s own) 

Fig. 2 FDI per capita measures for nine nations 2000–2018 (Source Author’s own)
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Fig. 3 GDP per capita measures for nine nations 2000–2018 (Source Author’s own) 

Fig. 4 ECP per capita measures for nine nations 2000–2018 (Source Author’s own)
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Sect. 3.1 from our sample data was 21.98 and added to the value of CO2. The adjusted 
value of CIWB is in Fig. 1. 

Figure 1 shows the overall downtrend of CIWB for nine lower middle-income 
countries in the study period with a value from 32 to 40. Vietnam is an exception 
with a slightly down and gradual uptrend, though its value in a lower level (32–36) but 
the plunge in 2008, it continuously increases until 2018. Uzbekistan got attention by 
a successful decrease from a higher to lower value level of CIWB as well as India and 
Pakistan. The good examples of a better CIWB value are Morocco and Bangladesh 
with a gradual decrease, while other countries noted a slight fall in the study period. 

Besides that, Fig. 2 presented the mixed direction in changing FDI for nine nations 
from 2000 to 2018. Bangladesh, India, and Pakistan experienced a slightly upward 
trend in this period. Particularly, Bangladesh is the one attracting FDI which is 
the smallest in lower middle-income group. In contrast, the FDI value of Algeria, 
Philippines, and Uzbekistan which grew markedly through time. However, from 
2015 to 2018, these nations had a fall in appealing to FDI. The nations which rapidly 
increased FDI are Egypt, Morocco, and Vietnam. Also, FDI of Egypt dramatically 
went down in 2011, but it went up in 2012 and continued until 2018, whereas the 
FDI of Morocco experienced fluctuation in the last 18 years. For Vietnam, FDI value 
remained stable at the beginning of this stage, in 2007, it surged and then following 
the upward trend until 2018. 

The results from the regression in Table 2 show that the effect of FDI in the 
reference year 2000 is negative (−0.0223), and the interaction of FDI and the yearly 
dummy variables (2001) is positive and statistically significant. In the remaining 
years, the interactions are positive but not statistically significant, which means 
keeping the effect value in the reference year, 2000 (because there is an insignificant 
change in the value of interaction variables referring to the reference year). Thus, 
the relationship between CIWB and FDI in these countries is negative. However, it 
appeared to move upward in 2001, then went down in 2002 and became flat in the 
research period, which is demonstrated by Fig. 5.

International scholars argued that the effect of economic performance activities 
on the environment may change over time (Dietz et al., 2012; Grossman & Krueger, 
1995; Jorgenson & Clark, 2012; Knight & Rosa, 2011). The results of our study 
show that for those lower middle-income countries, the effect of FDI on CIWB is 
negative in reference year (2000) but all the interaction coefficients got positive, 
resulting in a lower impact of FDI on a decrease of CIWB. Though just only the 
interaction coefficient in 2001 got positive and statistic significant, it also shows 
unstable sustainable strategies of attracting FDI in those countries. These countries 
should be caution on selecting the flow stock of FID in to enhance human well-being 
with less stress on environment. 

Figure 5 shows the elasticity coefficients for FDI of lower middle-income coun-
tries over 18 years from reference year, 2000. The plotted line in Fig. 5 shows the 
effect of FDI on CIWB, which reached a peak in 2001 by an increase of 0.0218 in 
changing the effect, afterward it becomes flat as same as the reference year (2000) 
at 0.0223.
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Table 2 Effects of FDI on 
CIWB over time from 2000 to 
2018 

Independent 
variables 

Coefficients Panel corrected 
standards errors 

P > |z| 

FDI − 0.0223* 0.0127 0.079 

FDI_2001 0.0218* 0.0131 0.097 

FDI_2002 0.0195 0.0137 0.155 

FDI_2003 0.0212 0.0137 0.107 

FDI_2004 0.0166 0.0147 0.257 

FDI_2005 0.0195 0.0135 0.148 

FDI_2006 0.0191 0.0130 0.143 

FDI_2007 0.0194 0.0129 0.132 

FDI_2008 0.0112 0.0129 0.384 

FDI_2009 0.0138 0.0130 0.289 

FDI_2010 0.0170 0.0130 0.190 

FDI_2011 0.0186 0.0130 0.151 

FDI_2012 0.0163 0.0132 0.216 

FDI_2013 0.0175 0.0133 0.191 

FDI_2014 0.0173 0.0133 0.193 

FDI_2015 0.0192 0.0130 0.138 

FDI_2016 0.0203 0.0132 0.124 

FDI_2017 0.0188 0.0133 0.156 

FDI_2018 0.0188 0.0133 0.158 

GDP − 0.6217*** 0.0627 0.000 

ECP 0.2657*** 0.0146 0.000 

Constant 34.590*** 0.1810 0.000 

R2 0.9923 

Rho 0.7937 

Note * significant at 10%; ** significant at 5%; *** significant at 
1% 
Source Authors’ computation

Besides, the coefficient of GDP is also negative and statistically significant, which 
reflects the positive effect of development on CIWB over time. With a unit increase 
in GDP per capita, it will lead to a 0.6217 unit decrease in CIWB, the result is in 
line with the findings of Jorgenson and Clark (2012); Jorgenson and Givens (2015) 
for non-high income countries. Overall, in the case of these lower middle-income 
countries, the benefit of economic development for human well-beings is over the 
cost in terms of environment. 

Moreover, the study shows the same positive effect of energy consumption (EPC) 
making an increase of CIWB (Nguyen & Dang, 2021), which implies the current 
growth pathway based on fossil consumption will make a cost for these countries and 
lead them to be less sustainable. In other words, it indicates that energy consumption
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Fig. 5 Coefficients of FDI on CIWB through 2000 to 2018 (Source Author’s own, Note  The coef-
ficient of FDI in 2002–2018 is as same as the one in 2000 because rejected hypothesis of the 
coefficient is different to the reference year in 2000 (sig > 0.05))

has been creating more stress on the environment due to an enormous amount of 
CO2 emissions in the air. 

In summary, though there is a sign of unstable sustainable strategies to attract 
FDI flows for nine lower middle-income countries, the inward stocks of foreign 
investment have still brought a positive effect on both economic development and 
human well-being. However, if their economic growth has been mainly based on 
natural resource extraction and the consumption of fossils, the reverse effects may 
exist. They will be the victims of an ecologically unequal exchange system; therefore, 
environmental protection and sustainable development strategies should be more 
cautioned to protect and attain economic achievements. 

5 Conclusions 

Adopted the thinking that the purpose of economic growth is not only increasing 
welfare but also human well-being, the study has chosen the case study of nine 
lower middle-income countries to test whether they have developed sustainably. 
They are special cases thanks to just getting out from low-income group to lower 
middle level, but they are facing a dilemma of rapid economic growth and starting a 
significant pressure on the environment. They are also taking the risk of ecologically 
unequal exchange while being influenced by more powerful nations on economic 
development. Without a special caution on environment protection and sustainable 
development strategies, they are likely to fall into a high value of CIWB, which could 
lead to environmental degradation and damage the economic achievements. 

The results of the study show that these countries still got benefits in term of human 
well-being on the cooperation with higher-income nations. The negative effects of
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FDI on CIWB over time imply that the more inward stocks of foreign investment, the 
more value of CIWB decreases. In addition, the GDP variable has also given the same 
results which are in line with studies on CIWB in Africa and in non-high income 
countries (Givens, 2017; Jorgenson & Givens, 2015). However, the variable on energy 
consumption is in reverse effect, which has caused stress on the environment by a 
positive effect on CIWB. This can be explained by the consumption of non-renewable 
energy, resulting in a huge rate of CO2 emissions within this group of countries. 

In order to decouple the economic growth and environment, maintaining a low 
value of CIWB is necessary. Givens (2017) presented the findings of associations 
between world society, world polity, and CIWB value. The more level of engagement 
in International Government Organizations such as World bank, UN, and WTO, the 
more decrease in CIWB value the nations can get. Though the study has just shown 
significant empirical evidence of decreasing CIWB value among less developed 
nations in the early 1990s and more developed nations in the late of 2000s, we 
still have an idea that active involvement in such organizations will help the nations 
develop sustainability. 
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Differences in Total Factor Productivity 
Growth Between Industry and Services: 
A Case Study of Vietnamese Businesses 
Using Heterogeneous Panel Data 

Quang Hai Nguyen 

Abstract Total factor productivity (TFP) reflects the efficient use of all factors and 
constitutes an important source of long-term sustainable growth. Therefore, TFP 
growth is a key indicator to evaluate the growth and development model. This study 
identifies TFP growth for enterprises in industrial and service sectors to examine the 
differences in TFP growth between these sectors in Vietnam. The estimation is used 
by the Cobb–Douglas production function with two basic inputs, capital and labor, 
and panel data for the period 2008–2020 of business in the tier-2 industry. Research 
results show that in the industrial sector, capital plays a much more important role 
than labor in explaining output value, but in the service sector, labor plays a slightly 
more important role. Output growth of enterprises is mainly due to capital increase, 
especially in the industrial sector. During 2008–2020, both the industrial and service 
sectors experienced TFP growth, but it tended to slow down. Overall, the service 
sector has a higher average annual TFP growth than industry for most of the study 
period. In addition, implications for enterprises in two sectors are also proposed from 
the research results. 

Keywords Total factor productivity growth · Industrial and service sectors ·
Enterprises 

1 Introduction 

TFP growth has become a key resource for growth and labor productivity, especially 
in the context of scarce resources because “it reflects efficiency in the use of all factors 
and constitutes an important source of sustained long-term growth” (Tan & Virabhak, 
1998, p: 392). Therefore, studying and measuring TFP growth has received the 
attention of researchers in different scopes such as at the national level (see Coelli & 
Rao, 2005; Felipe, 1999; Haider et al., 2021); sector level (see Botrić et al., 2017;

Q. H. Nguyen (B) 
University of Economics and Law, HCMC, Vietnam 
e-mail: nhquang@uel.edu.vn 

Vietnam National University, HCMC, Vietnam 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. T. Nguyen et al. (eds.), Contemporary Economic Issues in Asian Countries: Proceeding 
of CEIAC 2022, Volume 1, 
https://doi.org/10.1007/978-981-19-9669-6_17 

279

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-9669-6_17&domain=pdf
mailto:nhquang@uel.edu.vn
https://doi.org/10.1007/978-981-19-9669-6_17


280 Q. H. Nguyen

Coelli & Rao, 2005; Kong & Tongzon, 2006; Mahadevan, 2002; Nguyen, 2021); 
industry level (see Avila & Evenson, 2010; Edquist & Henrekson, 2017; Nguyen, 
2017, 2019a, 2019b; Tan & Virabhak, 1998;); and enterprises level (see Mai et al., 
2019). These studies have identified the factors that influence TFP and used different 
methods to estimate TFP and/or TFP growth in countries or sectors or industries over 
different periods. They have enriched the theory of TFP growth and its manifestation 
in different contexts. However, there is still a lack of research comparing TFP growth 
between two large sectors in an economy, industry and services, to see the difference 
in TFP growth between them. Comparing TFP growth between these two fields helps 
us gain meaningful insights into the disproportionate growth between them and it is 
the gap for this study to cover. 

As a developing country, Vietnam’s economic structure is undergoing positive 
changes. Industry and services are playing a key role in economic development 
and contributing an increasing proportion to the gross domestic product (GDP). 
According to the GSO (2022), in 2011 industry and services contributed 78.27% of 
GDP (industry: 29.12%, services: 49.15%), by 2020 the contribution of these two 
sectors have increased to 81.35% (industry: 30.75%, service: 50.60%). In which, 
the business sector plays a key role, in 2020 they contribute more than 60% to GDP 
(Nguyen, 2021). Therefore, this study selects Vietnam as an empirical study on TFP 
growth between these two sectors and selected enterprises as research units. 

The main objective of this study is to identify the different roles of key inputs 
(capital and labor) and TFP in explaining output growth of Vietnamese firms in 
the industrial and service sectors. From there, find out the difference in TFP growth 
between these two sectors, as a basis for enterprises development policy implications 
in the research sectors. 

The rest of the paper is structured into four sections: Sect. 2 presents the theoretical 
basis; next, Sect. 3 describes the research methods, samples and data; then, the 
research findings and discussions are reported in Sect. 4; finally, a summary of the 
results, the implications and limitations of the study are given in Sect. 5. 

2 Theoretical Basis 

The role of TFP and TFP growth in growth models is a classic topic and has been 
vigorously debated by economists for decades. Conceptually, productivity is seen as 
the difference between output and combined growth in inputs (Wu, 2011). According 
to Mahadevan (2002) and Kong and Tongzon (2006), the methods of measuring TFP 
growth can be divided into two basic approaches, frontier and non-frontier. Each 
approach includes parametric and nonparametric estimation methods. However, the 
literature review shows that two commonly used methods are parameter estimation 
in the non-frontier approach and nonparametric estimate in the frontier approach. 

The parameter estimation method requires a specific econometric model. It helps 
to provide an econometric relationship between outputs and inputs and allows the use
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of statistical techniques to select the model that fits the data. Based on this relation-
ship, TFP growth is specifically estimated. Two popular models used by researchers 
in the parameter estimation of the non-frontier approach are the production function 
(see Avila & Evenson, 2010; Edquist & Henrekson, 2017; Felipe, 1999; Mahadevan, 
2002; Mai et al., 2019; Nguyen, 2019a, 2019b, 2021) and translog production func-
tion (see Tan & Virabhak, 1998). Although both of these models give good math-
ematical properties, the elasticity of the inputs in the production function allows 
for easier interpretation than the translog production function (Mai et al., 2018). In 
addition, estimation techniques in translog models often suffer from a collinearity 
problem among the regressors (Kinda et al., 2011). Therefore, the production func-
tion is commonly applied to calculate TFP or measure the growth rate of TFP(see 
Felipe, 1999; Le et al., 2020; Mahadevan, 2002; Mai et al., 2018, 2019; Nguyen, 
2017, 2019a, 2019b, 2021). 

When considering TFP growth across different industries or sectors, a production 
function with two basic inputs of capital and labor is often chosen because it is 
the most common inputs for all enterprises in industries or sectors (see Felipe, 1999; 
Mahadevan, 2002; Nguyen, 2017, 2019a, 2021; Tan & Virabhak, 1998). In parametric 
estimation approach, TFP growth is usually measured as output growth minus the 
contribution to output growth due to growth in inputs (see Felipe, 1999; Felipe & 
McCombie, 2004; Mahadevan, 2002; Nguyen, 2017, 2019a, 2019b, 2021). 

In contrast to the parametric method which requires a specification model such as 
a production function or a translog production function, the nonparametric method 
does not require explicitly specifying a complete econometric model. It compares 
feasible input and output combinations based on the available data only. In the 
nonparametric method of the frontier approach, the technique of data envelope anal-
ysis (DEA) by Malmquist index analysis is often applied (see Coelli & Rao, 2005; 
Haider et al., 2021; Kong & Tongzon, 2006; Vu et al., 2019). In this approach, the 
decision making units (DMUs) that are most efficient establish a production frontier, 
and the DMUs are compared against this frontier to determine if they are effective. 
Since efficient DMUs are on the frontier, their technical efficiency score is equal to 1. 
Inefficient DMUs are under the frontier so their technical efficiency score is less than 
1. The popularity of DEA is due to its ability to normalize multidimensional inputs 
and outputs as well as its ease of computation. Although a complete specification 
model is not required, the DEA does require production assumptions, so choosing 
the production assumption is important in the DEA’s research process. Moreover, 
DEA does not provide an econometric relationship between outputs and inputs from 
which to calculate the specific value of TFP growth, so it also has certain limitations. 

In addition to the above two basic methods, based on the original proposal of Olley 
and Pakes (1996), Wooldridge (2009) and Petrin and Levinsohn (2012) developed a 
semi-parametric model to overcome the problem of endogeneity between inputs and 
unobserved productivity. Van Biesebroeck (2007) emphasizes that the robustness to 
measurement errors is also an advantage of this method. It is therefore also used to 
estimate unobserved productivity at the enterprises level (see Nguyen, 2017).
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3 Methodologies and Data 

3.1 Model Specification 

Consistent with the data source collected, the parametric approach by Cobb–Douglas 
production is chosen in this study. Furthermore, it is also suitable for measuring TFP 
growth across sectors and allows the estimation of specific coefficients to calculate 
TFP growth. Next, to measure inputs and outputs across different industries requires 
the use of homogenous factors, so this study chooses two basic inputs, capital and 
labor, as in many studies (see Felipe, 1999; Mahadevan, 2002; Nguyen, 2017, 2019a, 
2019b, 2021; Tan & Virabhak, 1998). For output value, value added (VA) is chosen 
because it reflects the most common output value when considering enterprises across 
different industries and sectors. Using value added as a proxy for output has been 
widely applied in studies of economic growth (see Edquist & Henrekson, 2017; 
Felipe, 1999; Haider et al., 2021; Mahadevan, 2002; Mai et al., 2019; Nguyen, 2017, 
2021; Tan & Virabhak, 1998). Hence, the Cobb–Douglas production function applied 
in this study is shown in Eq. (1) 

VAij,t = Ai,t K 
αi 
ij,t L

βi 
ij,t (1) 

where VA denotes the added value; A denotes the TFP; K denotes the amount of 
capital; L denotes the amount of labor; α, β and are the contribution coefficients 
of capital and labor, respectively; i denotes the sector (i = 1 for industry, i = 2 for  
service); and t denotes year t. 

TFP growth is measured as the VA growth minus the contribution to VA growth due 
to growth in inputs (capital and labor). The formula for calculating TFP growth for 
two inputs, capital and labor, has been widely applied (see Felipe, 1999; Mahadevan, 
2002; Nguyen, 2017, 2019a, 2019b, 2021) and has the following form: 

GTFPi,t = GVAi,t − αi GKi,t − βi GLi,t (2) 

where GTFP denotes TFP growth; GVA denotes value-added growth rate; GK denotes 
capital growth rate; and GL denotes labor growth rate. 

In Eq. (2), αGK and βGL are the contributions to VA growth due to capital 
increase and increase in labor. Since α + β = 1 or  β = 1 − α, when we divide both 
sides of Eq. (1) by L, we get Eq. (3) as follows: 

V Aij,t 

L ij,t 
= 

Ai,t K 
αi 
i j,t L

βi 
ij,t 

L ij,t 
= 

Ai,t K 
αi 
ij,t L

1−αi 
ij,t 

L ij,t 
= Ai,t

(
Kij,t 

L ij,t

)αi 

→ vaij,t = Aij,t k
αi 
ij,t (3) 

where va = VA/Ldenotes value added per labor and k = K /L denotes capital per 
labor.



Differences in Total Factor Productivity Growth Between Industry … 283

Taking the natural logarithm of both sides of Eq. (3) to get Eq. (4) to estimate the  
contribution coefficient of capital (α) as follows: 

Log
(
vaij,t

) = log
(
Aij,t

) + αi log
(
kij,t

) + εij,t (4) 

where εij,t denotes the residual. 
After estimating the contribution coefficients of capital (α) and labor (β) to VA  

for each sector, Eq. (2) is applied to estimate TFP growth. 

3.2 Measure Variables 

Under the income method, the VA of an enterprise is determined by the sum of 
net profits, interest, taxes, employee’s income, and depreciation. That is, it includes 
employee’s income, depreciation, and profit before tax and interest. Because data 
on depreciation and interest expense are not available, the total profit before tax and 
employees’ income of enterprises in the industry is determined as a proxy for VA 
as in some studies applied (see Nguyen, 2021; Tran et al., 2020). The amount of 
capital and labor is the average of the total annual capital or number of employees 
of enterprises in the industry. It is calculated as the average of the beginning of the 
year and the end of the year, or the average of the ending numbers of two consecutive 
financial years (see Nguyen, 2019a, 2021). 

3.3 Sample and Data 

Annual data on average capital, number of employees at the end of the year, annual 
profit before tax and annual employees’ income of enterprises in various industries 
are collected from the Vietnam Statistical Yearbook. According to availability, data is 
collected for enterprises in tier-2 industries of Decision 27/2018/QD-TTg (Vietnam 
Prime Minister, 2018) for industry and services sector. Data ranges from 2008 to 
2020, except for the number of employees at the end of the year, it is additionally 
collected for 2007 to calculate the average annual number of employees. Where the 
sum of pre-tax profit and employee’s income is not positive or too small, it is not used 
to ensure data stability. Samples designed for the two sectors, industry and services, 
are summarized in Table 1.

The collected data is processed to calculate the average annual number of 
employees as well as the proxy value for the VA and the capital per employee. 
The key descriptive statistics of variables and correlation coefficients in the studied 
sectors are summarized in Table 2.

As given in Table 2, the industrial sector uses more capital per labor than the service 
sector and also generates more output per labor than the service sector. Furthermore, 
there is a large variation in the size of the subjects in the enterprises in each sectors,
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Table 1 Sample design 

Sector Name of tier-1 industries Number of tier-2 industries (N) Observation 

Industry Mining and quarrying 5 61 

Manufacturing 24 294 

Electricity, gas, steam, and air 
conditioning supply 

1 13 

Water supply; sewerage, waste 
management 
and remediation activities 

3 39 

Total 33 407 

Service Wholesale and retail trade; repair of 
motor vehicles and motorcycles 

3 39 

Transportation and storage 5 61 

Accommodation and food service 
activities 

2 25 

Information and communication 6 75 

Financial, banking, and insurance 
activities 

3 38 

Real estate activities 1 13 

Professional, scientific, and 
technical activities 

6 75 

Administrative and support service 
activities 

6 74 

Education and training 1 12 

Human health and social work 
activities 

1 13 

Arts, entertainment, and recreation 4 49 

Other service activities 2 24 

Total 40 498 

Source Author’s design

Table 2 Descriptive statistics of the data 

Sector Variable Descriptive statistics Correlation 
(k)Mean Maximum Minimum Std. Dev 

Industry k (K /L) 3.1426 41.2900 0.0680 6.5411 1.0000 

va (VA/L) 0.4494 15.3070 0.0210 1.4153 0.7422*** 

Service k (K /L) 2.8850 40.7190 0.0240 5.5129 1.0000 

va (VA/L) 0.1970 3.7760 0.0100 0.3299 0.4119*** 

Note *** for significant at the 0.01 level 
Source From the results of descriptive statistical analysis
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and it shows strong heterogeneity between the objects in the panel data. In addition, 
Table 2 also shows that the dependent variable (va) and the explanatory variable (k) 
have a strong correlation with each other in both sectors and it is a solid basis for 
estimation. 

4 Results 

4.1 Stationarity Test 

To select an estimator that fits the data, stationarity tests for the variables are 
performed, and the panel unit root test is chosen as it is a popular tool. Since the 
table data is not balanced and heterogeneous, tests with assumes “individual unit root 
process” are applied. Test methods include: Im, Pesaran and Shin (IPS), Augmented 
Dickey–Fuller (ADF), and Philips–Perron (PP). It is implemented for both “Inter-
cept” and “Intercept and trend” patterns. Automatic lag length selection based on 
Schwarz Information Criteria (SIC) with Newey–West automatic bandwidth selec-
tion and Bartlett kernel. The results of the stationarity test are reported in Table 
3. 

According to Table 3, variables are stationary at 1 or 5% level in all tests, except 
IPS test with “intercept” patterns for lnk in industry sector, it is significant at 10% 
level. Based on the results in large numbers, it can be concluded that the variables 
are stationarity at the level for both the industrial and service sectors. Therefore, it 
is appropriate to estimate Eq. (4) by the Least Squares (LS) panel method.

Table 3 Stationarity test results by panel unit root test 

Sector Test type Lnk Lnva 

Intercept Intercept and trend Intercept Intercept and trend 

Industry IPS − 1.59* –2.51*** − 6.33*** − 4.42*** 
ADF 96.93*** 96.59*** 158.89*** 123.56*** 

PP 152.56*** 122.57*** 251.72*** 146.54*** 

Conclusion I(0) I(0) 

Service IPS − 2.25** -8.40*** − 2.69*** − 3.89*** 
ADF 116.84*** 199.86*** 114.22*** 143.18*** 

PP 130.97*** 241.80*** 111.39*** 205.23*** 

Conclusion I(0) I(0) 

Note *, ** and *** for significant at the 0.10, 0.05, and 0.01 levels, respectively 
Source From unit test results 



286 Q. H. Nguyen

4.2 Estimate the Coefficient of Capital Per Labor 

Both the fixed effects model (FEM) and the random effects model (REM) estimators 
are first performed, and then, the more appropriate model is selected by Hausman 
test. Table 4 below reports the results estimated using the panel LS method. 

As seen in Table 5, the F-statistics of the models are all very large and the p value 
of F-statistics are all zero, so the estimated models are fit the data. The coefficients of 
capital per labor and constant are significant at the 1% level in all models. Hausman 
test results show that the Chi-squared statistic of cross-section random is 0.0302 and 
0.0247, respectively, for two samples, industrial and service sectors, with significance 
is all greater than 10%. So REM is more suitable than FEM for both samples, and 
they are shown in the final model.

To test robustness, the results estimated by the FEM model are compared with the 
results from the alternative estimation method. With the research data set, there can 
be many alternative estimation methods for the LS panel such as panel generalized 
method of moments (GMM) and the panel autoregressive distributed lag model 
(ARDL). GMM approach is considered appropriate method for panel data with N 
> T as in this study. However, this method creates an endogenous variable and can 
affect the coefficient estimate of the explanatory variable (the coefficient of capital 
to labor). Hence, the panel ARDL approach is chosen to check the robustness of 
the panel REM. ARDL was proposed by Pesaran and Shin (1995), and it allows to 
apply in case the variables exist at I(0), or I(1), or both I(0) and I(1) (Nkoro & Uko, 
2016). Accordingly, the Pooled Mean Group (PMG) estimator was chosen because 
it provides aggregate coefficients in the long run and object-specific coefficients in 
the short run. Table 5 below reports the results of the panel ARDL approach.

Table 4 Results of the estimated coefficients of capital per labor 

Variables Industry sector Service sector 

FEM REM FEM REM 

Lnk Coefficient 0.7414 0.7374 0.4676 0.4657 

t-Statistic 16.88*** 19.70*** 14.93*** 16.18*** 

Constant Coefficient − 1.9740 − 1.9875 − 2.1629 − 2.1757 
t-Statistic − 93.39*** − 23.57*** − 130.85*** − 24.56*** 

R-squared 0.8727 0.4900 0.8471 0.3460 

Adj R-squared 0.8614 0.4888 0.8337 0.3447 

F-statistic 77.4852 389.1528 63.2727 262.45 

Prob (F-statistic) 0.0000 0.0000 0.0000 0.0000 

Hausman test (Chi-Sq. 
Statistic) 

0.0302 0.0247 

Note Lnva is the dependent variable; *** for statistically significant at the 0.01 level; Coefficients 
are the estimates of the contribution of capital (α) in Eq.  (4) 
Source From the results of panel LS regression estimation 
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Table 5 Estimation results by the panel ARDL approach 

Variables Industry sector Service sector 

Coefficient t-Statistic Coefficient t-Statistic 

Long-Run Equation 

Lnk 0.7270 10.19*** 0.5217 15.90*** 

Short-Run Equation 

COINTEQ01 − 0.6678 − 11.98*** − 0.6322 − 11.53***
∆Lnk − 0.0377 − 0.22 − 0.1734 − 1.51 
C − 1.2925 − 7.93*** − 1.3863 − 9.34*** 
Statistics 

S.E. of regression 0.2834 0.3161 

Sum squared residual 22.004 37.6633 

Log likelihood 219.6679 64.2083 

Akaike info criterion − 0.4259 0.2281 

Lag length 1 1 

Note Lnva is the dependent variable; *** for statistically significant at the 0.01 level; Coefficients 
are the estimates of the contribution of capital (α) in Eq.  (4) 
Source From the results of panel ARDL estimation

According to Table 6, the large Log likelihood and small Akaike info criterion 
values in the two samples show that the estimates are reliable. The coefficients of the 
coint equations are significant at the 1% level, and values between 0 and − 1 indicate 
a long-run equilibrium relationship for both samples. The convergence rate to the 
equilibrium of the two samples is quite similar, 0.67 for industry sector and 0.63 for 
service sector. The coefficients of lnk are significant at the 1% level in the long-run 
equations, but they are not significant in the short-run equations, and the coefficients 
of the constant are both significant at the 1% level. Therefore, the estimated results by 
the panel ARDL approach are quite similar to the results from the panel LS method 
(see Table 6). According to Table 6, the estimated coefficients of the two methods 
have a rather small deviation, only − 1.41% in the industrial sector and 12.02% in 
the service sector for lnk. This is evidence to support the robustness of the results 
estimated by panel LS method. 

Table 6 Differences in coefficients estimated by FEM and ARDL methods 

Variables Industry sector Service sector 

FEM ADRL Bias (%) FEM ADRL Bias (%) 

Lnk 0.7374 0.7270 − 1.41 0.4657 0.5217 12.02 

C − 1.9875 − 1.2925 − 34.97 − 2.1757 − 1.3863 − 36.28 

Source Estimation results from panel FEM and panel ARDL 
Source Calculation results from Tables 4 and 5
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The estimated results show that the contribution coefficients of capital and labor 
in the industrial sector are 0.7374 and 0.2626, respectively; in the service sector are 
0.4657 and 0.5343, respectively. It proves that in the industrial sector capital plays a 
more important role in the output growth of enterprises. By contrast, this role belongs 
to labor in the service sector, but there is a big difference. To be more specific, the 
elasticity of capital is much larger than the elasticity of labor in the industrial sector, 
while the elasticity of labor is insignificantly larger than the elasticity of capital in 
the service sector. 

4.3 Comparing TFP Growth Between Industrial and Service 
Sectors 

From calculating the growth of inputs (capital and labor), output growth (VA) and 
the contribution to output growth due to capital and labor growth, TFP growth for 
enterprises in both sectors is determined by Eq. (2). The TFP growth calculation 
results for the industrial sector are reported in Table 7 and the service sector are 
reported in Table 8.

Tables 7 and 8 show that the average VA growth of enterprises in the two sectors, 
industry and services, is fairly balanced over the study period, averaging 15.1% in 
the industry sector and 15.6% in the service sector. However, VA growth tends to 
slow down between periods. It is evident in the industrial sector with the CAGR 
for the periods 2008–2010, 2011–2015, and 2016–2020 of 21.2, 17.11, and 10.81%, 
respectively. As for the service sector, although VA growth was still maintained at 
a double-digit rate, it decreased quite deeply in the period 2011–2015 compared to 
the period 2008–2010 and increased slightly in the period 2016–2020. The CAGR 
for the periods is 36.26, 11.65, and 12.08%, respectively. 

VA growth of enterprises during the study period was mainly due to capital 
increase, especially in the industrial sector, capital increase contributed to 87.55% 
of the annual VA growth of enterprises, while the increase in labor only contributed 
to VA growth of 9.47%. In the service sector, the gap in the roles of these two factors 
has been significantly reduced, and the proportion contributing to annual VA growth 
due to capital and labor increase is 57.56% and 27.63%, respectively. 

Over the entire study period, enterprises in both the industrial and service sectors 
experienced growth in TFP. With a CAGR of 2.31%/year, the TFP of enterprises 
in the service sector has a much higher growth than the industrial sector, and it is 
only 0.45% per year. They have partly helped enterprises in the service sector have 
the contribution proportion of TFP to VA growth of 14.81% compared to 2.98% in 
the industrial sector. However, TFP growth also tends to decrease gradually in the 
service sector with the CAGR for the periods of 2008–2010, 2011–2015, and 2016– 
2020 at 9.81, 1.30, and 0.72%, respectively. In the industrial sector, TFP decreased 
by an average annual rate of 4.03% for the period of 2008–2010, but in the period 
of 2011–2015, it increased significantly at 2.23%/year and decreased to 0.31%/year
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Table 7 Contribution of factors to the growth of enterprise in industry sector 

Year/period Quantity VA growth 
(%) 

VA growth 
by (%) 

TFP growth 
(%) 

VA 
(trillion 
VND) 

K 
(trillion 
VND) 

L 
(person) 

K L 

2008 257,643 1,673,150 4,208,886 

2009 334,712 2,278,056 4,410,906 29.91 26.66 1.26 1.99 

2010 378,458 2,924,275 4,697,573 13.07 20.92 1.71 − 9.55 
2011 427,525 3,560,045 5,005,514 12.96 16.03 1.72 − 4.79 
2012 523,277 4,190,259 5,315,016 22.40 13.05 1.62 7.72 

2013 688,985 4,889,609 5,670,758 31.67 12.31 1.76 17.60 

2014 789,235 5,696,593 6,082,194 14.55 12.17 1.91 0.48 

2015 833,823 6,638,625 6,482,241 5.65 12.19 1.73 − 8.27 
2016 1,034,705 7,463,968 6,910,725 24.09 9.17 1.74 13.19 

2017 1,190,780 8,490,054 7,326,275 15.08 10.14 1.58 3.37 

2018 1,234,842 9,704,536 7,595,625 3.70 10.55 0.97 − 7.81 
2019 1,288,324 10,731,739 7,837,531 4.33 7.81 0.84 − 4.31 
2020 1,393,110 12,106,151 7,942,697 8.13 9.44 0.35 − 1.66 
2008–2010 323,604 2,291,827 4,439,121 21.20 23.75 1.48 − 4.03 
2011–2015 652,569 4,995,026 5,711,144 17.11 13.14 1.75 2.23 

2016–2020 1,228,352 9,699,290 7,522,571 10.81 9.42 1.09 0.31 

2008–2020 798,109 6,180,543 6,114,303 15.10 13.22 1.43 0.45 

Note Numbers in periods are averages; growth over the period is the compound annual growth rate 
(CAGR) 
Source Author’s calculation using Eq. (2)

in the period of 2016–2020. However, with 0.31% for CAGR of TFP in the period 
of 2016–2020 compared to 0.45% for the whole period of 2008–2020, TFP growth 
also shows signs of slowing down. 

5 Discussions 

The VA growth of enterprises in the industrial and service sectors in Vietnam in the 
period of 2008–2020 is mainly driven by capital increase, especially in the industrial 
sector. This is explained first of all by the role of capital in explaining the VA of 
enterprise in the industrial and service sectors, which have elasticity of 0.7374 and 
0.4657, respectively. However, perhaps the more important reason is that at the 
national level, labor resources are often limited, while capital and technology are 
less limited than labor resources. In addition, thanks to scientific, technical, and
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Table 8 Contribution of factors to the growth of enterprise in service sector 

Year/ 
period 

Quantity VA growth 
(%) 

VA growth by 
(%) 

TFP growth 
(%) 

VA 
(trillion 
VND) 

K 
(trillion 
VND) 

L 
(person) 

K L 

2008 183,058 3,678,799 2,061,190 

2009 263,976 4,928,248 2,378,107 44.20 15.82 8.22 20.17 

2010 339,857 6,933,023 2,822,048 28.75 18.94 9.97 − 0.17 
2011 379,313 8,906,797 3,304,464 11.61 13.26 9.13 − 10.78 
2012 412,339 9,636,439 3,550,250 8.71 3.81 3.97 0.92 

2013 459,796 11,332,306 3,635,273 11.51 8.20 1.28 2.03 

2014 520,359 12,211,413 3,776,665 13.17 3.61 2.08 7.48 

2015 589,645 13,337,526 3,992,700 13.32 4.29 3.06 5.96 

2016 703,252 16,472,891 4,406,499 19.27 10.95 5.54 2.78 

2017 889,721 19,760,159 4,796,057 26.52 9.29 4.72 12.50 

2018 1,025,197 24,059,553 5,045,757 15.23 10.13 2.78 2.31 

2019 1,089,665 26,791,218 5,241,564 6.29 5.29 2.07 − 1.07 
2020 1,042,840 30,526,061 5,233,653 − 4.30 6.49 –0.08 − 10.71 
2008–2010 262,297 5,180,023 2,420,448 36.26 17.36 9.09 9.81 

2011–2015 472,290 11,084,896 3,651,870 11.65 6.51 3.84 1.30 

2016–2020 950,135 23,521,976 4,944,706 12.08 8.39 2.97 0.72 

2008–2020 607,617 14,505,726 3,864,940 15.60 8.98 4.31 2.31 

Note Numbers in periods are averages; growth over the period is the CAGR 
Source Author’s calculation using Eq. (2)

technological progress, enterprises regularly innovate technology and tend to use 
higher capital per labor. The results from this study are quite consistent with the 
finding that capital has a more important role than labor in explaining VA growth 
in most enterprises sectors by type of ownership and region, and VA growth of 
Vietnamese enterprises in these types is mainly due to capital gains (Nguyen, 2021); 
or the growth in output of enterprises in transport modes in Vietnam is mainly due 
to capital increase (Nguyen, 2019a). This result implies that Vietnamese enterprises 
need to continue to focus on developing both capital and labor for growth, especially 
increasing capital in the industrial sector. It helps enterprises innovate technology, 
scale-up to increase labor productivity. For labor, in addition to increasing quantity, 
improving quality is very important because it overcomes the problem of limited 
social labor resources. 

TFP growth in both industrial and service sectors during the research period shows 
that intangible factors such as technological innovation, management improvement, 
and improvement in labor qualifications of employees contribute increasingly on 
growth in these regions. TFP growth tends to slow down between periods which can
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be explained because when the starting point of the early period is small, the growth 
rate is usually high, but then the starting point size increases and it causing the growth 
rate to tend to decrease. Similarly, when the starting point in technology and manage-
ment is low, technological innovation and management improvement often create 
great change, but when the level of technology and management is raised, techno-
logical innovation and management improvement are hardly creating breakthroughs. 
These results are considered to have certain differences from results in some previous 
studies, for example, TFP growth in service sectors in the period of 1976–1993 is 
very low, but they improved in the period of 1987–1993 (Tan & Virabhak, 1998); or 
the majority of service sectors in Singapore had negative TFP growth between 1975 
and 1994 (Mahadevan, 2002); or growth varies across firms of different ownership 
types in Vietnam (Nguyen, 2021). These differences are indicative of TFP growth in 
different contexts. 

The difference in TFP growth between the industrial and service sectors indicates 
the different roles of TFP growth in VA growth in these sectors over the studied 
periods. With a higher TFP growth, the service sector is seen as more effective in 
technological innovation, management improvement, and scale-up to increase labor 
productivity. The downward trend in TFP growth is a general rule as explained 
above, but the rapid decline is a sign that technological innovation and management 
improvement are no longer effect as strong as the first stage, especially in the service 
sector. It is a sign for enterprises in the industrial and service sectors to find out the 
causes and come up with solutions to improve. It can be seen that the influence on 
the growth of enterprises depends not only on the inputs belonging to their internal 
environment, but also on external factors. During the research period, there are two 
important external instability events affecting the operations of enterprises, especially 
the service industry. Firstly, the slight economic recession in 2008 and the recovery 
in 2009 made the VA growth of enterprises in the industrial and service sectors grow 
in 2009 by 29.91 and 44.20%, respectively. It partly helps the service sector to have 
a TFP growth in 2009 so up to 20.17%. Second, the outbreak of the COVID-19 
pandemic in 2020 has greatly affected the VA of enterprises in the service sector 
with a decrease of 4.3% and a negative growth in TFP of 10.71%. In which, there 
are many industries with huge losses in 2020 such as air transport, accommodation 
services, etc. 

6 Conclusions 

TFP growth is considered by scholars, but there is still a lack of studies comparing 
TFP growth between the two largest sectors, industrial and service. This study 
selected the method, measured, and compared the TFP growth of firms in these 
two sectors in Vietnam for the period of 2008–2020. The method of parameter esti-
mation using the Cobb–Douglas production function with two basic inputs, capital 
and labor, has been selected to realize the research objective. Based on the results 
of the stationarity test, the LS panel estimation method is applied, and the REM
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model is selected by the Hausman test. The panel ARDL approach is chosen as 
the alternative estimation method to check robustness for the final selection model. 
Research results have confirmed the different roles of capital and labor in explaining 
output value as well as different TFP growth in the two sectors of industry and 
services. In the industrial sector, capital plays a much more important role than 
labor, while in the service sector, this role belongs to labor, but the difference is not 
much. In other words, the gap between the roles of capital and labor in the indus-
trial sector is much larger than the gap between the roles of labor and capital in 
the service sector. Output growth of Vietnamese enterprises in the industrial and 
service sectors in recent years has been mainly due to capital increase, especially 
in the industrial sector. In the period of 2008–2020, both the industrial and service 
sectors saw growth in TFP, but these growths tend to slow down in the period of 
2016–2020 compared with the previous periods. In the two sectors, services have a 
higher average annual TFP growth rate than industry for the entire study period as 
well as the periods of 2008–2010 and 2016–2020. These results imply that in order 
to grow and develop, enterprises need to focus on developing both capital and labor, 
especially capital in the industrial sector. In addition, enterprises need to continue 
to focus on improving labor quality, innovating technology, improving management 
efficiency, and expanding scale to continuously grow TFP and promote intangible 
resources in a situation where resources are becoming increasingly scarce. 

The contribution of this study is mainly practical. It has shown the different roles 
of capital and labor in the output growth of enterprises in the industrial and service 
sectors as well as the difference in TFP growth between these two sectors as a basis 
for building an appropriate development policy mechanism. In addition, this study 
also enriches the method of estimating, calculating TFP growth, and complements the 
existing literature on TFP growth in the context of Vietnam—a developing economy 
with updated data up to 2020. Due to the ability to collect data and for the purpose 
of making comparisons between the industrial and service sectors, this study only 
considers two basic inputs, capital and labor. In addition to the two research factors, 
there may be some other factors belonging to the internal and external environment 
that affect the outputs of enterprises. Therefore, they may also serve as an opportunity 
for further research on this topic. 
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ESG Effects on Stock Prices During 
the Epidemic: Empirical Investigations 
for the Finance Holding Companies 
in Taiwan 

Yu-Hong Lin and Yen-Ling Lin 

Abstract This study investigates the impact of ESG on stock prices for finance 
holding companies during the epidemic. ESG has been used as a criteria indicator 
for investment nowadays. Many governments have also proposed standards and laws 
to issue ESG’s important in current corporate operations. However, the suddenly 
coming of the COVID-19 could be a time point to examine the effects of ESG. This 
research examines Taiwan’s finance holding companies by using the Taiwan ESG 
score data in 2018 to 2021, the company data from Taiwan Economic Journal and 
Taiwan Financial Supervisory Commission, COVID-19 data from Taiwan Ministry 
of Health and Welfare, and macro-economic data from Taiwan DGBAS. The results 
show that the ESG has a significant and positive impact on the finance holding 
company’s revenue. It’s found that Taiwan has a smaller negative impact on the 
finance holding company’s revenue when the epidemic is well controlled. In terms 
of stock price, the results show that the stock price of finance holding companies 
inside the ESG rating list will be significantly higher than those are not on the list. 
This shows that when market risks occur, the degree of ESG can be regarded as an 
important indicator for investors’ concern. 

1 Introduction 

The coronavirus disease-19 (COVID-19) was first reported on December 31, 2019. 
Since then, the epidemic quickly spread and became a global pandemic, and new 
variants of the virus subsequently emerged. Among people infected with COVID-
19, their symptoms are concentrated in the respiratory tract. Although not everyone 
with COVID-19 develops severe symptoms, respiratory failure can be induced by 
the presence of severe symptoms, substantially increasing the mortality risk of
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COVID-19. Based on the numbers of diagnosed cases reported by various countries 
between January and March 2020, the World Health Organization (WHO) announced 
COVID-19 as the preeminent pandemic of the century. Experience indicates that 
the occurrence of a global pandemic quickly causes public panic and considerably 
affects various markets. During the current COVID-19 pandemic, various countries 
adopted policies to restrict the flow of people to stop the rapid spread of the virus; 
consequently, the supply–demand cycle of the global market was marked affected. 

In 2020, the International Monetary Fund (IMF) predicted a global economic 
decline by 3% because of the pandemic, which is an alarming number considering 
that the 2009 financial crisis only caused a global economic decline by 0.7%. This 
comparison reveals the considerable economic effects of the current pandemic.1 

Taking the U.S. stock market as an example, on February 24, 2020, the Dow Jones 
Industrial Average (DJIA) decreased by more than 1,000 points and experienced a 
drop of 3.5%. On the same day, the Standard and Poor’s 500 Index closed with a 
decrease of 116.84 points and experienced a drop of 3.4%. On March 9, 2020, the 
DJIA decreased by 7.8%, which was the biggest decrease since the subprime mort-
gage crisis in 2008, and the S&P 500 index also decreased by 7%, which triggered the 
circuit breaker mechanism and caused stock trading in the USA to be suspended for 
15 min. In March 2020, the Taiwan Capitalization Weighted Stock Index decreased 
by 1584.11 points and experienced a drop of 14%, highlighting the panic felt by 
investors because of the crisis. 

In risk management, enterprises should consider possible market changes and their 
effects to ensure their sustainable operations and development. Therefore, in addition 
to “COVID-19”, “environmental, social, and governance (ESG)” and “corporate 
social responsibility (CSR)” became popular key terms in the investment market in 
2020; these concepts are crucial to the sustainable development of today’s enterprises 
and societies. CSR can be interpreted as a company’s consideration of the rights and 
interests of all relevant stakeholders in addition to generating additional profits for 
them. ESG is an indicator for measuring a company’s CSR effectiveness, and it can 
be regarded as an indicator for assessing the soundness and stability of a company. 
For companies and societies, improving ESG performance and CSR effectiveness is 
a key component of sustainable development and merits attention. 

Literature findings have revealed that a company can benefit and profit consider-
ably from implementing ESG policies (Friede et al., 2015). During a market crisis, 
the performance decline is minor in companies with high CSR effectiveness. For 
instance, Lins et al. (2017) discover that, during the financial crisis that occurred 
between 2008 and 2009, the stock returns of firms with high social capital (as 
measured by CSR intensity) were 4 to 7% higher than those of firms with low social 
capital. The profitability, growth, and sales per employee of firms with high CSR 
engagement are also higher than those of firms with low CSR engagement. Hwang 
et al. (2021) examine listed companies in South Korea and discover that engagement 
in ESG activities increases their profitability and substantially reduces their earn-
ings volatility. Broadstock et al. (2021) study data extracted from China’s CSI 300

1 See 2020 World Economic Outlook published in 2020. 
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Index and discover that ESG engagement can help reduce stock risk during a market 
crisis. Therefore, ESG and CSR may be increasingly decisive influencing factors for 
corporate risk management. 

However, not all studies agree that ESG engagement exhibits positive effects. 
In fact, numerous studies conducted in 2021 report the opposite. For example, 
Takahashi and Yamada (2021) examines the effect of the shareholding structures 
of the constituent stocks of the Nikkei index in Japan and the global value chain and 
discovers that, during the pandemic, the stock returns of Japanese companies that 
operate in China or the USA are lower than those of Japanese companies without 
ESG engagement; and the rates of return achieved by companies with high ESG 
scores were not significantly greater than those with low ESG scores. Demers et al. 
(2021) collects data from the Center for Research in Security Prices of the University 
of Chicago and discovers that the resistance of a company’s ESG rating against the 
effect of the pandemic is nonsignificant. 

Therefore, the literature is inconclusive regarding the roles of ESG implementation 
and a high CSR level in influencing a company’s ability to overcome risks related to 
large-scale pandemics; notably, the financial sector is under analyzed by researchers. 
To address this research gap, this study analyzes the financial sector based on the 
literature findings and examines the effects of ESG and CSR engagement. 

This study focuses on the role of the ESG ratings of large financial holding compa-
nies in Taiwan during the pandemic. These large financial holding companies are the 
objects of this study for two reasons. First, these companies emphasize ESG engage-
ment, and comprehensive data on them are highly accessible. Second, in Taiwan, 
these financial holding companies are popular stock deposit targets among investors, 
and their ESG scores may be a key reference indicator for the investors who are 
watching these companies. In this study, a large financial holding company in Taiwan 
is defined as a company with a headcount of more than 9,000. The data used in the 
empirical analysis of this study are obtained from five sources, namely (1) business 
operation data, which include monthly revenue, stock return, total assets, and number 
of employees as obtained from the Taiwan Economic Journal (TEJ) database; (2) data 
on capital adequacy ratios as obtained from the Financial Supervisory Commission, 
Republic of China (FSC); (3) data related to the pandemic in Taiwan as obtained 
from the website of the Taiwan Centers for Disease Control (CDC) of the Ministry 
of Health and Welfare (MOHW); (4) data on gross domestic product (GDP) and 
unemployment rates as obtained from the Taiwan’s Directorate General of Budget, 
Accounting and Statistics (DGBAS); and (5) ESG scores as obtained from the score 
data sheets used by Common Wealth Magazine for assessing Excellence in Corpo-
rate Social Responsibility Award nominees. The databases and the variable-related 
data are detailed in Sect. 4. 

Because the COVID-19 broke out in early 2020, the information analyzed in 
this study pertains to the period between January 2018 and December 2021. This 
period can be divided into two subperiods, namely the pre-pandemic subperiod from 
January 2018 to December 2019 and the post-pandemic subperiod from January 
2020 to December 2021. In this study, empirical research is conducted through a two-
step analysis. In the first step, the effect of each variable on the large-scale holding
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companies’ monthly revenue is examined through vertical and horizontal regression-
based data analyses. In the second step, the predicted revenue obtained in the first 
stage through regression is controlled and used as an independent variable, and the 
difference-in-difference (DID) regression estimation method is used to estimate the 
pre- and post-pandemic differences in the effect of the large-scale holding companies’ 
ESG scores on their monthly stock returns. 

This study mainly explores whether ESG scores significantly influence the revenue 
of these large financial holding companies in Taiwan during the pandemic and 
whether ESG scores is a significant reference indicator for investment during a major 
global crisis. The expected outcome is that ESG scores affect revenue and can serve 
as a crucial reference indicator for investors during a crisis. 

This study comprises six sections. Section 1 is the Introduction, which explains 
the research motivation and the background of the research problems. And shows 
the ESG concept and discusses the evolution and development of concepts related 
to sustainable management (e.g., CSR and ESG). Section 2 introduces the research 
data and empirical method adopted. Section 3 reports the empirical results. Section 4 
offers the conclusion. 

2 Data and Empirical Strategy 

2.1 Data 

This study examines the effect of ESG performance on large-scale financial holding 
companies in Taiwan during the pandemic. Large-scale financial holding companies 
in Taiwan with more than 9,000 employees (as determined based on the latest head-
count data released by the TEJ) are selected. The related items are listed in Table 
3. 

The data about the holding companies mainly comprise the five components as 
follows: (1) operational data, (2) ESG score, (3) the supervision data of financial 
authorities, (4) the pandemic variable, and (5) macroeconomic variables. Accord-
ingly, the present draws data from five sources, namely the TEJ, the CSR scores 
of the Common Wealth Magazine, the FSC, the CDC of the MOHW, and the 
macroeconomic database of DGBAS. The five sources are as follows:

● In April 1990, the TEJ established a financial and economic database that specif-
ically provides the information required to perform the fundamental analysis of 
securities and financial markets; the database covers macroeconomic and finan-
cial information as well as various types of information about publicly traded 
companies, including their operational and financial information, security market 
transactions, and financial derivatives. This database is currently the largest and 
most comprehensive financial and economic database in Taiwan.
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● The Excellence in Corporate Social Responsibility Award was established in 1994. 
In 2007, Common Wealth Magazine used the CSR indicator to establish the Excel-
lence in Corporate Social Responsibility Award, selected the top 50 companies 
by assessing the performance of participating companies in four dimensions (i.e., 
corporate governance, corporate commitment, social engagement, and environ-
mental sustainability), sorted them according to their total scores, and decided on 
the number of companies to be selected for each group.

● The Banking Bureau of the FSC is the authority that supervises the banking 
industry, trust industry, credit card and electronic ticket issuing institutions, elec-
tronic payment institutions, and financial holding companies. It provides updates 
on the latest banking acts, interpretation letters, financial knowledge, and finan-
cial activity information. It also announces supervisory information and financial 
statistical indicators pertaining to the domestic banking industry.

● On January 20, 2020, the CDC of the MOHW announced the establishment of the 
Central Epidemic Command Center of the National Health Command Center to 
collect daily information on the pandemic in Taiwan through the CDC’s COVID-
19 database; the information collected includes the number of diagnosed cases, 
number of deaths, number of persons released from quarantine, and number of 
persons who underwent spontaneous screening.

● The DGBAS’ macroeconomic database was established in 1978 and comprises 17 
data categories, which include national income, commodity price, labor, import 
and export trade, banking, population, economic indicators, finance, police and 
fire protection, securities and futures transactions, social insurance and welfare, 
industry and commerce, household income and expenditure, education, construc-
tion and real estate, transportation, and health. Furthermore, it is connected to the 
relevant statistical databases of other ministries and bureaus, which facilitates the 
compilation of key statistics from various fields in Taiwan and enables users to 
rapidly grasp key information on domestic economic and social development. 

2.2 Variables 

This study uses data of the period from January 2018 to December 2021. This period 
can be divided into two subperiods, namely the pre-pandemic subperiod from January 
2018 to December 2019 and the post-pandemic subperiod from January 2020 to 
December 2021. For data frequency, this study uses monthly data, including the 48-
month data of 13 holding companies (i.e., a sample size of 624). Variable-related data 
are divided into four categories, namely holding companies’ background information 
variables, macroeconomic market variables, ESG proxy variables, and the pandemic 
variable, which are respectively presented as follows: 

Background information variables of holding companies 

1. Number of employees (staff/1,000 persons)
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2. Monthly revenue (revenue/NT$1,000) 
3. Total assets (asset/NT$1,000) 
4. Monthly stock return (stock/%) 
5. Capital adequacy ratio (car/%) 

Macroeconomic variables 

1. Taiwan Stock Exchange issuance-weighted stock return (taiex/%) 
2. GDP growth rate (GDP/%) 
3. Unemployment rate (UnempR/%) 

Pandemic variables 
Monthly number of diagnosed cases (COVID-19/1,000 persons) 

ESG variables 
The scores for the Excellence in Corporate Social Responsibility Award, which are 
announced annually by Common Wealth Magazine, are used as the proxy variable 
for ESG engagement. Since 2007, the Common Wealth Magazine has been using 
foreign CSR-related indicators and assessment methods to select the top 50 CSR 
companies in Taiwan and rate them by their performance in four dimensions, namely 
corporate governance, corporate commitment, social engagement, and environmental 
sustainability. 

1. Environmental sustainability (esg_e) 
2. Social engagement (esg_s) 
3. Corporate governance (esg_g) 
4. Corporate commitment (esg_c) 
5. Total ESG score (esg_tot). 

Because only the scores of the top 50 winners of the Excellence in Corporate 
Social Responsibility Award are announced, the scores of the holding companies 
selected in this study are not available for every year. For the unavailable ESG scores 
of the selected holding companies, the ESG score of the 51th-ranked company is 
predicted using the scores of the top 50 companies, and the predicted score is used 
as the proxy score for unavailable scores. 

Table 1 lists the descriptive statistical results pertaining to the dependent and 
explanatory variables; it reveals that among the selected holding companies, Cathay 
Holdings has the most employees (58,000), whereas Sinopac Holdings has the least 
number of employees (9,275). The mean of the holding companies’ monthly revenues 
is 1.43e + 07 (NT$1,000); the highest and lowest revenues are reported by Cathay 
Holdings and Sinopec Holdings, respectively. The mean monthly stock return is 
1.3492 (%). The mean capital adequacy ratio is 14.4958; the highest and lowest ratios 
are reported by Yuanta Financial Holdings (16.9839) and First Financial Holding 
(12.9983), respectively. The mean GDP growth rate is 3.855 (%), the mean unem-
ployment rate is 3.8110 (%), and the mean monthly number of diagnosed cases is
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Table 1 Descriptive Statistics 

Mean St.d Min Max 

staff 18,144.77 14.7584 9,275 58,000 

revenue 1.43e + 07 1.50e + 07 − 1,696,861 7.99e + 07 
log(revenue) 16.0113 0.9328 14.2989 18.1966 

asset 4.24e + 09 2.51e + 09 1.60e + 09 1.16e + 10 
log(asset) 22.0286 0.5052 21.1963 23.1737 

stock 1.3492 5.1019 − 21.1454 24.2856 

car 14.4958 0.8637 12.9983 16.9839 

taiex 1.2342 4.6310 − 14.0284 13.2269 

GDP 3.855 2.0572 0.63 9.2 

UnempR 3.8110 0.2293 3.63 4.8 

COVID-19 354.7708 1,365.761 0 7,383 

esg_e 8.1805 0.5073 7.49 9.41 

esg_s 8.3630 0.5395 7.6933 9.44 

esg_g 8.1793 0.4963 7.58 9.62 

esg_c 8.3180 0.5614 7.6933 9.54 

esg_tot 33.0409 1.9256 30.7734 37.65 

Note The information on this table is provided by this study 

354.7708; the highest monthly number of diagnosed cases (7,383) is reported in 
May 2020. The ESG items are scored on a 10-point scale; the mean scores for envi-
ronmental sustainability, social engagement, corporate governance, and corporate 
commitment are 8.1805, 8.3630, 8.1793, and 8.3180, respectively. 

2.3 Empirical Method 

The empirical analysis of this study consists of two steps. In the first step, panel data 
analyses are performed to observe the effects of the variables on the revenues of the 
holding companies. In the second step, a DID analysis is performed; specifically, 
the holding companies are divided into two types (i.e., companies that are listed and 
unlisted in the ESG rankings) to examine the effects before and after the pandemic.

● Step 1: Panel data analyses 
A random effects model is used for regression analysis, and the log of the 

revenue of holding companies serves as the dependent variable. The independent 
variables are data of these holding companies, macroeconomic market variables, 
the proxy variable for ESG engagement, and the pandemic variable. ESG scores 
comprise the scores of each of the four ESG items as well as their summed score. 
The regression model for the summed ESG score is as follows:
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log(revenueit) = α0 + α1staffit + α2log(assetit) + α3carit 
+α4taiext + α5gdpt + α6unemployt 
+α7esgtot,it + α8covidt + εit 

(1) 

where α0 is the intercept, α1 to α6 are the coefficients of the control vari-
ables, α7 is the coefficient of the total ESG score, α8 is the coefficient of the 
pandemic variable, and εit is the residual. Through a regression analysis of the 
ESG subitems in which ESG engagement is divided into environmental sustain-
ability (esg_e), social engagement (esg_s), corporate governance (esg_g), and 
corporate commitment (esg_c), the regression model is 

log(revenueit) = β0 + β1staffit + β2log(assetit) 
+β3carit + β4taiext + β5gdpt 
+β6unemployt + β7esge,it + β8esgs,it 
+β9esgg,it + β10esgc,it + β11covidt + εit 

(2) 

where β0 is the intercept, β1 to β6 are the coefficients of the control variables, 
β7 to β10 are the coefficients of the ESG subitems, β11 is the coefficient of the 
pandemic variable, and εi t  is the residual. In this stage, ESG scores are examined 
to determine whether they have a significant effect on the revenues of large-scale 
holding companies during the pandemic and whether the effects of other variables 
on the revenues are significant. The regression formula used in this stage allows 
for the prediction of fitted revenue values, which serve as a variable for analysis 
in the next stage.

● Step 2: DID Model 
The large-scale holding companies are divided into those that are listed and 

unlisted in the ESG rankings; January 2020 serves as the division point between 
the pre- and post-pandemic periods. 

In Table 2, Desg,it = 1 when a holding company is listed in a given year, and 
such companies constitute the experimental group; Desg,it = 0 when a holding 
company is unlisted in a given year, and such companies constitute the control 
group. Meanwhile, Dcovid,it = 0 and 1 for the pre-pandemic and post-pandemic 
periods, respectively. The DID estimated value that is estimated in this study is 
the difference between listed and unlisted companies in terms of their ESG scores 
after the pandemic; it is obtained by applying the formula (β + γ ) − β = γ . 

Table 2 DID analysis 

Desg,it = 0 Desg,it = 1 Difference in ESG 

Dcovid,it = 0 0 α α 
Dcovid,it = 1 β α + β + γ α + γ 
Difference in COVID β β + γ γ
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In this stage, the dependent variable is the monthly stock return, and the inde-
pendent variable is the predicted fitted revenue obtained through the two-line 
regression analysis that was performed in the first stage; furthermore, nonlinear 
fluctuations as well as Desg,it, Dcovid,i t , and the cross term Desg × Dcovid are 
considered. The DID model is obtained using the following formula: 

stock = θ + δ0log(revenueit)
∆

+ δ1log
(
revenue2 it

)∆

+α · Desg,it + β · Dcovid,it + γ · (Desg,it × Dcovid,it
) + εit 

(3) 

where θ is the intercept, δ0 is the coefficient of the estimated revenue value, δ1 
is the nonlinear effect of the capture revenue, α is the coefficient of a listed ESG 
score, β is the post-COVID-19 coefficient, γ is the coefficient for being listed for 
ESG engagement after the pandemic, and εit is the residual. 

3 Empirical Analysis 

3.1 Effects on Revenue 

Table 3 presents the results for the effect of the companies’ total ESG scores on 
their revenues, which reveal that this effect is positive and significant with a coeffi-
cient is 0.0278, consistent with the expectations of this study. In other words, given 
that all other conditions are held constant, for every 1-point increase in a financial 
holding company’s score, its revenue increases by 2.78%. In Table 4, the effects on 
revenue are viewed through ESG subitem scores, and significant effects are only 
observed for social engagement and corporate governance scores. The coefficient 
of the social engagement score is 0.1695. The corporate governance score has a 
significant negative effect on revenue, and its coefficient is − 0.1869.

For the pandemic-related variable, the number of diagnosed cases has a negative 
effect on the revenue of holding companies, and its coefficients are − 0.0013 (Table 
3) and − 0.0029 (Table 4); however, this effect is nonsignificant, presumably for two 
reasons. First, because of the stable pandemic control in Taiwan, the fluctuation in 
the number of diagnosed cases is small. Additionally, because holding companies 
mainly serve domestic enterprises and individuals, the number of diagnosed cases 
has a nonsignificant effect on their revenues. For the macroeconomic variables, when 
the monthly return of the market is higher, revenue results are significant and posi-
tive. The coefficient is 0.0111 in both Tables 3 and 4, indicating the close association 
of these holding companies’ revenues with Taiwan’s capital market; this finding is 
consistent with the expectations of this study. For the unemployment rate variable, 
when the unemployment rate is high, it has a significant and positive effect on the 
revenues of holding companies; this finding suggests that a larger number of unem-
ployed persons leads to an increase in the number of persons in the market who 
require loans; this phenomenon is further affected by the pandemic, which causes an
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Table 3 Effect of ESG on revenue—estimated with total score of ESG 

Coef Std.E Z value P value  

esg_tot 0.0278*** 0.0102 2.71 0.007 

staff 0.0471*** 0.0110 4.26 0.000 

log(asset) 0.0562 0.1213 0.46 0.643 

stock 0.0179 0.0163 1.10 0.272 

car 0.0111*** 0.0020 5.35 0.000 

GDP − 0.0026 0.0066 − 0.39 0.695 

UnempR 0.1120** 0.0458 2.44 0.014 

COVID-19 − 0.0013 0.0084 − 0.16 0.874 

Constant 12.3034*** 2.4908 4.94 0.000 

Note The information on this table is provided by this study. *** represents significance at the 1% 
level. ** represents significance at the 5% level. * represents significance at the 10% level 

Table 4 Effect of ESG on revenue—estimated with separated scores of ESG 

Coef Std.E Z value P value  

esg_e − 0.1869*** 0.0356 − 5.24 0.000 

esg_s 0.0124 0.0596 0.21 0.834 

esg_g 0.1695*** 0.0475 3.56 0.000 

esg_c 0.0673 0.0553 1.22 0.223 

staff 0.0488*** 0.0094 5.20 0.000 

log(asset) 0.0282 0.1240 0.23 0.820 

stock 0.0144 0.0162 0.89 0.374 

car 0.0111*** 0.0020 5.53 0.000 

taiex 0.0065 0.0069 0.95 0.344 

GDP 0.1225*** 0.0445 2.75 0.006 

UnempR − 0.0029 0.0081 − 0.36 0.721 

Constant 13.2410*** 2.5636 5.16 0.000 

Note The information on this table is provided by this study. *** represents significance at the 1% 
level. ** represents significance at the 5% level. * represents significance at the 10% level

increase in the number of persons requiring bailout loans and explains the positive 
correlation between unemployment rate and the revenues of holding companies. For 
the GDP variable, its effect on the revenues of holding companies is nonsignificant.
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Table 5 DID effect on 
stock—estimated from total 
score of ESG 

(1) (2) 

log(revenue)
∆

0.2333 
(0.2758) 

59.4510** 
(24.1555) 

log(revenue)2
∆

– − 1.7683** 
(0.7209) 

Desg − 0.9771** 
(0.4915) 

− 1.9411*** 
(0.5585) 

Dcovid − 1.0953*** 
(0.3104) 

− 1.5550*** 
(0.4945) 

Desg × Dcovid 2.3454*** 
(0.6722) 

3.0308*** 
(0.8093) 

Constant − 2.1016 
(4.2612) 

− 495.313*** 
(201.2719) 

Note The information on this table is provided by this study. 
*** represents significance at the 1% level. ** represents signif-
icance at the 5% level. * represents significance at the 10% 
level 

3.2 Effect on Stock Price 

In Table 5, the linear model results presented in column (1) show that the coefficient 
of the cross term is 2.3454 (1% significance level), indicating that the post-pandemic 
stock return performance of the holding companies that are listed in the ESG rankings 
is significantly superior to that of the companies that are unlisted. The nonlinear 
estimation findings in column (2) of Table 5 reveal that the coefficient of the cross 
term is 3.0308, which is also significant and positive. The findings are consistent 
with the expectations of this study, and they indicate that ESG can serve as a crucial 
reference indicator for investors during major global crises. 

In Table 5, the fitted revenue value results are nonsignificant in the linear model; 
however, if the squared item in the nonlinear regression is considered, significant 
results are observed. The coefficient is 59.4510, indicating the positive effect of 
revenue on stock price; however, this effect progressively decreases when revenue 
increases. 

Table 6 presents the estimation results for the four ESG subitems, and the trend 
is the same trend as that observed in Table 4. For the linear model in column (1), the 
coefficient of the cross term is 2.3447 (1% significance level). As revealed in column 
(2), if the nonlinear model is considered, the coefficient of the cross term is 2.8926, 
which is significant. The findings pertaining to the fitted revenue values in Table 
6 are the same as the results presented in Table 5, which are nonsignificant in the 
linear model; however, if the squared item in the nonlinear regression are considered, 
significant results are observed; the coefficient is 41.7285.
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Table 6 DID effect on 
stock—estimated from 
separated scores of ESG 

(1) (2) 

log(revenue)
∆

0.2131 
(0.2632) 

41.7285** 
(19.9399) 

log(revenue)2
∆

– − 1.2415** 
(0.5953) 

Desg − 0.9682* 
(0.5158) 

− 1.6830** 
(0.7153) 

Dcovid − 1.0921*** 
(0.3085) 

− 1.4058*** 
(0.4178) 

Desg × Dcovid 2.3447*** 
(0.6852) 

2.8926*** 
(0.8868) 

Constant − 1.7858 
(4.0599) 

− 347.074** 
(166.0784) 

Note The information on this table is provided by this study. 
*** represents significance at the 1% level. ** represents signif-
icance at the 5% level. * represents significance at the 10% 
level 

4 Conclusion 

With the emergence of the ESG concept in recent years, numerous investors and 
institutions incorporated ESG engagement in their criteria for selecting investment 
targets. Various countries have established relevant standards and norms; therefore, 
ESG engagement plays a key role in current business practices. Meanwhile, the 
sudden outbreak of the COVID-19 pandemic provides researchers with an opportu-
nity to examine the role of ESG engagement in a crisis. This study conducts empirical 
research using data on large financial holding companies in Taiwan and discovers 
that ESG performance has a significant and positive effect on the revenues of these 
companies. Meanwhile, because of the controlled pandemic situation in Taiwan, the 
pandemic’s effect on the revenues of the holding companies is small. Through an 
examination of the effect of each of ESG variable on the revenues of the holding 
companies, the social engagement (S) dimension is revealed to be the main positive 
influencing factor, whereas the corporate governance (G) dimension is revealed to 
have a negative effect on the revenues of holding companies. This study posits that 
these findings can be attributed to the particularity of the financial sector. Specifi-
cally, the loan criteria that are applied by holding companies with favorable corporate 
governance are stricter than those applied by companies with unfavorable corporate 
governance; consequently, persons who require loans in the market prioritize loan 
options with easier loan conditions, and companies with a higher governance (G) 
score generate less revenue than those with a lower score. The empirical results 
reveal that unemployment rate is a significant influencing factor for the revenues of 
holding companies. This study holds that an increase in unemployment rate causes 
an increase in the demand for loans; therefore, the revenues of the companies that
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provide loans increase. In terms of stock pricing, the results of the DID model-based 
estimations reveal that the stock prices of the financial holding companies that are 
listed on ESG rankings are significantly higher than those of companies that are 
unlisted on ESG rankings, indicating that when a crisis occurs, the ESG score is a 
major reference indicator for investors. 

This study differs from other ESG studies in that most of these studies do not focus 
on the effect of ESG engagement in the financial sector in Taiwan. Moreover, this 
study discovers that ESG performance has a mostly positive effect on the performance 
of holding companies but a negative effect on corporate governance (G). These 
findings contribute to the literature on ESG engagement. This study further uses 
DID estimation to compare companies that are listed and unlisted on ESG rankings 
and reports on the effects that are neglected in the literature. 
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Factors Affecting the Relationship 
Quality Between Coffee Farmers 
and Enterprises: A Case Study 
of the Central Highlands of Vietnam 
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and Nhung Thi Hong Pham 

Abstract The study analyzes factors affecting the relationship quality between 
coffee farmers and processing and export enterprises. A sample size of 171 coffee 
farmers in the Central Highlands of Vietnam is used for this study. The structural 
equation modeling (SEM) is utilized. The results show that five factors influencing 
the relationship quality are collaboration, perceived price, profit and risk sharing, 
power asymmetry, and effective communication. Perceived price has the strongest 
positive influence on the relationship quality. However, the relationship quality is 
negatively affected by power asymmetry. At the same time, a positive relationship 
between coffee farmers and processing and export enterprises brings farmers’ profits 
and positively impact on the intention to continue trading. Policymakers should focus 
on improving the quality of relationships through information sharing and ensuring 
fairness in transactions between coffee farmers and processing and export enterprises. 

Keywords Coffee farmers · Processing and export enterprises · Relationship 
quality · Central Highlands of Vietnam 

1 Introduction 

Coffee is Vietnam’s top export agricultural product and distributed through many 
different channels. Farmers can choose to deal with various buyers depending on 
their preferences. Coffee is a main crop to alleviate poverty for farmers in the Central 
Highlands, with nearly 20% of the total export value (Nguyen et al., 2021). In the 
early 1980s, the whole country had about 20 thousand hectares of coffee, with an 
annual output of 4 to 5 thousand tons of coffee beans. After more than 30 years, 
Vietnam’s coffee growing area has reached over half a million hectares with an output 
of more than 1 million tons. The Central Highlands is the largest coffee producing 
region of Vietnam. The coffee production area of the whole region accounts for
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more than 90% of the coffee production area of the country (Nguyen & Bokel-
mann, 2019). In recent years, the government has had guidelines and policies to 
support investment and development of coffee production. The planning-oriented 
coffee planting has contributed to creating more jobs and the economic development 
of smallholder farmers. At present, hundreds of private (including foreign-invested) 
and state-owned exporters/processors are thriving in the coffee industry, making the 
coffee bean market highly competitive. 

Relationship quality helps unite farmers and their buyers, enhancing coopera-
tion and mitigating the disadvantages of nature (Bandara et al., 2017). Moreover, 
when stakeholders trust this relationship, they will actively execute transactions in 
the most efficient way (Baihaqi & Sohal, 2013). However, farmers still face many 
limitations in participating in association with processing and exporting enterprises. 
The production and consumption of coffee still face many difficulties because the 
relationship is still loose and there is no legal effect. Farmers do not have power in 
their relationship with enterprises, so they often suffer losses and unable to protect 
their own interests. Among those difficulties and challenges, the problem of building 
the relationship between farmers and buyers is considered as one of the key issues, 
having a decisive influence on coffee production and consumption. 

Most of the previous studies have addressed aspects of relationship quality in 
different agricultural products. However, the theoretical basis and methods are not 
the same in these studies. Most studies unify that the quality of the relationship is 
perceived and assessed through the perceptions of the stakeholders (Lees & Nuthall, 
2015; Schulze & Lees, 2014; Schulze et al., 2006). Furthermore, the relationship 
between farmers and processing and exporting enterprises in the coffee industry is 
also different from that of other agricultural products (Gërdoçi et al., 2017; Nandi 
et al., 2018). Most of the studies in Vietnam focus on analyzing difficulties in the 
production and consumption of agricultural products (Nga & Niem, 2017; Truc &  
Hanh, 2017) or understanding the preferences of farmers to choose different distri-
bution channels (Nguyen & Bokelmann, 2019; Pham et al., 2019). In the supply 
chain, studies on the quality of the relationship between farmers and processing 
and exporting enterprises are not focused. These studies rarely mention measures 
to help parties improve cooperation between them. As such, this study is conducted 
to identify determinants of the quality of the relationship. Several policy implica-
tions are proposed to enhance mutual satisfaction, help balance power, and facilitate 
information sharing among parties. 

2 Methodologies 

2.1 Study Area 

The Central Highlands consists of a series of adjacent plateaus, located west of the 
Annamites mountains range with an average elevation of 500–800 m. The study area
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covers 54,508 km2, accounting for 16.5% of the area and approximately 6.1% of the 
population of Vietnam. There are five provinces in the Central Highlands of Vietnam, 
namely Gia Lai, Kon Tum, Dak Lak, Dak Nong, and Lam Dong. With the advantage 
of the monsoon climate and fertile basalt soil, the region has focused on developing 
industrial crops such as coffee, cocoa, pepper, and mulberry with high economic 
efficiency for households. Cashew and rubber trees are also grown here. Coffee is 
the most important industrial crop in this region. Besides, the Central Highlands is the 
second largest rubber growing area after the Southeast. It also has a large forest area 
with diverse biota, rich mineral reserves, and great tourism potential. The Central 
Highlands can be considered as the roof of the central region with a great protective 
function. However, destruction of natural resources and indiscriminate exploitation 
of forest products can lead to the risk of depleting forest resources and changing the 
ecological environment. In fact, the average area of coffee cultivation land of farmers 
is estimated at 1–2 ha/household. 

Coffee is usually picked from October to December or from November to January. 
Normally, the provinces of Gia Lai, Kom Tum, Dak Lak, and Dak Nong are the 
regions that specialize in growing Robusta coffee. Arabica coffee is mainly grown 
in Lam Dong province. Currently, coffee development is not sustainable, requiring 
the urgent restructuring of this crop in association with the application of reason-
able techniques. The application of scientific and technical advances has not been 
synchronized. The improper investment in fertilizer compared to the recommended 
process has resulted in soil degradation. The waste of irrigation water leads to a 
serious decrease in the groundwater level. In addition, farmers use pesticides inap-
propriately and in the wrong dosage. Most of the coffee growing area in Vietnam has 
no shade trees or windbreaks. Farmers harvest coffee when the percentage of green 
berries is still high. The processing facilities are not built to match the scale of produc-
tion, reducing the quality of Vietnam’s coffee. The coffee industry is also facing 
the situation of “old” coffee (yield less than 1.5 tons/ha, orchards over 25 years). 
Although the re-cultivation of coffee in the Central Highlands has been promoted, 
the area of “aging” coffee still accounts for a large proportion. 

Local authorities have encouraged farmers to link up with processors to improve 
competitiveness in the world market. Processors and exporters in the region also rely 
on buying agents to guarantee their supplies of dried coffee beans. Some processing 
and exporting companies have been trying to contact coffee farmers, but the result 
is unremarkable. This explains that only a small proportion of dried beans are sold 
directly to processors or exporters. Currently, there is fierce competition between 
processors and exporters in collecting coffee in the market. 

2.2 Empirical Studies and Research Hypotheses 

The rationale for relationship quality is based on the relationship marketing theory 
(Crosby et al., 1990; Dwyer et al., 1987). Therein, interconnectivity and interdepen-
dence are the essences of business relationships. A long-term business relationship
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helps both parties share expectations about future transactions (Schulze & Lees, 
2014; Schulze et al., 2006), maintaining long-term cooperation between buyers and 
suppliers (Fischer, 2013). Maintaining business relationships is a major challenge in 
a competitive environment. The relationship between buyers and sellers is mutually 
binding to share benefits in future transactions (Boniface, 2011). Structural features 
of business relationships include continuity, complexity, symmetry, and informality. 
Relationships are also complex because it includes both business relationships and 
social relationships. This relationship concerns the interests of buyers and sellers. 
In the supply chain, relationship management is necessary, but it needs to be done 
systematically and in accordance with each specific chain. 

All business relationships are based on: trust, commitment, and satisfaction. Rela-
tionship quality is related to positive levels of information sharing, quality of long-
term oriented communication, and relationship satisfaction. When the transaction 
process meets the expectations of the parties, it thus contributes to a stable rela-
tionship (Schulze & Lees, 2014). Cooperation is based on mutual trust between the 
parties (Capaldo, 2014; Ebrahim-Khanjari et al., 2011). The partners will commit 
to the implementation of the agreements, thereby maintaining and strengthening the 
relationship (Chen et al., 2011; Nyaga et al., 2010). The reciprocal adaptation of the 
partners binds them together, and this binding manifests in the mutual commitment 
between the partners. 

Most of the approaches referred to transaction cost economics (TCE) theory 
(Bhagat & Dhar, 2014; Lees & Nuthall, 2015; Nandi et al., 2018; Son, 2011) and 
the behavioral approach (Boniface, 2011; Le & Batt, 2012; Loc & Nghi, 2018) in  
studying relationship quality in the agricultural sector. Other approaches also used 
theories such as organizational justice theory (Mühlrath et al., 2014), commitment-
trust theory (Puspitawati, 2011), random utility theory (Newman & Briggeman, 
2016), life cycle approach (Rota et al., 2013), and signaling theory (Bandara et al., 
2017). Most studies use a combination of qualitative and quantitative methods. Most 
published studies still refer to empirical investigation. There has been an increase in 
the use of structural equation models (SEM) in studies of relationship quality in the 
agricultural sector in recent years (Bandara et al., 2017; Fischer, 2013; Loc & Nghi, 
2018; Nandi et al., 2018). In addition, the OLS regression method and exploratory 
factor analysis or component analysis are widely used (Boniface, 2011; Son, 2011; 
Le & Batt, 2012; Dlamini-Mazibuko et al., 2019). 

Many studies based on transaction cost economics perspectives have approached 
different governance structures. Vertical integration is a popular form of manage-
ment in the supply chain. The cooperation reflects the level of mutual understanding 
between partners. This is an important factor because the stakeholders can dialogue 
and solve problems more simply and easily with good cooperation (Lees & Nuthall, 
2015). In addition, the received price affects the implementation of agreements 
between farmers and their partners (Jena et al., 2011). The quality of the relation-
ship is strengthened when the parties take measures to share profits and risks in 
transactions (Lages et al., 2005; Sun et al., 2018). In a Business-to-Business (B2B) 
relationship, power partners will allow or use their influence over the actions of 
other individuals or partners in an imperative manner (Bandara et al., 2017; Lees &
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Nuthall, 2015). Effective communication gives farmers a significant advantage by 
being provided with the most appropriate information. Access to information allows 
parties to adapt to supply and market issues more quickly. It means that the actors are 
informed most suitably (Kac et al., 2016). The relationship enhances interests and 
the desire to continue doing transactions (Jena et al., 2011). At the same time, the 
parties always expect to continue to receive benefits from the relationship. Therefore, 
the result of a quality relationship is the intention of continuity in the execution of 
transactions (Schulze et al., 2006). In addition, quality relationships enable farmers 
to reinvest in their businesses and improve their long-term economic performance 
(Baihaqi & Sohal, 2013). In other words, the business performance of the stake-
holders is improved through the relationship. Based on the research model adapted 
from Hoa et al. (2022), there are seven hypotheses raised in this study: 

H1: The effect of collaboration on the relationship quality is positive. 

H2: The effect of perceived price on the relationship quality is positive. 

H3: The effect of profit and risk sharing on the relationship quality is positive. 

H4: The effect of power asymmetry on the relationship quality is negative. 

H5: The effect of effective communication on the relationship quality is positive. 

H6: The effect of relationship quality on farmers’ profitability is positive. 

H7: The effect of relationship quality on intention to maintain the relationship is 
positive. 

2.3 Data Collection 

This study uses data from the districts of Dak Lak, Lam Dong, and Gia Lai province. 
First, the secondary data was collected from BMTCA (Buon Ma Thuot Coffee 
Association), VICOFA (Vietnam Coffee Cocoa Association), WASI (Western High-
lands Agro-Forestry Scientific and Technical Institute), Lam Dong DARD, Dak Lak 
DARD, and Gia Lai DARD. Simultaneously, the structured questionnaire was built 
based on typical attributes of transaction costs to collect data for the study. The 
minimum sample size should be 170 because the number of observations should 
be five times the number of variables (Hair et al., 1998). This study used a direct 
survey method through structured questionnaires to interview coffee farmers who 
sold their products to enterprises. Most of the interviewed farmers have less than 2 
hectares of coffee growing area. The quota sampling method was used to select the 
sample size for the study based on the total number of coffee households in each 
district and the production area of each household. Finally, SPSS 22.0 and AMOS 
20.0 software were used for statistical analysis of coffee production and regression 
of factors affecting the quality of the relationship between farmers and enterprises 
through 171 completed questionnaires.
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The study used the Likert scale has five points, where 1 = fully disagreement, 2 
= disagreement, 3 = neutral, 4 = agreement, and 5 = fully agreement. Exploratory 
factor analysis and confirmatory factor analysis are used to test the discriminant and 
convergence of the scales in the model after they have met the requirements for reli-
ability. Finally, structural equation modeling was used for evaluating the hypotheses 
test and estimating the proposed model. In the study, the popular goodness-of-fit 
tests often use measures such as chi-square, CMIN/df, CFI, TLI, GFI, and RMSEA. 
The study consists of eight concepts: Relationship quality (RQ), Collaboration (CN), 
Perceived price (PP), Profit and risk sharing (RS), Power asymmetry (PA), Effec-
tive communication (EC), Relationship continuity intention (CI), and Farmers’ profit 
(FP) (Table 4). 

3 Results 

3.1 Overview of Coffee Production in the Central Highlands 
of Vietnam 

Most of the surveyed farmers grow Rubosta coffee, accounting for 90% of coffee 
varieties in the area. The survey results also show that interviewed coffee farmers’ 
age ranges from 20 to 67 years, with an average age of 40.1 years. Therein, the 
highest proportion is the age-group from 25 to 35 years old (accounting for 39.8%) 
and the age-group from 35 to 45 years old (accounting for 29.2%). Concurrently, the 
average education level is 9.4, and most of the household heads are male (accounting 
for 73.7%). The percentage of interviewed farmers in high school was 35.1%, in 
secondary school was 30.4%, and in primary school was 10.5%. At the same time, 
the average yield is 2–3 tons/ha and the profit is 60–80 million VND/ha/year. The 
average farm size is 1.4 hectares, which hampers farmers to benefit from economies 
of scale and apply synchronous production technologies. Farmers with 1–2 hectares 
of coffee land account for 22.8% of the entire sample. 

In general, the cultivated area in the Central Highlands tends to decrease due to 
various reasons. The small-scale production of smallholder farmers leads to difficul-
ties such as technological improvement, application of mechanization in production 
and processing, linkage in production and business, and access to market informa-
tion. The number of interviewed households said that difficulties encountered in the 
production process were lack of capital, difficulty in accessing loans (28.3%), lack of 
productive land (28.7%), lack of labor (22.4%), and difficulty accessing production 
techniques (20.6%). Lack of water for irrigation in the dry season is also one of the 
difficulties that people face (accounting for 6.1%). Coffee gardens are located far 
from water sources, so a lack of water for irrigation in the dry season is unavoidable. 

Market intermediaries are actors that exist between producers and final consumers. 
The number of market intermediaries involved in a marketing channel varies 
depending on the nature of the products and the place of growers. Actors in the
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coffee supply chain of the Central Highlands of Vietnam comprise farmers, local 
traders, purchasing agents, and processors/exporters. In this way, producers can sell 
at high prices by developing relationships with their buyers. Coffee farmers have been 
informed about changes in prices and export markets. Agents buy coffee beans from 
farmers through verbal contracts. Some coffee farmers deposit a large percentage 
of their coffee because of their credit tie-up. When coffee farmers feel the price 
is high, they decide to sell the quantity of coffee from their consignment. In addi-
tion, some companies have recently used direct, informal, and simple production 
contract with coffee farmers. However, exporters and processors can buy coffee beans 
through intermediaries (buying agents or local traders). In addition, some exporters 
and processors often sign long-term production contracts directly with smallholder 
farmers. 

3.2 The Relationship Between Coffee Farmers 
and Enterprises 

Three different types of contracts between coffee farmers and processing and 
export enterprises are informal contracts, intermediary contracts, and nucleus estate 
contracts. In an informal contract, the exporters and processors make informal 
production contracts with farmers on a seasonal basis. Specifically, some compa-
nies have recently used direct, informal, and simple production contracts with coffee 
farmers, such as Anh Minh, Simexco Dak Lak, and Armajaro. In this case, buyers 
(exporters and processors) only sign a contract with farmers. Companies only provide 
informal arrangements that specify the share of benefits and responsibilities of the two 
parties. An intermediary contract has seen as a formal subcontract by exporters and 
processors to intermediaries (cooperative or farmer groups) where they have their 
arrangements with farmers. The use of cooperatives as an intermediary is typical 
in this contract farming model in Amazaro and Dak Man Company. In a nucleus 
estate contract, the exporters and processors own and manage the estate plantation. 
Estate is often large and close to a processing plant where the firms can guarantee 
close supervision of production. These companies often sign long-term production 
contracts with farmers (e.g., Phuoc An and Thang Loi Company). 

The survey results show that the relationship between farmers and coffee 
processing and export enterprises is not really effective, not ensuring long-term cohe-
sion. Households said that they are (usually and always) satisfied with the companies 
accounting for 15.8 and 12.9% of the total interviewed households. Table 1 also shows 
that 20.5 and 14.0% of respondents trust enterprises to maintain their reputation by 
fulfilling their commitments. In addition, 18.7 and 14.6% of farmers said that the two 
sides committed to fully implementing the terms of the contracts. Moreover, the data 
also reveals the existence of conflicts between farmers and their buyers regarding 
the breach of the terms of the contracts. Specifically, there are conflicts of interest,
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Table 1 Statistics of farmers’ assessment of the relationship with enterprises 

Aspects Never Rarely Sometimes Usually Always Total 

Satisfaction 44 (25,7) 43 (25,1) 35 (20,5) 27 (15,8) 22 (12,9) 171 

Trust 33 (19,3) 48 (28,1) 31 (18,1) 35 (20,5) 24 (14,0) 171 

Commitment 43 (25,1) 26 (15,2) 45 (26,3) 32 (18,7) 25 (14,6) 171 

Source The authors’ calculations 
Note Numbers in brackets are percentages 

disputes related to time for delivery, receipt, and payment, disputes over product 
quality, or non-compliance with commitments. 

3.3 The Reliability of Scales 

Four observed variables were removed after performing Cronbach’s Alpha analysis 
(Gliem & Gliem, 2003). Besides, EFA analysis has a Kaiser–Meyer–Olkin (KMO) 
value equal to 0.854 (0.5 < KMO < 1) with a significance level of 0.000 (< 0.05). 
Therefore, the factor analysis well fits with the data. All variables in the rotation factor 
matrix have factor loadings higher than 0.5 (Table 2). In conclusion, the variables are 
strongly correlated in each construct of the proposed model. The cumulative variance 
of the eight factors is 71.725% (with eigenvalue = 1.077 > 1). Bartlett’s test has Sig. 
= 0.000 < 0.05 shows that the variables are fully correlated. The results of factor 
analysis are acceptable (Anderson & Gerbing, 1988; Cudeck, 2000).

After the EFA step, the scales were checked again by the CFA method to ensure 
more certainty about the reliability and validity of the scales. The CFA results show 
that the appropriateness index of the theoretical model has the expected results, 
such as RMSEA = 0.057 (< 0.08); CFI = 0.942; TLI = 0.933; and GFI = 0.827 
(Table 3). In addition, all results are acceptable with indices of conformity such 
as CMIN/df = 1.556 (< 3); chi-square = 586.485; df = 377. All factor loadings 
are more than 0.5; therefore, observed variables have a close relationship with their 
representative factors. As a result, the data are suitable to represent the research 
model (Steiger, 1990). Contemporary, Average Variance Extracted (AVE) is more 
than 0.5, Composite Reliability (CR) of the scales is more than 0.7. In addition, the 
squared correlation must be lower than the AVE for the two constructs. Therefore, 
the scales in the model achieve the value of discrimination (Fornell & Larcker, 1981).
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Table 2 Results of EFA analysis 

Factors Factor loadings 

Effective 
communication 

EC1 0.774 

EC2 0.789 

EC3 0.913 

EC4 0.967 

Farmers’ profit FP1 0.728 

FP2 0.893 

FP3 0.796 

FP5 0.889 

Power 
asymmetry 

PA1 0.858 

PA2 0.825 

PA3 0.884 

PP4 0.776 

Relationship 
continuity 
intention 

CI1 0.674 

CI2 0.774 

CI3 0.837 

CI4 0.835 

Relationship 
quality 

RQ1 0.705 

RQ2 0.949 

RQ3 0.609 

RQ4 0.938 

Perceived price PP1 0.676 

PP2 0.714 

PP3 0.713 

PP4 0.850 

Collaboration CN1 0.854 

CN2 0.912 

CN3 0.725 

Profit and risk 
sharing 

RS1 0.838 

RS2 0.939 

RS3 0.824 

Eigenvalues 9.154 3.968 2.499 2.135 1.835 1.672 1.347 1.077 

Cumulative variance = 
71.725% 

29.603 12.404 7.343 6.151 5.155 4.761 3.609 2.700 

Source Survey data
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Table 3 Results of convergent and discriminant validity test 

Component scales CR AVE MSV 

Collaboration (CN) 0.912 0.776 0.490 

Perceived price (PP) 0.833 0.556 0.195 

Profit and risk sharing (RS) 0.903 0.758 0.183 

Power asymmetry (PA) 0.911 0.721 0.299 

Effective communication (EC) 0.920 0.742 0.046 

Relationship quality (RQ) 0.895 0.683 0.231 

Relationship continuity intention (CI) 0.881 0.650 0.490 

Farmers’ profit (FP) 0.901 0.695 0.187 

Source Survey data 

3.4 Structural Equation Modeling Analysis and Hypothesis 
Test 

SEM was performed to determine the prefixes of relationship quality and their influ-
ence on the relationship. SEM conducts an analysis of the initially proposed research 
model after having the appropriate CFA results. The SEM analysis indicators confirm 
the theoretical model’s statistically significant fit (df = 388, chi-square = 680.492, 
CMIN/df = 1.754 < 3). The estimated parameters of the factors affecting the rela-
tionship quality include: perceived price factor is 0.26; effective communication is 
0.23; profit and risk sharing factor is 0.18; collaboration factor is 0.17; power asym-
metry factor is − 0.31. At the same time, the suffixes of the relationship quality are 
the farmer’s profit factor with the estimated parameter of 0.46 and the intention to 
maintain the relationship with the estimated parameter of 0.45 (Fig. 1).

The results show that 48% of the variance of relationship quality is explained 
by the five independent variables in the above model. In addition, the P-value of 
the estimated parameters in the SEM model is less than the significance level of 
5%. Therefore, seven hypotheses are accepted in this study. The Bootstrap method 
was used with a large number of observations (including 500 random observations). 
It involves repeated resampling of an original dataset to verify the reliability of 
the estimated parameters (Schumacker & Lomax, 2004). The Bootstrap method 
evaluates the estimates in the model with a confidence level of 95%. The results 
show that the SE-Bias of the estimators is less than 0.05. Thus, these results confirm 
the reliability of the estimates in the model. 

4 Discussions 

The findings can be better explained by incorporating the contexts of practice. In 
Vietnam, agricultural transactions are done through the spot market. Growers are
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Fig. 1 Factors affecting relationship quality (Source Survey data)

easily attracted to buyers who offer reasonable prices. Farmers often compare the 
price received with the price that neighboring households sell to others. Farmers have 
desire to continue future transactions when they are satisfied with the price received 
from the processors and exporters. In addition, sustainable business relationships 
are enabled and enhanced through communication, which can be seen as formal 
and informal information sharing among chain stakeholders. Communication can be 
defined as the catalyst that keeps partners together. Enterprises share difficulties with 
farmers to help reduce uncertainty through the exchange of information on markets 
and production techniques. 

Profit and risk sharing is an effective measure to control volatility in the market 
and improve exchange efficiency. Farmers will join with buyers interested in sharing 
profits and risks with them. Farmers are supported when crop yields are low or market 
prices are high. Therefore, transactions between coffee farmers and processing and 
export enterprises are driven by profit and risk sharing factor. Next, the cooperation 
is used as a basis for deciding future actions with the trading partner. Farmers coop-
erate directly with partners by establishing regular contacts. Thus, active cooperation 
reduces the probability of switching to another buyer. In fact, good relationships can
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survive when conflicts are resolved. Furthermore, the cooperation in business rela-
tionships primarily enhances (directly and indirectly) trust and stability. Therefore, 
it is clear that building trust in a business relationship is based on active cooperation. 

Power asymmetry leads to unfairness in transactions, reducing the motivation 
for cooperation between parties. As a result, power asymmetries can reduce trust 
and commitment, damaging relationship quality between farmers and enterprises. 
Relationship quality can be negatively affected by abusing stronger market posi-
tions. Finally, the motivation to improve the relationship between farmers and coffee 
buyers is beneficial for the farmers. In other words, the business performance of the 
stakeholders is improved through the relationship. Long-term relationships are more 
profitable while boosting efficiency, productivity, and performance. 

5 Conclusions 

The study identifies determinants of the perceived relationship quality based on 
TCE theory. Relationship quality contributes to stabilizing coffee production in the 
Central Highlands. The relationship between farmers and businesses helps farmers 
raise their income. Processors and exporters are vital actors, enabling farmers to opti-
mize coffee production in the Central Highlands. The study identifies five factors that 
influence relationship quality in the agricultural supply chain, including collabora-
tion, profit and risk sharing, perceived price, effective communication, and power 
asymmetry. The perceived price factor plays the most important role, followed by 
effective communication. Power asymmetry is a major cause of relationship entangle-
ment. The study also demonstrates the impact of relationship quality on profitability 
and intention to continue trading between coffee farmers and processing and export 
enterprises. 

In fact, the relationship between stakeholders is not well established in the 
agricultural supply chain due to the lack of transparency and mutual information 
sharing. Policymakers should develop programs to encourage linkages and ensure 
legal requirements for the relationship between coffee farmers and enterprises. This 
study has a small sample size (171 households) and only identifies a few factors 
affecting the quality relationship between coffee farmers and processing and export 
enterprises. Many other factors were not included in this study. Future studies may 
consider the relationship quality with a larger sample size and use the perspectives 
of both sides (including farmers and buyers).
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Appendix A 

See Table 4. 

Table 4 Interpretation of observed variables in the research model 

Sign Items Factors 

RQ1 You can trust the buyer Relationship quality 
(RQ)RQ2 You are satisfied with the transaction with the 

buyer 

RQ3 The relationship with the buyer meets your 
expectations 

RQ4 The buyer does not violate the 
contract/agreement/commitment with you 

CN1 The buyer can handle your inquiries Collaboration 
(CN)CN2 The buyer cooperates in solving problems with 

you 

CN3 There is good cooperation between the buyer 
and you 

PP1 Purchasing price is commensurate with coffee 
quality 

Perceived price 
(PP) 

PP2 Purchasing price of the buyer is reasonable 

PP3 Coffee sold to the buyer is always at good prices 

PP4 The buyer’s price does not fluctuate 

RS1 The buyer is willing to share the risk with you Profit and risk sharing 
(RS)RS2 The buyer is willing to share difficulties in 

production and consumption 

RS3 The buyer is willing to pay more when the 
market price increases 

PA1 The buyer is very powerful in the relationship Power asymmetry 
(PA)PA2 The buyer controls all the information in the 

relationship 

PA3 The buyer has a strong influence on you 

PA4 You must follow the requirements of the buyer 

EC1 The buyer provides information about market 
movements for you 

Effective communication 
(EC) 

EC2 You can easily contact the buyer 

EC3 You have regular contact with the buyer 

EC4 The information provided by the buyer is timely 
and reliable 

CI1 You will continue to sell coffee to the buyer Relationship continuity intention 
(CI)CI2 Your relationship with the buyer is long-lasting

(continued)
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(continued)

Sign Items Factors

CI3 You will continue to maintain a long-term 
relationship with the buyer 

CI4 You will introduce the buyer to other 
households 

FP1 Building relationships with buyers helps 
improve economic efficiency 

Farmers’ profit 
(FP) 

FP2 A good relationship with the buyer makes 
coffee easy to sell, as expected 

FP3 Selling coffee to the buyer helps farmers have a 
more stable income 

FP5 The relationship creates the linkage between 
production and consumption 
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How Adaptive Leadership Facilitates 
Employees’ Career Adaptability During 
the COVID-19 Pandemic? 

Anh Tho To 

Abstract The spread of the COVID-19 epidemic has significantly influenced human 
resource management and organizational behavior. A lack of adaptability and failure 
to find solutions to change might be a leadership weakness. In the context of the 
pandemic in particular, and the crisis in general, the traditional leadership style has 
become inactive. Organizations should use an adaptive leadership style to respond to 
changes in the business environment. The following are research questions: What are 
the primary functions of an adaptive leadership style? What are the roles of adaptive 
leaders? Through what aspects is the career adaptability of employees demonstrated? 
This exploratory study is based on the author’s observations and literature analysis 
in the context of the COVID-19 epidemic. We provide a theoretical framework of the 
adaptive leadership competencies required in times of crisis, offering several useful 
implications for human resource development practitioners. 

Keywords COVID-19 · Adaptive leadership · Career adaptability 

1 Introduction 

Due to social isolation and required limitations, the COVID-19 pandemic has had a 
significant negative influence on the workplace in 2020. Businesses and employees 
all across the world have been severely impacted by workplace closures and necessary 
measures to stop the disease’s spread. Due to temporary closures caused by worries 
about the spread of infectious illnesses, several businesses and corporations have 
made plans to cut hours to avoid layoffs, while others face the risk of having to 
stop operating permanently because of not being able to survive the pandemic. An 
estimation of 8.8% of total working hours has been lost internationally, which equates 
to the number of hours worked annually by 255 million full-time employees by 2020 
(ILO, 2021).
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Employees take longer to perform tasks during the COVID-19 pandemic because 
they need to take the required measures, follow cleaning rules, and prevent crowding 
at the workplace. Given that most employees are accustomed to set procedures 
in organizations, these changes result in slower production and operations overall, 
which in turn results in a decline in productivity. Additionally, firms and employees 
are shifting toward more work from home due to the COVID-19 epidemic. “Nearly 
70 percent of professionals who transitioned to remote work because of the pandemic 
say they now work on the weekends, and 45 percent say they regularly work more 
hours during the week than they did before, according to a survey of 2,800 workers 
by Los Angeles-based staffing firm Robert Half ” (Maurer, 2020). 

Many businesses think that training may help employees become more career 
adaptable, which will aid them in adjusting to tasks, work roles, and careers in 
unpredictable environments (Rasheed et al., 2020). Because career adaptability is 
frequently thought of as a type of human capital, Brown et al. (2012) also believe 
that career adaptability is acquired through time in the workplace through new knowl-
edge, experience, and education. According to Porfeli and Savickas (2012), adaptable 
individuals are “becoming concerned about the vocational future, taking control 
of trying to prepare for one’s vocational future, displaying curiosity by exploring 
possible selves and future scenarios, and strengthening the confidence to pursue 
one’s aspirations”. According to Yang et al. (2019) and Rossier et al. (2017), career 
adaptability could help a person determine their career path, recover from unfore-
seeable outcomes, eliminate decision-making difficulties, and achieve better perfor-
mance. Career adaptability is associated with job and life satisfaction (Fiori et al., 
2015; Guan et al., 2015). 

To create career adaptability for employees, leaders need to build and maintain an 
adaptive leadership style. Yukl and Mahsud (2010) discovered that adaptive leaders 
are expected to: be able to foresee future scenarios and use a variety of suitable 
behaviors; and proactively construct environments and organizations that do not 
need monitoring closely. It is required of adaptive leaders adjust to changes in the 
environment and skillfully apply their knowledge to guarantee the achievement of 
organizational objectives. They frequently exhibit a positive outlook, encourage, and 
urge their staff to do better for the company (Afsar et al., 2014; Caniëls et al., 2018; 
Joo & Lim, 2013). Along with developing an adaptive workforce, they are also skilled 
at retaining highly adaptable workers that are successful at enhancing the operations 
of the company and contributing significantly to the organization’s success (Safavi & 
Bouzari, 2019). 

This study enriches career construction theory by developing a framework of 
adaptive leadership as a predictor of employees’ career adaptability. By highlighting 
the importance of adaptive leadership in fostering employees’ career adaptability 
throughout the COVID-19 epidemic, this study makes a significant contribution to 
the body of literature on leadership and career development.
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2 The Impact of the COVID-19 Pandemic 

During the COVID-19 epidemic, a business had to increase its disease control 
measures if it wanted to continue operating. While manufacturers and big busi-
nesses were investing the most in healthcare systems, other businesses had kept their 
employees on-site by providing food, accommodation, and medical care so they can 
continue to work in a COVID-free environment. To be retained on the job for a long 
period, nevertheless, is not something that all employees agree to and are willing to 
do. Because it makes people feel cut off from the community, and social interaction is 
a fundamental human need. Humanity is always seeking methods to adapt and main-
tain social contacts to recover, particularly with the growing support of information 
and communication technology. 

The COVID-19 epidemic has also inspired a widespread trend of work-from-
home solutions. Since the start of the epidemic, 91% of workgroups in the Asia 
Pacific have made arrangements to work remotely, and 80% of firms actively promote 
or request that their workers work from home (Levin, 2020). Employee autonomy 
and satisfaction are not, however, increased by remote working. It still has certain 
drawbacks such as the need for childcare, issues with internet connectivity, the need 
for a quiet workspace, etc. 

Businesses have used digital platforms to face and overcome challenges during the 
epidemic. Small firms use digital technology for certain standard company operations 
like sales and payments. Larger-scale applications are made across the supply chain 
management by large businesses, from planning to controlling. Employees are under 
a lot of pressure to adapt and learn constantly because of this transformation. In 
other words, this epidemic is likely to speed up automation, the adoption of new 
technologies, and the transformation of the workplace. HR experts should come up 
with fresh ideas and efforts to put into practice the required training activities to 
assist employees in adjusting to the work-from-home environment and enhancing 
their employability skills so they are better equipped to handle new challenges (Li & 
Zehr, 2020). 

3 Change for Adaptability 

3.1 Career Adaptability 

It has been defined as “a psychosocial construct that denotes an individual’s resources 
for coping with current and anticipated tasks, transitions, and traumas in their occu-
pational roles” (Savickas & Porfeli, 2012). Employees must possess career adapt-
ability as a necessary personal skill to carry out their responsibilities efficiently and 
respond to changes in the always-changing workplace (Ferreira, 2019; Tladinyane & 
Van der Merwe, 2016). In other words, it’s the psychological and resource state 
required to fulfill present and expected professional developments, including the



328 A. T. To

attitudes, skills, and behaviors employees need to be suitable for the workplace 
(Savickas, 2005). It entails the capacity to change with the demands of the job, engage 
in ongoing learning, and manage one’s professional path. Career-related changes 
might help employees become more adaptable (Ocampo et al., 2020). Career adapt-
ability is required to meet the rising demand from employers for a highly flexible 
workforce. 

Career adaptability enables workers to predict the potential for unanticipated 
changes and respond to them proactively to reduce risk or recover (Ginevra et al., 
2018; Rudolph et al., 2017). Proactive employees are better prepared for changes in 
their careers (Tolentino et al., 2014). Additionally, prior research has demonstrated 
that career adaptability greatly enhances employee well-being and work performance 
(Ferreira, 2019; Tolentino et al., 2013; Yu & Zheng, 2013; Zacher et al., 2015), 
reduced work stress, job satisfaction, and organizational commitment (Maggiori 
et al., 2013; Rossier et al., 2017; Tladinyane & Van der Merwe, 2016; Zacher, 2014). 

From the perspective of career-building theory, career adaptability is expressed 
in four main attitudes (Savickas, 2005; Savickas & Porfeli, 2012): Concern, control, 
curiosity, and confidence. “Concern involves planning for the future, control implies a 
personal responsibility to shape the future, curiosity leads to exploring possible roles, 
and confidence is belief in one’s ability to achieve goals and implement choices” (Lee  
et al., 2021). These “4C” psychological characteristics might help people consider 
different options, assess their environment, create objectives, and keep trying to 
adapt. Guan et al. (2016) and Luke et al. (2016) stated that these components work 
together to motivate employees to manage and effectively adapt to the current and 
rapidly changing world of work. 

3.2 Adaptive Leadership 

Adaptive leadership is found in leaders who have a high degree of adaptability 
to changes and difficulties, foresee potential future developments, have a positive 
outlook, and are willing to accept difficulties and failure (Asaari & Hasmi, 2012). 
It is required to manage any adaptive changes and challenges (Randall & Coakley, 
2007). The adaptive challenges require us to develop new ways of perceiving and 
acting, in contrast to the technical challenges which are sometimes quite obvious and 
may be resolved using the existing techniques (Heifetz et al., 2009). 

The foundation of adaptive leadership is based on the view that leadership is a 
process rather than a personal quality (Heifetz et al., 2004). The best illustration of 
adaptive leadership is that of an educator calling on learners to discover, invent, and 
take collective responsibility for their situation (Heifetz & Heifetz, 1994). Adaptive 
leadership is helpful when no easy solution is available. It is quite important for 
managers who want to find innovative solutions in a world of constant change. Most 
adaptable leaders frequently experiment to determine the most effective means of 
shaping the current context.



How Adaptive Leadership Facilitates Employees’ Career Adaptability … 329

According to Mulder (2017) and Ramalingam et al. (2020), adaptive leadership 
focuses on four dimensions as follows: 

Ramalingam et al. (2020) Mulder (2017) 

“Anticipation of likely future needs, trends and 
options” 

“Navigating business environments: Adaptive 
leaders should embrace uncertainty and 
encourage the organization to look for new 
approaches” 

“Articulation of these needs to build collective 
understanding and support for action” 

“Leading with empathy: Adaptive leaders 
create a group attitude instead of an 
atmosphere of divide and conquer. An adaptive 
leader will understand alternative perspectives 
and ideas and be able to share them with 
others” 

“Adaptation so that there is continuous learning 
and the adjustment of responses as necessary” 

“Learning through self-correction and 
reflection: Adaptive leaders ensure that their 
organization is always aware of what’s going 
on outside it and what customers are thinking. 
By identifying mistakes and problems properly 
and in a timely manner, they can be tracked 
down, filtered, and decoded —giving the 
organization a chance to respond” 

“Accountability, including maximum 
transparency in decision making processes and 
openness to challenges and feedback” 

“Create win–win solutions: An adaptive leader 
values platforms for cooperation and builds on 
them” 

3.3 Leadership Practices for Career Adaptability 
in the Context of COVID-19 Epidemic 

In an ever-changing work environment, leadership serves as a guide and aids 
employees in adapting and working more effectively toward the general objectives 
of the business in a workplace that is always changing. Employee career adaptability 
is more likely to be improved by leadership practices that prioritize employee devel-
opment, provide clear direction and expectations for the workforce, and encourage 
and support worker involvement at work (Bardoel et al., 2014; King & Rothstein, 
2010). 

Crises force leaders to take on multiple roles and tasks at once due to time pressure 
and limited resources. Adaptive leaders establish a clear vision for their followers 
and serve as facilitators, advisors, and trainers to them. According to Lacerda (2019), 
leaders who can envision and forecast the organization’s future are effective under 
difficult circumstances. They provide an explanation of an organization’s purpose 
and then empower followers to select how work should be carried out to accomplish 
the organization’s ultimate objectives. Adaptive leaders promote more employee 
involvement and encourage them to develop creative solutions (Afsar et al., 2014).
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Therefore, Özşahin et al. (2011) demonstrate that a leader’s capacity to establish 
strong connections through challenging times is essential. 

An organization’s adaptive leadership style can lessen employee burnout and 
boost work satisfaction, psychological capital, organizational citizenship, and job 
engagement (Fiori et al., 2015; Singh et al., 2018). It could assist employees to 
identify their future requirements and prospects to prepare for the next assignments 
and job transitions. Individualized attention from adaptive leaders enables followers 
to feel confident in their capacity to handle their job and more readily adapt to changes 
(Afsar et al., 2014; Tims et al., 2011). Continuous and open communication enables 
followers to easily express their demands and concerns without fear (Afsar et al., 
2014). Adaptive leaders make sure that followers have more resources necessary to 
deal with changing conditions. 

Leaders should maintain some competencies in difficult times. According to 
Koehn (2020), it’s important to acknowledge fear, give people responsibilities and 
goals, concentrate on learning, and pay attention to the people involved’s feelings 
and energies. Additionally, Schwantes (2020) mentioned being adaptable, taking 
emotions into account, staying involved, and hearing their opinions. As shown in 
Fig. 1, leaders’ competencies can be summarized into four parts as follows: 

Responsiveness to Change Leaders need to be able to recognize changing events 
and take rapid action in response. According to McGuinness (2020), leaders must be 
able to decisively change. Leaders need to have good emotional regulation, analyze 
information rapidly, prioritize needs, and refrain from irrational behavior. Thereby, 
managers may assist staff members to become more career adaptable and successfully 
manage challenges in their careers (Zacher et al., 2015). 

Openness to Technology Leaders must be able to adopt new technology and inspire 
employees to use it to carry out their responsibilities. This role might help staff 
successfully respond to the dynamic demands of the international market (Colville & 
Murphy, 2006). 

Taking Care of Employees’ Emotions and Well-Being Leaders must recognize and 
assist staff in resolving various emotional and personal issues. To do this, supervi-
sors must regularly communicate with staff to bridge the gap between them. Espe-
cially, the effective support of technological means of communication reduces the 
distance barrier created by the epidemic. Besides, a steady financial condition is 
critical for managerial decisions. The epidemic puts significant financial pressure 
on each employee, reducing job productivity. In times of crisis, financial constraints 
have a significant impact on leaders’ decision-making (Schwantes, 2020). As a result, 
it is necessary to share benefits between employees and leaders during times of crisis, 
even though these actions, such as salary cuts and reduced working hours, may have 
an immediate impact on employee well-being. 

Effective Communication Organizations should have innovative communication 
strategies as part of their crisis management because, in times of crisis, scarce 
resources and incomplete information generate uncertainty that causes fear and
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Fig. 1 A framework of the adaptive leadership competencies required in times of crisis 

anxiety among employees and makes crisis management much harder (Lockwood, 
2005). According to Orangefiery’s (2020) survey on the communication require-
ments of employees, their primary concerns are: transparency about what they know 
and don’t know; resources for coping with stress and anxiety; and the complexity of 
the issue. To motivate team members and come up with original solutions, there must 
be continuous communication (Lacerda, 2019). Effective communication places a 
strong emphasis on both quantity and quality of communication (Balakrishnan & 
Masthan, 2013). According to Mohr and Sohi (1995), five factors affect communica-
tion quality overall: completeness, reliability, accuracy, timeliness, and completeness 
of communication flows. 

4 Discussions 

This research offers several implications for managing crises and selecting the best 
leadership approach for an organization in trying circumstances, particularly during 
the COVID-19 epidemic. First, as adaptability is extremely valuable in times of 
crisis, firms should seek out and hire highly adaptable leaders. Second, even though 
personality traits are largely constant, they are not entirely static (Damian et al., 
2019); therefore, leaders should maintain a spirit of self-education and self-update 
or take part in training programs that enhance their adaptive behavior to be better able 
to handle the current COVID-19 epidemic and similar situations. Third, adaptability 
should be fostered in an adaptive and open culture. In order for adaptive leaders to 
succeed, businesses must maintain a highly flexible culture and remove any elements 
that can undermine their drive for change (Schein, 2010). 

Employers should consider employee career adaptability as a criterion to examine 
recruiting and retaining good workers because of the dynamic nature of work in a
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modern organizational context under pressure from ongoing technology applica-
tion and innovation. Adaptive leadership may assist staff members in making quick 
adjustments to their careers and even assist pessimistic individuals in embracing 
change and adjusting to the workplace more successfully (Nguyen et al., 2016; 
Tolentino et al., 2014), thereby reducing highly adaptable employees turnover inten-
tion during a crisis (Ito & Brotheridge, 2005). To achieve this, managers should 
provide a positive and encouraging work atmosphere that promotes employee opti-
mism. Such a work atmosphere should include career counseling, coaching, and 
mentoring (Lent & Brown, 2019; Rottinghaus et al., 2017). The interpersonal needs 
of employees should be frequently identified and addressed by organizational leaders 
(Singh et al., 2018). During this trying period, department heads should be trust-
worthy, empathetic, and proactive in providing their staff with the necessary assis-
tance for their physical and emotional well-being (Ahmed et al., 2020). Through 
platform-based social networking technology that allows individuals to discuss and 
communicate their concerns, employers may also obtain more supervisory help. 
Companies may encourage a positive work environment that supports employees’ 
aspirations for the future (Papagiannidis & Marikyan, 2020). Human resource devel-
opment specialists should plan a variety of conversations and discussions as well as 
facilitate positive interactions to help people, groups, and organizations get ready for 
the future of work by preparing work-from-home and displaced workers for how to 
work with and manage organizational changes. 

5 Conclusions 

Human resource managers and leaders need to reconsider implementing a new leader-
ship style that is more appropriate than conventional leadership styles in the context 
of the COVID-19 epidemic. According to this study, adaptive leadership is more 
successful in times of crisis and high uncertainty. Adaptive leadership shows adapt-
ability to changes and difficulties, the ability to foresee potential future events, 
and positive attitudes. Adaptive leadership focuses on four dimensions: Anticipa-
tion, Articulation, Adaptation, and Accountability. Moreover, adaptive leaders will 
promote employees’ involvement and encourage them to more readily adapt to 
changes. Employees’ career adaptability is expressed in four main attitudes: planning 
for the future (Concern), responsibility for the future (Control), investigating potential 
roles (curiosity), and belief in one’s capacity to accomplish goals (confidence). Our 
framework emphasizes that adaptive leaders will facilitate employees’ career adapt-
ability by using four main competencies: recognizing changing events and taking 
rapid action in response; adopting new technology and inspiring employees to use it; 
recognizing and assisting staff in resolving various emotional and personal issues; 
and building innovative communication strategies. This framework gives managerial 
insights that during the crisis, adaptive leadership will enhance the effectiveness of 
crisis management.
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Abstract Management accounting has been well acknowledged to be a paramount 
ingredient in determining, assessing and exploiting international entrepreneurship 
opportunities and has been substantiated to be positively associated with inter-
nationalization capacities (IC). Outstandingly, due to the inclusive measures for 
sustainability and resilience promotion in the 2030 Agenda, small and medium 
enterprises (SMEs) have begun to recognize the value of circular business prac-
tices in formulating organizational resilience for the target of IC enhancement. This 
research conceptualizes and corroborates a model concentrating on the intercon-
nection between the effectiveness of intelligent management accounting system 
(EIMAS) and internationalization capacities (IC) of SMEs. Additionally, it pursues to 
investigate the mediation mechanism of organizational resilience in circular economy 
adoption (ORCEA) on the linkage between EIMAS and IC. The structural equation 
modeling was employed to investigate a theoretical model hypothesizing the inter-
connections between the abovementioned components through large-scale response 
data captured from convenient and snowball sample of 612 accountants within SMEs 
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1 Introduction 

As developing measures to overcome business frontier and operating in the interna-
tional market have been pondered as the most promising ways to ensure achieve-
ment in the long term, internationalization process has been well acknowledged to 
generate the potential to render advantages to all types of enterprises (Kuivalainen 
et al., 2012). Indeed, it has enabled for the amelioration of organizational competi-
tive advantage, sustainable performance and it has composed one of the approaches 
through which SMEs could take advantage to react effectively to environmental chal-
lenges to survive and develop (Andres et al., 2022; Freixanet & Renart, 2020). In this 
regard, numerous SMEs have aimed for business advancement through diversifying 
their products/services and their markets (Lin & Ho, 2019). Nevertheless, the imple-
mentation of this strategy has not been simple. Faced with ever-shifting markets, 
all the enterprises must ineludibly adapt to their environment to effectively respond 
to the emerging challenges. Additionally, the COVID-19 pandemic has magnified 
the complicatedness which induced the negative effects on the way of operating 
business cross-borders (Van Witteloostuijn, 2021). In order to minimize the adverse 
impacts of the COVID-19 pandemic on SMEs, the senior managers in this type of 
organization have been seeking for innovative approaches to carry out operations 
to assure their corporate survival (Khalil et al., 2022) and enhance their organiza-
tional resilience to improve as well as intensify their internationalization process. 
Against this backdrop, circular economy (CE) business practices have been implic-
itly presumed to formulate the resilience practices which focused on gaining resource 
efficiencies through removing the buffers, diversity and slack resources required to 
resist and adapt to shocks as well as disturbances (Kennedy & Linnenluecke, 2022). 
In addition, entering foreign markets has been linked to considerable uncertainty 
and significant investment (Ahsan & Musteen, 2011). To that end, managing the 
expenses and uncertainties of internationalization has been peculiarly relevant for 
SMEs (Ipsmillera et al., 2022). 

Unfortunately, the capabilities related to expense management to smooth opera-
tions of SMEs could not be undertaken as well as large multinational enterprises. As 
such, SMEs should take the adoption of appropriate information and control systems 
into consideration. This was because management accounting system (MAS) enabled 
SMEs to allocate resources efficiently and effectively through managing information 
demands (Ali Qalati et al., 2020; Helgeson et al., 2022; Le & Ikram, 2022; Müller 
et al., 2021). Thus, in SMEs, MAS has played the paramount role in SMEs’ functions. 
It buttressed business functions by supplying management planning and tackling with 
or analyzing valuable information (Müller et al., 2021). MAS could also address all 
demands and enable decision-making process as well as the planning process that 
facilitated in accomplishing economic circular targets for these organizations in long-
term development (Fitria, 2021). Given that the introduction of advanced information 
technologies that enabled the automation of accounting processes through enhancing 
the speed of access to information, the security of information as well as the level
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of transparency, eradicating the shortcomings of the human factors in certain prac-
tices, the integration advanced information technologies into MAS has become the 
inevitable tendency (Yoon, 2020). In this vein, it has been prerequisite to set up a 
modern paradigm in MAS through adapting to digital technologies and modifying 
techniques (Guni, 2018) to generate an intelligent MAS for the efficiency and effec-
tiveness of managerial decisions in terms of gaining the organizational resilience in 
CE adoption (ORCEA) and enhancing the internationalization capabilities (IC) of 
SMEs. 

Startlingly, there has been a dearth of academic works that systematically inves-
tigated the influence of strengthening ORCEA for IC achievement through lever-
aging the advantages of intelligent MAS within SMEs in emerging countries. With 
this focus, the current research aimed at bridging this gap through addressing the 
intriguing research questions as follows. 

RQ1. What is the impact of EIMAS on IC? 

RQ2. Does ORCEA act as a mediator of the interconnection between EIMAS on IC? 
Aside from the introduction, the other sections in this manuscript are structured 

in the following sequence. The literature review is demonstrated in Sect. 2. The 
research model and hypotheses development are outlined in Sect. 3. Afterward, 
the methodology is depicted in Sect. 4. This manuscript culminates with statistical 
analyses which are exposed in the penultimate section. The last section focuses on 
outlining the theoretical contributions and managerial implications as well as some 
recommendations for the development of future works. 

2 Literature Review 

2.1 Theoretical Underpinnings 

Contingency theory (CT). CT was first founded by researchers from Ohio State 
University in 1950 (Nohria & Khurana, 2010). The fundamental idiosyncrasy of the 
theory was its behavioral approach that associated with the optimal fit of organiza-
tional constitution hinged on contingent circumstances (Bastian & Andreas, 2012). 
The structure of an organization was widely recognized to bank on numerous determi-
nants, namely nature of organizational work, market conditions, culture, the external 
environment as well as technology (Hanisch & Wald, 2012). CT has been deter-
mined as a vital area of research in management accounting (Chenhall, 2006). The 
perspectives of a CT of management accounting emerged in the 1970s in an effort 
to illuminate a wide range of management accounting practices that were obvious at 
that time (Otley, 2016). 

Dynamic capabilities theory. The term of dynamic capabilities (DCs) was first 
emerged in a working paper of Teece et al. (1990) and was subsequently published 
in 1997 (Teece et al., 1997). The DCs accentuated on the organizational capacities
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on such aspects as sensing and shaping chances and menaces, seizing opportuni-
ties, retaining competitiveness through gaining, integrating, safeguarding, and, when 
essential, reconfiguring the organizational intangible and tangible assets (Teece, 
2007). DCs theory depicted path-dependent processes which allowed organizations 
to adapt to changing environments by establishing, combining and reconfiguring their 
resource and capacities portfolio in a rapid manner (Teece et al., 1997). Numerous 
academic notes have so far deepened the analyses on the interconnection between 
DCs and internationalization which thus has contributed to the strength of DCs theory 
(Peng & Lin, 2017). 

2.2 Conceptualization of Measured Variables 

Effectiveness of intelligent management accounting system. MAS referred to system-
atic processes of control employ to affect members within an organization to reach 
the organizational goals (Naranjo-Gil & Hartmann, 2007). MAS has been consid-
ered as one of the complicated administrative systems that was largely banked upon 
by institutions to produce helpful information about users of the internal as well 
as external business environment of this system (Ngo, 2021). Based on the sugges-
tion of Chenhall and Morris (1986), the features of valuable and reliable informa-
tion comprised of scope, timeliness, aggregation as well as integration. Accord-
ingly, scope focused on the information that consisted of the organizational issues 
to support the managers to generate more effective solutions so that the outcomes 
were expected to revamp managerial performance better. Timeliness concentrated on 
the speed or the time span between the demands for information by the demonstra-
tion of information required by the organization to reinforce managers to cope the 
environmental uncertainties. Aggregation mentioned on the information that offered 
explicitness on the areas which were responsibility of each organizational manager 
consistent with their respective functions. Integration was defined as the information 
that encompassed facets, namely the provision of a target organization which was 
gauged from the percentage of the interaction between sub-department within the 
organization. Building on the perspectives of Ghasemi et al. (2019) and Pedroso and 
Gomes (2020), the effectiveness of MAS could be achieved only when each of char-
acteristics of information, namely scope, timeliness, aggregation and integration of 
MAS reached the effectiveness. 

The adoption big data and artificial intelligence were corroborated to bring out 
favorable opportunities for effective decision-making through synthesizing robust 
patterns from large datasets, artificial intelligence and, particularly, machine learning 
algorithms would enable the generation of valuable information and predictions from 
data (Elliott et al., 2021). With the implementation of artificial intelligence on MAS 
would help to minimize the human errors and frauds, gain the overall performance as 
well as consumers’ satisfaction and generate rapid, precise, repeatable, low-expense 
decisions, with high quality approaching human-like intelligence (Cubric, 2020; 
Shrestha et al., 2019). Additionally, the supports of big data would revamp the
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quality and relevance of accounting information for management control, thereby 
perking up transparency and decision-making (Dehbi et al., 2022). Moreover, big 
data analytics was corroborated to make great contribution to MAS through amelio-
rating organizational expense containment quality and effectiveness (Fahlevi et al., 
2022). In this regard, the convergence of artificial intelligence, big data and big data 
analytics in MAS would make MAS become much more intelligent. In other words, 
this convergence could help all features of MAS to perform in a more intelligent 
manner. 

Organizational resilience. The conceptualization of organizational resilience 
reflected on the differential capabilities of organizations to predict, respond to, 
recover from and acquire from adversity (Linnenluecke, 2017). Organizational 
resilience was an issue of degree, such that more resilient organizations predicted 
adversity earlier and more completely, responded more rapidly and comprehensively, 
recover more entirely and grasp more intensively from the experiences (van der Vegt 
et al., 2015). Building on the perspectives of Ortiz-de-Mandojana and Bansal (2015), 
organizational resilience was not a static characteristic, but a latent, path-dependent 
wide range of capabilities that organizations advanced through tackling with unex-
pected incidents. This work included investigations of how enterprise, industries and 
communities could sustain resilience through CE implementation while mitigating 
destruction of the life-supporting basements supplied by ecosystem resilience. 

Internationalization capacities. Internationalization has been determined both as 
a process and pertaining to the practices that enterprises carry out to reach foreign 
markets (Ribau et al., 2016). Numerous academic notes have so far deepened the 
analyses on the interconnection between DCs and internationalization (Peng & Lin, 
2017). Building on the findings of Pinho and Prange (2016), IC was considered as DCs 
which was categorized into the aspects, namely exploitative capabilities and explo-
rative capabilities. In this regard, exploitative capabilities reflected on the threshold 
capabilities and consolidation capabilities. More concretely, threshold capabilities 
put accent on undertaking the similar actions more effectively and associated with 
the capabilities of the enterprise to organize in order to function competitively in 
various environments (Pinho & Prange, 2016). The consolidation capabilities aimed 
at support the firm to generate structures and routines to concentrate on chance 
recognition and on formulating the skills required for local operations (Pinho & 
Prange, 2016). In the meanwhile, exploration capabilities comprised of the value-
adding capabilities and disruption capabilities. More instrumentally, value-adding 
capabilities placed emphasis on the advancement of novel capabilities and disruption 
capabilities stressed on giving rise to the flexibility, which enabled the enterprises to 
rapidly grasp the competencies essential to pursue continued development (Pinho & 
Prange, 2016).



342 H. Q. Pham and P. K. Vu

3 Authentication of Research Hypotheses 

The differentiation strategy has been pondered as one of the most prerequisites for the 
accomplishment in internationalization process as this form of strategy would enable 
the SMEs to become burgeoningly critical and to draw concern in markets with high 
degree of competition (Cavusgil & Knight, 2015; Freixanet & Renart, 2020). As such, 
the differentiation strategy was carried out by distinction in terms of goods design, 
idiosyncrasies and technology to reach an enhancement in profitability (Cavusgil & 
Knight, 2015). To do so, SMEs should take the appropriate information and control 
systems into consideration to manage and govern the deficient resources. Therefore, 
a MAS should be set up in the way that could allow SMEs to allocate resources 
rationally by managing and governing information requirements in an efficient and 
effective manner (Ali Qalati et al., 2020; Helgeson et al., 2022; Le & Ikram, 2022; 
Müller et al., 2021), supporting business functions by offering management planning 
and tackling with or analyzing valuable information (Müller et al., 2021). 

The adoption big data and artificial intelligence were corroborated to bring out 
favorable opportunities for effective decision-making through synthesizing robust 
patterns from large datasets, artificial intelligence and, particularly, machine learning 
algorithms would enable the generation of valuable information and predictions from 
data (Elliott et al., 2021). Building on the perspectives of Saggi and Jain (2018), 
the implementation of big data analytics techniques into information system would 
allow the organization to gain the predictive value of the available data. Indeed, 
this implementation would enable the MAS to become efficient and effective in 
performing expense prediction, product profitability analysis, the financial effect 
of manufacture change and evaluations of consumer segment profitability. With the 
support of advanced information technologies, the EIMAS would expand the content 
and processing approaches of information to supply broad and in-depth information 
for managers. This was because the EIMAS would focus on the external environment 
of the organization, ultimately analyze the market position of the organization and 
support managers to make effective strategic decisions. Along the similar line of 
reasoning, the first hypothesis in this research was posited as follows. 

Hypothesis 1 (H1). EIMAS exerts an impact on IC in a significant and positive 
manner 

Under the condition of advanced information technology, accounting information 
system would become comprehensive and open. Accordingly, it would heavily rest on 
the network and would be employed to analyze, design and formulate the accounting 
business produced by the value transfer during organization operations. It could also 
supply financial information, enable in financial analysis, forecast and plan as well 
as intensify financial control and financial decision-making (Deng et al., 2021; Wu  
et al., 2020). With the implementation of artificial intelligence on MAS would help 
to minimize the human errors and frauds, gain the overall performance as well as 
consumers’ satisfaction and generate rapid, precise, repeatable, low-expense deci-
sions, with high quality approaching human-like intelligence (Cubric, 2020; Shrestha
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et al., 2019). Additionally, the support of big data would revamp the quality and rele-
vance of accounting information for management control, thereby perking up trans-
parency and decision-making (Dehbi et al., 2022). Furthermore, big data analytics 
would facilitate the adoption of more detailed, precise and proper expense assessment 
systems (Fahlevi et al., 2022). In this regard, the EIMAS would buttress the organiza-
tion to succeed in strategic planning, strategic cost analysis and strategic market anal-
ysis through strategic high-degree analysis and thinking which thus helped the senior 
leadership to raise awareness of constant concerns and develop effective strategies to 
resolve. Moreover, EIMAS would provide valuable information which allowed the 
organization to strengthen the capabilities to determine internal and external devel-
opments, deepen the capabilities to ascertain vital developments and potential threats 
to prepare for unexpected incidents and react to these incidents before their full influ-
ences would become visible through developing and implementing solutions. Along 
the similar line of reasoning, the second hypothesis in this research was conjectured 
as follows. 

Hypothesis 2 (H2). EIMAS exerts an impact on ORCEA in a significant and positive 
manner 

The differentiation strategy has been considered as the main driver for success in 
the internationalization process among SMEs (Cavusgil & Knight, 2015; Freixanet & 
Renart, 2020). This type of strategy was undertaken by dissimilarity in terms of 
product/service design, idiosyncrasies and technology to accomplish an amelioration 
in profitability (Cavusgil & Knight, 2015). 

The CE has been generally pondered as an intentionally designed, restorative 
as well as regenerative economy (Pla-Julián & Guevara, 2019). CE practices have 
been implicitly presumed to establish social-ecological system resilience that has 
been the resilience of interacting, nested systems at numerous degrees (Kennedy & 
Linnenluecke, 2022). The CE strategies have focused on reconfiguring businesses 
and industries to turn out to be industrial systems of closed material loops with the 
goal of abolishing waste and pollution, facilitating multitudinous product life cycles 
and maximizing the employment and embedded value of products and materials as 
well as capabilities for resource usage (Lacy & Rutqvist, 2015). The transformation 
into CE would help the organization to reach the superior resilience and response 
capabilities. As such, the circular principles like ameliorations in the design and 
reusability of products could have assisted to generate the resilience. In doing so, the 
ORCEA would enable the organization capabilities to build, integrate and reconfigure 
organizational resources and competences; improve the cooperating and learning 
capabilities; renew, regenerate and reconfigure capital to enhance the IC. Along the 
similar line of reasoning, the third hypothesis in this research was posited as follows. 

Hypothesis 3 (H3). ORCEA exerts an impact on IC in a significant and positive 
manner (Fig. 1)
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H3 

Fig. 1 Hypothesized model 

4 Methodological Framework 

4.1 Operationalization of Variables for Measurement 

In the current study, data was procured predominantly through self-administrated 
questionnaire. Questionnaire survey has been considered as a commonly and exten-
sively employed research technique for rapid collection and analysis of data from the 
target population (Heeringa et al., 2017). As a consequence of a wide-ranging analysis 
of the literature, an initial questionnaire was formulated in English. This translation 
process was performed to warrant that the original meanings of all the survey instru-
ments were retained (Van de Vijver & Tanzer, 2004). As the questionnaire in this 
study was set up in divergent setting, both culturally and environmentally, a pre-test 
with 5 experts was conducted. The interview session offered a platform to entirely 
scrutinize and refine each question as well as the wording of particular variables. 
Prior to the final design of the questionnaire, a pilot test of the draft questionnaire 
was embarked to evaluate its suitability for the research, 30 participants with similar 
idiosyncrasies to the survey population were requested to involve in the small-scale 
pilot test. All the suggestions received during the exercise were incorporated into our 
final design for accuracy and reliability. After finalizing the measuring constructs, 
the standardized questionnaire was established in close-ended form with multiple 
choices on the five-point Likert scale ranging from “1 = staunchly disagree” to “5 
= staunchly agree” employed in all items of the questionnaire. 

Effectiveness of intelligent management accounting system. The first-order 
construct of EIMAS was constituted by four components, namely scope, timeli-
ness, integration and aggregation. More instrumentally, the criteria applied to assess 
scope were emanated from the combination between the works of Carvalho et al. 
(2018), Dubey et al. (2019), Chenhall and Morris (1986), Cheng (2012), Etemadi 
et al. (2009), Chung et al. (2012). The criteria applied to assess timeliness were inher-
ited from the combination between the findings of Carvalho et al. (2018), Dubey et al. 
(2019), Chenhall and Morris (1986), Agbejule (2005), Etemadi et al. (2009). The 
criteria applied to assess integration were sprung from the combination between 
the outcomes of Carvalho et al. (2018), Dubey et al. (2019), Chenhall and Morris 
(1986), Agbejule (2005), Bouwens and Abernethy (2000). The criteria applied to
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assess aggregation were proceeded from the combination between the contributions 
of Carvalho et al. (2018), Dubey et al. (2019), Chenhall and Morris (1986), Bouwens 
and Abernethy (2000), Agbejule (2005). 

Organizational resilience in the circular economy. The first-order construct of 
ORCEA was formulated by three components, namely capital resilience, strategic 
resilience and relationship resilience. Particularly, capital resilience referred to capa-
bilities of a business to operate in a normal manner and to recapitalize against risk 
during a crisis (Chen et al., 2021). Capital resilience was evaluated by 3-item scale 
stemmed from the findings of Välikangas (2010). Strategic resilience mentioned 
on the organizational capabilities in maintaining strategic consistency over time, 
enabling them to determine and eradicate disadvantages and to be capable of choosing 
the appropriate growth model (Chen et al., 2021). Strategic resilience was evaluated 
by 3-item scale developed from the findings of Davenport and Cronin (2000). Rela-
tionship resilience reflected on the reciprocal interconnection between business and 
stakeholders (Chen et al., 2021). Relationship resilience was evaluated by 3-item 
scale arisen from the works of Vogus and Sutcliffe (2007). 

Internationalization capacities. The first-order construct of IC was constituted 
by three components, namely threshold capabilities, value-adding capabilities and 
disruption capabilities. More concretely, threshold capabilities were evaluated by 3-
item scale stemmed from the findings of Atuahene-Gima (2005), Danneels (2008), 
Lisboa et al. (2011), Prange and Verdier (2011). Value-adding capabilities were 
evaluated by 3-item scale derived from the contributions of Atuahene-Gima (2005), 
Danneels (2008), Lisboa et al. (2011), Prange and Verdier (2011). Disruption capa-
bilities were evaluated by 3-item scale originated from the works of Atuahene-Gima 
(2005), Danneels (2008), Lisboa et al. (2011), Prange and Verdier (2011). 

4.2 Sampling Procedure and Data Collection 

The focal point of the current study was on SMEs, which made up the vast majority 
of enterprises in Vietnam, as in most Asian countries, and the respondents were 
accountants in SMEs. One plausible for this selection lied in the fact that accoun-
tants were responsible for tackling with measuring, disclosing and assuring all the 
organizational information and decision-making processes. Additionally, accoun-
tants would become precondition for the auspicious result in view of the progressive 
permeation of digital technologies (Zybery & Rova, 2014). As such, the data were 
captured from the accountants in SMEs located in the southern areas in Vietnam. 
The survey was carried out in a voluntary manner. Accordingly, the background, 
objectives and methodology of the current study were noticed with target popula-
tion who readily consented to partake. The respondents were also informed that all 
the information would be employed stringently for academic rationales and would 
remain anonymous. The questionnaire excluded information, namely names, race as 
well as religion which could be wielded to discriminate. Consequently, this research
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solely presented the processed data and gave rise to no specific opinions or state-
ments. The sample of this research was formulated on the basis of convenience and 
snowball sampling. While Wolf et al. (2013) advocated a sample size fluctuated from 
30 to 460, Urbach and Ahlemann (2010) recommended a sample size of 200–800 
responses for CB-SEM technique. The data capturing process transpired during the 
months of March 2022 and August 2022. The final sample size left for analysis 
included 612 cases after screening and scrutiny of questionnaires, with a 12.57% 
data loss rate. 

4.3 Statistical Analysis and Calculations 

Building on the perspectives of Alzahrani et al. (2012), the software employed 
in this research for data analysis was SPSS with structural equation modeling 
(SEM-AMOS). The analysis included two stages, namely the measurement model 
evaluation and the structural model evaluation. 

5 Results 

5.1 Statistics for Demographic Variables 

The socio-demographic profile of the sample illustrated that majority of the respon-
dents were females, with the proportion taking up to 65.03%, while males accounted 
for 34.97%. Concerning to the lifespan, the group “30- below 40” amounted to 
67.32% of the whole sample, which was followed by the group 40- below 50, approx-
imately 23.20%, while the group “above 51” made up an inconsequential 9.48%, 
ranking last among the given groups. All of respondents in this study acquired a 
minimum of graduate degree qualification and obtained experience of more than 
10 years working as accountants in SMEs. 

5.2 Measurement Model: Reliability and Validity 

The assessment on Cronbach’s Alpha (CA) and composite reliability (CR) was 
performed prior to conducting the basic analysis. As such, the CA and CR should 
be above the suggested thresholds of 0.7 (Bagozzi & Yi, 2012). Concerning 
to the convergent validity, the standardized factor loading was recommended to 
surpass the value of 0.50 (Hair et al., 2019) and average variance extracted (AVE) 
exceeded the recommended value of 0.5 (Balog & Pribeanu, 2010). The outputs in
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Table 1 Results summary of measurement model assessment 

Construct Items 
(abbreviation) 

Convergent validity Construct reliability Discriminant 
validityFactor 

loadings 
ranges 

AVE Cronbach’s 
Alpha 

Composite 
reliability 

Effectiveness of intelligent management accounting system 

Scope SC 0.750–0.819 0.593 0.851 0.853 Yes 

Timeliness TI 0.725–0.808 0.614 0.863 0.864 Yes 

Integration IN 0.731–0.779 0.566 0.838 0.939 Yes 

Aggregation AG 0.727–0.810 0.593 0.852 0.853 Yes 

Organizational resilience 

Capital 
resilience 

CR 0.674–0.899 0.673 0.848 0.859 Yes 

Strategic 
resilience 

SR 0.758–0.853 0.653 0.838 0.839 Yes 

Relationship 
resilience 

RR 0.773–0.822 0.629 0.834 0.836 Yes 

Internationalization capacities 

Threshold 
capabilities 

TC 0.732–0.891 0.649 0.844 0.847 Yes 

Value-adding 
capabilities 

VC 0.733–0.880 0.619 0.824 0.829 Yes 

Disruption 
capabilities 

DCA 0.732–0.854 0.634 0.834 0.838 Yes 

Table 1 demonstrated the reliability, internal consistency and convergent validity of 
the measurement model. 

The support for discriminant validity could be reached when the values of arith-
metic square root of the AVE of a dimension were greater than the correlation coef-
ficient between the dimension and others (Fornell & Larcker, 1981). Besides, the 
correlations among the constructs should be less than the recommended threshold 
value of 0.85. The outcomes of the comparisons in Table 2 put accent on that there 
was no discriminant validity problem.

5.3 Goodness-of-Fit Index Evaluation 

The measurement model was evaluated utilizing goodness-of-fit strategies, namely 
chi-square/df, Root Mean Square Error of Approximation (RMSEA), Comparative 
Fit Index (CFI), goodness-of-fit index (GFI) and Tucker–Lewis index (TLI). The 
result assured the model fit within the acceptable range as recommended by Kline



348 H. Q. Pham and P. K. Vu

Table 2 Results summary of discriminant validity using Fornell–Larcker process 

TI SC AG IN CR TC SR DCA RR VC 

TI 1 

SC 0.112 1 

AG 0.268 −0.01 1 

IN 0.163 0.161 −0.01 1 

CR 0.1 0.141 0.161 0.124 1 

TC 0.061 0.234 0.141 0.198 0.025 1 

SR 0.188 0.018 0.234 0.086 0.1 0.017 1 

DCA 0.08 0.221 0.018 0.101 0.069 0.093 0.102 1 

RR 0.221 0.018 0.221 0.046 0.024 0.099 0.092 0.123 1 

VC 0.123 0.173 0.018 0.133 −0.055 0.121 0.028 0.103 0.134 1

(2018) chi-square/df = 1.392; TLI = 0.976; CFI = 0.979; GFI = 0.942; RMSEA = 
0.025. As such, the anticipated model was corroborated to fit the procured data. 

5.4 Structural Model: Hypotheses Testing 

Direct effect. Building on the outputs in Table 3, EIMAS had significantly positive 
association with IC (H1: β = 0.683, p = 0.008). As expected, EIMAS was substan-
tiated to be related to ORCEA (H2: β = 1.434, p = 0.003) in a significantly positive 
manner. Thus, H1 and H2 were supported. Nonetheless, the paths linking ORCEA 
and IC (H3: β = 1.103, p = 0.202) were insignificant. To that end, H3 was rejected. 

Indirect effect. Partial mediation was supposed when both direct and indirect 
effects were substantial, conversely, if indirect effect was significant, while direct 
effect was insignificant, thus, full mediation was considered (Cheung & Lau, 2007). 
Given the association between ORCEA and IC was authenticated to be insignificant, 
there was no mediating impact induced by ORCEA on the interlink between EIMAS 
and IC. Succinctly put, ORCEA did not act as a mediator of the interlink between 
EIMAS and IC.

Table 3 Results summary of hypotheses acceptance 

Hypothesis no Hypothesized path Standardized S.E C.R p-value Status 

H1 EIMAS → IC 0.683 0.476 2.661 0.008 Accepted 

H2 EIMAS → ORCEA 1.434 0.423 2.998 0.003 Accepted 

H3 ORCEA → IC 1.103 0.483 2.285 0.202 Rejected 

Note Chi-square/df = 1.497; TLI = 0.969; CFI = 0.972; GFI = 0.933 and RMSEA = 0.029 
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6 Discussions 

6.1 Theoretical Contribution 

Although the operation on international market would supply SMEs with numerous 
chances, namely accessing to larger markets and modern information technologies, 
improvement of technical degrees, risk minimization as well as accessing to finance 
(Saunila, 2019), there has been a common consensus that the studies on SMEs’ inter-
nationalization have been fragmented (Cavusgil & Knight, 2015; Freixanet & Renart, 
2020). In order to handle the shortcomings, the current research enriched the body of 
literature on the internationalization of SMEs through conducting in-depth investiga-
tion on how to ameliorate and develop the IC for SMEs within emerging economies. 
Building on the statistical outcomes of large-scale response data captured from conve-
nient and snowball sample of 612 accountants within SMEs in the southern areas 
of Vietnam, the current research pioneered research on the interconnection between 
EIMAS and IC. On one side, this research also bridged a research gap of prior works 
related to the deficiency of MAS within SMEs in developing countries. On the other 
side, the convergence of artificial intelligence, big data and big data analytics in 
MAS has made MAS become much more intelligent to improve and develop IC. 
The advantages of integrating artificial intelligence into MAS would mitigate frauds 
and increase the quality of information which thus improved the quality of decisions 
(Makridakis, 2017). Additionally, the support of big data would revamp the quality 
and relevance of accounting information for management control, thereby perking 
up transparency and decision-making (Dehbi et al., 2022). Remarkably, implementa-
tion would enable the MAS to become efficient and effective in performing expense 
prediction, product profitability analysis, the financial effect of manufacture change 
and evaluations of consumer segment profitability. Thus, EIMAS could facilitate 
decision-making processes to support the SMEs in succeeding in intensifying the IC 
during the internationalization process. 

More importantly, in volatile economic environments, enterprises must heavily 
rest on the combination of MAS implementation and an increasingly CE to acquire 
useful information (Bai et al., 2021). As such, this study advanced the academic 
works of prior researchers on MAS and CE (i.e., Al-Nasrawi and Thabit (2020), 
Fitria (2021)) through shedding light on the interconnection between EIMAS and 
ORCEA. The obtained observations on ORCEA also added the body of literature on 
CE implementation SMEs. Admittedly, EIMAS would provide valuable information 
which allowed the organization to strengthen the capabilities to determine internal 
and external developments, deepen the capabilities to ascertain vital developments 
and potential threats to prepare for unexpected incidents and react to these incidents 
before their full influences would become visible through developing and imple-
menting solutions. Strikingly, the originality of this study lied the fact that ORCEA 
did not act as a mediator on the interrelation between EIMAS and IC. In other word, 
the SMEs could only reach the higher IC through taking advantage of EIMAS.



350 H. Q. Pham and P. K. Vu

6.2 Practical Implication 

Resting on the managerial outlooks, the obtained findings of this study offered 
numerous takeaway insights to put into practice. Due to the paramount role of 
EIMAS in support the SME to enhance IC as well as its contribution on gaining 
the ORCEA, all the managers in SMEs should recognize the value in advancing the 
design and application of an intelligent MAS. Besides, as the investment in digital 
technologies has been imperative now more than ever, tangible resources, namely big 
data and artificial intelligence infrastructure, digital platform as well as other funda-
mental resources to adopt big data and artificial intelligence have been encouraged 
to be focused. Following on from advanced information technologies development, 
the accounting staff of SMEs should become conversant with operating intelligent 
MAS. Thus, managers should make every effort to provide their staff with appropriate 
training. Moreover, CE practices should be taken into consideration by all managers 
in SMEs as these practices would contribute to the organizational resilience for 
tackling with turbulences and unexpected events in advance. 

The observations of this work also generated implications for policy-makers. In 
this respect, regulation and policies framed at the microlevel should be established 
an overarching orientation for SMEs to implement intelligent MAS. On one end, 
the governmental policies should focus on handling strategic IC which corresponded 
to the specific features, strategic orientations and international engagement of these 
enterprises. On the other end, policy-makers and governmental influencers should 
exert to stimulate the internationalization of SMEs through supplying much-needed 
reinforcement by the form of grants and loans for SMEs to invest in digital tech-
nologies and develop the capabilities of their labor force. Moreover, governments 
should offer an enabling business environment and minimize the adverse effect of 
the COVID-19 crisis on SMEs’ resilience. 

Information technology developers were encouraged to set up country-centered 
innovations which met the demands of businesses. Accordingly, developers should 
attempt to produce accessible, affordable as well as adaptable resolutions in terms 
of intelligent MAS for SMEs in developing countries. 

6.3 Limitations and Agenda for Further Research 

Regardless of the contributions derived from the statistical analysis, there were 
several inherent drawbacks in this study which could act as starting points for future 
works. Firstly, organizational resilience has been evolving conceptualizations with 
conceptual heterogeneity as well as terminological inconsistencies. In the meanwhile, 
the delineation of EIMAS was grounded on a semantic aggregation of constructs and 
demonstrative descriptions procured in literature. As such, follow-up studies could 
further develop these conceptualizations and substantiate the measures. Secondly, 
the sample of this research was drawn from SMEs located in the southern areas of
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Vietnam. Although the result analyses were expected to benefit SMEs from other 
regions, especially those in a similar business context; however, follow-up studies 
were encouraged to carry out in other regions to set up whether or not the findings 
would hold in other environments. Thirdly, as the employment of cross-sectional 
research design was considered as the other shortcomings of this study, the assess-
ment on the generalizability of these findings with longitudinal design would become 
a worthwhile endeavor. Lastly, it could be worth noting for future authors to keep on 
investigating the role of ORCEA on the interconnection between EIMAS and IC. 
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Abstract The relationship between unemployment and inflation is one of the impor-
tant research topics in economics for improving the effectiveness of the macroeco-
nomic policymaking process. However, there are few study results on this topic 
in Vietnam, an Asian developing country that has a high economic growth rate. 
This paper aims to clarify the relationship between these two macroeconomic vari-
ables in Vietnam through the Phillips curve theory with a database collected in the 
period of 1992–2021. The research methodologies include the Johansen-Juselius 
co-integration test and the Engle-Granger error correction model. The quantitative 
results confirm that there was no trade-off relationship between unemployment and 
inflation in Vietnam in both the short run and long run. Therefore, the empirical 
results did not support the Phillips curve theory in the Vietnamese economy. Finally, 
the paper suggests some policy implications for promoting sustainable economic 
growth in Vietnam in the future. 

Keywords Unemployment · Inflation · Phillips curve ·Macroeconomic policy ·
Policymaker 

1 Introduction 

Macroeconomic policies are implemented to achieve the government’s objectives, 
for example, to reach a natural employment rate and a single-digit inflation rate 
(Schreiber & Wolters, 2007). Thus, it has an important reason to study and estab-
lish the frameworks of policies for stabilizing inflation and reducing unemployment 
(Aydin, 2017). Besides, the studies on the relationship between unemployment and 
inflation help to create suitable policies for growth and employment in the long term. 
In 1958, the economist named Phillips published a study that claimed the inverse 
relationship between unemployment and the corresponding rate of wage change in 
the UK over the 1861–1957 period. Since then, the trade-off relationship between
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the unemployment rate and the inflation rate has been known as the Phillips curve 
theory. It can be simply understood as rising inflation due to high economic growth 
creates more job opportunities, thereby reducing the unemployment rate (Phillips, 
1958). On the contrary, when the unemployment rate increases, the number of labors 
applying for jobs exceeds the number of jobs available. Businesses are not pressured 
to increase wages to retain workers, and wage inflation will therefore not take place. 
In general, the Phillips curve has played an important role in making macroeconomic 
policies. 

For promoting rapid and sustainable economic growth, suitable inflation and low 
unemployment are the principal objectives in many economies, both in developing 
and developed countries (DiNardo & Moore, 1999; Eser et al., 2020; Ghosh & 
Phillips, 1998; Tung & Thanh, 2015). The Phillips curve theory was rechecked and 
confirmed by some well-known economists including Samuelson and Solow (1960) 
and Gordon (1970). However, the hypothesis of a trade-off relationship between these 
two macroeconomic variables has also been harshly criticized by various economists, 
such as Friedman (1968) who argued that the Phillips curve was only effective in 
the short term. Because of some conflicts, in the 1980s, the Phillips curve theory has 
ignored by some economists and policymakers. However, in recent decades, some 
studies have been done on the unemployment–inflation nexus which applied the 
Philips curve theory (Ball & Mazumder, 2021; Furuoka et al., 2021; King & Watson, 
1994; Schreiber & Wolters, 2007). 

There are some concerns regarding the relationship between inflation and unem-
ployment in Vietnam (Tung, 2021). Some questions are raised such as: Is there a 
relationship between unemployment and inflation? Is it possible to apply the Phillips 
curve theory to Vietnam? How can we improve the macroeconomic policymaking 
process in practice? This paper aims to use the Phillips curve theory in studying the 
relationship between unemployment and inflation in Vietnam, an Asian emerging 
economy (Bentzen & Tung, 2021), thereby suggesting macroeconomic policies for 
enhancing rapid and sustainable economic growth. The database is an annual format 
collected in the 1992–2021 period. This paper contributes two main directions. First, 
this study uses the newest data, and it contributes fresh evidence for the policymakers 
in this country. Second, for practical activities, the result of this study provides useful 
information for the Vietnamese on two macroeconomic issues: inflation, unemploy-
ment, and their interaction. Third, because Vietnam has a robust economic growth 
model, the policy implications can be referenced and considered by other countries 
which are at the same development level. 

2 Literature Reviews 

Because of the importance of unemployment and inflation information for the poli-
cymaking process, the Phillips curve theory has gradually become a hot topic in both 
academic and real practices for making macroeconomic policies for countries. The
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Phillips curve was first introduced in 1958 by investigating the nexus of unemploy-
ment and wage change in the UK (Phillips, 1958). Based on this empirical finding, 
Samuelson and Solow (1960) suggested that expansionary monetary policy could 
reduce the unemployment rate by allowing inflation to rise. From the traditional 
Keynesian perspective, the expected inflation rate can affect the real inflation rate, 
and the Phillips curve does not change from time to time. Therefore, the govern-
ment can use expansionary monetary-fiscal policies to stimulate consumption and 
support private investment for boosting the economy, thereby increasing the income 
of workers and reducing the unemployment rate. In other studies, Friedman (1968) 
and Phelps (1967) argued that the Phillips curve only worked in the short run. These 
monetarist economists stated that, in the long run, inflation and unemployment had 
no trade-off relationship. 

Karanassou et al. (2005) provided empirical evidence for supporting the long-
term trade-off hypothesis in the relationship between inflation and unemployment 
in some conditions, besides the study of Franz (2005) for the case of Germany. 
Some empirical models used the panel data approach to examine the Phillips curve 
in different countries. For example, DiNardo and Moore (1999) examined 9 OECD 
members and concluded regarding the Phillips curve in these countries. Besides, 
Turner and Seghezza (1999) applied the Phillips curve theory and investigated with 
a sample including 21 OECD countries. The estimated result concluded that the 
overall evidence provided a clear Phillips curve evidence in these OECD members. 
On the other hand, Akerlof et al. (2000) and Holden (2004) discussed some expanded 
models that mentioned long-term trade-offs between output and inflation that could 
exist if inflation rates were low. 

However, the Phillips curve has received some conflict recommendations in some 
economies. Some studies showed that the Phillips curve did not exist in the short-term 
relationship between unemployment and inflation, but it has been found in the long-
term relationship, for example, in Greece during the period 1980–2010 (Dritsaki & 
Dritsaki, 2013). In contrast to the case of Greece, the relationship between inflation 
and unemployment in Indonesia from 1987 to 2018 showed a trade-off effect in the 
short run but did not confirm it in the long run. Some studies indicated no evidence 
of a Phillips curve in the countries, such as Kuştepeli (2005) in Turkey or Wulandari 
et al. (2019) in Indonesia. 

Therefore, with this current study, we will examine and explore whether the 
Phillips curve existed in Vietnam’s economy in 1992–2021. Based on the estimated 
results, the policy implications will be provided for enhancing the efficiency of 
macroeconomic policies in the future.
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3 Methodology 

3.1 Mathematic Model 

The relationship between unemployment and inflation in Vietnam is investigated by 
the Phillip curve theory and estimated by the error correction model (ECM) of Engle 
and Granger (1987). Following this econometric approach, the long-term relationship 
between X (independent variable) and Y (dependent variable) is described by the 
following equation. 

Yt = ϕ0 + ϕ1 Xt + ut (1) 

The residual (ut) is assumed to have the normal distribution and the white noise. 
Equation (1) is calculated by the ordinary least squares method (OLS) to determine 
long-term coefficients that represent relationships between two variables. Based on 
the long-term result, the ut residual is denoted as ECMt and used in the error correction 
model (Engle & Granger, 1987). Specifically, ECMt is defined as follows: ECMt = 
Yt−ϕ0−ϕ1Xt . The impact of variable X on variable Y in the short-term analysis is 
calculated using Eq. (2) below.

ΔYt = α0 + α1tΔX + α2ECMt−1 + εt (2) 

The coefficient (α2) of the ECMt−1 was used to measure the rate of adjustment 
from short-term to long-term equilibrium (Engle & Granger, 1987). The symbol “Δ” 
is used to refer to the first difference values of the variables used in Eq. (2). Thus, the 
sign and the statistical significance of the coefficient of variable X will help conclude 
the short-term and long-term relationships of the variables in the study model. 

Based on the error correction model approach of Engle and Granger (1987), the 
Phillips curve model will be estimated with five formats. The dependent variable 
is the inflation rate, and the independent variables are the unemployment rate and 
economic growth rate. The lag values of the unemployment rate, inflation rate, and 
economic growth rate are included in the estimated models for further investigating 
the relationship between unemployment and inflation in Vietnam. The five equations 
of the Phillips curve model represent the long and short run established by the error 
correction model approach of Engle and Granger (1987) as follows (Table 1).

Before applying the error correction model (ECM) of Engle and Granger (1987), 
these time series will be checked by the augmented Dickey-Fuller (ADF) test and the 
Johansen-Juselius co-integration test. Finally, the estimated results of the five Phillips 
curve models will be carried out by the diagnostic tests to ensure the robustness of 
the results.
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Table 1 Proposed models for the estimation process 

Number of the models Proposed model Equations 

Model 1 Long run Inflationt = α1 + β1Unemploymentt + E1t 
Short run ΔInflationt = λ1 + ϕ1ΔUnemploymentt + 

δ1ECMt−1 + 1t 

Model 2 Long run Inflationt = α2 + β2Unemploymentt + 
ϕ1Inflationt−1 + E2t 

Short run ΔInflationt = λ2 + ϕ2ΔUnemploymentt + 
ω1ΔInflationt−1 + δ2ECMt−1 + 2t 

Model 3 Long run Inflationt = α3 + β3Unemploymentt + 
β4Unemploymentt−1 + ϕ2Inflationt−1 + E3t 

Short run ΔInflationt = λ3 + ϕ3ΔUnemploymentt + 
ϕ3ΔUnemploymentt−1 + ω2ΔInflationt−1 + 
δ3ECMt−1 + 3t 

Model 4 Long run Inflationt = α4 + β4Unemploymentt + 
β5Growtht + 
+ ϕ3Inflationt−1 + E4t 

Short run ΔInflationt = λ4 + ϕ4ΔUnemploymentt + 
ψ1ΔGrowtht + ω3ΔInflationt−1 + δ4ECMt−1 
+ 4t 

Model 5 Long run Inflationt = α5 + β6Unemploymentt + 
β7Growtht + E5t 

Short run ΔInflationt = λ5 + ϕ5ΔUnemploymentt + 
ψ2ΔGrowtht + δ5ECMt−1 + 5t 

Source Authors

3.2 Data Collection 

The paper uses an annual database sourced from the General Statistics Offices of 
Vietnam (GSO, 2022). The sample has 30 observations in the period of 1992–2021 
(Table 2). The inflation rate is calculated by the consumer price index (CPI), and 
the unemployment rate is employed by the international standard of the International 
Labor Organization. The rate of economic growth is computed by the Gross Domestic 
Product (GDP) at a constant price. Some graphs of the time series variables are shown 
in Fig. 1.

4 Results 

4.1 Unit Root Test 

The unit root test for variables is done by the ADF method (Dickey & Fuller, 1979). 
In the testing process, each time series variable will be simultaneously checked with
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Table 2 Statistical analysis of the variables 

Variable Max Min Mean Std. Dev Obs 

Inflation 32.60 0.600 9.189 7.298 30 

Unemployment 7.200 2.010 4.791 1.545 30 

Growth 9.500 2.580 6.832 1.665 30

ΔInflation 13.10 −16.50 −1.060 6.383 29

ΔUnemployment 0.840 −1.170 −0.137 0.408 29

ΔGrowth 2.000 −4.110 −0.207 1.243 29 

Source GSO (2022) 
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Fig. 1 Time series variables at the level and first difference values. 2022 Source GSO (2022)

three types, including (i) an intercept, (ii) with a trend and an intercept, and (iii) 
without an intercept. The testing results are shown in Table 3.

According to the results obtained after running the database on the EViews soft-
ware, at the level, there is only the inflation variable that is a stationary time series at 
1% and 5%. The unemployment variable is stationary at 10% (without a constant). 
However, the economic growth variable is not a stationary time series in all tests. 
Based on this result, the regression of these variables can lead to unreliable esti-
mated outputs. In the next step, the ADF test will help to test these variables at the 
first difference values. The testing results confirm that these time series variables are 
stationary at 1%. Therefore, if regression is carried out between the first difference 
databases, the estimated results will be reliable and minimize the phenomenon of 
biased results.
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Table 3 Result of the unit root test 

Variable With intercept With trend and intercept Without constant 

Inflation −4.256902a −4.479356a −2.094326b 

Unemployment −1.228169 −2.712873 −2.132305c 

Growth −1.451087 −2.400126 −1.183319
ΔInflation −6.218959a −6.143683a −6.090639a

ΔUnemployment −4.344433a −4.268606b −4.170600a

ΔGrowth −4.743896a −4.756801a −4.729728a 

Note a, b, c denoted significant at 1%, 5%, 10% 
Source Authors

Table 4 Johansen and Juselius test for the co-integration relationship 

Hypothesized full of co-integration equation(s) Trace statistic Max-Eigen statistic 

Statistic p-value Statistic p-value 

The relationship between inflation and unemployment 

None 15.494 0.2228 14.264 0.2309 

At most 1 3.8414 0.2944 3.8414 0.2944 

The relationship among inflation, unemployment, and growth 

None 29.797 0.0800 21.131 0.1502 

At most 1 15.494 0.2452 14.264 0.1822 

At most 2 3.8414 0.9444 3.8414 0.9444 

Source Authors 

4.2 Co-integration Test 

The paper uses the Johansen and Juselius (1990) method to check the long-term 
co-integration relationship between two variables including the inflation rate and 
the unemployment rate. Whether there is a long-term relationship between these 
two macro-variables in Vietnam in the period 1992–2021 or not? The testing results 
show that it is impossible to reject the hypothesis (H0) of the non-existence of co-
integration vectors between inflation and unemployment. The Johansen and Juselius 
(1990) method confirms that there is no existence of a co-integration vector among 
inflation, unemployment, and economic growth in Vietnam for the study period. The 
Johansen and Juselius (1990) tests are performed in Table 4. 

4.3 Estimated Results 

Based on the error correction model approach of Engle and Granger (1987), five 
econometric models representing five kinds of the Phillips curve will be estimated in
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the long-term models. The regressive results of the long-term models can be used to 
identify the relationships in the short term with five types of equations. The estimated 
results are presented in Table 5. 

After conducting regression with the ECM, the research results are summarized 
based on five Phillips curve road regression models of Vietnam as follows. In the 
long-run analysis, the Phillips curve did not appear in the Vietnamese economy from 
1992 to 2021. The sign of coefficients of unemployment and inflation was positive

Table 5 Long-run and short-run estimations of the Phillips curve 

The long-run analysis. The dependent variable is the inflation 

Variable Model 1 Model 2 Model 3 Model 4 Model 5 

Coefficient Coefficient Coefficient Coefficient Coefficient 

Constant −1.428 1.116 0.691 −1.714 −5.831 
Unemployment 2.216a 0.776 −1.557 0.483 1.679c 

Unemployment (−1) 0.382b 2.438 

Inflation (−1) 0.339b 0.364c 

Growth 0.646 1.020 

R2 0.2202 0.3348 0.3608 0.3605 0.2615 

Adj R2 0.1923 0.2836 0.2841 0.2837 0.2068 

F-statistics 7.908a 6.543a 4.704a 4.697a 4.781b 

Obs 30 30 30 30 30 

The short-run analysis. The dependent variable is the inflation 

Constant −1.114 −0.482 −0.565 −0.706 −1.225
ΔUnemployment −1.029 −1.776 −1.604 −2.190 −1.117
ΔUnemployment (−1) −0.194
ΔInflation (−1) 0.187 0.179 0.152

ΔGrowth −0.351 −0.096 
ECM (−1) −0.652a −0.896a −0.917a −0.909a −0.685b 

R2 0.4334 0.3602 0.3826 0.3872 0.4571 

Adj R2 0.3898 0.2802 0.2752 0.2806 0.3919 

F-statistics 9.945a 5.505a 3.563b 3.633b 7.017a 

Obs 29 29 29 29 29 

The short-run diagnostic tests 

Test F-statistic F-statistic F-statistic F-statistic F-statistic 

Serial Correlation 0.1135 
(0.8931) 

1.7634 
(0.1948) 

1.0782 
(0.3583) 

2.4779 
(0.1081) 

0.0605 
(0.9414) 

Heteroskedasticity 0.6294 
(0.6791) 

0.6603 
(0.7332) 

0.4126 
(0.9436) 

0.7546 
(0.6969) 

0.1092 
(0.4122) 

Notes a, b, c displays significant at 1%, 5%, 10%. Serial correlation is the Breusch-Godfrey test; 
Heteroskedasticity is the White test. p-value is in the parentheses 
Source Authors 
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and significant in the two models. The lag value of the inflation rate variable had 
a positive impact on the inflation rate in the current year. The lag values of the 
unemployment variable had a positive effect on the inflation rate in Model 2. In 
general, the economic growth rate had a positive impact but was insignificant on the 
inflation rate in the long run. 

In the short-run analysis, the estimated results showed that the Phillips curve also 
did not appear clearly in Vietnam in the period 1992–2021 because all coefficients 
of unemployment variables were not statistically significant. The lag values of the 
inflation rate had no discernible impact on the inflation rate of the current year. The 
lag values of the unemployment rate also confirmed no impact on the inflation rate 
of the current year as well. Economic growth was not a factor that affected the rate 
of inflation. 

To further clarify the long-term relationship between the two macroeconomic 
variables for the period 1992–2021, a graph was done for showing the statistical 
relationship between these two variables. The graph between the inflation rate and 
the unemployment rate has confirmed that there was no existence of a long-term 
trade-off relationship between these variables in Vietnam in the period 1992–2021 
(Fig. 2). Data analysis by the graphing method was consistent with quantitative 
analysis in the above sections. 

Specifically, Fig. 2 shows a positive relationship between inflation and unem-
ployment indicators, and we see that when inflation increased, unemployment also 
raised in the same period. This evidence concludes a positive relationship between 
these macroeconomic indicators in long run; however, it seems to contradict the 
inverse relationship between inflation and unemployment defined by the Phillips 
curve theory.

Fig. 2 Relationship between the unemployment rate and the inflation rate in Vietnam, 1992–2021. 
Source Authors 
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Therefore, by some quantitative methods, the empirical results have indicated 
that in Vietnam, the Phillips curve theory has not been confirmed. The Phillips curve 
is an interesting topic for researchers to make the exact policies for the countries. 
This paper concludes the non-existence of the Phillips curve in the case of Vietnam. 
Our finding is supported by some previous studies, for example, in Nigeria (Orji 
et al., 2015), in Indonesia (Wulandari et al., 2019), and Turkey (Kuştepeli, 2005). 
In addition, the Phillips curve did not exist in the short term but has long-term 
relationships as was the case with Greece in the period 1980–2010 (Dritsaki & 
Dritsaki, 2013). 

5 Conclusions and Policy Implications 

The study uses several quantitative methods to estimate the Phillips curve in Vietnam 
for the period 1992–2021. The results show that the Phillips curve theory of the 
relationship between unemployment and inflation is not consistent with the actual 
developments in Vietnam in the period from 1992 to 2021. Based on empirical results, 
the study reveals several important implications for policymakers in the Vietnamese 
economy. 

Inflation and unemployment are two important factors of a country in the macroe-
conomic policymaking process. In the case of Vietnam, as the current study presented, 
there was no trade-off between unemployment and inflation both in the short and 
long term. Therefore, policymakers need to accurately determine the national natural 
unemployment rate and orient economic policies based on this rate in a reasonable 
way. On the other hand, they should identify signals of the economy to implement 
macroeconomic tools effectively where unemployment depended greatly on the state 
of the economy and policies on job creation. When the economy is in a recession, 
unemployment is quite high, and vice versa. On the other hand, inflation depends 
mainly on fiscal and monetary policy. 

The government’s job creation policies help the level of unemployment decrease, 
so far, and the unemployment rate tends to be close to the natural level of unemploy-
ment. If the policymakers keep the expected unemployment in the future, it requires 
policymakers to focus on two directions. First, attracting outside investment sources, 
especially foreign direct investment, when the country receives direct investment 
from foreign individuals or companies through the establishment of production that 
will help create abundant jobs for workers. Second, policymakers need to increase 
the number of domestic firms. Domestic businesses can create a huge number of new 
jobs for the economy. 

Considering the expected inflation, the inverse relationship between unemploy-
ment and inflation is not shown in Vietnam when considering the period from 1992 
to 2021, and this trade-off is completely unclear, even when analyzing data in the 
short and long term. This evidence suggests to policymakers, especially in macroe-
conomic policies, a message about the flexible application and independent policy 
offerings between the goal of curbing inflation and reducing unemployment.
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Agricultural Investment with the Growth 
of Agribusiness in the Red River Delta, 
Vietnam 

Duyen Dang Thi Thuy and Thoa Le Minh 

Abstract Agricultural development in general and sustainable agricultural develop-
ment in particular play an important role in promoting socio-economic development 
in most countries. Over the past two decades, agriculture in the Red River Delta has 
created thousands of jobs for local workers and neighboring provinces. This study 
aims to examine the affecting of investment and other factors on agricultural devel-
opment in the Red River Delta. The author has collected secondary data from 11 
provinces and used panel data regression model to analyze the influencing factors. 
Using a sample data of 121 observations was performed. The experimental results 
prove that the independent variables explain 70% of the variation of the depen-
dent variable, and the rest (30%) can be explained by other reasons. Research result 
shows that factors such as investment capital, labor, land, and fixed assets have a 
positive impact on agricultural development in the Red River Delta. By identifying 
and considering each factor, the author will expand the scope of the study further. We 
propose possible solutions that can ensure the attraction and rational use of invest-
ment capital in the Red River Delta. The combination of factors offers solutions to 
help agriculture develop more rationally and sustainably. 

Keywords Agriculture development · Investment · Sustainable development 

1 Introduction 

Agriculture has been associated with Vietnamese life for thousands of years. Vietnam 
has many advantages in terms of nature such as climate, land, and soil that are main-
tained in agricultural development. During the economic development of Vietnam, 
agriculture has always been identified as the basic economic sector, the “original” 
economic field and the foundation for the existence and development of all economic

D. D. T. Thuy (B) 
Banking Academy, Hanoi, Vietnam 
e-mail: duyendtt@hvnh.edu.vn 

T. Le Minh 
Thuyloi University, Hanoi, Vietnam 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. T. Nguyen et al. (eds.),Contemporary Economic Issues in Asian Countries: Proceeding 
of CEIAC 2022, Volume 1, 
https://doi.org/10.1007/978-981-19-9669-6_23 

369

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-9669-6_23&domain=pdf
mailto:duyendtt@hvnh.edu.vn
https://doi.org/10.1007/978-981-19-9669-6_23


370 D. D. T. Thuy and T. Le Minh

sectors. According to statistics, more than 90% of the poor in Vietnam are living in 
rural and mountainous areas. This is also the reason why the fluctuations of the 
agricultural sector will have an important impact on the majority of the population 
of Vietnam. Therefore, the policy of agriculture and rural development is always 
concerned and focused by the state, GSO (2020). 

The Red River Delta (or the Northern Delta) is the downstream area of the Red 
River and Thai Binh River in the north of Vietnam. It includes 11 provinces with 2 
central cities, 9 provinces, and 13 provincial cities. 

Geographical location of the Red River Delta: The north and west are adjacent to 
the Northern Midlands and Mountains. The east is adjacent to the Gulf of Tonkin. 
The south is adjacent to the North Central Coast. Economically, the Red River Delta 
is located in the center of the north, in the northern key economic region. 

In terms of natural conditions and natural resources: the low terrain and mostly flat 
plain are very favorable for the development of all economic sectors and population 
concentration. The land is mainly alluvial soil of the Red River and Thai Binh River 
systems, which is favorable for agricultural development. There are soil types such 
as: Feralit soil in the area adjacent to the midland and mountainous areas of the north. 
Wetlands are found in Nam Dinh, Ninh Binh, Ha Nam, and Bac Ninh. Alluvial soil 
is in most of the provinces and occupies the largest area. Acid and saline soils are 
located along the Gulf of Tonkin. Gray soil is found in ancient alluvium in Vinh 
Phuc, Hanoi. 

Climate: tropical humid monsoon with the cold winter that creates conditions for 
diversification of agricultural products, intensification, and increase in crops. That 
helps make winter crop one of the main crops of the year, Khoa and Bau (2022). 

Rivers: The Red River Delta has a dense network of rivers with many large rivers 
belonging to the Red River and Thai Binh River systems. Rivers are accreted by 
alluvium, so they have provided water for irrigation, development of river transport, 
fisheries, and tourism for the region. Biological system: There are many national 
parks such as Cat Ba, Tam Dao, Ba Vi, Cuc Phuong, and Xuan Thuy that are valuable 
for developing eco-tourism. Beach: The Red River Delta has a 400 km coastline from 
Hai Phong to Ninh Binh. This is an excellent condition for aquaculture, development 
of sea transport, and tourism. Minerals: Mineral resources are not many, and only 
some valuable minerals are quarries in Hai Phong and Ninh Binh, clay and kaolin 
in Hai Duong, brown coal in Hung Yen, and natural gas in Thai Binh. The mineral 
diversity is very suitable for industrial development, Geography Textbook (2021). 

Besides the favorable natural features, the region also has many difficulties. The 
agricultural land fund is limited, and the land in the dyke is not regularly replenished 
and is gradually degraded. The terrain is low and has many sunken cells, so the rainy 
season is prone to prolonged flooding. Toxic weather with severe cold, harmful cold, 
and humid tropical climate easily causes disease outbreaks and makes it difficult to 
maintain production equipment. The Red River Delta lacks minerals and has limited 
local resources, so it has to import most of its fuels from elsewhere, Geography 
Textbook (2021).
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Along with the development of other economic regions, the Red River Delta also 
focuses on developing industries and services. Therefore, agriculture also tends to 
decrease in both size and contribution to the local economy in the past period (Fig. 1).

Both agricultural production value and net revenue tend to increase, averaging 
over 10% per year in the period 2010–2019. In 2020, due to the impact of the 
COVID-19 epidemic, most development indicators will decrease. Labor participation 
in agriculture tends to decrease over the years, and this is also the policy of the general
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Fig. 1 Agricultural data in the Red River Delta. Source GSO (2020) 
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development plan of the provinces. Although agricultural land decreased, investment 
capital for agriculture tended to increase in the period 2010–2019 (an average increase 
of 6%/year). 

2 Methodologies 

2.1 Theories 

The number of enterprises engaged in agricultural production has a positive impact 
on agricultural development in Indonesia, Soetriono et al. (2020). With the support of 
the government, businesses and the government set up development centers to facil-
itate the application of technology in agriculture and integrated crop management. 
The result of the study suggests that some suitable localities have many potential 
opportunities rice production and agribusiness development. 

Labor and population are always major factors affecting economic growth in 
general and economic sectors in particular. Population growth can have a positive 
or negative impact on economic growth. Population and labor have favorable and 
powerful effects on economic growth both in the short and long terms. When the 
education system, living standards, and quality of life of the people are improved, the 
people’s intellectual level is raised. This level has contributed greatly to economic 
development, Mohsen and Chua (2015). Population growth can lead to continuous 
economic growth, but it must improve the quality of life and education level for 
people, especially those of working age who participate in the labor market, Golley 
and Wei (2015). For developing countries, a population policy that reduces birth rates 
in order to reduce the population can have a negative impact on growth, Dao (2012). 

Capital and fixed assets are one of the important factors contributing to the 
economic growth of agricultural countries, Siregar and Widjanark (2022). The forma-
tion of fixed capital (fixed assets) can boost economic growth by 3.32%, and Belloumi 
and Alshehry (2018) shared the view that fixed asset value has a positive impact on 
growth both in the short and long terms. Fixed assets also help businesses strengthen 
their positions, maintain business cycles, and grow steadily, Rehman and Hysa 
(2021). When growth is stable, it can improve the system of policies, finance, and 
promote investment. As such, fixed asset value can positively impact growth by 
promoting and increasing investment, Rinosha and Mustafa (2021). 

Social capital makes an important contribution to the operation of agricultural 
enterprises, Zhou et al. (2022). The more an enterprise invests, the greater its compet-
itive advantage and social responsibility are, which makes agricultural businesses 
more successful. Ensuring sufficient production capital in agricultural production is 
the top concern of agricultural enterprises in the period of disease prevention and 
control, Pham and Tran (2022). Especially in rural areas, capital plays a stronger role. 
Investment capital both helps to promote the agricultural economy and modernize 
rural areas, Baba et al. (2010). Initially, investment capital and labor determine the
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agricultural growth rate in Can Tho (Vietnam), but in 2019, investment capital and 
science and technology play a more important role, Thanh and Doan (2021). 

Agricultural land is a long-term determinant of income in agriculture. Agricultural 
land, including land for growing annual crops, land for growing perennial crops, and 
land for aquaculture, is leased by local authorities for a long term, Pham and Tran 
(2022). In addition, the process of land exploitation also needs the participation of the 
private sector (enterprises) to promote agricultural development, Bjarstig and Sand-
strom (2016). Partnerships between the state–enterprises, enterprises–enterprises, 
and enterprises–farmers are interested and promoted in the process of agricultural 
development. 

2.2 Model Building 

Based on the survey of related documents as well as previous studies, we propose a 
research model as shown in Fig. 2. 

Model analysis of factors affecting agricultural production revenue in the Red 
River Delta: The study is based on data sources, which are: enterprises in agriculture 
(EN), fixed asset value of agricultural enterprises (AV), labors in agricultural enter-
prises (La), agricultural investment capital (Ia), and agricultural land (R). The data 
collected and calculated are eleven provinces, namely Bac Ninh, Ha Nam, Hanoi, 
Hai Duong, Hai Phong, Hung Yen, Nam Dinh, Ninh Binh, Thai Binh, Vinh Phuc, 
and Quang Ninh from 2010 to 2020 due to Provincial Statistical Offices, provided 
by the General Statistics Office.

Agricultural 
revenue 
(REV) 

Enterprises in 
agriculture (EN) 

Fixed asset Value of 
agricultural 

enterprises (AV) 

Labors in agricultural 
enterprises (La) 

Agricultural investment 
capital (Ia) 

Farmland (R) 

Fig. 2 Proposed research model 
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2.3 Research Methods 

Fixed and random effects models for panel data are common in economic studies. 
The main advantage of the model is that it can include many variables without being 
constrained by the number of observations like a time series model. However, when 
using these models, it is important to choose whether to apply a pooled regression 
model (POLS), a fixed effect model (FEM), or a random effect model (REM). The 
research model is set up as follows: 

lnREVi t  = β1 + β2lnENi t  + β3lnAVi t  + β4lnLai t  + β5lnIai t  + β6lnRi t  + uit  

i: 11 Provinces 1,2…11t: Year (from 2010 to 2020). 

Research hypothesis 
H1: Enterprises has a positive impact on agricultural production revenue. 
H2: The fixed asset value of the enterprise has a positive impact on the revenue 

of agricultural production. 
H3: Agricultural labors have a positive impact on agricultural production revenue. 
H4: Agricultural investment has a positive impact on agricultural production 

revenue. 
H5: Agricultural land has a positive impact on agricultural production revenue. 
The data used in the study were obtained from different sources, mainly from the 

statistical yearbooks of eleven provinces. In addition, the author also consults and 
takes from other scientific research projects and topics. 

Description of the model variable 
Enterprises in agriculture variable (EN): collected in the area (provinces), using 

the interval scale, unit: enterprise. 
Fixed assets value of agricultural enterprises variable (AV): collected in the area 

(provinces), using the interval scale, unit: billion VND. 
Labors variable in agricultural enterprises (La): collected in the area (provinces), 

using the interval scale, unit: people. 
Agricultural investment capital variable (Ia): collected in the area (provinces), 

using the interval scale, unit: billion VND. 
Agricultural land variable (R): collected in the area (provinces), using the interval 

scale, unit: hectare. 
Descriptive statistics of variables by Stata software are as follows (Table 1).



Agricultural Investment with the Growth of Agribusiness in the Red … 375

Table 1 Descriptive statistics of variables 

Variable Obs Mean Std. dev Min Max 

lnREV 121 9.25774 0.5823458 8.402894 10.73387 

lnEN 121 4.661935 1.363126 1.94591 7.090077 

lnAV 121 7.448824 0.7307793 6.009 9.434683 

lnLa 121 8.090614 0.9076199 6.700731 10.03228 

lnIa 121 6.803925 0.8025539 4.442675 8.824972 

lnR 121 11.57744 0.6170192 10.7689 13.09346 

Source Regression Results on Stata 14 

3 Results 

The model establishes the correlation coefficient matrix that represents the degree 
of interaction of the independent variables with each other. Based on the correlation 
analysis table (Table 2), it shows that all independent variables can be included in 
the model and ensure that the model does not have multicollinearity. 

Results were performed using Stata software. The author performed a regression 
between the dependent variable and the variables: number of enterprises operating 
in agriculture (EN), fixed assets value of agricultural enterprises (AV), agricultural 
labors in agricultural enterprises (La), agricultural investment (Ia), and agricultural 
land (R). The result shows that the slope of the variable number of agricultural 
enterprises (EN) is not statistically significant due to p > 0.05. Therefore, using the 
test to remove one of the above variables from the model, it shows that the p-value 
of the F-test is 0.252 > 0.05, and it is necessary to remove that variable from the 
model. The remaining variables are fixed assets value of agricultural enterprises 
(AV), number of employees in agricultural enterprises (La), agricultural investment 
(Ia), and agricultural land (R). The author has performed regression in turn, according 
to POLS, FEM, and REM (Table 3).

CoefficientP= 0.0000, pooled models OLS, FEM, REM all have statistical signif-
icance. Based on POLS, FEM, and REM, it shows the fixed assets value of agricultural 
enterprises (AV), number of employees in agricultural enterprises (La), agricultural

Table 2 Matrix of correlation coefficients between independent variables 

lnEN lnAV lnLa lnIa lnR 

lnEN 1.0000 

lnAV 0.6024 1.0000 

lnLa 0.9322 0.9322 1.0000 

lnIa 0.5984 0.8369 0.5310 1.0000 

lnR 0.2656 0.2312 0.2839 0.1207 1.0000 

Source: Regression Results on Stata 14 
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Table 4 Model selection test 
between POLS and FEM 

Chi2 P 

277.16 0.0000 

Source Regression Results on Stata 14 

Table 5 Model selection test 
between POLS and REM 

Chi2 P 

110.96 0.0000 

Source Regression Results on Stata 14 

investment (Ia), and agricultural land (R) will have an impact on agricultural revenue 
(REV). 

From the results of the research models, the author conducts F-tests (choosing 
between POLS and FEM) and Hausman test (choosing between REM and FEM). 
Finally, the author chooses the appropriate estimation method. 

The author uses Wald test to choose a model between POLS and FEM, with the 
assumption: 

H0: POLS model is more suitable than FEM. 
H1: FEM model is more suitable than POLS (Table 4). 
F-test: P = 0.0000, a = 0.05. 
P = 0.000 < 0.05, accept H0. Therefore, choosing the POLS model is appropriate. 
The author uses Hausman test to choose the model between POLS and REM, with 

the assumption: 
H0: POLS model is more suitable than REM. 
H1: REM model is more suitable than POLS (Table 5). 
From the results of Hausman test, P = 0.0000 < 0.05, rejecting H0, so we choose 

to use the model with fixed effect REM. Regression with the fixed-effect model REM 
will yield the best results. 

*The regression model tests. 

– Multicollinearity: 

Multicollinearity is a phenomenon in which the independent variables in the model 
are linearly correlated with each other. The study conducted to test the hypothesis 
that there is no multicollinearity phenomenon by using the variance inflation factor 
(VIF) (Table 6).

All correlation coefficients are less than 2 indicating that multicollinearity is not 
serious. That shows that independent variables can be used to estimate the model. 

– Heteroscedasticity test 

What is heteroscedasticity or heteroskedasticity? It is the phenomenon where the 
residuals or errors (e) of the model after the regression do not follow a random distri-
bution and the variance is not equal. Conduct Breusch-Pagan test with the hypothesis 
that the variance of the error is constant with hypothesis H0: There is no phenomenon
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Table 6 Multicollinearity 
test 

VIF coefficient 1/VIF 

lnAV 1.5 0.665518 

lnLa 1.47 0.681315 

lnIa 1.45 0.690125 

lnR 1.35 0.742324 

VIF 1.44 

Source Regression Results on Stata 14

of variance. The author conducts Breusch-Pagan test with the hypothesis that the vari-
ance of the error is constant with hypothesis H0: There is no phenomenon of variance 
(Table 7). 

With significance level α = 5%, P = 0.000 < 0.05, hypothesis H0 be rejected: 
There is no phenomenon of variance. Thus, the model has the phenomenon of 
variance change. 

– Autocorrelation test 

Autocorrelation is that the errors are correlated with each other, which will make 
the obtained estimates stable but ineffective, so the regression coefficient tests are 
no longer reliable. The study conducted Wooldridge test on the autocorrelation 
phenomenon on panel data with hypothesis H0: no autocorrelation (Table 8). 

With significance level α = 5%, P = 0.0077 < 5% rejects hypothesis H0. Thus, 
the model has the phenomenon of autocorrelation. 

Regression Model Results 

After testing, if the model violates assumptions such as autocorrelation and variable 
variance, these methods are not optimal. Therefore, a better method must be used, 
which is the feasible generalized least squares estimators (FGLS) method. FGLS 
will overcome this phenomenon to ensure that the obtained estimates are stable and 
efficient. The adjusted R2 value is 70%. It means that the independent variables in 
the model can explain 70% of the variation of the dependent variable.

Table 7 Heteroscedasticity 
test 

Chi2 P 

110.96 0.0000 

Source Regression Results on Stata 14 

Table 8 Autocorrelation test F P 

11.035 0.0077 

Source Regression Results on Stata 14 
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Table 9 Regression results by FGLS 

Chi2(3) = 158.39 P > F  = 0.0000 
lnREV Coef Std. Err t P > |t| [95% Conf.] 

lnAV 1.023846 0.0907447 11.28 0.000 0.8459898 1.201703 

lnLa 0.3597459 0.0739205 4.87 0.000 0.2148644 0.5046273 

lnIa 0.059434 0.0474057 1.25 0.021 0.1523475 0.0334795 

lnR 0.2712204 0.1634972 1.66 0.097 0.5916689 0.0492282 

Cons 0.3928886 1.767562 0.22 0.824 3.857246 3.071469 

Source Regression Results on Stata 14 

With significance level α = 5%, P = 0.000 < 5% rejects hypothesis H0. Thus, the 
model overcomes the phenomenon of autocorrelation and variable variance. 

From the results of the research model, the authors discuss and make comments on 
factors such as fixed assets, labor, investment capital, and agricultural land that have 
affected the revenue of agricultural enterprises in the Red River Delta. Through the 
model test results, no multicollinearity occurs. But the model has autocorrelation and 
variable variance. To overcome, the author used feasible generalized least squares 
estimators–FGLS. 

Table 9 shows that the number of agricultural enterprises has the most positive 
impact on the revenue of agricultural enterprises in the Red River Delta. That said 
the more businesses in the Red River Delta invest and operate in agriculture, the 
more diversified and more abundant agricultural products will be on the market. In 
fact, as the number of businesses increases that can bring more positive signals to 
consumers, they will have more options that suit their needs. This finding is consistent 
with Bjarstig and Sandstrom (2016), a private partnership that helps increase rural 
income. 

Agricultural workers include local farmers and specialized agricultural workers. 
The higher the agricultural labor level is, the greater the contribution to agricul-
tural revenue. In this study, an increase in the number of employees working helps 
to increase agricultural revenue. Because the Red River Delta is a purely agricul-
tural area and most of the laborers work in agriculture, the contribution of labor is 
extremely important. More specifically, a 1% increase in labor can positively improve 
revenue by 0.336%. This is consistent with previous studies by Dao (2012) and Golley 
and Wei (2015), who confirmed that labor can have a positive and significant impact 
on growth. 

Agricultural land is a significant contributor to agricultural revenue. The Red River 
Delta has a long-standing agricultural land area. Currently, agricultural land is used to 
grow wet rice and many vegetables and fruits. The more the potential organic farming 
and green agriculture are, the greater the agricultural revenue increase. Potential 
agricultural land is agricultural products grown on the land, which are future tourist 
attractions to attract tourists. Potential agricultural land is agricultural products grown 
on the land, which are future tourist attractions to attract tourists. It is also possible to 
both exploit agricultural products and let visitors experience the countryside. Table
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9 shows that a 1% increase in agricultural land can positively boost sales by 0.27%. 
This is consistent with the studies by Pham, 2022. 

Investment in agriculture is a long-term investment that requires persistence and is 
aimed at clean and healthy food for people. Investment in agricultural development 
should focus on places where it is possible to exploit and produce specific and 
competitive products. This makes a brand for agriculture in the Red River Delta. 
Although investment in agriculture is still modest in total investment in the Red River 
Delta, according to research, agricultural investment really has spillover effects on 
many other industries such as tourism and industry. Coef = 0.06, a 1% increase in 
investment capital can positively improve revenue by 0.06%. This is consistent with 
previous studies by many authors, that capital investment has a significant impact 
on growth and revenue. The impact of agricultural investment capital on revenue is 
not as large as other factors because the investment capital for agriculture in the Red 
River Delta is mostly domestic. Foreign investment capital in the Red River Delta is 
very small (mainly in large provinces). 

4 Discussions and Conclusion 

Research result shows that, over time, there are four factors that positively affect the 
revenue of agricultural enterprises. The effects in descending order are fixed assets, 
labor, land, and investment capital. If the value of fixed assets increases by 1%, 
labor increases by 1%, land increases by 1%, and investment capital increases by 
1%, revenue increases by 1.02%, 0.36%, 0.27%, and 0.06%, respectively. Although 
the title of the study is agricultural investment with the growth of agricultural enter-
prises, it is possible to consider factors such as the value of fixed assets, labors, and 
land. Therefore, according to the author, the Red River Delta provinces need to pay 
attention to a number of issues to promote local agricultural development: 

Firstly, the Red River Delta should focus on attracting investment capital for 
the asset system, high technology for agriculture in both quality and quantity. At 
present, the policy of the government and the provinces should promote the high-
tech agriculture development. The agricultural sector needs to apply more machinery 
and equipment, science and technology to have clean, high-quality, and high-yield 
agricultural products. Agricultural enterprises should invest in automatic irrigation 
and fertilizer systems, in soil quality, environment, moisture analysis techniques and 
in technology for preserving and processing agricultural products. 

Secondly, the Red River Delta needs to improve the quality of agricultural human 
resources. Agricultural labors play an important role in the agricultural enterprises 
development in the future. The urban population is increasing, while the rural popu-
lation tends to decrease. In 2019, the urban population in Vietnam was 33,122,548 
people compared to 26,515,900 people in the countryside, accounting for 34.4% and 
30.6% of the country’s population, respectively. From 2009 to 2020, the proportion 
of the population in urban areas will increase by 4.8%. One of the reasons for this
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change is the rapid and widespread urbanization process that has increased the popu-
lation in urban areas, GSO (2020). Comparing annual statistics shows that the labor 
structure in the agricultural sector is gradually decreasing. In Vietnam, the propor-
tion of employed workers in the agricultural, forestry, and fishery sector continuously 
decreased, from 53.9% in 2009 to 35.3% in 2019. Meanwhile, labors in agricultural 
enterprises in the Red River Delta also decreased by 15.67% in 2019 and by 5.28% 
in 2020 (provincial statistics, 2021). 

There should be close coordination between the Ministry of Labour, Invalids and 
Social Affairs, the Ministry of Education and Training, and the Ministry of Agricul-
ture and Rural Development. Vocational education and training programs for agricul-
tural workers are in the direction of modern industry and services (agriculture must 
be connected with industry and services). The Red River Delta needs to improve the 
quality of career guidance, associated with practical experience at educational insti-
tutions and businesses in rural areas. From there, students have the right perception 
of the profession. This not only helps to promote classification of students according 
to appropriate grade-level standards and disciplines, but also avoids waste in training 
and building training models for high school graduates. It is possible to bring them 
to study at both cultural and vocational training levels. 

The Red River Delta should create favorable conditions to attract qualified and 
dedicated teachers to agricultural training institutions. It should have policies of 
giving priority to students studying agriculture such as reducing tuition fees, awarding 
scholarships. That is to solve the difficult situation in enrollment for the agricultural 
sector. It is also a way to support rural children to have more learning opportunities. 

The Red River Delta should strengthen training and fostering modern agricul-
tural production knowledge for farmers. Proposed measures for the Red River Delta 
are: (1) promote socialization, improve the role of socio-political organizations and 
unions in vocational training for rural workers, (2) strengthening educational activ-
ities and transfer of scientific applications to farmers, (3) enhance productivity and 
quality agricultural products and income for farmers, (4) build training effective 
occupation models for rural workers in each industry and field, (5) pilot building 
online courses for rural workers, and (6) building digital resources to create favor-
able conditions for rural workers to participate in vocational training. Thereby, it is 
possible to take advantage of local agricultural labor. 

The Red River Delta should promote programs, schemes, and projects on voca-
tional training for rural workers so that they become a team of "agricultural workers" 
with vocational skills and scientific and technical knowledge. 

Thirdly, the Red River Delta should attract diversified sources of agricultural 
investment capital. Agriculture is a specific industry, directly affected by risks from 
natural disasters, epidemics (cultivation and animal husbandry, aquaculture) that are 
likely to strike at any time and affect production and profits. The government has 
directed relevant ministries and branches to complete mechanisms and policies to 
support and create a favorable environment. That is to attract businesses to invest in 
agricultural, forestry, and fishery production in rural areas. 

The government raises awareness of the importance of attracting FDI in the agri-
cultural sector. It is necessary to have policies to encourage FDI in agriculture such
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as policies on infrastructure development, tax, credit, human resource development. 
At the same time, it is necessary to improve the quality of effective and synchronous 
investment promotion. The agricultural sector should give priority to foreign investors 
to invest in high-tech agricultural production, sustainable development, and the form 
of public–private partnership (PPP). However, agricultural investment capital in the 
Red River Delta is still mostly domestic capital, and mobilized capital from abroad 
is very small. The provinces in the Red River Delta need to strengthen linkages 
and actively seek funding from organizations, individuals, and businesses inside and 
outside the province for the local agricultural industry. 

Finally, toward sustainable agricultural growth: The Red River Delta needs to set 
growth targets in line with national, regional, and local resources. The productivity 
of agricultural, forestry, and fishery workers must be increased in order to expand 
and develop markets, especially export markets. It is necessary to increase the agri-
cultural, forestry, and fishery products export to raise people’s incomes and reduce 
poverty sustainably. The Red River Delta should develop green and environmentally 
friendly agriculture. It needs to take agriculture as the basis and consider agriculture 
as the foundation of local economic and social stability. 
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Abstract Negotiations on the Regional Comprehensive Economic Partnership 
(RCEP) were launched in November 2012 between the Association of Southeast 
Asian Nations (ASEAN) and ASEAN’s free trade agreement partners Australia, 
China, India, Japan, New Zealand and South Korea. After more than 30 negotiations 
rounds, the Agreement was signed on November 15, 2020. In November 2019, India 
had indicated that it is not in a position to sign the Agreement, but even without India, 
RCEP still is the world’s largest free trade agreement, covering about 30% of global 
GDP. RCEP entered into force on January 1, 2022. This book chapter analyzes the 
economic potentiality of the agreement, focusing on the phasing out of tariffs on 
trade. Tariffs are expected to be reduced over 20 years, most tariffs being eliminated. 
The main impact will be in the cases where there has been no free trade agreement 
so far, which is the case between Japan and South Korea and, most importantly, 
between Japan and the People’s Republic of China. Beyond tariffs, RCEP improves 
the business environment and opportunities for transnational value chains and cross-
border trading for all companies operating in the RCEP area. It standardizes rules and 
procedures (the “single rulebook”), and it is supposed to create more transparency 
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1 Introduction1 

The negotiations on the Regional Comprehensive Economic Partnership (RCEP) 
Agreement were launched in November 2012 between the Association of Southeast 
Asian Nations (ASEAN) and ASEAN’s free trade partners Australia, China, India, 
Japan, New Zealand and South Korea. After more than 30 negotiations rounds, 
the Agreement was signed on November 15, 2020, through a video conference. In 
November 2019, India had indicated that it is not in a position to sign the Agree-
ment.2 But even without India, RCEP still is the world’s largest free trade agree-
ment, covering about 30% of global GDP. RCEP entered into force on January 
1, 2022. RCEP has been ratified by Australia, Brunei, Cambodia, China, Japan, 
Laos, Malaysia, New Zealand, South Korea, Singapore, Thailand and Vietnam; in 
Indonesia, ratification is under way (as of October 2022). This chapter analyzes the 
economic potentiality of the agreement, focusing on the phasing out of tariffs on trade 
and the institutional changes that characterize the agreement (the “single rulebook”). 
What is RCEP’s significance, and what will be the impact of this “mega-regional” 
Agreement, as it has been aptly called? 

The following Sect. 2 characterizes RCEP as an agreement against its (now 
historical) institutional background, the ASEAN plus-System as it has evolved over 
decades. Section 3 looks at RCEP from an ASEAN perspective, both institutionally 
and economically. Since all bilateral relations among RCEP members were based on 
FTAs already, the focus is on the changes to be expected among Japan (Sect. 4), China 
(Sect. 5) and South Korea (Sect. 6)—after all, RCEP is the first regional agreement 
in Northeast Asia. Where sectoral agreements have created more or less global free 
trade, as in the case of information technology, RCEP’s impact will be less significant 
(Sect. 7). Section 8 concludes this book chapter with an outlook. 

2 The Character of RCEP 

During the last decades, the world region East Asia has not been the place of grand 
designs for regional institutions (Ziltener, 2007, 2012). The historical-cultural prefer-
ence is in favor of the incremental upgrading of flexible forms of cooperation toward 
shared objectives, rather than formally binding rules and well-defined legal proce-
dures (cf. Peng, 2000). The instrumental use of law as core mechanism to foster 
integration like in the European Union is unthinkable in East Asia. The resulting 
predominant “Asian incrementalism” (Haas, 1989) has built on ASEAN as a multi-
lateral organization and led to the ASEAN plus-System in East Asia (Ziltener, 2006),

1 This chapter builds on a 2020 analysis by the author: The Regional Comprehensive Economic 
Partnership (RCEP) as “Single Rulebook” bringing Free Trade to 30% of the World Economy 
and 30% of World Population–What does it mean for Swiss Companies? (Ziltener 2020). 
2 The protocol of engagement with India which keeps open a path for eventual Indian membership 
in RCEP (cf. Armstrong & Drysdale, 2022: 15). 
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the ASEAN countries being linked through so-called ASEAN plus one agreements to 
their partners Australia, China, India, Japan, New Zealand and South Korea. ASEAN 
plus 3 (ASEAN plus China, Japan and South Korea) laid the groundwork for a new 
multilateralism. As a result of competing institutional schemes and a period of intense 
diplomatic negotiations and informal talks, the first East Asia summit (2005) also 
included India, Australia and New Zealand (Ziltener, 2007). With this, the grouping 
of countries that would begin the process leading up to the opening of multilateral 
negotiations at regional level was born. However, it took more than 30 negotiations 
rounds (each involving up to 700 officials) until an agreement could be concluded 
(without India) and signed. 

The Australian Department of Foreign Affairs and Trade (DFAT) characterizes 
RCEP as “a modern and comprehensive free trade agreement.”3 Indeed, RCEP 
contains 20 chapters on topics usually covered by up-to-date trade agreements, such 
as trade, investment, services, sanitary measures, technical standards, government 
procurement, intellectual property and telecommunications. Tariffs are expected to 
be reduced over 20 years, with a large drop upfront for some products, and most tariffs 
being eliminated over the next 20 years (Estrades et al., 2022). Some members have 
different tariff elimination schedules, depending on the partner country, and others— 
Australia, Brunei, Cambodia, Malaysia, Myanmar, New Zealand, Singapore and 
Thailand—have just one tariff schedule that is on offer for all other members (ibid.). 
For the digital economy, RCEP provides a chapter for multilateral rules, aiming at 
the liberalization of e-commerce. RCEP members committed themselves to maintain 
the practice of not imposing customs duties on electronic transmissions among them. 
There are certain provisions to prevent data localization requirements, but significant 
exemptions for the purpose of national security and certain public policy objectives. 
However, a comparison with the Comprehensive and Progressive Agreement for 
Trans-Pacific Partnership (CPTPP) indicates not only quite significant differences in 
regulatory ambitions, e.g., in the chapter on e-commerce or the one on intellectual 
property, but also differences in coverage: The most important issues not covered in 
RCEP are state-owned enterprises, labor and environmental standards, transparency 
and anti-corruption measures. These are topics that usually are, as in the case of 
the transpacific CPTPP,4 high on the agenda of Western countries, but of lower or 
even no interest to many Asian countries—therefore, this is not a surprising fact. 
Different from most international FTA, RCEP does not include an Investor-State 
Dispute Mechanism (ISDS). However, the member states foresee a review of this 
institutional gap, five years after ratification. In this case, and also with other topics, 
speed in the conclusion of the agreement seems to have been more important than 
the level of ambition, especially regarding institutional aspects. Comparing RCEP

3 https://www.dfat.gov.au/trade/agreements/not-yet-in-force/rcep, November 18, 2020. 
4 The CPTPP, which went into effect at the end of 2018, has seven members overlapping with the 
RCEP. The member states are: Australia, Brunei, Canada, Chile, Japan, Malaysia, Mexico, New 
Zealand, Peru, Singapore and Vietnam. 

https://www.dfat.gov.au/trade/agreements/not-yet-in-force/rcep
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with the CPTPP, Schott (2021: 6) concludes that RCEP is “a big deal for intra-
Asian economic relations, even though it offers a more incremental and slow-paced 
pathway to regional integration than its Asia- Pacific cousin.” 

3 The ASEAN Perspective 

From the ASEAN perspective, RCEP is a modern, comprehensive, high-quality 
agreement “not made just for today but also…for tomorrow.” In comparison with the 
existing ASEAN plus one agreements on which ASEAN has grounded its regional 
trade policy so far, RCEP goes beyond—in terms of both coverage and depth of 
commitments, e.g., in government procurement. Most importantly, the RCEP Agree-
ment has “the added value of bringing together a single rulebook to help facilitate 
the development and expansion of regional supply chains.”5 The “single rulebook,” 
or as Tian and Guo (2022) call it, the new “unified system of rules in the region,” is 
widely seen as the most important element of RCEP: “Under the agreement, foreign 
investors will have access to a whole region when they access a single country, with 
broader markets, lower operating costs and easier outward investment” (ibid.). For 
Propper and Catarivas (2020), RCEP bridges existing FTAs among its members, it 
consolidates distinct agreements into a “single basket” to aid exporters, and it unifies 
source rules among member countries and expands preceding WTO agreements. 
Schott (2021: 7), being rather critical of RCEP, admits that new regional content rule 
is RCEP’s most important achievement and predicts that it will encourage deeper 
integration of supply chains across the 15 markets.6 

As all ASEAN Agreements, RCEP contains provisions for special and differential 
treatment for the less developed countries Cambodia, Laos, Myanmar and Vietnam, 
as well as technical cooperation and capacity building programs. In spite of that, 
the United Nations Conference on Trade and Development (UNCTAD) warned that 
RCEP tariff concessions could hit exports from Cambodia, Indonesia, the Philippines 
and Vietnam.7 In contrast, a World Bank study suggests that lower middle-income 
economies such as Laos are likely to benefit far more than high-income members 
like Japan. In the case of Laos, for example, reducing tariffs and non-tariff barriers

5 Summary of the regional comprehensive economic partnership agreement, asean.org, November 
18, 2020. 
6 This is the common rule of origin for all goods trade (RoO): In order to get the preferential 
treatment, a product needs to either reach an RCEP regional value content (RVC) level of 40% 
or undergo a change in tariff heading (CTH) at the four-digit HS code level. If these conditions 
are met, the goods qualify for RCEP trade preferences; this is lower and therefore less restrictive 
than comparable provisions of the CPTPP (Schott, 2021). This common rule of origin is estimated 
to reduce export transaction costs between 1.4 and 5.9%, thereby boosting merchandise exports 
among signatories by around $90 billion on average annually (4% of 2019 intra-zone merchandise 
trade and 0.5% of global merchandise trade; Dib et al., 2020). 
7 Japan exports will rise 5.5% due to RCEP membership: UNCTAD, NikkeiAsia, December 15, 
2021. 

http://asean.org
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and adopting a common rule of origin would boost income by 2.1% by 2035. An 
estimated productivity “kick” would raise that to 2.4%. In Vietnam and Malaysia, real 
incomes could grow by as much as 5% (Estrades et al., 2022). Quimba et al. (2021) 
predict a positive impact on Philippine exports and GDP, also for Vietnam. Others see 
the traditional labor-intensive sectors in Southeast Asia as receiving special benefits 
from the RCEP: 

The supply and industry chains in some Southeast Asian countries are not complete, and 
they compete with one another… As the RCEP comes into force, high-end manufacturing 
in Singapore, Japan and South Korea together with China’s complete industry chains will 
boost inter-regional investments, and integrate the region’s manufacturing chains better.8 

Today, half of the population in the region, or 1.1 billion people, consumes the 
equivalent of $10 a day or more in purchasing power terms—the rough definition 
of middle-class status. In the World Bank’s most optimistic scenario, the impact of 
RCEP could lead to drawing as many as 27 million more people into the middle 
class by 2035 (Estrades et al., 2022). As a proportion of the population in 2035, the 
largest gains in the middle class would be seen in Laos (1.72%), Vietnam (1.59%) 
and Indonesia (1.35%, ibid.). 

4 The Japanese Perspective 

The Japanese Ministry of Foreign Affairs (MOFA) sees the significance of RCEP as 
contributing to the economic growth of Japan and the region, “by further strength-
ening the link between Japan and the region as a growth center of the world.”9 This 
“single rulebook” is also very important from a Japanese business perspective: RCEP 
will contribute to making supply chains already established by Japanese companies 
in Asia “more broad, effective and resilient.”10 For the Japanese Ministry of the 
Economy, Trade and Industry (METI), RCEP is a significant improvement of the 
conditions under which Japanese companies conduct their business in the region: 

…it will be the first time China and some ASEAN countries promise... to prohibit technology 
transfer requests and protect well-known trademarks... The RCEP Agreement will prohibit 
the participating countries from requesting technology transfers and introduce other common 
rules such as to protect intellectual property... Through rules like this, the agreement is 
expected to provide a more transparent and predictable business environment for Japanese 
companies that enter the countries concerned.11 

8 Quote by Zhou Shixin, Director of the Institute for Foreign Policy Studies at the Shanghai Institute 
for International Studies, in: RCEP starts to deliver benefits for enterprises: business leaders, Global 
Times, January 6, 2022. 
9 Press ReleaseThe date of the entry into force of the Regional Comprehensive Economic Partnership 
Agreement, November 3, 2021, www.mofa.go.jp/press/release/press4e_003051.html. 
10 Akio Mimura, Chairman of Japan Chamber of Commerce and Industry, KYODO, November 16, 
2020. 
11 Press Conference by METI-Minister Hagiuda (Excerpt), November 5, 2021, www.meti.go.jp/ 
english/speeches/press_conferences/2021/1105001.

http://www.mofa.go.jp/press/release/press4e_003051.html
http://www.meti.go.jp/english/speeches/press_conferences/2021/1105001
http://www.meti.go.jp/english/speeches/press_conferences/2021/1105001
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Junichiro Nakatsuka, President of Mitsubishi Corp., China, sees RCEP as a help 
to boost complementary relationships among Japan, China and Southeast Asian 
countries: 

By effectively integrating the digital trend of Chinese enterprises, the advanced industry chain 
management of Japanese enterprises and the advantages of local enterprises in Southeast 
Asia, it is highly possible to achieve a win-win situation among the three parties… With 
the implementation of the RCEP, we hope that companies from China, Japan and South 
Korea will cooperate more closely. We also hope that Japanese companies can conduct 
comprehensive cooperation with Chinese companies and welcome more Chinese companies 
to enter the Japanese market.12 

Also regarding trade, RCEP is highly significant for Japan: It will cover about 
46% of Japan’s total foreign trade. Tariffs are expected to be removed from 91.5% of 
goods exported from Japan to RCEP countries, as well as 98.6% of goods imported by 
Japan from these.13 The exemption rate is lower than the 99.9% agreed for the CPTPP, 
but not much. Furthermore, RCEP includes—other than CPTPP—China and South 
Korea (Japan’s largest and third-largest trading partner, respectively) and all ASEAN 
countries.14 Tariffs will likely be eliminated on 86% of industrial goods exported 
from Japan to China, which gives Japanese manufacturers not only a significant but 
also long-term competitive advantage on the large Chinese market, in relation to 
manufacturers in the USA or in the EU, since a US-China or a EU-China FTA is, for 
political reasons, very unlikely to be concluded in the near future. For the exports to 
Korea, the proportion of tariff-free items will ultimately increase from 19% to 92%.15 

UNCTAD even sees Japan as the biggest beneficiary of tariff cuts agreed under the 
RCEP, estimating that Japan’s exports to RCEP’s 15 member countries will increase 
by 5.5% from 2019.16 

The total savings potential for Japanese exporters to China is enormous: As 
Wardani and Cooray (2019) have calculated, this amounts to more than $8 billion 
annually, once tariffs have phased out completely. In the vehicles sector (HS86-89) 
alone, this amounts to more than $2.5 billion, in machinery (HS84-85, informa-
tion technology products cut out, for reasons discussed in Sect. 7) $1.8 billion, in 
chemicals and pharmaceuticals (HS28-38) $724 Mio. The realization of this poten-
tial, however, needs time and patience for the Japanese manufacturers. When RCEP 
entered into force, China started phasing out tariffs on machinery made in Japan, in 
most cases over 10 years, in some cases in 5 or 20 years. That means that in the first

12 RCEP starts to deliver benefits for enterprises: business leaders, Global Times, January 6, 2022. 
13. 
13 NikkeiAsia, November 15, 2020. 
14 CPTPP includes only four ASEAN countries (Brunei, Malaysia, Singapore and Vietnam). 
15 Press Conference by METI-Minister Hagiuda (Excerpt), November 5, 2021, www.meti.go.jp/ 
english/speeches/press_conferences/2021/1105001. 
16 Japan exports will rise 5.5% due to RCEP membership: UNCTAD, NikkeiAsia, December 15, 
2021. 

http://www.meti.go.jp/english/speeches/press_conferences/2021/1105001
http://www.meti.go.jp/english/speeches/press_conferences/2021/1105001
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and second year, 2022 and 2023, most machinery tariff lines are still above 10%. 
Complete free trade will likely be achieved in 2031.17 

As for Japan’s exports to South Korea, 92% of goods will be waived from duties, 
up from the current 19%. About 80% of automotive goods, including air bags and 
electronic parts, will experience a gradual phasing out of tariffs. Japan itself has 
almost no tariffs applied on the import of industrial goods (exceptions being textiles 
and footwear). Japan will remove tariffs on 49–61% of agricultural and fisheries prod-
ucts, but managed successfully to keep import duties on five agricultural products, 
including rice, wheat, beef and pork, dairy products and sugar crops. 

5 The Chinese Perspective 

China is the economic heavyweight of RCEP. The Chinese economy is larger than 
the aggregate of the other 14 countries, and its total trade is almost twice that of 
Japan and Korea combined. The People’s Republic lauds RCEP in first place as the 
historically first agreement among China, Japan and South Korea. It sees the three 
countries in different positions in the global value chain, with highly complementary 
economies and closely linked industrial and supply chains that are expected to further 
deepen under RCEP. China intends to speed up and conclude also the negotiations 
on a trilateral FTA among the countries mentioned. From a geopolitical perspective, 
RCEP is seen as a major Chinese success against US-led initiatives such as APEC and 
CPTPP.18 Chinese companies, especially the internet giants, see in RCEP a way to 
expand e- commerce and to get better market access in Southeast Asia, since factors 
such as customs clearance and logistics efficiency, as well as the consumer shop-
ping experience, will be improved and imposing taxes on electronic transmissions 
hindered.19 

RCEP is expected to increase the imports of certain goods by making it cheaper 
for Chinese consumers, such as luxury cars and cosmetics from South Korea, or 
electronics, food and sake from Japan. Chinese exporters to the Japanese market are 
to be found mainly in the textile and footwear sector (a savings potential of more than 
$2.2 billion annually), in foodstuffs ($711 Mio), in leather, plastics and chemicals 
(Wardani & Cooray, 2019). Here, Japanese tariffs are still significant, in contrast 
to the main industrial sectors; therefore, the impact will be the greatest here. Other 
exporters to Japan, competitors with Chinese companies in Southeast Asia or in Latin 
America (with which Japan had already or still has bilateral FTAs in force), will feel 
this now increasingly competitive-level field.

17 Analysis based on RCEP Annex 1 Schedule of Tariff Commitments of China, Section C: For 
Japan. www.dfat.gov.au, November 16, 2020. 
18 APEC’s Post-2020 vision will get RCEP support as US wanes, Global Times, November 18, 
2020. 
19 RCEP’s boost to e-commerce. Benefits in the world’s largest FTZ offer huge potential amid 
coronavirus; Asian auto sector to make major gains under RCEP, Global Times, November 17, 
2020. 

http://www.dfat.gov.au
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Studies suggest that China will gain the most out of RCEP implementation, in 
terms of increased real income: Chung et al. (2017) found in their study including 
India as an RCEP member that China would receive more than one-quarter of total 
RCEP gains. Petri and Plummer (2020) predicted that China will reap about half of 
the $174 billion in cumulative real income gains of the 15 RCEP countries. Kang 
et al. (2020) estimated potential gains in real income at $85 billion for China, $48 
billion for Japan and $23 billion for South Korea, but the economies of Indonesia, 
Malaysia, Thailand and Vietnam are also expected to gain from RCEP. Kumagai & 
Hayakawa (2021) came to similar results for the three economies in Northeast Asia, 
but they predicted the strongest impact of RCEP as a percentage of GDP for Japan 
(0.66%), followed by South Korea (0.24%) and China (0.13%). 

6 The Korean Perspective 

Since South Korea (ROK) has “more free trade agreements than any other country,”20 

including FTAs with all RCEP members except Japan, it is argued that RCEP 
“offers Korean firms only incremental trade liberalization beyond the reforms already 
embedded in Korea’s existing bilateral FTAs with the RCEP countries” (Schott, 2021: 
7). Korea has concluded a bilateral FTA with China in 2015 already, covering 23.3% 
of Korea’s total trade. RCEP incl. the trade with China will cover almost half of 
Korea’s trade (48.0%, ibid.,3f). In some cases, Korea’s older FTAs were substantially 
more comprehensive than RCEP (e.g., the agreements with Australia, Singapore or 
Vietnam). On the other side, RCEP will reduce tariffs and other barriers to trade to 
a significantly larger extent than the 2007 ASEAN-Korea FTA (Pardo, 2021). 

The biggest economic implication of RCEP for Korea obviously is that this is its 
first-ever FTA with Japan. 

For a long time, Korea had been reluctant to sign an FTA with Japan due to 
concerns about competition in high-tech sectors where Japanese companies were 
seen as more advanced. This concern has subsided in recent years as South Korean 
firms now often compete head-to-head with their Japanese counterparts, and there 
are also complementarities between firms in both countries (Pardo, 2021). As in the 
case of China, Korea expects an increase of imports from Japan as a consequence 
of lower tariffs, especially in high-tech and luxury goods. Also in the food sector, 
imports from Japan will become cheaper and increase in volume. However, regarding 
core products of Korean agriculture, such as beef and pork, rice and other wheat, 
cereals, chilies, tea, as well as many fruits and vegetables, no concessions have been 
made.21 

In exports, Korea is looking forward to benefits especially for key export items 
including steel and cars, machine parts and medical equipment, as well as such service

20 Korea joins RCEP, a light but significant trade agreement, koreajoongangdaily, February 1, 2022. 
21 Analysis based on RCEP Annex 1 Schedule of Tariff Commitments of Korea, Section D: For 
Japan. www.dfat.gov.au, November 16, 2020. 

http://www.dfat.gov.au
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sectors as online game, animation, film and records.22 It is projected that in RCEP’s 
first three years, Korea’s export of cultural services under RCEP will increase by 
1.1% annually.23 

7 The Case of Information Technology (IT) 

Not everywhere the impact of RCEP will be significant, e.g., in the case of IT prod-
ucts. All RCEP members (except Myanmar, Laos and Cambodia) are participants in 
the WTO Information Technology Agreement (ITA). The ITA signed by 81 WTO 
members covers a large number of high-technology products, including computers, 
telecommunication equipment, semiconductors, semiconductor manufacturing and 
testing equipment, software, scientific instruments, as well as most of the parts and 
accessories of these products.24 Tariffs on these products are abolished or phasing 
out, independently from RCEP. However, RCEP’s “single rulebook” will have an 
impact in the improvement of the business environment of IT companies in East 
Asia, as mentioned, especially in the facilitation of the development and expansion 
of regional supply chains. 

Similarly, the WTO Agreement on Government Procurement (GPA) provides 
global rules for its signatories: Japan, South Korea, Singapore, Australia and New 
Zealand are participants in the GPA, and China is still in the GPA accession process. 
In the sector of pharmaceutical products, the Agreement on Trade in Pharmaceutical 
Products has been concluded in 1994, creating free trade for pharmaceutical products 
among its signatories. But, so far, only one RCEP country has joined this Agreement 
under the WTO, Japan. Therefore, RCEP provisions will have greater impact here. 

8 Conclusions 

This book chapter analyzed the economic potentiality of RCEP, focusing on the 
phasing out of tariffs on trade and the institutional changes. As a starting point, it is 
important to realize that only in two cases of bilateral relations, free trade relations 
were newly established, and all other bilateral relations among RCEP members were 
based on FTAs already. Therefore, the main significance of RCEP lies in being the 
historically first FTA between Japan and South Korea and the first agreement among 
China, Japan and South Korea. RCEP is the first regional agreement in Northeast 
Asia, and it is the first plurilateral free trade agreement China has ever participated in. 
RCEP has developed out of the ASEAN plus-System, and most significant in RCEP

22 RCEP pact to take effect for S. Korea next month, Korea Herald, January 27, 2022. 
23 Korea joins RCEP, a light but significant trade agreement, koreajoongangdaily, February 1, 2022. 
24. 
24 www.wto.org/english/tratop_e/inftec_e/inftec_e.htm (October 10, 2022). 

http://Www.wto.org/english/tratop_e/inftec_e/inftec_e.htm
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is the regional unification of the rules under which free trade has been conducted 
(the “single rulebook”). Actually it would be possible to speak of a successful multi-
lateralization of an existing dense network of bilateral FTAs in East Asia or the 
Asia–Pacific region. 

What impact RCEP is going to have will become visible to the degree tariffs 
that are dismantled, step by step over a decade, and as soon as the news rules have 
been effectively implemented. Economic actors— businesses, supply and industry 
chains—will make use of the new opportunities under a significantly increased clarity 
of rules. This will have an impact on the level of economic integration in an already 
highly integrated region, contributing to making Asia the “center of gravity for global 
commerce” (Sheng, 2022). What remains to be seen is whether RCEP has a significant 
growth effect in this “growth center of the world” (MOFA Japan) and how (un)even 
this impact will materialize. 
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The Impact of Soil Conservation 
on Fertilizers and Pesticides Utilization 
and the Economic Efficiency of Rice 
Cultivating Households in Vietnam 

Nguyen Thi Thu Thuong, Doan Thi Hong Thinh, and Nguyen Tien Long 

Abstract Using data from the Vietnam Access Resources Household Survey in 
2018, we employ a propensity score matching method to evaluate the impact of 
soil conservation measures’ adoption on the use of fertilizers and pesticides and the 
economic efficiency of rice cultivating households in Vietnam. The empirical results 
show that households that adopt soil conservation measures spend between 62.30 
and 86.40 USD less per hectare on chemical fertilizers and between 7.00 and 11.20 
USD less per hectare on pesticides than households that did not. Additionally, soil 
conservation adoption increases the farming efficiency of households cultivating rice. 

Keywords Vietnam · Soil conservation · Propensity score matching · Rice 
production · Efficiency · Fertilizers and pesticides 

1 Introduction 

Economic growth in many developing countries is closely related to the performance 
of their agricultural sector. However, this growth might be affected by the efficiency 
with which natural resources are managed. The availability and quality of a country’s 
natural resources can be reduced by extreme weather events and human activities 
(Ashoori & Sadegh, 2016; Lal,  2013). A considerable portion of the world’s agri-
cultural land has been influenced by varying degrees of soil degradation (Bindraban 
et al., 2012). According to Karlen and Rice (2015), although this is not a new problem, 
it has now become urgent for humanity to acknowledge, mitigate, and remediate its 
root causes. Soil degradation can lead to poor agricultural production (Mengstie, 
2009). 

There are three groups of causes leading to land deterioration: climate, biogeo-
physical, and management (Jara-Rojas et al., 2013). These variables have strong
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influences on the trend toward an acceleration of soil erosion. Conventional agricul-
tural methods where soil improvement and conservation techniques are not usually 
applied can degrade soil (Amsalu & De Graaff, 2007; Solís et al., 2009). In addi-
tion, in the short term, increasing productivity often goes with the intensive use of 
fertilizers and pesticides, leading to further deterioration in the long term (Solis & 
Bravo-Ureta, 2005). 

In Vietnam, the agricultural sector is the third key contributor to economic growth, 
after the service and industry sectors. According to the General Statistical Office 
(GSO, 2022), agriculture accounted for roughly 12.36% of the Vietnamese gross 
domestic product (GDP) in 2021. In Vietnam, rice is the main consumption food, and 
rice farming is the essential source of income for the rural population. For this reason, 
large agricultural areas are devoted to rice farming. As stated by Nguyen (2017), in 
2014, almost 7.8 million ha of land was used for rice cultivation. The annual value of 
Vietnam’s rice exports reaches approximately US$3 billion, which represents 20% 
of the country’s total agricultural exports. Although crops play a determinant role in 
poverty alleviation and food security, in the creation of jobs for local citizens, and 
lead to substantial export earnings, they have been facing many challenges. Diseases, 
pests, as well as climate change have contributed to saline intrusion and drought in 
some regions (Nguyen, 2017). Furthermore, land and soil pollution, which arise from 
the excessive use of fertilizers and pesticides, are emerging issues. 

In addition to intensive farming tendency, the use of fertilizers and pesticides has 
accelerated in Vietnam. Between 1985 and 2005, the utilization rate of fertilizers 
such as nitrogen, phosphorous, and potassium rose by approximately 10% annually. 
In terms of fertilizer consumption, rice was the main consumer. This can be due 
to crop intensification (three rice crops per year) and soil degradation, which is the 
result of an absence of alluvium (Nguyen, 2017). 

Inappropriate usage of fertilizers in agriculture, especially in rice production, 
is common in Vietnam, where fertilizers are still applied according to traditional 
practices with little knowledge of the quantities required for new varieties of rice. 
Farmers continue to spread excessive quantities of fertilizers, whereas only around 
60% of the nitrogen, 40% of the phosphorous, and 50% of the potassium they contain 
are assimilated. The surplus is discharged into the soil and waterways, leading to 
unnecessary environmental pollution (Nguyen, 2017). 

Very few studies have modeled the influence of soil conservation practices on the 
use of fertilizers and pesticides, nor their impact on economic efficiency. To the best 
of our knowledge, no study has used the “Average treatment effect model” to eval-
uate the role of soil conservation. The present study aims to estimate the outcome of 
adopting and non-adopting soil conservation practices in rice farming households. 
Soil conservation in Vietnam’s agricultural sector has attracted the attention of poli-
cymakers and scientists, who need solid empirical evidence, concerning the role 
of soil conservation in environmental protection, social stability, and agricultural 
productivity in particular to make well-informed decisions. Soil conservation prac-
tices can also mitigate the excessive use of chemical fertilizers and pesticides with the 
potential benefits of increasing agricultural productivity and limiting environmental 
pollution.
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The present research evaluates the influence of soil conservation on rice cultivation 
in Vietnam. More precisely, we examine how soil conservation affects the total 
value of production, net farming revenue, farming productivity, and some variable 
production costs. The study used propensity score matching (PSM) to control for 
observed differences in principal operator, geographic location of the household, 
and other socioeconomic factors characterizing soil conservation adopters and non-
adopters. 

2 Methodology 

2.1 Empirical Approach 

PSM is an econometric technique that can be used to deal with the selection bias 
problem in cross-sectional data with a non-experimental assignment and the absence 
of assumptions concerning the functional and distributional form of the control vari-
ables (Becker & Ichino, 2002; Dehejia & Wahba, 2002; Diagne & Demont, 2007; 
Rosenbaum & Rubin, 1985; Schilling et al., 2014). According to the PSM method, 
selection bias might be reduced by conditioning on observed characteristics. This 
allows us to find out the causal association between the investment in soil conservation 
and outcome variables of interest. 

The study used the PSM method to estimate the impact of a household’s investment 
in soil conservation on rice production per hectare, the value of rice yield per hectare, 
the added value of rice production per hectare, chemical fertilizer costs per hectare, 
pesticide costs per hectare, the total variable costs of rice production per hectare, and 
rice farming efficiency. 

For a household i, i = 1,....N; {Yi0 , Yi1} represents the two potential outcomes: Yi0 
as the outcome when the household does not adopt soil conservation, corresponding 
to the control group, and Yi1 as the outcome when the household adopts soil conser-
vation, corresponding to the treated group. We apply the average treatment effect on 
treated (ATT) to analyze the impact of household investment in soil conservation on 
several economic variables related to rice production in Vietnam. 

The ATT is illustrated as: 

ATT = E[ Yi1 − Yi0|T = 1] (1) 

where T denotes the treatment status, T = 1 indicates treatment, and 0 otherwise. 
We used probit regression to estimate the predicted probability scores of being 

treated. In the PSM method, based on similar characteristics, the adopter and non-
adopter are matched together. This allows us to eliminate the effect of dissimilar 
characteristics and outliers on the estimation results. The propensity scores, described 
by (Rosenbaum & Rubin, 1985), are computed as follows:
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p(X ) ≡ Pr{T = 1|X} = E{T |X} (2) 

where X is covariates that may affect the treatment status and outcome variables. 
Several matching algorithms were used to ensure the robustness of the findings. 

The nearest neighbor matching (NN1) with replacement was used as it is the most 
straightforward matching estimator. However, if the closest neighbor is at a high 
distance, NN1 matching can lead to poor matches. Therefore, to increase matching 
quality (Dehejia & Wahba, 2002), radius matching with a caliper was also used. In 
this study, we used the calipers of 0.02 and 0.05 proposed by Attavanich (2016) 
and Schilling et al. (2014). As the study consisted of many comparable untreated 
(non-adopting household) observations in the sample, an oversampling with five 
matching partners (NN5) and kernel matching algorithms were also used. An optimal 
bandwidth was chosen, proposed by (Silverman, 1986).1 

Covariate balancing tests were used so that PMS results can be verified (Rosen-
baum & Rubin, 1985). We used a two-sample t-test for the equality of the mean 
values of the covariates in both groups after matching. Additionally, we applied the 
trimming method suggested by Crump et al. (2009) to deal with the weak common 
support problem. 

Besides, before and after matching, the matching was examined by comparing p-
values and the pseudo R2 of the likelihood ratio test acquired from the probit model. 
The results should be insignificant, which are expressed by a lower pseudo R2 and 
insignificance of matched covariates (Rosenbaum & Rubin, 1985). A visual check 
was done with the use of a propensity score graph to answer the question of whether 
the common support condition was satisfied, i.e., whether there was adequate overlap. 

2.2 Data and Variables 

We employed observational data obtained from the Vietnam Access Resources 
Household Survey (VARHS) conducted in 2018. The VARHS was carried out across 
12 provinces, standing of seven regions: Red River Delta, Northeast, Northwest, 
North Central Coast, South Central Coast, Central Highlands, and Mekong River 
Delta. 

The data of VARHS, where the target population of the survey is rural households, 
provide useful information for our study. The database includes 13,754 observations 
with a total of 3648 households, including 2960 rice households. Then, the household 
cases with missing data were eliminated; therefore, the whole sample had in the end 
2010 households. Variables used in our study were obtained and constructed from 
this dataset. They are potential outcomes, landowner and household properties, the 
slope of the land, problems with the rice plot, and regional dummy variables.

1 Silverman’s rule of thumb:bandwidth (h) = 0.9*sample_standard_deviation*(sample size)−1/5. 
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The covariates in this study are divided into approximately four sets. Firstly, the 
covariates include demographic variables such as age, gender, education of house-
hold head, marital status, and ethnicity. These variables were used in several studies 
(Ashoori & Sadegh, 2016; Gitonga et al., 2013; Jara-Rojas et al., 2013; Mishra et al., 
2017; Pan, 2014). 

The variables of farm characteristics constitute the second type of covariate. They 
are the number of household laborers, farm size, participation in the formal organi-
zation and agricultural extension services, the use of old local varieties of rice seed, 
and access to information on fertilizer use. These variables are supposed to increase 
the probability of investing in the farms’ soil conservation practices (Gitonga et al., 
2013; Gottlieb et al., 2015; Mishra et al., 2017; Pan, 2014; Schilling et al., 2014; 
Uematsu & Mishra, 2012). 

The third set of control variables includes the slope of the land. If the household’s 
rice fields are located on sloping land or in a very steep area, this can lead to greater 
investment in soil conservation. The fourth type of independent variable is related to 
the rice field’s characteristics. It can be suggested that households facing issues such 
as gullies, dry fields, low-lying fields, sedimentation, landslides, and stony soils will 
invest more in soil conservation. Finally, regional dummy variables are considered, 
in which the Mekong Delta region is used as a reference category. These variables 
represent the differences in economic and social and political conditions of regions 
(Gottlieb et al., 2015). 

The definition of outcome variables employed to compute the average treatment 
effects and the covariates influencing the probability of adopting soil conservation 
on the rice fields are provided in Table 1. The households’ performance and manage-
rial characteristics’ outcome measures used to estimate the ATTs are the farming 
efficiency, net farm income, fertilizer costs, and pesticide costs. Three categories of 
explanatory variables include landowner characteristics, household characteristics, 
the slope of the land, problems with rice fields, and regional dummy variables.

3 Results 

3.1 Descriptive Statistics 

The summary statistics for the sample are shown in Table 2. From the 2010 obser-
vations retained for this study, 418 (or 20.79%) adopted soil conservation. The 
last column indicates the t-statistics comparing the mean values of the treated and 
control observations. In general, we observed that the farming efficiency and net farm 
income of adopting households were greater than those of non-adopting households. 
However, the costs of fertilizers and pesticides incurred by adopting households 
tended to be lower than by non-adopters. While the age of the head of the household 
was significantly lower for adopters than for non-adopters, the number of years of 
education of the former was significantly higher.
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Table 1 Description of variables 

Variables Definition 

Potential outcome and treatment 

The added value of rice production Gross cash income from rice cultivation minus total 
rice production expenses (000 VND) 

Value of rice production per hectare Total value of rice produced per hectare (000 VND) 

Rice production per hectare Total quantity of rice produced per hectare (Kilogram) 

Total production cost per hectare Total rice production cost per hectare (000 VND) 

Fertilizer cost per hectare Cost per hectare of chemical fertilizers used during 
the last 12 months (000 VND) 

Pesticide cost per hectare Cost per hectare of pesticides and herbicides used 
during the last 12 months (000 VND) 

Farming efficiency Ratio of the gross value of production to total variable 
costs 

Investment in soil conservation on plot Whether the farm has invested in soil conservation 
since July 2016 (1 if yes/0 if no) (soil conservation 
practices include rock bunds, soil bunds/ grass lines, 
terraces, brick wall/fence) 

Landowner characteristics 

hhage Age of household head (years) 

hhgen Gender of household head (1 if male/0 if female) 

hhedu Education of household head (years) 

hhmar Marital status of household head 

Ethnic Whether the household head belongs to ethnic Kinh 
group (equal to 1 if yes/0 if the household head 
belongs to a different ethnic minority group) 

Farm characteristics 

Labor Number of household members aged 15–60 years 

Credit Whether the household has access to credit (equal to 1 
if yes) 

Land area Land area used for rice cultivation (hectares) 

Membership Whether the household has joined a formal 
organization (1 if yes/0 if no) 

Type of rice seed Whether the household uses an old local variety of 
rice (1 if yes/0 if no) 

Organic fertilizer Whether the household uses organic fertilizers for rice 
farming (1 if yes/0  if  no)  

Agricultural extension service Whether the household participates in an agricultural 
extension program (1 if yes/0 if no) 

Information on fertilizer Whether the household accesses information on 
fertilizer use from different sources such as retailers, 
neighbors, radio, authority, and others (1 if yes/0 if no)

(continued)



The Impact of Soil Conservation onFertilizers andPesticidesUtilization… 403

Table 1 (continued)

Variables Definition

Slope of plot 

Flat land Whether the plot is located on flat land (1 if yes/0 if 
no) 

Slight slope Whether the plot is located on slightly sloping land (1 
if yes/0 if no) 

Slope Whether the plot is located on sloping land (1 if yes/0 
if no) 

Very slope Whether the plot is located on very steep land (1 if 
yes/0 if no) 

Problems with rice plot 

Gullies Whether the household has difficulties with gullies (1 
if yes/0 if no) 

Dry plot Whether the household has difficulties with dry rice 
plots (1 if yes/0 if no) 

Low-lying plot Whether the household has difficulties with low-lying 
rice plots (1 if yes/0 if no) 

Sedimentation Whether the household has difficulties with 
sedimentation (1 if yes/0 if no) 

Landslide Whether the household has difficulties with landslides 
(1 if yes/0 if no) 

Stony soil Whether the household has difficulties with stony soil 
on the rice plots (1 if yes/0 if no) 

Plot quality Whether the quality of the plot is better than or equal 
to the average land fertility in the village (1 if yes/0 if 
no) 

Region dummy variables Equal to 1 if the household is located in the 
corresponding region: 
– Red River Delta 
– Northern Midlands and Mountainous 
– Central Coast 
– Central Highlands 
– Southwest (Mekong Delta)

Compared to non-adopting households, the adopting households had a larger 
number of laborers (3.2 versus 3.6), had a lower probability of access to credit (0.86 
versus 0.92), and had a higher probability of participation in official organizations 
such as youth unions, women’s unions, farmer’s unions, farmer interest groups, 
water user associations, business associations, cooperatives and others (0.84 versus 
0.89). Adopters also used more old varieties of seeds than non-adopters (0.27 versus 
0.14). Besides, they participated more frequently in agricultural extension services 
than non-adopters (0.77 versus 0.52), and they had access to more information on 
fertilizers (0.96 versus 0.91).
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Table 2 Summary statistics for adopters and non-adopters of soil conservation practices 

Non-adopters Adopters Mean 
difference 

Test statistics 
(t-value)Mean SD Mean SD 

Potential outcome 

The added value of 
rice production 

15,769 11,691 15,958 9444 −188.2 −0.304 

Value of rice 
production 

11,012 16,785 8724 14,054 2255 2.561b 

Rice production 4975 3231 4660 3035 315.6 1.799a 

Total production cost 14,957 8829 12,414 6743 2544 5.486c 

Fertilizer cost per 
hectare 

5779 5484 3971 3887 1808 6.336c 

Pesticide cost per 
hectare 

1353 1894 995 1345 357.7 3.629c 

Farming efficiency 2.388 1.128 2.701 1.274 −0.313 −4.914c 

Landowner characteristics 

hhage 50.66 12.89 48.48 11.52 2.181 3.144c 

hhgen 0.867 0.340 0.906 0.291 −0.039 −2.196b 

hhedu 9.519 3.535 9.667 3.574 −0.149 −0.763 

hhmar 0.883 0.322 0.904 0.295 −0.022 −1.251 

Ethnic 0.602 0.489 0.380 0.486 0.221 8.238c 

Farm characteristics 

Laborers 3.226 1.369 3.600 1.509 −0.375 −4.874c 

Credit 0.861 0.346 0.919 0.274 −0.057 -3.149c 

Land area 0.661 1.409 0.783 2.825 −0.122 −1.236 

Membership 0.837 0.369 0.888 0.316 −0.050 −2.548b 

Types of rice seed 0.136 0.343 0.268 0.443 −0.132 -6.579c 

Organic fertilizers 0.507 0.500 0.493 0.501 0.014 0.512 

Agricultural 
extension service 

0.522 0.499 0.770 0.421 −0.248 −9.329c 

Information on 
fertilizers 

0.912 0.283 0.957 0.203 −0.045 −3.039c 

Slope of land 

Flat land 0.764 0.424 0.612 0.488 0.152 6.309c 

Slightly sloping 0.402 0.490 0.569 0.496 −0.167 −6.195c

(continued)
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Table 2 (continued)

Non-adopters Adopters Mean
difference

Test statistics
(t-value)Mean SD Mean SD

Sloping 0.218 0.413 0.411 0.493 −0.194 −8.174c 

Very steep 0.028 0.164 0.0096 0.097 0.181 2.155b 

Problems with rice plots 

Gullies 0.126 0.332 0.266 0.442 −0.139 −7.083c 

Dry plots 0.407 0.491 0.543 0.499 −0.136 −5.021c 

Low-lying plots 0.059 0.237 0.081 0.274 −0.022 −1.609a 

Sedimentation 0.015 0.122 0.012 0.109 0.003 0.475 

Landslides 0.017 0.129 0.057 0.232 −0.041 −4.704c 

Stony soil 0.039 0.194 0.045 0.209 −0.007 −0.602 

Plot quality 0.994 0.079 0.998 0.049 −0.004 −0.959 

Region dummy variables (Mekong Delta is the base category) 

Red River Delta 0.181 0.385 0.084 0.277 0.097 4.840c 

Northern Midlands 
and Mountainous 

0.847 0.988 1.105 0.996 −0.259 −4.752c 

Central Coast 0.567 1.175 0.294 0.893 0.272 4.425c 

Central Highlands 0.510 1.335 0.852 1.639 −0.342 −4.429c 

No observations 1592 418 

a, b, and  c indicate statistical significance at the 10%, 5%, and 1% levels, respectively 
Source Calculation by authors based on data from VARHS 2018

Additionally, there were significant differences between adopters and non-
adopters in terms of the slope of the land. Interestingly, the water and soil conservation 
adopters experienced more problems with their rice plots, such as the presence of 
gullies, dry plots, low-lying plots, and landslides than non-adopters. 

3.2 Probit Model Estimation 

In the first stage of the PSM, the probit model was estimated to analyze the factors 
affecting the decision to invest in rice plot soil conservation. The likelihood ratio 
statistics of − 890.9 suggests that the estimated model was highly significant at the 
1% level. The value of the pseudo-R2 which was equal to 13.30% showed that the 
model explained 13.3% of the variance in the decision-making concerning investment 
in soil conservation on the rice plot. The model performed well with the percentage 
of correct predictions equal to 80.75% (Table 3).

The results obtained with this model indicate that households were more likely 
to participate in soil conservation if they had a higher number of laborers, and they 
had access to credit, joined formal organizations, used old local varieties of rice
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Table 3 Probit model 
parameter estimates 

Variables Coefficient Standard errors 

Landowner characteristics 

hhage −0.0055a 0.0031 

hhgen 0.1236 0.1530 

hhedu 0.0152 0.0098 

hhmar −0.2107 0.1626 

Ethnic −0.1229 0.1069 

Farm characteristics 

Labor 0.0558b 0.0247 

Credit 0.2102a 0.1265 

Land area 0.0144 0.0189 

Membership 0.2672b 0.1045 

Type of rice seed 0.3827c 0.0889 

Organic fertilizer −0.1442a 0.0769 

Agricultural extension 
service 

0.4825c 0.0788 

Information on fertilizer 0.3178a 0.1646 

Slope of land 

Flat land −0.1608a 0.0970 

Slight slope 0.1077 0.0853 

Slope 0.2285b 0.0916 

Very slope −0.6719b 0.2857 

Problems with rice plot 

Gullies 0.3882c 0.1073 

Dry plot −0.0457 0.0883 

Low-lying plot 0.4281c 0.132 

Sedimentation 0.2038 0.3119 

Landslide 0.4982b 0.2036 

Stony soil −0.0499 0.1725 

Region dummy variables 

Red River Delta −0.1029 0.1785 

Northern Midlands and 
Mountainous 

−0.0248 0.0898 

Central Coast −0.0841 0.0601 

Central Highlands 0.0613 0.0449 

Number of observations 2010 

Log-likelihood −890.9 

Pseudo R2 0.1330

(continued)
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Table 3 (continued) Variables Coefficient Standard errors

% Correctly predicted 80.75 

a, b, and  c indicate statistical significance at the 10%, 5%, and 1% 
levels, respectively 
Source Calculation by authors based on data from VARHS 2018

seeds, participated in agricultural extensions, and obtained information concerning 
the use of fertilizers. This outcome is consistent with that of Chesterman et al. (2019) 
who found that household participation in training programs had a significant effect 
on the use of soil and water conservation farming practices. Similarly, Asfaw and 
Neka (2017) and Mengistu and Assefa (2019) reported that the age of the household 
head, access to extension services, and access to training services influenced the 
adoption of soil and water conservation practices. In accordance with the present 
results, Jara-Rojas et al. (2013) demonstrated that farms with low-fertility soil were 
more likely to adopt water and soil conservation. Not surprisingly, households who 
faced gullies, low-lying land, and landslide problems were more likely to engage in 
the soil conservation program. Older household heads were less likely to participate 
in the soil conservation scheme. In addition, households using organic fertilizers 
were less likely to participate in soil conservation practices. The same pattern was 
held for households farming on flat land areas. Additionally, “very steep land” was 
the land characteristic that reduced the probability of adopting soil conservation. 

3.3 Propensity Score Estimation 

In the second step, propensity scores were derived for each household to obtain the 
predicted probability of adopting soil conservation. Then, households were matched 
with the use of the kernel, radius, and nearest-neighbor matching. 

Considering the advantages of the trimming, concerning the common support 
method, we used the trimming technique to evaluate the ATT of soil conservation 
for each potential outcome (Table 4). Specifically, Table 4 shows differences in 
outcomes of soil conservation on total farm household income, the value of rice 
production, rice production, total production expenses, profit, farming efficiency, and 
some components of production costs between households adopting soil conservation 
and matching non-adopting households (counterfactual).

The ATT on the outcome of the added value of rice production per hectare was 
generally positive for all matching algorithms. However, the estimates were not 
statistically significant even at the 10% level. This finding is consistent with that of 
Schilling et al. (2014) who found that there was no statistically significant difference 
in profit between preserved and matching unpreserved farms. Similarly, the study also 
found that for all matching techniques, the differences between ATT estimates of rice 
value production and rice production were not statistically significant. This outcome
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is contrary to that of Kiboi et al. (2017) who investigated that tied ridging enhanced 
grain maize yields, and maize grain yields were more stable under mulching and tied 
ridging. Kassie et al. (2007) found that while in a low rainfall area of the Ethiopian 
highlands, conserved plots had a higher value of crop production per ha compared 
with non-conserved plots, and in the higher rainfall area, the crop production value 
between these plots was not statistically significantly different. 

The adopters of soil conservation experienced significantly lower farming costs 
per hectare than matching non-adopters. The ATT on total farming costs ranged from 
1675.99 to 2546.92 thousand VND per hectare (approximately 79–120 USD). This  
could be explained by the fact that following the adoption of soil conservation, the 
farmer’s plots became more fertile, thus cutting the costs of fertilizers, pesticides, and 
other costs. Given the fact that water and soil conservation adopters had lower rice 
cultivation costs than counterfactual non-adopters, we estimated some components 
of variable costs per hectare, such as chemical fertilizers and pesticide costs. The 
ATT estimations for these costs were all negative and significant, showing that on 
average, adopting households spent between 1444.81 and 2003.45 thousand VND 
(68–94 USD) per hectare less on chemical fertilizers than matching non-adopting 
households. Similarly, our ATT estimation of pesticide costs showed that households 
investing in soil conservation spent between 161.42 thousand VND and 260.62 thou-
sand VND (or 8–12 USD) per hectare less than their counterfactual non-adopters. 
Our results agree with Sommer et al. (2014), who found that conservation agriculture 
improved fertilizer use efficiency. 

ATT estimates of the influence of soil conservation adoption on farming efficiency 
were significantly positive at 5% and 1% levels of significance, for all matching tech-
niques. Households with soil conservation were found to be more efficient (efficiency 
ranging from 0.196 to 0.245) than non-adopting households. Our result confirms 
the existing empirical literature (Kinney et al., 2018) which showed the positive 
economic impact of private land conservation in Colorado, USA. Similarly, Yang 
et al. (2017) indicated that soil conservation practices improved farm efficiency. 

3.4 Assessing the Quality of the Matching Process 

The following tasks were performed to assess the quality of the estimated treat-
ment effects. Firstly, a very significant decrease in the mean standardized bias and 
pseudo R2 indicates the good quality of the results obtained, with each matching esti-
mator (Table 5). Before matching, the standardized mean bias was 21.1%, while after 
matching, it ranged between 2.5% and 4.1%. By way of comparison, it is interesting 
to note that Rosenbaum and Rubin (1985) considers a 20% reduction in standard-
ized bias sufficient, whereas the value reported here corresponds to a reduction of 
approximately 80% after matching.
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Table 5 Matching quality indicators with a trimming approach 

Matching 
algorithm 

Mean bias % |bias|  
Reduction 

Pseudo R2 p-value of LR 

Before 
matching 

After 
matching 

Unmatched Matched Unmatched Matched 

NN1 21.1 4.1 80.57 0.133 0.018 0.000 0.826 

NN5 21.1 2.8 86.73 0.133 0.005 0.000 1.000 

Kernel 21.1 2.5 88.15 0.133 0.003 0.000 1.000 

Radius 
0.02 

21.1 2.5 88.15 0.133 0.003 0.000 1.000 

Radius 
0.05 

21.1 2.6 87.68 0.133 0.004 0.000 1.000 

Source Calculation by authors based on data from VARHS 2018 

Similarly, for all matching methods, the pseudo R2 of the estimated probit model 
reduced considerably after matching. Besides, after matching, the p-value of the like-
lihood ratio test was rejected. This means that after matching, systematic differences 
in the distribution of covariates between adopters and non-adopters were eliminated. 

The check of the matching process was done to identify whether the distribution 
of covariates in both the treatment and control groups is balanced. The covariate-
balancing tests’ results are reported in Table 6. After matching, the propensity score 
test presented a noteworthy drop in bias, and importantly, for any of the covariates, 
there were no differences in matched non-adopters and adopters (Table 6).

Figure 1a reveals considerable differences between the density distributions of the 
two groups, prior to matching. As shown in Fig. 1b, their density distributions almost 
overlap after matching, and a clear reduction in their deviations can be observed. This 
result shows that the requirement for a common support assumption was met in the 
present study. Figure 1b plots the pre- and post-matching kernel density functions of 
the treated and matching control groups.

Additionally, the PSM also relied on conditional independence. This reflects the 
fact that if the model takes into account all relevant characteristics, the bias in the 
estimated ATTs is eliminated. If the matching models fail to consider unobserved 
characteristics, the estimated results will be affected. Subsequently, by making use of 
Rosenbaum bounds with one-by-one matched pairs, we confirm that our outcomes 
were relatively robust to unobserved properties, in particular with respect to the 
results obtained for fertilizer cost per hectare (Table 7).

These results are quite robust, with the threshold gamma ranging from 1.1 to 1.58 
(with a 90% confidence interval), according to different potential outcomes. We found 
that the results of farming efficiency outcome and pesticide cost per hectare were less 
robust than those of the outcomes of total production costs and chemical fertilizer 
costs per hectare (threshold gamma = 1.1). The statistical significance of the ATTs 
was probably questionable when the odds ratio of investment in soil conservation 
between adopting and non-adopting households was less than 1.1 for the outcomes
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Table 6 Test for selection bias after matching 

Variable Matched sample Bias T-test p-value 

Treated (418) Control (1592) % bias % bias reduction 

Landowner characteristics 

hhage 48.496 48.34 1.3 92.8 0.848 

hhgen 0.9057 0.9165 −3.4 72.9 0.591 

hhedu 9.6705 9.4776 5.4 −29.8 0.443 

hhmar 0.9032 0.9197 −5.3 24.2 0.410 

Farm characteristics 

Ethnic 0.3945 0.4176 −4.7 89.6 0.505 

Labor 3.5658 3.5349 2.1 91.8 0.774 

Credit 0.9156 0.9206 −1.6 91.4 0.798 

Land area 0.7882 0.7847 0.2 97.1 0.983 

Membership 0.8859 0.8968 −3.2 78.3 0.619 

Type of rice 
seed 

0.2531 0.2396 3.4 89.8 0.656 

Organic 
fertilizer 

0.4963 0.5031 −1.4 51.9 0.848 

Agricultural 
extension 
service 

0.7618 0.7571 1.0 98.1 0.876 

Information on 
fertilizer 

0.9553 0.9553 0.0 100.0 1.000 

Slop of land 

Flat land 0.6328 0.6467 −3.0 90.9 0.682 

Slightly 
sloping 

0.5583 0.5677 −1.9 94.4 0.789 

Sloping 0.3945 0.3898 1.0 97.6 0.891 

Very steep 0.0099 0.0099 0.0 100.0 1.000 

Problems with rice plot 

Gullies 0.2238 0.2462 −2.0 94.3 0.793 

Dry plots 0.5261 0.5509 −5.0 81.8 0.480 

Low-lying 
plots 

0.0819 0.0950 −5.1 39.3 0.512 

Sedimentation 0.0124 0.0139 −1.3 52.2 0.853 

Landslides 0.0273 0.0352 −4.2 80.4 0.518 

Stony soil 0.0472 0.0407 3.2 0.9 0.655 

Plot quality 0.9975 0.9975 0.0 100.0 1.000

(continued)
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Table 6 (continued)

Variable Matched sample Bias T-test p-value

Treated (418) Control (1592) % bias % bias reduction

Region dummy variables 

Red River 
Delta 

0.0868 0.0705 4.9 83.1 0.388 

Northern 
Midlands and 
Mountainous 

1.0769 1.027 5.0 80.7 0.479 

Central Coast 0.3052 0.3543 -4.7 82.0 0.458 

Central 
Highlands 

0.8735 0.9355 −4.1 81.8 0.599 

Source Calculation by authors from VARHS 2018 data
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Fig. 1 Densities of p-scores before and after matching. Source Calculation by authors based on 
data from VARHS 2018

of farming efficiency and pesticide cost per hectare, 1.17 for the outcome of total 
production costs, and 1.58 for the outcome of chemical fertilizer cost per hectare. 

Although the present study has made important contributions to empirical studies 
of the impact of soil conservation on economic efficiency and the use of fertilizers in 
rural areas of Vietnam, there are still various limitations to this study. In particular, 
the effect of soil conservation on the change in household fertilizer use and farming 
efficiency is likely to be seen in the middle or long term. Nevertheless, using a 
big cross-sectional dataset with checking the quality of the matching process, we
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Table 7 Sensitivity analysis with Rosenbaum bounds 

Gamma Total production 
costs 

Chemical fertilizer 
cost per hectare 

Pesticide cost per 
hectare 

Efficiency 

sig+ sig− sig+ sig− sig+ sig− sig+ sig− 

1 0.0040 0.0040 1.E-07 1.E-07 0.0038 0.0038 0.0154 0.0154 

1.1 0.0002 0.0328 1.E-09 7.E-06 0.0002 0.0318 0.0914 0.0014 

1.17 3.E-04 0.0932 4.E-11 6.E-04 3.E-04 0.8992 0.2120 0.0002 

1.2 1.E-04 0.1338 9.E-12 0.0001 1.E-04 0.1295 0.2807 8.E-04 

1.3 4.E-07 0.3313 6.E-14 0.0015 4.E-07 0.3240 0.5435 4.E-06 

1.4 1.E-08 0.5735 3.E-16 0.0096 1.E-08 0.5654 0.7728 1.E-07 

1.5 3.E-10 0.7776 0.0000 0.0377 3.E-10 0.7714 0.9105 4.E-09 

1.58 1.E-11 0.8850 0.0000 0.0876 1.E-11 0.8809 0.9635 2.E-10 

1.6 7.E-12 0.9043 0.0000 0.1050 6.E-12 0.9007 0.9714 1.E-10 

1.7 1.E-13 0.9654 0.0000 0.2230 6.E-13 0.9637 0.9924 2.E-12 

1.8 2.E-15 0.9892 0.0000 0.3824 2.E-15 0.9886 0.9982 5.E-14 

1.9 0.0000 0.9971 0.0000 0.5550 0.0000 0.9969 0.9996 1.E-15 

2.0 0.0000 0.9993 0.0000 0.7100 0.0000 0.9992 0.9994 0.000 

Gamma, log odds of differential assignment due to unobserved factors; sig+: upper bound signif-
icance level; sig−: lower bound significance level. The boxed numbers indicate the critical level 
of the strength of the effect, Gamma for each of the dependent variables. Source: Calculation by 
authors based on data from VARHS 2018

believe that our study can be used to reliably estimate the short-term and long-term 
improvements achieved through the implementation of soil conservation practices. 

4 Conclusions 

Three main conclusions can be drawn from these research results. Firstly, to analyze 
the factors influencing the decision to invest in soil conservation among rice farming 
households, the probit model was estimated with a high percentage of correct predic-
tions (80.75%). Secondly, the empirical results using the PSM method indicate that 
soil conservation adoption has a positive effect in terms of a reduction in rice farming 
costs per hectare and overall chemical fertilizer and pesticide costs. Adopters of soil 
conservation experience significantly lower farming costs per hectare than matching 
non-adopters, with these costs ranging from 1675.99 to 2546.92 thousand VND 
per hectare (79–120 USD), respectively. Compared with non-adopting households, 
the reduction in chemical fertilizer utilization by adopting households led to mone-
tary gains ranging from 1444.81 to 2003.45 thousand VND per hectare (68 to 94 
USD), and the reduction in pesticide cost per hectare ranged between 161.42 and 
260.62 thousand VND (8–12 USD) per hectare. Additionally, the empirical results 
indicated the positive and statistically significant influence on farming efficiency of
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soil conservation adoption among rice cultivating households ranging from 0.196 
to 0.245. Thirdly, different tests were used to assess the quality of our statistical 
estimations. We found that the balancing property and common support were overall 
satisfactory. 

This study can be used to establish significant policy recommendations. Firstly, 
to ensure a long-term positive effect of soil conservation on economic efficiency, 
together with the use of fertilizers and pesticides in rice farming households, the 
government should encourage them to join formal organizations where they can share 
their experiences in soil conservation practices with each farmer. Furthermore, there 
is a need for a participatory approach to farming education, through an agricultural 
extension system throughout the entire crop season. There is also a need for effective 
methods for the delivery of information concerning soil conservation and the use of 
fertilizers. Additionally, integrated national policies which focus both on agricultural 
productivity and environmental protection are extremely desirable. At the same time, 
the government should also introduce policies to ensure that the quantities of fertilizer 
applied to the soil are evaluated by using regular soil analyses. This would lead to a 
considerable reduction in the detrimental effects of over-fertilization. 

References 

Amsalu, A., & De Graaff, J. (2007). Determinants of adoption and continued use of stone terraces 
for soil and water conservation in an Ethiopian highland watershed. Ecological Economics, 61(2), 
294–302. 

Asfaw, D., & Neka, M. (2017). Factors affecting adoption of soil and water conservation prac-
tices: The case of Wereillu Woreda (District), South Wollo Zone, Amhara Region, Ethiopia. 
International Soil and Water Conservation Research, 5(4), 273–279. 

Ashoori, D., & Sadegh, M. (2016). Adoption of conservation farming practices for sustainable rice 
production among small-scale paddy farmers in northern Iran. Paddy and Water Environment, 
15(2), 237–248. 

Attavanich, W. (2016). Did the Thai rice-pledging programme improve the economic performance 
and viability of rice farming. Applied Economics, 48(24), 2253–2265. 

Becker, S. O., & Ichino, A. (2002). Estimation of average treatment effects based on propensity 
scores. The Stata Journal, 2(4), 358–377. 

Bindraban, P. S., van der Velde, M., Ye, L., Van den Berg, M., Materechera, S., Kiba, D. I., Tamene, 
L., Ragnarsdóttir, K. V., Jongschaap, R., Hoogmoed, M., & Hoogmoed, W. (2012). Assessing the 
impact of soil degradation on food production. Current Opinion in Environmental Sustainability, 
4(5), 478–488. 

Chesterman, N. S., Entwistle, J., Chambers, M. C., Liu, H. C., Agrawal, A., & Brown, D. G. (2019). 
The effects of trainings in soil and water conservation on farming practices, livelihoods, and 
land-use intensity in the Ethiopian highlands. Land Use Policy, 87, 104051. 

Crump, R. K., Imbens, G. W., Mitnik, O. A., & Hotz, V. J. (2009). Dealing with limited overlap in 
estimation of average treatment effects. Biometrika, 96(1), 187–199. 

Dehejia, R. H., & Wahba, S. (2002). Propensity score-matching methods for nonexperimental causal 
studies. The Review of Economics and Statistics, 84(1), 151–161. 

Diagne, A., & Demont, M. (2007). Taking a new look at empirical models of adoption: Average 
treatment effect estimation of adoption rates and their determinants. Agricultural Economics, 
37(2–3), 201–210.



418 N. T. T. Thuong et al.

Gitonga, Z. M., Groote, H. D., Kassie, M., & Tefera, T. (2013). Impact of metal silos on households’ 
maize storage, storage losses and food security: An application of a propensity score matching. 
Food Policy, 43, 44–55. 

Gottlieb, P. D., Schilling, B. J., Sullivan, K., Esseks, J. D., Lynch, L., & Duke, J. M. (2015). Are 
preserved farms actively engaged in agriculture and conservation? Land Use Policy, 45, 103–116. 

GSO (General Statistical Ofice). (2022). Statistical Yearbook of Vietnam. Statistical Publishing 
House, Hanoi, Vietnam. 

Jara-rojas, R., Bravo-ureta, B. E., Engler, A., & Díaz, J. (2013). An analysis of the joint adoption 
of water conservation and soil conservation in Central Chile. Land Use Policy, 32, 292–301. 

Karlen, D. L., & Rice, C. W. (2015). Soil degradation: Will humankind ever learn? Sustainability, 
7, 12490–12501. 

Kassie, M., Pender, J., Yesuf, M., Köhlin, G., Bluffstone, R. & Mulugeta, E. (2007). Impact of soil 
conservation on crop production in the Northern Ethiopian Highlands. International Food Policy 
Research Institute (IFPRI), No. 733. 

Kiboi, M. N., Ngetich, K. F., Diels, J., Mucheru-Muna, M., Mugwe, J., & Mugendi, D. N. (2017). 
Minimum tillage, tied ridging and mulching for better maize yield and yield stability in the Central 
Highlands of Kenya. Soil and Tillage Research, 170, 157–166. 

Kinney, D., Tanner, D., Hu, S. & Bradley, P. (2018), Measuring impact: Evaluating the economic, 
social, and ecological services of the City of Ann Arbor Greenbelt program. University of  
Michigan’s School for Environment and Sustainability. 

Lal, R. (2013). Food security in a changing climate. Ecohydrology and Hydrobiology, 13, 8–21. 
Mengistu, F., & Assefa, E. (2019). Farmers’ decision to adopt watershed management practices 
in Gibe basin, southwest Ethiopia. International Soil and Water Conservation Research, 7(4), 
376–387. 

Mengstie, F. A. (2009). Assessment of adoption behavior of soil and water conservation practices 
in the Koga watershed, highlands of Ethiopia. Cornell University. 

Mishra, A. K., Khanal, A. R., & Mohanty, S. (2017). Gender differentials in farming efficiency and 
profits: The case of rice production in the Philippines. Land Use Policy, 63, 461–469. 

Nguyen, T. H. (2017). An overview of agricultural pollution in Vietnam: The crops sector. 
Pan, D. (2014). The impact of agricultural extension on farmer nutrient management behavior in 
Chinese rice production: A household-level analysis. Sustainability, 6(10), 6644–6665. 

Rosenbaum, P. R., & Rubin, D. (1985). Constructing a control group using multivariate matched 
sampling methods that incorporate the propensity score. The American Statistician, 39(1), 33–38. 

Schilling, B. J., Attavanich, W., Sullivan, K. P., & Marxen, L. J. (2014). Measuring the effect of 
farmland preservation on farm profitability. Land Use Policy, 41, 84–96. 

Silverman, B. W. (1986). Density estimation for statistics and data analysis. Chapman & Hall. 
Solís, D., & Bravo-Ureta, B. (2005). Economic and financial sustainability of private agricultural 
extension in El Salvador. Journal of Sustainable Agriculture, 26(2), 81–102. 

Solís, D., Bravo-Ureta, B., & Quiroga, R. (2009). Determinants of household efficiency among 
small-scale hillside farmers in El Salvador and Honduras. Agricultural Economics, 60(1), 202– 
219. 

Sommer, R., Thierfelder, C., Tittonell, P., Hove, L., Mureithi, J. & Mkomwa, S. (2014). Fertilizer 
use should not be a fourth principle to define conservation agriculture: response to the opinion 
paper of Vanlauwe et al. (2014)A fourth principle is required to define conservation agriculture 
in sub-Saharan Africa: the appropriate use of fertilizer to enhance crop productivity. Field Crop 
Res, 169, 145–148. 

Uematsu, H., & Mishra, A. K. (2012). Organic farmers or conventional farmers: Where’s the money? 
Ecological Economics, 78, 55–62. 

Yang, Z., Mugera, A. W., Yin, N., & Wang, Y. (2017). Soil conservation practices and production 
efficiency of smallholder farms in Central China. Environment, Development and Sustainability, 
20(4), 1517–1533.



Determinants of the Manipulated 
Financial Statements of Enterprises 
Listed on the Vietnam Stock Exchange 

Hoang Ha Anh and Tran Minh Da Hanh 

Abstract This study was conducted to analyze the factors affecting the manipulation 
of financial statements for listed enterprises in Vietnam by analyzing and surveying 
281 financial statements of enterprises in industries classified by MSCI and S&P and 
binary logistic regression model. Of the 281 observations, 159 financial statements 
had manipulation (56.6%) and 122 financial statements had no manipulation (43.4%). 
The study found no difference of this ratio for different occupations and capital sizes. 
The indicators DSRI, SGI, SGAI, FIRMSIZE, and FIRMAGE, which represent the 
number of times the financial statements audited by auditing firms of the Big 4 
group, differed statistically significantly between the two groups of manipulative and 
non-manipulated financial statements. The model’s estimation results show that the 
statistically significant variables are: DSRI, SGAI, LVGI, FIRMAGE. In particular, 
the SGAI and FIRMAGE variables had the strongest impact with a marginal impact of 
35.8% and 32.7%, respectively. The predictive probability of the model is 66%. Based 
on the results of the survey data and the results of the regression model estimate, the 
topic has synthesized and proposed five groups of solutions to minimize manipulation 
of financial statements. 

Keywords Manipulation · Financial statement · Enterprises · Stock exchanges ·
Vietnam 

1 Introduction 

Today, the stock market is a channel to attract capital from investors; the information 
of enterprises published in their financial statements (financial statements) serves as 
a bridge for investors and interested parties to comprehend the financial status of 
enterprises. Consequently, investors will be able to make timely judgments if the 
enterprise’s financial statements are accurate and complete in all material respects. 
With the growth of the economy and the intensification of rivalry between businesses,
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pressure is placed on their business operations. Under the pressure of protecting the 
interests of shareholders, the pressure of the market, the pressure of market rivalry, 
and the pressure of the businesses’ own interests, firms have additional incentives to 
manipulate financial statements (Atieh & Hussain, 2012; Kasznik, 1999; Mamo &  
Aliaj, 2014; Moreira & Pope, 2007). 

In recent years, several incidents involving the disclosure of corporate informa-
tion have negatively impacted investor trust and market stability. From 2016 through 
2020, there are several issues with the financial accounts of listed companies that 
inflate revenue and profit. During this time period, the assets reported on the finan-
cial accounts of many listed companies, particularly those with commercial advan-
tages, expanded significantly. After the disappearance of 1 trillion VND in inven-
tory from the financial accounts of the Truong Thanh Wood Joint Stock Company 
in Vietnam in February 2016, a number of other publicly traded companies were 
revealed to be experiencing similar issues. The fact that businesses intentionally 
conceal their true financial status has resulted in significant losses for all parties 
involved, including insolvent businesses, declining stock prices, unstable markets, 
private investors losing money, and creditors unable to recover debts. 

Therefore, the detection of financial statement manipulation and the identification 
of factors affecting financial statement manipulation become an urgent issue. Studies 
in Vietnam in recent years on the problem of financial statement manipulation have 
focused on the application of the Beneish model (Beneish, 1999) combined with the 
Z-score index to assess the ability to manipulate financial statements (Anh & Linh, 
2016; Hoang, 2016; Tuyen, 2019; Duong, 2016). However, the majority of studies 
in Vietnam used the difference in profit before and after the audit (5% difference as 
standard) to determine whether businesses are manipulating financial statements or 
not. Up to now, there has been no research in Vietnam based on the opinions on the 
audit report to determine that the financial statements are manipulated. From that 
context, this study was conducted to analyze the financial statements of enterprises 
listed on the stock exchange, taking the case study at the Ho Chi Minh City exchange 
(HCM), in order to realize two objectives. 

Consequently, the detection of financial statement manipulation and the identifica-
tion of variables influencing financial statement manipulation have become pressing 
concerns. In recent years, research on the problem of financial statement manipu-
lation in Vietnam has focused on the application of the Beneish model (1999) in  
conjunction with the Z-score index to evaluate the ability to manipulate financial 
statements (Anh & Linh, 2016; Duong, 2016; Hoang, 2016; Tuyen, 2019). The bulk 
of research in Vietnam, however, mostly examined the difference in profit before 
and after the audit (often 5%) to assess whether or not enterprises manipulate finan-
cial accounts. No study has been conducted in Vietnam based on audit report views 
to establish whether financial statements are altered. In this context, this study was 
done to assess the financial statements of publicly traded companies, using the Ho 
Chi Minh City exchange as a case study, in order to achieve two goals: (i) exam-
ining the disparities between two groups of financial statements with and without 
indicators of manipulation and (ii) examining the factors influencing the capacity 
to detect financial statement manipulation. The study’s findings will give investors
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with more timely information, minimize risk when making decisions, and serve as 
the foundation for offering solutions to improve information transparency in financial 
statements. 

2 Methodology 

2.1 Financial Statement Manipulation 

The concept of information manipulation on financial statements is the presentation 
of a lack of financial information by accountants and managers, resulting in an 
increase in net income to increase stock prices, which is accomplished by increasing 
revenues and reducing costs (Beneish, 1999). 

Mamo and Aliaj (2014) argue that financial information manipulation is misrep-
resentation, misrepresentation, or lack of information and that financial performance 
creates a misjudgment of an organization’s financial strength. It is called: revenue 
management, income adjustment, creative accounting practices and accounting 
manipulation. 

Study by Spathis (2002) and Alaryan et al. (2014) has divided financial statements 
into two groups: manipulating and non-manipulating, corresponding to the opinions 
of independent auditors and the opinions of tax authorities. Financial statements that 
the auditor seriously doubts about the correctness of items or reports rejected by tax 
authorities will be classified as manipulated financial statements and vice versa. 

In Vietnam, according to the regulations of the Ministry of Finance in Auditing 
Standards 700 and 705, there are four types of audit opinions corresponding to the 
level of errors and fraud of financial statements detected by independent auditors. 
Specifically, (i) the auditor gives a full acceptance opinion, (ii) the audit gives an 
audit opinion except, (iii) the auditor presents a contrary audit opinion, (iv) the 
auditor refused to give an opinion (Ministry of Finance, 2012a, 2012b). Thus, with 
the classification of audit opinions of Vietnam Auditing Standards, based on the 
importance of the information on the financial statements, it is possible to classify 
the financial statements into two groups: the group with important errors that may 
or may not spread and the group that prepares and presents the financial statements 
truthfully and reasonably in the important aspect. 

In summary, the concept of manipulating financial statements in this study is that 
the act of reporting the financial situation of enterprises no longer reflects honestly 
and reasonably in key aspects because of the motives from the enterprises them-
selves and from shareholders. Specifically, if the financial statements have a “fully 
accepted opinion,” it means that the financial statements are not manipulated against 
the audited financial statements with “excepted audit opinions,” “contrary audit opin-
ions,” and “refusal to give opinions” which will be classified as manipulated financial 
statements.
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In the field of research on the motives and fraudulent behavior of organizations, it is 
necessary to first mention two important studies: the fraud triangle theory (Clinard & 
Cressey, 1954) and the shareholder theory (Friedman, 1970). In the study, these two 
theories were used to explain why listed companies change their financial statements. 

The fraud triangle theory emphasizes three essential traits of fraudulent individ-
uals and organizations: motive, opportunity, and justification (Clinard & Cressey, 
1954). When individuals or organizations are under financial or emotional pressure, 
there is an increased likelihood of fraud. Specifically, financial stress is the greatest 
strain. In addition, when there is pressure, if there is an opportunity, i.e., the organi-
zation is capable of executing the fraudulent scheme without being discovered, they 
will perform the act. After committing fraud, the perpetrator and the perpetrating 
organization will rationalize the wrongdoing. 

In accordance with the shareholder theory, businesses are obligated to use their 
resources to increase profits within the framework of business law (Friedman, 1970). 
The premise of this approach is the identification of managers who are employed 
to operate on behalf of the company’s shareholders. Consequently, they will plan 
business activities with the intention of maximizing profits for businesses. 

Beneish (1999) compared the signs and information on the financial state-
ments of businesses who manipulated their income vs those that did not manip-
ulate their income between 1982 and 1992. The findings reveal that the variables 
“Receivables/Net Revenue,” “Gross Profit,” “Asset Quality,” “Revenue Growth,” and 
“Accrual Index” connect positively with the capacity to manipulate financial state-
ments. In further study, Beneish et al. (2013) devised a very essential tool, the formula 
for generating the M-score index, to provide a baseline for identifying a company that 
has falsified financial statements. The M-score index has subsequently been inherited 
by a large number of themes that investigate financial statement manipulation. 

Hansen et al. (1996) used M-score to build an overall quality feedback model 
to find the characteristics of enterprises that manipulated their financial statements. 
They found financial statement manipulation and the fisher effect in listed enterprises 
in Korea, Malaysia, Singapore, and Thailand. Christianto (2014) uses M-score to 
figure out which companies in Indonesia have manipulated their financial statements 
and which have not, as well as what effect manipulation has on stock profits. Empirical 
evidence shows that financial statements with manipulation indexes are calculated 
using the M-score. The higher the score, the lower the return on shares. Repousis 
(2016) used the M-score model to find 8486 manipulated financial statements of 
businesses in Greece from 2011 to 2012. Hasan et al. (2017) also used M-score as  
a basis for figuring out manipulation indicators for countries. The results of this 
study show that the countries in Asia with the highest manipulation index are China, 
Indonesia, Hong Kong, Singapore, Thailand, Malaysia, and Japan, in that order. There 
are differences in the financial statement manipulation index between countries. 

Based on a survey of 76 businesses, Spathis (2002) made a model for how infor-
mation can be changed on financial statements. The study made a model that can 
tell with 84% accuracy if financial statements can be manipulated. The regression 
model had 10 variables. Nine of them came from the financial statements, and the
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last one was a Z-score. Estimates from the model showed that the variables “Inven-
tory/Total Revenue” and “Total Debt/Total Assets” were positively related to the 
ability to manipulate financial statements, while the Z-score was negatively related 
to the ability to do so. 

Dechow et al. (2011) surveyed businesses in the USA in 2019 to find violations 
in financial statements in different industries. They used the F-score model to figure 
out how likely manipulation was. Some of the most common mistakes and omissions 
in financial statements were incorrectly profit statements, reporting profits that were 
higher than they really were, and missing expenses. 

Yang et al. (2017) looked at how corporate governance and regulatory require-
ments affect how financial statements can be manipulated in China. The results 
of the research showed that corporate governance has a big effect on how financial 
statements are made. In particular, financial fraud is more likely to happen when regu-
lations put more pressure on businesses with less centralized ownership, executives, 
presidents, directors, and shorter tenures of audit services. 

In addition to variables from the financial perspective of the firm, studies in 
this field have expanded the research model to include non-financial corporate 
governance-related factors. The number of board meetings, the level of CEO inde-
pendence, the CEO’s capital ownership ratio, the structure of capital ownership, the 
internal control system, the size of the company, and the seniority of the company’s 
operations all had an impact on the manipulation of financial statements, according 
to these studies (Safdar et al., 2019; Siregar & Utama, 2008; Tuyen, 2019; Xie et al., 
2003). 

There have also been a number of research on financial statement manipulation 
in Vietnam. Anh and Linh (2016) analyzed income management behavior using the 
M-score index to identify businesses exhibiting symptoms of income manipulation 
on financial statements. Combining M-score and Z-score, Tuyen (2019) developed 
a binary logistic regression model to assess the possibility of fraud on the financial 
statements of companies listed on the Ho Chi Minh City exchange. In addition, there 
is research by Hoang (2016) and Duong (2016). 

It is clear that M-score, Z-score, and F-score models are frequently used in research 
on the manipulation of financial statements. Each of the aforementioned models 
relies on some indicator found within financial statements to determine whether an 
enterprise has been improperly classified as having financial statement manipula-
tion or not. Also, prior writers have elaborated on how the DSRI, GMI, AQI, SGI, 
DEPI, SGAI, TATA, LVGI, and INV variables affect financial statement manipula-
tion (Beasley et al., 1999; Beneish, 1999; Clinard & Cressey, 1954; Liu,  2012; Lu &  
Zhao, 2021; Repousis, 2016; Siegel, 1991). 

Based on the research overview and access to data for this topic, the author uses 
the Beneish model (1999) to study how financial statements can be manipulated 
by combining the variables “Inventory,” “Company Size,” and “Company Age” to 
complete the research model. Next, this paper compares the differences between 
the two groups of financial statements with and without manipulation. There are 
eight variables in the Beneish model (1999), along with the indexes “Inventory,” 
“Company size,” “Company seniority,” “Number of board meetings,” and “Big 4”
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between these two groups. Instead of using the post-audit profit difference ratio, as 
was done in previous studies in Vietnam, this topic will be based on the auditor’s 
opinion of the audited financial statements to figure out if the financial statements 
have been manipulated. This is also a novel point on the subject. 

2.2 Data Analysis 

Based on the previously described audit opinions, this study categorizes the group 
of financial statements with and without manipulation. To analyze the factors influ-
encing the probability of enterprises manipulating financial statements, the logistic 
regression function was applied, with independent variables comprising indicators 
according to the Beneish (1999), as well as indicators of inventory/total revenue, 
operating time of the enterprise, and business size. 

Ln

[
P(Y = 1) 
P(Y = 0)

]
= β0 + β1 X1 + β2 X2 + β3 X3 + β4 X4 

+ β5 X5 + β6 X6 + β7 X7 + β8 X8 

+ β9 X9 + β10 X10 + β11 X11 (1) 

where: P(Y = 1) is manipulated financial statements and P(Y =0) is non-manipulated 
financial statements. The variables in the model are expressed in Table 1.

Variable X1 indicates if revenues and receivables have been imbalanced for 
two consecutive years. According to Beneish (1999) and Repousis (2016), an 
increase in this index will enhance the possibility that financial statements have 
been manipulated. 

X1 = DSRI =
(
Receivablest 

Salest

)
/

(
Receivablest−1 

Salest−1

)
(2) 

Variable X2 indicates a change in the gross margin from last year to this year. 
If the ratio is more than 1, the gross margin between the two years has decreased. 
According to Lev and Thiagarajan (1993) and Beneish (1999), a declining gross 
margin is a poor sign for the company’s future. A business with weak prospects is 
more prone to engage in manipulative practices. 

X2 = GMI = 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

Salest−1 

− 
Costs of goods soldt−1 

Salest−1 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

/ 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

Salest 
− 
Costs of goods soldt 

Salest 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

(3)
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Table 1 Variables in the regression model 

Variable Name Explanation Expected signs 

Dependent variable 

Y Manipulation Y = 1: manipulated financial statement 
Y = 0: non-manipulated financial statement 

Explanatory variables 

X1 DSRI Days sales in receivables index + 

X2 GMI Gross margin index + 

X3 AQI Asset quality index + 

X4 SGI Sales growth index + 

X5 DEPI Depreciation index + 

X6 SGAI Sales, general, and administrative expenses index − 
X7 LVGI Leverage index − 
X8 TATA Total accruals to total assets + 
X9 INV Inventory over total revenue + 
X10 FIRMAGE Operating years of the company + 
X11 FIRMSIZE Company size − 

Source Summarized by authors

Variable X3 indicates the quality of assets this year in comparison to last year. If the 
index is more than 1, it indicates that the corporation may delay expenses (Beneish, 
1999; Siegel, 1991). The growth in asset accounts suggests a desire to capitalize the 
company’s assets and defer expenses. Repousis (2016) discovered evidence of a link 
between asset quality index and income manipulation. 

X3 = AQI = 1 − (Current assetst+PPEt ) 
Total assetst 

1 − (Current assetst−1+PPEt−1) 
Total assetst−1 

(4) 

Variable X4 displays the five t sales-to-five t−1 ratio. Manipulation does not 
indicate growth. However, analysts believe that rising organizations have more fake 
financial statements than the others because financial problems and capital demands 
put pressure on management to meet profitability targets. Furthermore, in relation 
to the control and proclivity to disclose delays during moments of great growth, 
if a corporation sees a drop in stock prices as the first warning of a collapse, it 
is more driven to falsify results. According to the relevant study of Lu and Zhao 
(2021), variable X4 is connected with the capacity to alter financial accounts, which 
is compatible with Beneish’s (1999) anticipation of variable X4 and Clinard and 
Cressey’s (1954) theory of fraud motives. 

X4 = SGI 
Salest 
Salest−1 

(5)
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Variable X5 represents the depreciation ratio from the prior year to the current year. 
A value of X5 larger than one reflects the company’s capacity to extend the usable life 
of assets or implement techniques to boost revenue. As a result, there is a positive 
relationship between X5 and the probability of financial statement manipulation. 
Relevant research and development of a fraud detection model for Chinese A-share 
listed businesses based on M-score yielded comparable results (Lu & Zhao, 2021). 

X5 = DEPI = 
Depreciationt−1 

Depreciationt−1+PPEt−1 

Depreciationt 
Depreciationt+PPEt 

(6) 

Variable X6 is the ratio of this year’s sales, general, and administrative costs 
to sales compared to the prior year. This index reflects an increase in the balance 
between the cost of sales and the administration of the firm compared to revenue 
during a two-year period (Beneish, 1999). However, the findings of this coefficient 
in Beneish’s (1999) original model and the results of Repousis’ (2016) regression 
analysis both show an inverse link between SGAI and the likelihood of falsifying 
financial accounts. 

X6 = SGAI = 
SGA expenset 

Salest 
SGA expenset−1 

Salest−1 

(7) 

Variable X7 is the ratio of this year’s financial leverage to the previous year. If 
this ratio is more than one, the corporation is using more debt balance. According to 
Repousis’s (2016) research, there is an inverse association between the debt balance 
ratio between two years and the capacity to alter financial accounts. 

X7 = LVI = 
(LTDt+Current liabilitiest ) 

Total assetst 
(LTD t−1+Current liabilitiest−1) 

Total assetst−1 

(8) 

Variable X8 represents accumulated income on total assets for the current fiscal 
year rather than cash income. Beneish (1999) suggested this variable to indicate 
the business’s non-cash flow income. This variable is provided with the idea that an 
increase in accrual will be associated with a greater chance of financial manipulation. 
Previous findings also show a positive association between this independent variable 
and the dependent variable (Lu & Zhao, 2021; Repousis, 2016). 

X8 = TATA = 

Current assetst − Casht 
−Current liabilitiest − Current maturuties of LTDt 

−Income Tax payablet − Depreciation and amortizationt 
Total assetst 

(9)



Determinants of the Manipulated Financial Statements of Enterprises … 427

Besides the eight variables taken from the M-score model (Beneish model), vari-
able X9 was synthesized from previous studies (Alaryan et al., 2014; Kaminski et al., 
2004; Summers & Sweeney, 1998) and included in the model. From these studies, the 
“Inventory/Revenue” ratio is consistent with the possibility of manipulating financial 
statements. This is consistent with the studies in affirming the importance of inven-
tory when identifying manipulation on financial statements (Beasley et al., 1999; 
Loebbecke et al., 1989; Persons, 1995) 

x9 = INV = 
Inventoryt 

Total revenuet 
(10) 

Variable X10 is the number of operating years of the business. Results from 
research by Safdar et al. (2019) show that corporates’ age has impacts on financial 
statement manipulation. 

X10 = FIRMAGE = Year of financial statement 

− Year of establishment of company (11) 

The size of the firm is variable X11; research has shown that large organiza-
tions exhibit less income management behavior than small ones (Safdar et al., 2019; 
Siregar & Utama, 2008). In contrast, Mamo & Aliaj, (2014) discovered a positive 
association between the company’s size and financial statement falsification. 

X11 = FIRMSIZE = ln(Total asset) (12) 

2.3 Data Collection 

This paper used secondary data from openly published audited quarterly and annual 
consolidated financial statements, management activity reports on the exchanges. The 
expected sample size was selected according to the formula n ≥ 50 + k*P (Greene, 
2012), where P is the independent variable number of the model, and k is the observed 
number of a variable (k = 5 or 10). With the number of independent variables in 
the regression model being 11, k = 5, the minimum number of samples of the topic 
is 105 (Ðinh Phi Hô 

ĳ 

, 2012). Samples are selected by quota sampling method. The 
study sample will be collected at the rate of 50% for each type of financial statement 
(with manipulation and without manipulation). The project collected 356 samples 
initially. After the screening and cleaning process, the remaining samples used for 
analyzing were 281.
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Table 2 Categorized collected financial statements 

HNX HOSE OTC Upcom Total 

Count % Count % Count % Count % Count % 

Non-manipulated financial statements 

Fully accepted opinion 17 50 47 60.3 7 33.3 51 34.5 122 43 

Manipulated financial statements 

Excepted audit opinions 17 50 31 39.7 10 47.6 90 60.8 148 53 

Contrary audit opinions 0 0 0 0 2 9.5 6 4.1 8 3 

Refusal to give opinions 0 0 0 0 2 9.5 1 0.7 3 1 

Total 34 100 78 100 21 100 148 100 281 100 

Source Collected and calculated by authors 

3 Results 

3.1 Sample Characteristics 

A total of 281 financial statements from four different exchanges between 2016 
and 2020 are categorized as either manipulating or non-manipulating based on the 
auditor’s assessment on the audited company’s annual consolidated financial state-
ments (Table 2), whereas, in 122 reports (43.4% of the total), the financial statements 
were not manipulated, which is the same as receiving an “audit opinion of complete 
acceptance.“ There were 159 false financial statements found in the dataset, repre-
senting 56.6% of the whole. Half of HNX reports were manipulated, compared to 
39.7% in HOSE, 66.7% in OTC, and 65.6% in Upcom. When analyzed further by 
economic sector, the highest rates of altered financial statements are found in the real 
estate, construction, and consumer goods sectors, followed by the service sector and 
the remaining sectors. 

3.2 Differences Between Manipulated and Non-manipulated 
Financial Statements 

This paper utilized the t-test to investigate the financial metrics between the two 
groups in order to compare manipulated and unmanipulated data (Table 3). The 
following hypotheses were proposed:

Hypothesis H0: There is no difference between manipulated and non-manipulated 
financial statements in terms of financial metrics. 

Hypothesis H1: There is a difference between manipulated and non-manipulated 
financial statements in terms of financial metrics.
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Table 3 Comparison between manipulated and non-manipulated financial statements 

Non-manipulated Manipulated T-test 

Mean S.D Mean S.D Sig 

DSRI 0.994 0.345 1.200 0.567 0.000 

GMI 1.045 0.496 1.079 0.529 0.584 

AQI 0.969 0.724 1.056 0.647 0.298 

SGI 1.237 0.562 1.037 0.463 0.002 

DEPI 1.008 0.572 1.051 0.599 0.547 

SGAI 0.757 0.500 1.091 0.588 0.000 

TATA −0.068 0.391 −0.151 0.660 0.184 

LVGI 0.968 0.207 1.002 0.224 0.180 

INV 0.515 2.478 0.501 1.209 0.954 

FIRMSIZE 27.655 1.769 27.249 1.523 0.044 

FIRMAGE 19.787 14.553 23.560 15.691 0.038 

Number of meetings of 
board of directors 

9.860 10.026 9.586 9.586 0.853 

Big 4 0.270 0.446 0.125 0.332 0.003 

Source Collected and calculated by authors

This study found no statistically significant difference between manipulated and 
non-manipulated reports for the variables GMI, AQI, TATA, DEPI, INV, number 
of board of directors’ meetings, and LVGI at a confidence level of 5%. In contrast, 
statistical differences existed between DSRI, SGI, and SGAI for the two groups. The 
non-manipulated group had lower DSRI (0.994 to 1.2) and SGAI (0.757 to 1.091), 
but greater SGI (1.237 to 1.037). 

In addition to financial measures, the study investigates disparities in firm size, firm 
age, and audits by the “Big 4” in Vietnam. The inspection revealed that the average age 
of enterprises whose financial statements were falsified was 23.56 years, compared 
to 19.787 years for companies whose financial statements were not modified. The 
t-test Sig value of 0.038 indicates that there is a statistically significant difference 
between the operation times of these two sets of financial statements. Moreover, 
when comparing the average number of financial statements audited by the Big 4 
auditing firms in Vietnam, the data indicate that Big 4 audited more manipulated 
reports than non-manipulated ones. 

Consequently, based on the outcomes of verifying this difference, the H0 hypoth-
esis was rejected and the H1 hypothesis was accepted. At a level of confidence of 
5%, the indicators DSRI, SGI, SGAI, FIRMSIZE, and FIRMAGE, which represent 
the number of times an audit was conducted by a Big 4 auditing firm, differ between 
the two groups of financial statements.
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3.3 Factors Affecting Financial Statement Manipulation 

The results of the logistic model estimation show the degree of interpretation of the 
Nagelkerke model, R2 = 0.23. This means that 23% of the change of the dependent 
variable is explained by 11 independent variables in the model. Omnibus test has a 
Sig significance level less than 0.05, so the independent variables have a relation to 
the dependent variable in the whole. Thus, the selected cell is relatively suitable. 

DSRI, SGAI, LVGI, and FIRMAGE were statistically significant independent 
variables that correlated with the manipulation at the 10% confidence level, according 
to the Wald test. Also, there is no significant correlation between the variables GMI, 
AQI, SGI, DEPI, TATA, INV, and FIRMSIZE and manipulation (Table 4).

The marginal effects of statistically significant variables are presented in Table 5.
The DSRI variable had a positive coefficient, so it positively affected the likelihood 

of financial statement manipulation. If the DSRI increases by one unit and all other 
factors remain constant, the probability that the company’s financial statements have 
been manipulated will increase by 21%. Revenue growth between years is a sign 
that the financial picture of the business is good if accompanied by good capital 
recovery. This is evidenced by a decline in accounts receivable/revenues between 
years or a DSRI of less than 1. However, if the DSRI is greater than 1 in conjunction 
with a low liquidity ratio, this indicates that the business is experiencing financial 
difficulties. The same dimensional impact of the DSRI variable on the ability to 
manipulate financial statements is similar to the research (Beneish, 1999; Repousis, 
2016; Tuyen, 2019). 

The SGAI variable correlated positively with manipulation. The probability that a 
company’s financial statements have been manipulated increases by 35% if its SGAI 
increases by 1 unit, assuming that all other factors remain constant. The study’s 
findings contradicted both initial expectations and the findings of previous research 
(Beneish, 1999; Repousis, 2016; Tuyen, 2019). In this indicator, sales and enterprise 
management expenses are compared to revenue. When this indicator is greater than 
1, it indicates that the ratio of the cost of sales and management to revenue has 
increased between the two most recent years. Businesses that show signs of recording 
or distributing abnormally high costs, businesses with a significant drop in revenue 
between years, and businesses with weak cost control, and cost investments outside 
of cost that lead to revenue growth that does not match cost growth are all able to 
manipulate their financial statements. All of the aforementioned cases demonstrate 
that businesses may be pursuing the following objectives: reducing profits to reduce 
dividends, reducing taxes, and weak business. In contrast to previous research and 
expectations, the SGAI variable positively affects the ability to manipulate financial 
statements. This matches the actual situation in Vietnam. In accordance with Article 
1, Clause 4 of Law No. 71/2014/QH13, as of 01.01.2015, the ceiling rate for sales 
and business management expenses related to reception, marketing support, and 
advertising expenses is no longer regulated. Expenses related to reception, marketing 
support, and sales advertising are deducted. As a result, the SGAI variable with a
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Table 4 Estimated regression model 

Coefficients 
(S.D) 

DSRI 0.907** 

(0.374) 

GMI 0.270 

(0.299) 

AQI 0.287 

(0.207) 

SGI −0.055 

(0.326) 

DEPI 0.206 

(0.248) 

SGAI 1.477*** 

(0.340) 

LVGI 1.351* 

(0.730) 

TATA −0.320 

(0.273) 

INV 0.007 

(0.068) 

FIRMAGE 0.021** 

(0.009) 

FIRMSIZE −0.084 

(0.092) 

Constant −2.321 

−2.972 

Log likelihood −164.241 

Akaike information criterion 352.482 

Note * p < 0.1; ** p < 0.05; *** p < 0.01 
Source Collected and calculated by authors

Table 5 Marginal effects 

dF/dx Standard error z P > |z| 

DSRI 0.219795 0.089977 2.442793 0.014574 

SGAI 0.357973 0.081348 4.400542 1.08E-05 

LVGI 0.327329 0.176636 1.853129 0.063864 

FIRMAGE 0.005140 0.002234 2.295076 0.021729 

Source Collected and calculated by authors
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positive influence also reflects a portion of the accounting policy of Vietnamese 
enterprises after 2015. 

The estimated coefficient for the LVGI variable was also positive. If a company 
uses more financial leverage the following year than the previous year, assuming all 
other factors remain constant, the company’s financial statements are more likely 
to be manipulated. In this model, the LVGI and DSRI variables both carry positive 
signs, indicating that businesses with financial problems, namely low liquidity ratios, 
using high financial leverage are more likely to manipulate financial statements than 
businesses without this situation. This is consistent with the theory of cheating trian-
gles (Clinard & Cressey, 1954) from the perspective of organizational pressure and 
is similar to the findings of Tuyen (2019). However, some prior studies did not find 
a statistically significant relationship between financial leverage ratios and financial 
statement manipulation (Beneish, 1999; Repousis, 2016). 

The FIRMAGE variable had a positive influence on the likelihood of manipulated 
reports. A company’s financial statement is marginally more likely to be manipulated 
if it continues to operate for one additional year. This result differs from Orazalin’s 
(2020) and is comparable to Sial et al. (2019) findings. 

The remaining variables were not statistically significant (GMI, AQI, SGI, DEPI, 
TATA, INV, and FIRMSIZE). The INV variable is calculated as the inventory/revenue 
ratio, but the characteristics of inventory vary between business types. In the field of 
services and utility services, the INV variable value is either 0 or very small, indi-
cating that there is no or very little inventory. In contrast, in the construction and real 
estate industry, inventory is determined as the value of real estate built but not yet 
delivered to customers, and revenue is determined when the entire project is deliv-
ered to customers, so the value of INV is very high for businesses in this industry. 
Furthermore, some companies presented data that were inconsistent between the 
indicators on the balance sheet and the inventory explanation on the notes to finan-
cial statements, resulting in data that did not fully reflect the inventory situation 
for the observations in the topic. Previous research has found a covariate relation-
ship between inventory-to-total revenue ratios and financial statement manipulation 
(Alaryan et al., 2014; Spathis, 2002; Summers & Sweeney, 1998). 

The model accurately predicts 51.6% or 59 out of 122 of the non-manipulated 
financial statements. The model correctly identified 122 of the 159 manipulated 
financial statements, representing a 76.7% rate of accurate predictions. The overall 
rate of correct predictions for the entire model was 65.8% (Table 6). 

Table 6 Predictive capabilities of the model 

Manipulation Correct ratio 

Non-Manipulated Manipulated 

Manipulation Non-Manipulated 63 59 51.6 

Manipulated 37 122 76.7 

Overall 65.8 

Source Collected and calculated by authors
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Table 7 Results of financial statement manipulation forecast scenario 

No Variables Coefficients Value 

Scenario 1 (Min) Scenario 2 (Max) 

1 DSRI 0.907 0.198 3.563 

2 SGAI 1.477 0.000 4.451 

3 LVGI 1.351 0.001 3.007 

4 FIRMAGE 0.021 1 73 

Log odds 0.202 15.401 

eLog odds 1.224 4,882,778.590 

1 + eLog odds 2.224 4,882,779.590 

P(Y /Xi) % 55.03 99.99 

Source Collected and calculated by authors 

From the model with independent variables of statistical significance, the topic 
proceeded to develop a manipulative forecasting scenario for the model (Table 7). 
Based on the maximum and minimum values, the topic developed two scenarios. 
When independent variables have the lowest value, the probability of a financial 
statement having manipulation is 55.03%, and when independent variables have the 
highest value, the probability of a financial statement having manipulation is 99.99%. 

4 Discussions and Conclusions 

Through the collection of 281 financial statements of companies listed on four 
exchanges HNX, HOSE, Upcom, and OTC, the study conducted an analysis of 
the current state of manipulation and identified factors affecting the ability of enter-
prises to manipulate financial statements. The DSRI, SGI, SGAI, FIRMAGE, FIRM-
SIZE, and Big 4 variables differ statistically significantly between the two groups of 
financial statements with manipulation and without manipulation. 

The binary logistic model shows that the factors affecting financial statement 
manipulation in order of strongest and decreasing influence are SGAI, LVGI, DSRI, 
and FIRMAGE. These factors all have a positive impact on the probability to manip-
ulate financial statements. At the same time, the study also developed two scenarios 
to predict the possibility of manipulating financial statements based on the minimum 
and maximum values of independent variables. When independent variables reach 
the minimum value, the probability of financial statements having manipulation is 
55.03%. When independent variables reach their maximum value, the probability of 
manipulated financial statements is 99.99%. The correct prediction rate of the model 
is 65.8%.
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From the results of the model, the topic proposes five groups of solutions to limit 
financial statement manipulation, enhance information transparency on the stock 
market from a financial perspective. 

When businesses are under financial stress, they have an incentive to alter financial 
figures. Enterprise financial insecurity is expressed in liquidity indicators, financial 
leverage, and receivables turnover. As the indicator of receivables on net revenue rises 
year after year, auditing firms must examine the indications of liquidity, measuring 
the financial ability of businesses and indicating the risk of errors and fraud in finan-
cial accounts. From the standpoint of an investor, a more holistic understanding of 
businesses is required. Revenue and profit after tax growth over time are not a strong 
indicator of a company’s financial health if it has problematic receivables and the 
load of bank loans grows year after year. 

To ensure loan recovery, credit institutions should require borrowing enterprises 
to submit audited yearly consolidated financial statements or reviewed semi-annual 
financial statements with full acceptance opinions. The usefulness of financial state-
ments in obtaining loans is also a motive for corporations to alter financial statements. 
When requiring financial statements to be audited with a full acceptance opinion, 
it means that in addition to the increase of profit after tax over each year, firms 
must have a transparent financial status on crucial elements such as short-term debt 
solvency and long-term debt solvency. 

According to Article 1 Clause 4 of Law 71/2014/QH13, enterprises are no longer 
required to oversee sales and business management charges related to marketing 
and marketing advertising expenses as of January 1, 2015. As a result, businesses 
may inflate these expense items for tax and dividend purposes or in other words list 
businesses that use expenses to manipulate income. As a result of this reality, audit 
firms must examine and implement a tight audit procedure, altering the materiality 
to meet those organizations whose sales and management expenses compared to 
revenue have changed irregularly over the years, requiring specific accountability for 
such variations. At the same time, audit units must increase their assessment of issues 
relating to sales costs and business management, such as fixed asset depreciation, 
instrument allocation, inventory, cost pricing, and revenue. 

Aside from auditing financial statements in accordance with legislation, exchanges 
and regulatory agencies must intensify their inspection of enterprises experiencing 
abnormal stock price swings. Unusual gains and declines in stock prices all imply 
significant movements in securities demand and supply. Manipulation of the value 
of securities has caused significant damage in Vietnam, resulting from organiza-
tions with extensive expertise trading on the stock market. To promote market 
transparency, it is necessary to strengthen oversight and delist businesses that have 
distorted financial statements (not gaining complete acceptance from the auditing 
company). 

Current regulations compel public corporations listed on the stock exchange to 
publish annual consolidated financial statements. Furthermore, these companies must 
make public the reviewed semi-annual and quarterly financial accounts. However, 
auditing quarterly financial accounts is not mandatory. When the difference in profit 
after tax after and before the audit year is big, investors who rely on unaudited
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quarterly financial statements to make short-term decisions face significant risks. 
With this in mind, investors should conduct a comprehensive assessment of the year’s 
financial situation, relevant issues from the perspective of corporate governance, and 
market signals rather than focusing solely on the enterprise’s short-term financial 
situation in the quarterly financial statements. 

Acknowledgements We would like to thank Nong Lam University for financially supporting the 
implementation of this research. 

References 

Alaryan, L. A., Abu Haija, A. A., & Alrabei, A. M. (2014). The relationship between fair 
value accounting and presence of manipulation in financial statements. International Journal 
of Accounting and Financial Reporting, 4(1), 222–237. https://doi.org/10.5296/ijafr.v4i1.5405 

Anh, N. H., & Linh, N. H. (2016). Using the M-score model in detecting earnings management: 
Evidence from non-financial Vietnamese listed companies. VNU Journal of Science: Economics 
and Business, 32(2), 14–23. https://js.vnu.edu.vn/EAB/article/view/1287 

Atieh, A., & Hussain, S. (2012). Do UK firms manage earnings to meet dividend thresh-
olds? Accounting and Business Research, 42(1), 77–94. https://doi.org/10.1080/00014788.2012. 
622187 

Beasley, M. S., Carcello, J., & Hermanson, D. R. (1999). Fraudulent financial reporting: 1987–1997: 
An analysis (58 p.). American Institute of Certified Public Accountants. 

Beneish, M. D. (1999). The detection of earnings manipulation. Financial Analysts Journal, 55(5), 
24–36. https://doi.org/10.2469/faj.v55.n5.2296 

Beneish, M. D., Lee, C. M. C., & Nichols, D. C. (2013). Earnings manipulation and expected 
returns: Author response. Financial Analysts Journal, 69(5), 14–14. https://doi.org/10.2469/faj. 
v69.n5.8 

Christianto, W. (2014). The effect of earnings manipulation with using m-score on stock return 
(empirical evidence in Indonesia listed companies on LQ45 at Indonesia stock exchange period 
2009–2011). Jurnal Ekonomi Akuntansi, 3(1), 1–13. 

Clinard, M. B., & Cressey, D. R. (1954). Other people’s money: A study in the social psychology of 
embezzlement. American Sociological Review, 19(3), 362–363. https://doi.org/10.2307/2087778 

Dechow, P. M., Ge, W., Larson, C. R., & Sloan, R. G. (2011). Predicting material accounting 
misstatements. Contemporary Accounting Research, 28(1), 17–82. https://doi.org/10.1111/j. 
1911-3846.2010.01041.x 

Duong, V. M. (2016). Using the Beneish M-score model to assess the quality of financial statements 
in Vietnam [Master thesis]. University of Economics Ho Chi Minh City. 

Friedman, M. (1970). A Friedman doctrine: The social responsibility of business is to increase its 
profits. The New York Times Magazine. 

Greene, W. H. (2012). Econometric analysis. Pearson Education, Limited. https://books.google. 
com.vn/books?id=-WFPYgEACAAJ 

Hansen, J. V., McDonald, J. B., Messier, W. F., Jr., & Bell, T. B. (1996). A generalized qualitative-
response model and the analysis of management fraud. Management Science, 42(7), 1022–1032. 
https://doi.org/10.1287/mnsc.42.7.1022 

Hasan, M. S., Omar, N., Barnes, P., & Handley-Schachler, M. (2017). A cross-country study on 
manipulations in financial statements of listed companies. Journal of Financial Crime, 24(4), 
656–677. https://doi.org/10.1108/jfc-07-2016-0047 

Hô 
ĳ 
, D. P. (2012). Phu, o, ng pháp nghiên c´u, u -di.nh lu

, o, . ng và nh˜u
, ng nghiên c´u, u thu, . c tiễn trong kinh 
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Potential Economic Gains for Major 
Powers Through Mega Trade Deals: 
Gains for China, India and Japan 
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Abstract The Regional Comprehensive Economic Partnership (RCEP) is a mega-
regional trade deal initiated by ASEAN member countries. It has six Free Trade 
Agreements (FTAs) with India, Japan, China, South Korea, Australia and New 
Zealand and has been signed by 15 countries without India. India has decided to 
withdraw from the RCEP negotiation. The RCEP agreement faced many challenges. 
There are many studies about the RCEP potential economic gain, but few analyzes 
about the comparison of potential economic gain between Japan, India and China. 
Japan has signed an FTA with India, while India and Japan have no FTA with China 
before signing the RCEP trade deal. The objective of this chapter is to explore the 
potential economic gain of the FTA between Japan, China and India. The potential 
economic gain will be analyzed by comparing the saving potential of FTA between 
the three countries. Japan has a lower tariff barrier than India and China, while India 
has a higher tariff barrier than China and Japan. Currently, China is one of its biggest 
trading partners for Japan. Among the three countries, the results show that the RCEP 
agreement will have significant advantages for Japan’s exporters because China is 
one of the biggest export markets for Japan. India has maintained its protectionism 
policy and has a high tariff barrier compared to Japan and China. India has low poten-
tial saving FTA benefit export to Japan due to Japan’s low tariff barriers and India’s 
low export value to Japan. India’s export value to China is higher than India’s export 
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1 Introduction 

The formation of the RCEP can be described from the perspective of several interna-
tional relations’ theories. This chapter focuses mainly on the theories of regionalism 
and neoliberalism institutionalism. One question has been raised for this chapter to 
explore the potential gain of tariff reductions from FTAs between the major powers. 

Dent (2016a) defined regionalism as the structure, process and arrangements that 
focuses on achieving a specific objective within a particular international region 
to link in terms of economic, sociocultural, political and security agreements. The 
RCEP has emphasized an economic partnership as a fundamental element to bind 
participating countries to work together and achieve their objectives. The RCEP 
could create an exclusive FTA economic zone in terms of economy. Regionalism 
is an important concept in exploring the formation of the RCEP. Many actors and 
non-state actors are involved in decision-making in the international arrangement. 
Sixteen countries with different levels of economic development, human capital 
and the structure of political institutions took part in the RCEP formation. These 
conditions have made it challenging for the negotiating parties to find a balanced 
compromise and consensus. 

The participating countries within the RCEP formation have many different inter-
ests. However, establishing the RCEP as an international institution would create 
greater coherence among the participating countries through shared interests. As 
explained by Keohane (1989), the theory of neoliberalism institutionalism mentions 
the importance of mutual interests that can be achieved from cooperation. Some 
research has been done to explore the potential gain of FTA for the Japan–India, 
India–China and Japan–China (Wardani, 2020; Wardani & Cooray, 2019a, 2019b). 
Therefore, this chapter will enrich insight from different perspectives by bringing 
together the potential gain analysis among three major powers through mega trade 
deals. 

The chapter is organized as follows. Section 2 describes the development of the 
RCEP. Section 3 describes the relations between China, India and Japan. Section 4 
presents the potential savings gains of China, India and Japan. Section 5 provides a 
conclusion. 

2 The Development of the RCEP 

ASEAN is an international institution that promotes intergovernmental cooperation 
and encourages economic, political, security and sociocultural integration in East 
Asia. ASEAN plays the role of a catalyst within the formation of the RCEP and 
has attracted major power countries to participate in a regional economic partner-
ship based on the ASEAN’s FTA framework. This partnership has been based on 
ASEAN’s norms of cooperation, namely consensus-based decision-making. ASEAN 
has a unique position at the center of the regional FTA. ASEAN is an international
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institution containing broadly weak countries, consisting of the least developed and 
developing countries. Nevertheless, it has attained economic cooperation involving 
major powers such as China, India and Japan. China and Japan have competed 
for FTA leadership with different agendas. In 2005, China proposed an FTA that 
consisted of ASEAN Plus Three (APT) members and the East Asia Free Trade 
Agreement (EAFTA). In 2006, Japan proposed an FTA that included APT members 
with India, Australia and New Zealand, the Comprehensive Economic Partnership 
for East Asia (CEPEA). ASEAN’s leaders, under Indonesia’s chairmanship in 2011, 
successfully bridged the two major powers’ FTA agendas by proposing and agreeing 
on the RCEP under the ASEAN framework. Table 1 shows the emergence of the 
RCEP with its antecedents.

The RCEP has undergone many negotiations, including ministerial meetings, 
intersessional meetings and summits. These several meetings and negotiations have 
included different leaders, ministries and negotiators. The RCEP reached its substan-
tial conclusion at the 3rd RCEP summit in November 2019. It took an extended 
period for the RCEP participating countries to reach this stage. India opted to with-
draw from the RCEP at the 3rd RCEP summit, showing that different actors have 
found it challenging to balance and reach a consensus in the RCEP trade deal. 

3 Relations Between the Three Major Power Countries 

There are two perspectives on the major power countries’ involvement in the RCEP: 
liberal and realist. The liberal perspective argues that forming regional cooperation 
and economic relations through international trade and FDI leads to harmony and 
peace (Keohane, 1983). The formation of the RCEP as an international institution 
reduces distrust and mistrust among participating countries. The realist perspec-
tive argues that major power countries compete with each other to reach a posi-
tion of dominance. This means that in the realm of international politics, political 
rivalry among major powers is unavoidable. The so-called ‘Asian miracle’ emer-
gence attracted major power countries such as China and Japan to compete for FTA 
leadership in Asia. The essential issue is how nations organize their economic rela-
tions in international politics through an outward-looking perspective in which they 
seek to influence, prestige and economic gains in interactions with other countries 
(Watson, 2008, p. 34). 

China, India and Japan are the major countries involved in the RCEP negotiations. 
These countries have pursued their domestic interests on the negotiation table of the 
RCEP. China is perceived to have rivalries with Japan and India, while Japan and 
India have a deep and broad bilateral partnership in maritime issues, defense and 
economics. 

Sino–Japanese relations contain distrust and mistrust that lead to complex bilateral 
ties, particularly tension over the Senkaku/Diaoyu Island territory. China and India 
also have border tensions and different perspectives over the Indian Ocean. India, 
Japan and the USA have a close security partnership to contain Chinese behavior and
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Table 1 Antecedents and negotiations of the RCEP 

Date RCEP 

2001 Based on APT group membership, the East Asia vision group proposed the EAFTA 

2002 At the APT summit, EAFTA accepted as a long-term goal 

2004 In November’s APT summit, China proposed an EAFTA feasibility study 

2005 In April, the EAFTA feasibility study began 

2006 In April, Japan proposed the CEPEA 

2007–2008 EAFTA and CEPEA feasibility studies were conducted 

2009 EAFTA and CEPEA feasibility studies submitted to be considered at the APT level 

2010 APT considered the two regional FTA proposals (EAFTA and CEPEA) 

2011 In November’s ASEAN summit, ASEAN proposed the RCEP 

2012 • In August, the RCEP proposal was accepted and tabled during the ASEAN 
Economic Ministers plus FTA partner consultations 

• In November’s ASEAN summit, the RCEP proposal was launched by the 16 
national leaders 

2013 • In May, 1st round of RCEP negotiations held 
• In August, 1st RCEP ministerial meeting held 
• In September, 2nd round of RCEP negotiations held 

2014 • In January, 3rd round of RCEP negotiations held 
• In April, 4th round of RCEP negotiations held 
• In June, 5th round of RCEP negotiations held 
• In August, 2nd RCEP ministerial meeting held 
• In December, the 6th round of RCEP negotiations held 

2015 • In February, the 7th round of RCEP negotiations held 
• In June, the 8th round of RCEP negotiations held 
• In July, 1st RCEP intersessional ministerial meeting held 
• In August, the 3rd RCEP ministerial meeting and 9th round of RCEP 
negotiations held 

• In October, the 10th round of RCEP negotiations held 

2016 • In February, the 11th round of RCEP negotiations held 
• In April, the 12th round of RCEP negotiations held 
• In June, the 13th round of RCEP negotiations held 
• In August, the 4th RCEP ministerial meeting and 14th round of RCEP 
negotiations held 

• In October, the 15th round of RCEP negotiations held 
• In November, 2nd RCEP intersessional ministerial meeting held 
• In December, the 16th round of RCEP negotiations held 

2017 • In February, the 17th round of RCEP negotiations held 
• In May, the 18th round of RCEP negotiations held 
• In July, the 19th round of RCEP negotiations held 
• In September, 5th RCEP ministerial meeting held 
• In October, the 20th round of RCEP negotiations held 
• In November, 1st RCEP summit

(continued)
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Table 1 (continued)

Date RCEP

2018 • In February, the 21st round of RCEP negotiations held 
• In March, 4th RCEP intersessional ministerial meeting held 
• In May, the 22nd round of RCEP negotiations held 
• In July, the 23rd round of RCEP negotiations held 
• In August, 6th RCEP ministerial meeting held 
• In October, the 6th RCEP intersessional ministerial meeting & 24th round of 
RCEP negotiations held 

• In November, 2nd RCEP summit 

2019 • In February, the 25th round of RCEP negotiations held 
• In March, 7th RCEP ministerial meeting held 
• In June, the 26th round of RCEP negotiations held 
• In July, the 27th round of RCEP negotiations held 
• In August, 8th RCEP intersessional ministerial meeting held 
• In September, the 7th RCEP ministerial meeting and 28th round of RCEP 
negotiations held 

• In October, 9th RCEP intersessional ministerial meeting held 
• In November, 3rd RCEP summit 

2020 • In February, the RCEP special meeting of the trade negotiation committee 
• In November, signing the RCEP agreement 

Sources Dent (2016b, pp. 201–202), Ministry of Foreign Affairs of Japan (2019), ASEAN secretariat 
(2020)

to maintain the balance of power within the Asia–Pacific and Indo–Pacific regions. 
China’s claims to the South China Sea territory under the ‘nine-dash line’ have raised 
tensions with Southeast Asian countries such as Brunei, Vietnam, Malaysia, the 
Philippines and Indonesia. These disputes could have had negative consequences on 
the development of the RCEP. Nevertheless, the RCEP has not involved negotiations 
related to territorial or security issues, with the leaders of participating countries 
preferring to settle their disputes outside the RCEP negotiation table. 

Some of the participating countries have issues over territory and security. 
However, China and Japan have increased economic interdependence over the past 
20 years. Economic interdependence is essential for bilateral relationship develop-
ment. China is Japan’s largest export destination, accounting for 22.05% of its exports 
in 2020 (Table 2). India has a trade deficit with China, while at the same time, China 
is the second-largest market for India’s exports, with a share of 6.9% of India’s total 
export (Table 2).

India decided to withdraw from the RCEP until its remaining issues were solved. 
Japan initiated the formation of a regional partnership that involved ASEAN + 3 
together with India, Australia and New Zealand. India is an important economic 
and strategic partner for Japan; therefore, Japan has encouraged India to rejoin the 
RCEP to contain China’s conduct in developing the RCEP. The domestic interests 
of three major countries, namely Japan, India and China, have influenced leaders’ 
commitment to the RCEP agreement (Wardani, 2021).
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Table 2 Top three trading 
partners of China, India and 
Japan in 2020 

Country Trade partner Exports (US$ 
Thousand) 

Export partner 
share (%) 

China USA 452,492,876 17.48 

China Hong Kong, 
China 

271,708,494 10.49 

China Japan 142,596,624 5.51 

India USA 49,320,596 17.9 

India China 19,008,266 6.9 

India United Arab 
Emirates 

17,953,335 6.52 

Japan China 141,399,199 22.05 

Japan USA 118,793,185 18.53 

Japan Korea, Rep 44,688,451 6.97 

Source World Integrated Trade Solution (WITS, 2022)

4 Saving Potential of the RCEP: China, India and Japan 

Due to intergovernmental dialogs and negotiations, the RCEP was initiated as a 
comprehensive economic partnership by states. Scholars from the neoliberal insti-
tutionalism perspective stated that there would be no cooperation without mutual 
interests (Keohane, 1989). Economic development is one of the fundamental mutual 
interests for the RCEP to form collaboration. 

The RCEP was proposed as a comprehensive regional economic partnership with 
16 participating countries at the beginning of the negotiations. The dismantling of 
tariffs is one of the main issues negotiated in international trade agreements such as 
the RCEP. All participating countries are seeking their gains from the trade negotia-
tions. In forming the RCEP, it is important to highlight the actors’ interests and the 
potential gains from economic cooperation. 

The RCEP is based on the ASEAN + 1 FTA framework. The ASEAN + 1 
FTAs created a ‘noodle-bowl’ situation regarding varying regulations and tariffs. 
The RCEP attempts to overcome the ‘noodle-bowl’ situation and create one set of 
principles, rules, regulations and commitments. The major countries have different 
trade arrangements; while China and Japan have no FTA, both countries are involved 
in an FTA negotiation with South Korea, the China–Japan–South Korea FTA. China, 
Japan and South Korea have held several stages of FTA negotiations since 2012, 
encouraged by the notion of an ‘East Asian identity’ (Ahn, 2020). China and India 
have no FTA yet, while India and Japan signed an FTA on February 16, 2011. 

Table 2 shows the top three trading partners China, India and Japan. Japan is 
China’s third-largest export partner, with a share of 5.51% and a total export value 
of 142.6 US$ billion. China accounts for 6.9% of India’s exports, while China is 
Japan’s largest export market with an export value of 141 US$ billion, accounting 
for 22.05% of its total exports.
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The following section describes the saving potential of China, India and Japan 
from involvement in the RCEP. The saving potential methodology will be used 
to calculate the potential gain from the tariff reduction of FTA (Ziltener, 2016). 
The calculation of saving potential used the most favored nations (MFN) data from 
the World Trade Organization (2018) and excluded the six-digit level Harmonized 
System (HS) code clusters 71, 93, 97 and 99. The saving potential of an FTA could be 
considered the potential benefit of the FTA. The saving potential was calculated based 
on each commodity cluster. The potential savings from each commodity cluster will 
make it easier for policymakers or exporters to understand current trade conditions. 
The following formula will be used to calculate the potential gain (Wardani, 2020, 
p. 6): 

D% = Dt 

T v 

D%: duties’ percentage. 
Dt: total duties. 
Tv: total trade value 

SP(n) = Tv × (1 + Gr)(n−1) × (n) × (Utr) 

SP: saving potential in year (n). 
Tv: the total of export trade value. 
Utr: utilization rate percentage of FTA (scenario-based). 
Dty: dismantling tariff years (scenario-based). 
Gr: export growth. 

4.1 The Saving Potential of the China–Japan FTA 

China is one of the Japan’s largest trading partners. China and Japan have maintained 
economic interdependence over the last 20 years, although they have not yet agreed to 
an FTA. It is necessary to measure the saving potential of an FTA between Japan and 
China if both countries are included in the RCEP. The results of the saving potential 
analysis help to understand which country will gain the most. 

The measurement shows that Japan has a higher saving potential than China. The 
total saving potential of Japan’s export to China is 9 US$ billion, with 2016 as the 
base year for the measurement. The saving potential of China’s exports to Japan is 
3.7 US$ billion. This implies that overall, Japan has lower tariff barriers than China. 

The transportation commodity has the highest saving potential for Japan’s exports 
to China, with an overall trade value of 14.3 US$ billion and duties of 2.5 US$ 
billion. Even though the trade value of machinery and electronics is higher, at 67.7 
US$ billion, the duties are lower at 2.3 US$ billion. This shows that China has 
high tariffs on transportation commodities. The highest saving potential for Japan’s
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transportation commodities based on the six-digit HS code is for vehicle parts (HS 
code 870,323), with a trade value of 4.9 US$ billion and a duty value of 1.2 US$ 
billion. The vehicle parts’ commodity with the HS code 870,324 holds the second-
highest saving potential with a trade value of 2.5 US$ billion and a duty value of 
636 US$ million. The vehicle parts’ commodity with HS code 870,840 holds the 
third-highest saving potential with a trade value of 4.1 US$ billion and a duty value 
of 370 US$ million. 

The highest total duties for China’s export to Japan are for the textile commodity. 
China’s total textiles’ export trade value is 21.6 US$ billion, with a total duty value of 
1.8 US$ billion. The total trade value for machinery and electrical goods is 71.2 US$ 
billion, with a duty value of 2 US$ million. The duty value of the textile commodity 
is higher than the machinery/electrical commodity, which shows that Japan has high 
tariffs for textiles compared to other commodities. The highest saving potential for 
China’s textile commodities is in jerseys, pullovers and cardigans of human-made 
fibers (HS code 611,030), with a trade value of 1.9 US$ billion and a saving potential 
of 206 US$ million. The second-highest potential saving in the textile commodity 
is jerseys, pullovers and cardigans made of cotton (HS code 611,020), with a trade 
value of 721 US$ million and a duty value of 75 US$ million. The third-highest 
potential saving is for t-shirts, singlets and other cotton vests (HS code 610,910) 
with a trade value of 614 US$ million and a 10% duty with a duty value of 60 US$ 
million. 

4.2 The Saving Potential of the China–India FTA 

Relations between China and India play an essential role in the international system. 
The countries have a dynamic relationship that needs to be analyzed in the RCEP 
development. The domestic interests of China and India have shaped their behavior 
in the international playing field. China has no FTA with India. The RCEP is a 
multilateral trade deal, but the negotiations between India and China have been at the 
heart of the RCEP trade deal because China and India had difficulty finding a balance 
between them. The regionalism theory emphasizes international cooperation in terms 
of trade. Therefore, this study explores the saving potential of an FTA between India 
and China. 

The total saving potentials of India and China have been measured with 2017 as 
the base year for the measurement. India’s exports to China have a value of 15.9 
US$ billion with a saving potential of 537 US$ million. China’s exports to India 
have a value of 59.9 US$ billion, with a saving potential of 3.1 US$ billion. India’s 
trade deficit with China has become one of its primary considerations in the RCEP 
negotiations, as India is wary of its markets being flooded by China imports. An FTA 
risks increasing India’s trade deficit with China. 

The mineral product commodity cluster is the most valuable of India’s exports to 
China, with a total trade value of 7.4 US$ billion and total duties of 74 US$ million. 
On the other hand, while the total trade value of the textiles’ cluster is 1.5 US$ billion,
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the total duty is 94 US$ million. This shows that the duties for the textile cluster are 
higher than for the mineral products cluster. Based on the six-digit level HS code, 
salt is the highest trade value commodity in India’s exports to China, with a total 
trade value of 6.8 US$ billion and a duty value of 50.7 US$ million. The second-
highest value trade commodity is copper and cathode components for the electronics 
industry, an important sector in China. The total trade value of copper and cathode 
components is 2.1 US$ billion, with entire duties of 42.8 US$ million. 

For China, the machinery or electrical products’ commodity cluster holds the 
largest trade value in its exports to India. The total value of the machinery/electrical 
commodity cluster is 36.6 US$ billion, with total duties of 1 US$ billion. The chem-
icals and allied industries’ commodity cluster has the second-highest trade value, at 
7.5 US$ billion, with total duties of 572 US$ million. The metals’ commodity cluster 
has the third-highest trade value, at 4.4 US$ billion, with total duties of 389.9 US$ 
million. The highest trade value based on the six-digit level HS code is telephone sets 
(HS code 851,770), with a total trade value of 9.4 US$ million. The second-highest 
trade value is electrical apparatuses (HS code 854,140), with a total trade value of 3.9 
US$ million. The third-highest trade value is for telephones for cellular networks (HS 
851,712), with a trade value of 3.3 US$ million. The tariffs for these three commodity 
codes are zero. India could consider lowering its tariffs for other products, such as 
raw materials, that are needed for India’s industries. For example, the chemical and 
allied industries’ cluster could be considered for negotiation. Kalirajan (2022) study 
shows that India has potential gain by having trade with China if the constraints that 
influence India’s ‘behind the border’ are dismantled. 

4.3 The Saving Potential of the India–Japan FTA 

The total value of India’s exports to Japan is 4.9 US$ billion, and the total saving 
potential is 108 US$ million. Japan’s total exports to India have a value of 10.2 US$ 
billion. Japan’s exports to India are more than double those of India to Japan, and 
the total saving potential for Japan’s exports to India is 801 US$ million. This shows 
that in general, India’s import tariffs are higher than those of Japan. 

The mineral products’ commodity cluster has the highest trade value of India’s 
exports to Japan at 1.5 US$ billion, with total duties of 16 US$ million. The chemicals’ 
and allied industries’ cluster is the second largest, with a total value of 870 US$ 
million and total duties of 15 US$ million. The third-largest export commodity cluster 
is animal and vegetable products, with a trade value of 709 US$ million and total 
duties of 13.9 US$ million. Based on the six-digit level HS code, the petroleum 
oils’ and oils’ commodity (HS code 271,012) has the highest trade value at 1.2 US$ 
billion with total duties of 15.6 US$ million. The second highest is frozen shrimps 
and prawns (HS code 030,617), with a trade value of 340 US$ million and duties of 
3.4 US$ million. The third-highest commodity is iron ores and concentrates (HS code 
260,111), with a trade value of 176.4 US$ million. The tariff line for this product is 
zero.
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The highest trade value for Japan’s export to India is in the machinery or electrical 
commodity cluster, with a total trade value of 3.8 US$ billion and a total duty value 
of 251 US$ million. The metals’ commodity cluster is the second-highest value at 
1.9 US$ billion with total duties of 177 US$ million. The chemicals’ and allied 
industries’ commodity cluster have the third-highest trade value at 1.1 US$ billion 
with total duties of 87 US$ million. The highest saving potential in Japan’s exports 
to India is in the machinery or electrical cluster, with the total duties equaling 251 
US$ million. The metal commodity cluster has the second-highest saving potential, 
with total duties of 177 US$ million. The transportation commodity cluster has the 
third-highest saving potential, with a total of 103 US$ million. Based on the six-digit 
level HS code, the vehicle parts’ commodity (HS code 870,840) has the highest trade 
value for Japan at 250 US$ million with total duties of 25 US$ million. The iron 
or non-alloy steel commodity (HS code 720,839) is the second highest, with a trade 
value of 227 US$ million and a total duty value of 22.7 US$ million. The vehicle 
parts’ and accessories’ commodity (HS code 870,899) has the third-highest trade 
value, at 223.8 US$ million, with total duties of 22.4 US$ million. 

4.4 The Ten-Year Saving Potential Projection for China, 
India and Japan 

The RCEP has tried to gain a commitment to reduce 90–95% of existing tariffs. This 
study created three scenarios based on different utilization rates: a low utilization 
rate at 33%, a medium utilization rate at 66% and a maximum utilization rate at 
100%; the scenarios for the projection of saving potential start in the year of the FTA 
enforcement. The data are accessed through (UN Comtrade, 2019). 

Figure 1 shows the maximum saving potential at a 100% utilization rate for China, 
India and Japan. In year 5, China’s exports to Japan are 2.3 US$ billion, and the saving 
potential in exports to India is 1 US$ billion. Japan’s saving potential in its exports 
to China is 4.98 US$ billion and the saving potential of exports to India is 251 US$ 
million. India’s saving potential in its exports to China is 205 US$ million and the 
potential savings for exports to Japan is 41 US$ million. In year 10, China’s saving 
potential in its exports to Japan is 6.1 US$ billion and the saving potential for exports 
to India is 3.1 US$ billion. Japan’s saving potential in its exports to China is 12.96 
US$ billion and the saving potential of exports to India is 665 US$ million. India’s 
saving potential in its exports to China is 699 US$ million and the saving potential 
of exports to Japan is 141 US$ million.

Figure 2 shows ten years of projections of each country’s total saving potential of 
exports to the two other countries at a 100% utilization rate. In year 5, China’s total 
saving potential is 3.4 US$ billion, Japan’s total saving potential is 5.2 US$ billion 
and India’s total saving potential is 247 US$ million. In year 10, China’s total saving 
potential is 9.2 US$ billion, Japan’s total saving potential is 13.6 US$ billion and 
India’s total saving potential is 839 US$ million.
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Fig. 1 Maximum saving potential, ten years’ projection, at the 100% utilization rate (US$ million). 
Data source: UN Comtrade 2018, authors’ calculations

Fig. 2 Total saving potential, ten years’ projection, at the 100% utilization rate (US$ million). Data 
source: UN Comtrade 2018, authors’ calculations
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Figure 3 shows a ten-year projection of the saving potential at a 66% utilization 
rate for China, India and Japan. In year 5, China’s saving potential is 1.5 US$ billion 
in its exports to Japan and 701 US$ million in its exports to India. Japan’s saving 
potential is 3.3 US$ billion in its exports to China and 166 US$ million in its exports 
to India. India’s saving potential is 136 US$ million in its exports to China and 27 
US$ million in its exports to Japan. In year 10, China’s saving potential is 4 US$ 
billion in its exports to Japan and 2 US$ billion in its exports to India. Japan’s saving 
potential is 8.6 US$ billion in its exports to China and 439 US$ million in its exports 
to India. India’s saving potential is 461 US$ million in its exports to China and 93 
US$ million in its exports to Japan. 

Figure 4 shows the ten years’ projection of each country’s total saving potential 
in exports to the two other countries at a 66% utilization rate. In year 5, China’s total 
saving potential is 2.2 US$ billion, Japan’s total saving potential is 3.5 US$ billion 
and India’s total saving potential is 163 US$ million. In year 10, China’s total saving 
potential is 6.1 US$ billion, Japan’s total saving potential is 9 US$ billion and India’s 
total saving potential is 554 US$ million.

Figure 5 shows the ten years’ projection of saving potential at a 33% utilization 
rate for China, India and Japan. In year 5, China’s saving potential is 768 US$ million 
in its exports to Japan and 350 US$ million in its exports to India. Japan’s saving 
potential is 1.6 US$ billion in its exports to China and 83 US$ million in its exports 
to India. India’s saving potential is 68 US$ million in its exports to China and 14 
US$ million in its exports to Japan. In year 10, China’s saving potential is 2 US$ 
billion in its exports to Japan and 1 US$ billion in its exports to India. Japan’s saving

Fig. 3 Maximum saving potential, ten years’ projection, at the 66% utilization rate (US$ million). 
Data source: UN Comtrade 2018, authors’ calculations 
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Fig. 4 Total saving potential, ten years’ projection, at the 66% utilization rate (US$ million). Data 
source: UN Comtrade 2018, authors’ calculations

potential is 4.3 US$ billion in its exports to China and 220 US$ million in its exports 
to India. India’s saving potential is 231 US$ million in its exports to China and 46 
US$ million in its exports to Japan. 

Figure 6 shows the ten years’ projection of each country’s total saving potential 
in exports to the two other countries at a 33% utilization rate. In year 5, China’s total 
saving potential is 1.1 US$ billion, Japan’s total saving potential is 1.7 US$ billion

Fig. 5 Saving potential, ten years’ projection, at the 33% utilization rate (US$ million). Data source: 
UN Comtrade 2018, authors’ calculations 
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Fig. 6 Total saving potential, ten years’ projection, at the 33% utilization rate (US$ million). Data 
source: UN Comtrade 2018, authors’ calculations 

and India’s total saving potential is 81 US$ million. In year 10, China’s total saving 
potential is 3 US$ billion, Japan’s total saving potential is 4.5 US$ billion and India’s 
total saving potential is 277 US$ million. 

5 Conclusion 

The RCEP negotiations began at the ASEAN summit in November 2012. The RCEP 
reached a ‘substantial conclusion’ with 20 chapters in November 2019 and was 
signed in November 2020. India decided to stay out of the RCEP formation and needs 
updates. The RCEP negotiations challenged finding balance and consensus among 
the participating countries. The existence of the three major power countries, China, 
India and Japan, in the RCEP formation is one of its main challenges. Many different 
countries’ interests have been discussed on the RCEP negotiation table. Cooperation 
is possible among many different actors if there are common interests. The RCEP 
will be formed as an international institution with shared norms, rules, principles 
and decision-making procedures. The formation of the RCEP as an international 
institution is important to increase trust among the participating countries and achieve 
its objectives. 

The RCEP would contribute to gains from trade for the participating countries. 
While there are many measurements to calculate the benefits of an FTA, this study 
focused on estimating the saving potential for the three major countries within the 
RCEP. China, India and Japan are the biggest trading partners among them. China is 
the biggest trading partner for Japan, accounting for US$ 141 billion (22.05% Japan’s 
export partner share) in 2020. Japan is the third-biggest trading partner for China, 
accounting for US$ 142 billion (5.51% of China’s export partner share). China is
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its second-biggest trading partner for India, accounting for US$ 19 billion (6.9% of 
India’s export partner share). 

The potential gain of FTA for Japan’s exports to China is US$ 9 billion and 
the potential gain of FTA China’s exports to Japan is 3.7 billion (2016 base year 
of calculation). The potential gain of FTA for India’s exports to China is US$ 537 
million and the potential gain of FTA for China’s exports to India is US$ 3.1 billion 
(2017 base year of calculation). The potential gain of FTA for India’s exports to 
Japan is US$ 108 million and the potential gain of FTA for Japan’s exports to India 
is US$ 801 million (2017 base year of calculation). Japan’s export value is double 
India’s export value. It means that India has higher import tariffs than Japan. 

This showed that Japan has the most significant saving potential of the major 
countries. Japan already has an FTA with India, and the existence of China within the 
RCEP will have significant benefits for Japan’s exporters. As a dominant exporter 
to other RCEP countries, China will also benefit from the tariff reductions under 
the deal. India could have the potential gain from the trade deal with China if India 
would consider the importance of dismantling tariff barriers for production materials 
needed to produce some products such as the chemical and allied industries’ cluster 
and machinery or electrical commodity cluster. It will enhance the competitiveness 
level of India’s production. 
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Economic Zone Development Model 
of Some Countries in the World 
and Implications for Vietnam 

Khanh Cuong Le and Thi Thuong Vu 

Abstract This study has studied the economic zone development models of some 
countries in the world and pointed out the limitations and weaknesses in the develop-
ment of economic zones in Vietnam in recent years. In addition, the study has given 
policy implications for Vietnam to innovate the economic zone development model, 
such as renovating the economic zone development model toward synchronous 
investment attraction, exploiting resources from public–private partnership, greening 
production, developing tourism-class services, modernizing the administration, and 
privatizing governance. The research, experience acquisition, and theoretical applica-
tion to continue building, developing and renovating the economic zone development 
model, contributing to the implementation of the guidelines and policies of the Party 
and State of Vietnam on economic renewal could help to create motivation for local-
ities to grow and develop their economies quickly and sustainably in the coming 
time. 

Keywords Development model of economic zones · Special economic zones ·
Vietnam 

1 Introduction 

Vietnam is still in the early stages of economic zone construction and development. 
Many countries and territories such as China, Korea, the United Arab Emirates, 
Malaysia, and Singapore have successfully implemented and applied many economic 
zone models such as special economic zones, free economic zones, and free trade 
zones. Economic zones are built with the same purpose of attracting resources 
(modern technology, capital, high-quality human resources, and development ideas, 
etc.) from the outside in order to create growth poles, activate economic zones, and 
develop economies. Economic zone is also a place to test new institutions, mecha-
nisms, and policies that are expected to create breakthroughs. The development of
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economic zones has been effective and is having positive effects, expanding inter-
national economic exchanges, promoting economic growth, and creating changes 
in social life and economic development in different economic zones in Vietnam. 
However, the construction of the economic zone models across the country in general 
has not achieved the expected results. The common difficulties and limitations are as 
follows: (1) the management model is still inadequate; the development model has 
not achieved the desired effect; (2) low investment quantity and quality; the number 
of strategic investors, investment capital, technology quality and human resource 
quality are not high; (3) there are still many problems and inadequacies in terms of 
site clearance and infrastructure; (4) lack of value chain linkages, industry linkages, 
and regional linkages; (5) the mechanisms and policies still have problems and need 
be improved further, etc. Therefore, studying the experiences of some countries in 
the world on building and renewing the economic zone development models will 
partly provide policy-makers with suggestions to flexibly apply to each locality to 
build an economic zone model suitable for each locality, to promote the strength and 
potential of each locality, to help the locality develop sustainably, meeting the goals 
of socioeconomic development. 

2 Literature Reviews 

2.1 Economic Zones and the Role of Economic Zones 
in the Socioeconomic Development of a Locality 

2.1.1 Definition of Economic Zone 

The term “Economic zone” appeared in the late 70s of the twentieth century along 
with the views of economists around the world on the effect of economic concen-
tration and new geo-economics. Until now, there have been many different defini-
tions and ways of calling economic zones, but the international common name is 
“Economic zones”. In a broad sense, an economic zone is a defined area where 
special economic policies are applied. More specifically, an economic zone is an 
area with a defined geographical boundary, a separate economic space, and special 
policies applied to attract investment capital, technology, management knowledge, 
and other resources for economic development with a structure of industries with 
certain advantages, high openness, and a focus on external economy (Anh, 2016). 

From a development perspective, the economic zone presents the goal of creating 
a breakthrough, creating a driving force to promote the development of the region 
through attracting financial, human, scientific and technological resources, and 
investment, etc., by applying different measures on special mechanisms and poli-
cies. From a management perspective, economic zones are a form of organization in 
the direction of concentration and specialization, showing the basic characteristics 
of the organization of industrial production by territory (Porter, 2008).
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From the above interpretations, “economic zone” can be understood as an area 
with a separate economic space, defined geographical boundaries, certain advantages 
in terms of geographical location, favorable investment and business environment for 
investors, is allowed to be built and developed by the State, operated by a favorable 
and open legal framework according to international practices. 

2.1.2 The Role of Economic Zones in Socioeconomic Development 
in a Locality 

(1) Attracting investment, especially foreign direct investment; (2) Developing infras-
tructure; (3) Supporting a broader economic reform strategy; (4) Playing the role of a 
“laboratory” for new policies and approaches, creating a driving force to promote the 
industrialization, modernization, and transformation of the local economic structure; 
(5) Relieving a part of the pressure of population growth and job demand. 

It is shown that economic zones (EZs) have become a very important factor for 
the development of the economies, are large openings to attract external resources 
and create outstanding growth points with strong pervasive power. The EZs were 
established with the main objective of stimulating local production resources and 
attracting production resources from outside. It is the nucleus and driving force 
of socioeconomic development at the provincial or regional scale in the national 
development strategy. The objectives of the development of these EZs are to attract 
investment, create jobs, increase foreign currency earnings, develop exports, upgrade 
domestic technology, transfer technology, and develop modern technologies, provide 
supports to underdeveloped regions, and even help to kick start the entire economy. 

The development of EZs is not only for the economic reasons of that particular 
area, but has much greater significance. It is the common interest of the whole 
economy in terms of job creation, attraction of development resources, expansion of 
exports, transfer of technology and management knowledge, and integrated regional 
development and industrialization–modernization, etc. 

In the process of globalization, EZs act as a stepping stone between the protec-
tionist economy and the free market economy. The incentives and autonomy of 
EZs develop and expand in the direction of increasing liberalization, reducing State 
management, increasing competition, and developing market economic relations 
further at the national, regional, and international levels. 

At a regional scale, EZs create spillover effects, so the planned development of 
EZs helps in the uniform development of the economy by region, because they can 
promote comparative initial advantages (static advantage) and be further enhanced 
by policy advantages (dynamic advantage) as the leverage for the selected area to 
become an area with outstanding resilience.
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2.1.3 Some Initial Selection Criteria to Make a Proposal to Establish 
an Economic Zone

. Geostrategic location: border-gate area, seaport, airport, or near large consumer 
market, etc., in order to minimize investment and operating costs for businesses. 
The location in the coastal area has great potential for the development of tourism, 
services, processing industry, manufacturing industry, and fishery logistics, etc.

. Having convenient infrastructure, such as road system, national power grid 
system, water supply and drainage system, information and telecommunications 
system, and shipping system.

. Having conditions for the development of resources such as abundant and diverse 
human resources; advantages in financial mobilization, access to science and 
technology, training and development of human resources.

. Having conditions or potential to develop social infrastructure that is attractive 
to investors, such as a system of hotels, supermarkets, and different services 
including education, health care, amusement, and entertainment services reaching 
international standards, as well as financial services.

. The investment and operation of economic activities such as investment, produc-
tion, and business are entitled to a number of preferential mechanisms and policies 
through the regulations of the governments, and regulations and commitments of 
local authorities. 

The above conditions must be considered in terms of the present and the 
maintenance of that possibility in the future. 

2.2 Economic Zone Development Model in a Locality 

When considering the model in general, researchers have shown that the model is a 
specific object, system, or an original alternative concept; a structure or a diagram 
that describes an image that is simplified according to the characteristics or behavior 
of an object, concept, or system. One of the purposes of the model is to serve the 
research and experiment to find out the operating rules of the original (original) 
object or system (Hien, 2006). 

Currently, there is no unified understanding of the economic zone development 
model; at the same time, there has not been a complete study on the design of 
economic zone development model. According to the specialized approach to devel-
opment economics, studying the methods of using resources to meet development 
goals, the economic zone development model is understood as the economic entity 
model, showing the systematic relationship between the factors affecting the devel-
opment of the economic zone, the elements constituting the economic zone and the 
economic zone development objectives.
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The selection of an appropriate development model first comes from the economic 
zone development goal. The objectives can be listed, such as to promote the poten-
tial and strengths of the locality; meeting the trend is also the requirement of 
“green growth” and “greening” in the production for the economy; to participate 
actively and comprehensively in order to exploit the benefits of globalization, inter-
national economic integration and the industrial revolution 4.0, etc. Depending on 
the level of organization, development scale and conditions influencing factors (such 
as natural conditions, socioeconomic institutions, economy, society, environment, 
human resources, and science and technology, etc.) to apply economic zone devel-
opment models appropriately or implement the innovation of the development model 
in order to attain a more efficient, progressive, and sustainable model. Each economic 
zone development model can correspond to a separate development stage, following 
the trend of development from reciprocal to counterbalanced, from passive to active 
in order to bring into play all static and dynamic competitive advantages of the 
locality and the country during the integration and development. Thus, the economic 
development model differs from the pure economic model in the sense that there is 
a definite goal, which determines the elements of the development model. 

Provincial locality is a concept related to territorial management, which is a 
fundamental issue for countries. The organization of administrative boundaries for 
territorial management is associated with the organization of the apparatus, human 
resources, legal framework, and management mechanism, etc. The construction and 
development of the economic zone model not only depends on the proposal of the 
locality at the provincial level, but also considers the inter-sectoral, inter-regional 
(provincial localities together), and even the national levels (Table 1). 

Table 1 Approaches to economic zone models 

Economic zone models 

By forms By fields By space By management forms

. Special economic 
zones

. Tax-suspension zones

. Manufacturing zones

. Free (open) economic 
zones

. Coastal economic 
zones

. Border-gate 
economic zones

. Commercial 
economic zones

. Industrial economic 
zones

. General economic 
zones

. Linear model

. Propeller model

. Spreading 
model

. State management

. Enterprise 
management

. Public–private 
partnership 
management 

(Source Author’s compilation through literature review)
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3 Experiences with Economic Zone Development Model 
of Some Countries in the World and Limitations 
and Weeknesses of Economic Zone Development 
in Vietnam 

3.1 Experiences in Developing Economic Zones of Some 
Countries in the World 

In the current literature, there are at least 20 different terms that describe the economic 
zones, such as free trade zones, free ports, export processing zones, and special 
economic zones. These zones exist in different forms with different names by country 
and by periods. In addition to these models, some countries have also built models of 
special administrative zones such as Hong Kong and Macau in China, Jeju in Korea, 
and Trento in Italy. In fact, the economy of free economic zones, special economic 
zones, and special administrative zones, etc., in some countries has a relatively fast 
and sustainable growth rate thanks to special regulations and mechanisms (Table 2).

3.2 Some Factors Contributing to the Success of Economic 
Zones in the World 

Recent international studies and development experiences in the world over the past 
30 years show that the success of EZs in some countries is often associated with the 
following factors: 

Firstly, the geo-economic, political-strategic, characterized, and special locations 
and favorable natural conditions (coastal areas, border areas, poor but potential 
areas, in addition to the developed economy; capable of attracting human resources 
and connecting internationally). Most of the successful zones are in strategic loca-
tions, typically the Shenzhen Economic Zone (China) is located adjacent to Hong 
Kong—a developed economy, which has created favorable conditions for Shenzhen 
to strongly absorb investment capital from Hong Kong; behind Shenzhen is a large 
and potential market with more than a billion people; being located away from the 
cities that are the centers of the planned economy made it easier for Shenzhen to 
adopt and transition to a market economy. 

Secondly, the determination to innovate, the reform mindset, the courage to go 
bold, the courage to experiment, and the strong political commitment of the country’s 
top leaders are of importance. The experience in building and developing Shenzhen 
EZ, China, is one of the typical examples, demonstrating the determination to inno-
vate and the reform ideas; demonstrating the correctness and success of the EZ policy: 
The central government gave the policy; the local government had to implement it, 
then report the results.
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Third, new institutions and mechanism must be boldly piloted, not trying to be 
perfect, being implemented and improved at the same time. It is important to allow 
local authorities to be active in their implementation, to continue to replicate what 
can be done, and to find solution to improve weaknesses, and not strive to obtain 
perfection. 

Fourth, there must be an outstanding, strong and stable institution, and be given 
a high degree of autonomy. Most of the EZs in the world are developed and managed 
by their own laws, for example: Korea has a special law on the establishment and 
development of free economic zones and a special law applies to the free international 
city of Jeju; the Hong Kong special zone applies the Basic Law; India, Philippines, 
Singapore, Japan, Malaysia, Laos, and Poland, etc., all have their own laws for 
economic zones, free economic zones, and free trade zones. 

Fifth, a global competition policy mechanism is applied. One of the factors that 
determines the success of the free zones of the United Arab Emirates (UAE) is the 
most competitive incentives in the world, namely 0% income tax; 0% corporate 
income tax; 0% customs duty; no quota; no controls on foreign exchange; 100% 
foreign ownership; and 100% of capital repatriated without paying any taxes or fees. 

Sixth, low input costs and flexible regulations on employment (salary, payroll, 
recruitment, and dismissal, etc.). In Dubai, there are no restrictions on foreign 
workers, and properly handled disputes can be made anywhere without the presence 
of a government agency representative. In the strategy of developing the economic 
zone model, in order to catch up with thousands of businesses looking for new busi-
ness locations due to the cost of production in China in particular and Asia in general, 
the South African Government decided to set the low labor cost level and introduce 
new mechanisms and policies to develop industries that employ large numbers of 
low-skilled workers. 

Seventh, there is initial support from the Government for infrastructure and human 
resource development; Close cooperation between the government and the private 
sector, in the form of “public leadership, private governance”. The governments, 
including Korea, United Arab Emirates, and Malaysia, etc., spend separate budgets 
to support human resource training for EZs; currently, the operation and ownership 
of economic zones around the world has gradually shifted from public to private; this 
is the result of the realization that the zones can be very profitable when an operator 
understands the elements of regional governance, taking advantage of economies of 
scale. 

Eighth, the administrative apparatus is streamlined and efficient; administrative 
procedures are simple, transparent, and public. Strategic solutions to possible chal-
lenges are provided timely: Most successful EZs have a government-authorized and 
site-based one-door unit to quickly proceed the procedures, and to support and accom-
pany enterprises. One of the factors that contribute to Dubai’s attractive investment 
environment is the establishment of e-government with strategic projects such as 
“e-citizen”, “e-worker”, “e-library”, and “Electronics for All”. Therefore, the admin-
istrative procedures here are solved quickly, for example, it takes less than an hour 
to gain a visa.
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Ninth, identify the type and development goals of the EZ clearly and target 
specific sectors and strategic partners. Poland identifies strategic investors for the 
EZs, including the US, Germany, Japan, and Italy, thereby planning the EZs oriented 
to attract the world’s famous automobile manufacturing groups. 

Besides the successes, there are also some factors behind the failures of EZs in 
the world, as follows: (1) The policies and privileges in the EZs are limited; (2) The 
government is not proactive in creating favorable conditions for investors through the 
construction of essential infrastructure for EZs; (3) Complex and complicated admin-
istrative procedures; very high infrastructure costs (such as transport, electricity, and 
water), and restrictive labor regulations; (3) The administrative organization model is 
not streamlined and superior; (4) The government is not proactive in creating favor-
able conditions for investors by building essential infrastructure for EZs and often 
waits (in vain) to find financial companies who would invest in electricity, water, and 
telecommunications systems inside the EZ; (5) Companies also face complex and 
bureaucratic regulations and procedures, very high costs for infrastructure (such as 
transportation, electricity, and water) and labor restrictions. For example, India (EZs 
were established widely) (up to 2010, 577 EZs were established; currently, only 124 
EZs remain in operation; economic and administrative institutions do not have any 
clear superiority); South Africa (lack of active government involvement, lack of a 
comprehensive policy framework leading to weaknesses in governance, planning, 
and management), etc. 

3.3 Some Initial Successes and the Limitations 
and Weaknesses in Economic Zone Development 
in Vietnam in Recent Years 

3.3.1 Forming a Legal Basis for the Establishment and Development 
of Economic Zones in Vietnam 

Vietnam is a country that has diverse topography and ecology although the natural 
area is not large; having deltas, mountains and seas. At the same time, Vietnam 
also shares borders with a number of other countries with a long border. The moun-
tainous region has many border gates, while the sea and coastal areas have many 
large ports, which are convenient for domestic and international economic and trade 
exchanges. In the context of globalization, these regions have been and are being 
paid great attention by the Communist Party and State as well as border and coastal 
provinces for the formation of economic zones to exploit the available potentials and 
create motivation for the local and national socioeconomic development. In recent 
years, there have been many documents issued by the Party, National Assembly, 
Government, ministries, and provinces related to the planning, construction, oper-
ation, and management of economic zones in the border and coastal areas. Some 
relevant documents can be listed our such as:
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For border-gate economic zones: Resolution 470/NQ-UBTVQH13 on the super-
vision results of policies and laws on the construction and development of economic 
zones and border-gate economic zones; Decision 72/QD-TTg dated November 26, 
2013, of the Prime Minister on financial mechanisms and policies for border-gate 
economic zones; Decision No. 52/2008/QD-TTg dated April 25, 2008, approving 
the Master plan on development of border-gate economic zones in Vietnam up to 
2020; and Decision No. 1531/QD-TTg of the Prime Minister approving the Project 
“Reviewing and adjusting the planning for the development of border-gate economic 
zones in Vietnam up to 2020 with a vision to 2030”, etc. 

For marine economic zones: A policy framework for the development of 
Vietnam’s marine economic zones has been developed. Specifically, at the 4th 
Conference of the 8th Central Committee of the Party (1997) mentioned the piloting 
of special economic zones and coastal free trade zones in localities. At the same time, 
it was further clarified in the 4th Conference of the Central Executive Committee, 
term X. Then, there were a number of other relevant documents on the development 
of the marine economic zone such as the guidance in the Notice of the Politburo 
No. 79-TB/TW; Notice No. 155-TB/TW of the Central Committee; Resolution No. 
39-NQ/TW of the Politburo dated August 16, 2004; and Decision No. 148/2004/QD-
TTg of the Prime Minister, etc.; all of which agreed to develop marine economy in 
general and marine economic zone in particular, etc. These documents can help to 
summarize the stages of implementing, building, and developing economic zones 
models in Vietnam (as shown in Table 3). 

Table 3 Development process of economic zone models in Vietnam 

Period Progress 

1991–1994 In the first stage of the Doi Moi (1991–1994), in order to attract foreign 
investment, promote export activities, and create a premise for the 
integration of Vietnam’s economy with the world, the models of export 
processing zones (EPZs) were formed with the establishment of Tan 
Thuan EPZ in 1991 

1994–1997 Forming industrial zones (IZs) and converting some EPZs into IZs to 
promote investment attraction, diversify and develop industries, 
especially light industries, toward export orientation 

1997–2003 Forming high-tech zones, piloting and establishing border-gate 
economic zones with the establishment of Mong Cai border-gate 
economic zone in 1996 and Hoa Lac high-tech zone in 1998 

From 2003 to present Piloting the implementation of an open economic zone and developing 
coastal economic zones to create driving force zones for economic 
development, creating conditions for the development of heavy 
industries in coastal areas. At the same time, in this period, in order to 
promote the application of high technology in a number of important 
fields such as information technology, agriculture, new models such as 
concentrated information technology zones, and high-tech agricultural 
zones, etc., have been established 

(Source Ministry of Planning and Investment, 2018)
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Up to now, nationwide, there have been 16 coastal economic zones, 28 border-
gate economic zones have been established. The current operation of economic zones 
shows the following main contents: 

– Regarding the planning and establishment of economic zones: (1) Border-gate 
economic zones: according to the Vietnam’s economic zone development planning 
up to 2020 approved by the Prime Minister in Decision No. 52/2008/QD-TTg dated 
April 25, 2008, the whole country had 28 SEZs with a total area of more than 660 
thousand hectares in 21 out of 25 in-land border provinces; (2) Coastal economic 
zones: since the establishment of the first coastal economic zone, Chu Lai Open 
Economic Zone, in 2003, by the end of 2018, 16 economic zones had been established, 
including 2 EZs in the River Delta region, namely Van Don (Quang Ninh province) 
and Dinh Vu–Cat Hai (Hai Phong city); 11 EZs in the Central Coast, namely Nghi Son 
(Thanh Hoa province), Southeast Nghe An (Nghe An province), Vung Ang (Ha Tinh 
province), Hon La (Quang Binh province), Chan May-Lang Co (province). Thua 
Thien Hue), Chu Lai (Quang Nam province), Dung Quat (Quang Ngai province), 
Nhon Hoi (Binh Dinh province), Van Phong (Khanh Hoa province), South Phu Yen 
(Phu Yen province), and Southeast Quang Tri (Quang Tri province); and 3 economic 
zones in the South, namely Phu Quoc island economic zone and Nam An Thoi island 
cluster (Kien Giang province), Dinh An (Tra Vinh province), and Nam Can island 
(Ca Mau province). 

3.3.2 About the Economic Zone Development Models in Vietnam 

Vietnam’s economic zone models are aimed at developing different industries and 
fields, but the competitive advantages of the models are built on the principle of 
promoting the advantages of scale (economics of scale) into concentrated production 
zones (clusters). 

Regarding the target-based development model, economic zones in the country 
are determined to exploit to the fullest the potential and strengths of the locality, and 
at the same time, create a growth pole as a driving force for local development at the 
provincial and regional levels. The advantage of this development model is that it is 
possible to bring into play the internal potentials of each region for socioeconomic 
development, creating dynamic general economic areas with widespread influence 
to other regions. This model will be highly effective when geo-economic advantages 
are realized by important infrastructure projects and works. In fact, economic zones 
with concentrated investment capital for infrastructure development such as Dung 
Quat, Chu Lai, and Nghi Son have attracted large-scale investment projects and have 
a better development rate. 

The industry-specific economic zone development model of the EZs in our country 
is currently based on multi-sectoral development, with a focus on industry and 
services. The development of the economic zones is carried out mainly through 
promoting the advantages of geo-economics (having a seaport, a road transport 
system connected to convenient key economic zones, having favorable conditions to
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attract and implement dynamic economic projects). This model has been concretized 
in Decree No. 29/2008/ND-CP of the Government, regulations on the operation of 
each economic zone. At present, the economic zones of Dung Quat, Nghi Son, Van 
Phong, Vung Ang, Dinh Vu–Cat Hai, Southeast Nghe An, Hon La, Chan May–Lang 
Co, Nhon Hoi, Chu Lai, Dinh An, and South Phu Yen are following this model. Some 
other economic zones are oriented to develop based on tourism and services such as 
Van Don economic zone, Phu Quoc Island, and Nam An Thoi island cluster. 

Regarding the management model of economic zones: The management model of 
EZs is unified from the central to local levels, in the direction of increasing decentral-
ization and authorization among ministries, central branches, and provincial People’s 
Committees for the Management Boards of economic zones, simplifying administra-
tive procedures in the state management of economic zones in the direction of “one-
door, on-site”. Specifically: (i) The government performs the unified state manage-
ment of economic zones nationwide, directs the formulation and implementation of 
development master plans and plans, and promulgates policies and legal documents 
on EZs; (ii) The Prime Minister directs Ministries, provincial People’s Committees 
and EZ Management Boards to implement laws and policies on EZs; approves the 
master plan on economic zone development; makes decisions on the establishment 
of an economic zone; and approves the general planning on construction of economic 
zones; (iii) Ministries, branches, and provincial-level People’s Committees, within 
the ambit of their functions, tasks and powers, are responsible for performing the func-
tion of state management of the sectors, fields, and territorial administration for EZs; 
guide or authorize the management boards of the EZs to organize the performance 
of the function of providing public administrative services and other supporting 
services related to investment and production and business activities for investors in 
the EZs; (iv) The organizational structure of the Economic Zone Management Board 
is to be established by the Prime Minister’s decision; directly under the direction and 
management of the Provincial People’s Committee in terms of organization, staffing, 
program, work plan, and operating budget; is subject to the direction, inspection, and 
professional guidance of the concerned ministries and branches. The EZ Manage-
ment Board has legal status, has an account and a seal bearing the national emblem 
(Table 4).

3.3.3 Initial Successes, Limitations and Weaknesses in the Formation 
and Development of Economic Zones in Vietnam 

a. Initial successes: A number of border-gate economic zones have been established 
across the country so far. First of all, there are border-gate economic zones such 
as Mong Cai (Quang Ninh), Moc Bai (Tay Ninh), Lao Bao (Quang Tri), Lao 
Cai (Lao Cai), Cau Treo (Ha Tinh), and Dong Dang (Lang Son). In addition, 
the important coastal economic zones can be listed out such as Van Don (Quang 
Ninh), Dinh Vu–Cat Hai (Hai Phong), Nghi Son (Thanh Hoa), Vung Ang (Ha 
Tinh), Chan May-Lang Co (Thua Thien Hue), Chu Lai (Quang Nam), Dung Quat 
(Quang Ngai), and Van Phong (Khanh Hoa).
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Table 4 Three-level management model for economic zones in Vietnam 

Management agency Competences 

Central level The government promulgates mechanisms and policies applicable 
to EZs. The Prime Minister makes decision on the establishment, 
expansion, and promulgation of regulations on operation of 
economic zones. Ministries, according to their functions and tasks, 
advise the government and the Prime Minister to exercise the 
abovementioned powers 

Local level Provincial People’s Committees are responsible for the state 
management of economic zones in the area, performing a number 
of direct tasks such as: implementing the economic zone 
development planning approved by the Prime Minister and 
approving the detailed planning of EZs 

Direct management agency They are the economic zone management board of coastal 
economic zones and border-gate economic zones; and management 
board of the high-tech economic zones. These agencies are 
decentralized and authorized by the Provincial People’s 
Committee, specialized departments and branches to carry out the 
state management functions and tasks for EZs 

(Source Ministry of Planning and Investment, 2010)

According to information at the Vietnam Industrial Park Forum 2022 with the theme 
“Opening new investment capital sources”, the country currently has 26 border-gate 
economic zones and 18 coastal economic zones established; at the same time, there 
are 403 industrial zones. The system of industrial zones, border-gate and coastal 
economic zones located in 61 out of 63 provinces and cities across the country has 
attracted 10,000 projects with domestic investment capital and over 11,000 valid 
projects with foreign direct investment capital with a total registered capital of 340 
billion USD, of which FDI capital is about 230 billion USD. Many EZs have been 
built and put into operation, bringing positive socioeconomic impacts not only in the 
localities where the EZs are located but also spreading to the surrounding areas and 
the whole country. The EZs revive the socioeconomic life in the region, contribute 
to the transformation of the local economic structure, increase the budget revenue; 
create jobs to increase income, improve the living standards of residents in the EZ and 
surrounding areas; and, at the same time, make an important contribution to ensuring 
national security. In addition, the economic zones which have been built and put into 
operation have led to the development of economic-technical infrastructure of the 
localities such as traffic, electricity, information and communication, and associated 
services for the residents, etc. Border-gate or coastal economic zones also create a 
new look for the areas that used to be difficult, such as remote areas, border areas, 
or coastal areas. 

b. Limitations and weaknesses: (1) The EZs lack strategic planning, so they are 
spread out, divided, fragmented and slow in determining the priority order, so 
many zones operate at low efficiency; (2) Infrastructure is still insufficient, not 
synchronous, and does not meet development requirements; (3) The EZs have
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not attracted strategic investors in science, technology, finance, and management 
level; (4) Human resources have not responded in time to the requirements of 
investors; (5) The investment environment has not been really attractive; the 
administrative procedures are complex. 

Causes: In addition to the positive results, the development of economic zones has 
many limitations due to: (1) The fundamental contradiction between the development 
of production relations has not been resolved (institutions, mechanisms, and poli-
cies, etc., are limited) with the development of productive forces (resources, human 
resources, and the potential strength in mineral resources, etc., are abundant); (2) 
Innovation is not synchronized, only focusing on economic innovation, not focusing 
on administrative reform and organizational arrangement; (3) Institutions are not 
strong enough (the establishment and operation of economic zones and border-gate 
economic zones are only adjusted by Decree No. 29/2008/ND-CP, there has been 
any law regulating them); (4) The mechanisms and policies to attract all resources 
to develop infrastructure and human resources, especially external resources, are 
not competitive enough at regional and international levels; (5) The organizational 
model of the apparatus is still overlapping, with may difficulties in the coordination, 
being significant barriers (EZs located entirely in an administrative unit such as Van 
Don, Mong Cai, and Phu Quoc. have two economic management apparatus, People’s 
Committee and Management Board of EZs); (6) The State’s preferential and support 
policies for EZs are still scattered, lacking in concentration and a focus; (7) Some 
zones were established when they did not really fully meet the necessary factors 
for development, such as investment and business environment, living and learning 
conditions, educational levels, expertise, and foreign language qualifications, etc.; 
(8) Infrastructure and human resources are both inadequate and weak, especially 
transport infrastructure and high-quality human resources (Table 5).

4 Some Recommendations to Innovate the Economic Zone 
Development Models in Vietnam 

In order to successfully build an EZ, it is crucial to attract development investment 
resources. To do this, it is of importance to have attractive mechanisms and policies 
to attract investors, especially large, potential, and experienced investors. Below are 
the policy recommendations for Vietnam to renew the economic zone development 
models in the coming time:

(1) Build and perfect the national software system for monitoring economic zones; 
thereby providing state management agencies with adequate, timely, and neces-
sary information to carry out the state management process, and, at the same 
time, convenient information for the exploitation and use which promptly serves 
the direction, administration, and state management of the government and 
competent state agencies as well as meets the information needs of agencies, 
organizations, and individuals regarding economic zones.
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(2) Promulgate specific mechanisms and policies to effectively mobilize and use 
resources, encourage and attract investment to ensure proper implementation of 
socioeconomic development goals, tasks, and directions of the EZs. 

(3) Improve management capacity for the economic zone steering committees. 
Consolidate, strengthen, and improve the capacity and stabilize the organiza-
tional structure and personnel model of the EZ management agency and local 
authorities to operate according to the appropriate model. 

(4) Develop the plans and balance capital to support investment in the technical 
infrastructure system of the economic zones in accordance with the provisions 
of the law on investment and the state budget. 

(5) Solve problems brought about by the process of promoting the new economic 
zone development models. 

(6) In addition, research on the privatization model can be piloted to exploit the 
strengths of the dynamic governance role of the private sector. 

(7) Develop science and technology and provide high-quality human resources 
training, promote innovation and creativity, take advantage of scientific achieve-
ments, new technologies and advanced technologies, attract leading experts and 
scientists and high-quality human resources to develop economic zones. 

(8) Develop multi-purpose, synchronous infrastructure and transport network 
connecting major economic centers of the country and economic zones with the 
development of sea areas and seaports based on economic and natural ecosys-
tems, and ensure North–South and East–West strategic connections among 
different regions in the country and with the world. 

5 Conclusion 

Since 1986, Vietnam began the period of Doi Moi (Reform), opening up the economy 
and starting to implement new economic models. The deployment of EZ models 
across the country has set an objective requirement for profound innovations, espe-
cially in the current period of international economic integration. From the study of 
economic zone development models of some countries in the world such as China, 
the United Kingdom, Korea, and the United Arab Emirates, etc., the research has 
also shown the limitations and weaknesses in the development of economic zones in 
Vietnam in recent years: (1) EZs lacked strategic planning, so they were spread out, 
divided, fragmented and slow in determining the priority order; hence, many zones 
had low efficiency operation; (2) Infrastructure was still lacking, not synchronous, not 
meeting development requirements; (3) Not attracting strategic investors in science, 
technology, finance, and management level; (4) Human resources did not responded 
in time to the requirements of investors; (5) The investment environment was not 
really attractive; administrative procedures were complicated. 

The study has provided policy implications for Vietnam to innovate the economic 
zone development models, such as: (1) Developing and completing the Socio-
Economic Development Master Plan, EZ Sustainable Development Strategy in the
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period up to 2025, with a vision to 2030, the project on training and development of 
human resources of the EZ in the period to 2030; (2) Promulgate specific mechanisms 
and policies to effectively mobilize and use resources, encourage and attract invest-
ment to ensure the proper implementation of socioeconomic development goals, 
tasks, and directions of the EZ; (3) Improve management capacity for economic zone 
steering committees; (4) Formulate a plan and balance capital to support investment 
in the technical infrastructure system of the economic zone in accordance with the law 
on investment and the state budget; (5) Solve problems brought about by the process 
of promoting the new economic zone development model; (6) In addition, research 
on the privatization model can be piloted to exploit the strengths of the dynamic 
governance role of the private sector, etc. The study and acquisition of experiences, 
application of theory to continue building, developing and renovating the economic 
zone development models, contributing to the implementation of the guidelines and 
policies of the Party and State of Vietnam on economic renewal, can help to open 
up the positive and promising prospects, creating new impetus for localities to grow 
and develop their economies quickly and sustainably in the coming time. 
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Abstract Although circular economy (CE) has been well-acknowledged as the 
predominant part of advanced approach to reach sustainability paradigm, CE imple-
mentation has been still in the nascent stage of development. Research has neglected 
to connect CE and sustainability-oriented innovation (SOI). While CE studies 
focused in enterprise and supply chain, there has been limited works delving into 
how public sector organizations (PSOs) could prepare for CE adoption to achieve 
the SOI. This research aims at exploring the mechanism of how intelligent dynamics 
accounting information system capabilities (IDAISC) promotes circular economy 
capabilities (CEC) which, in turn, facilitates SOI achievement in PSOs. Method-
ologically, this research was quantitative with a correlational scope and cross-
sectional design. The significance and relevance of a series of research hypotheses 
in the proposed model were investigated through leveraging the partial least square 
structural equation modeling (PLS-SEM) approach on the statistical data captured 
from the convenient and snowball sample of 512 respondents. Analytical outcomes 
discerned that the fixable accounting information system (FAIS) and business process 
capabilities (BPC) of IDAISC were the enablers of CEC enhancement. This research 
further adduced that pursuit of CEC would result in reaching the SOI. Beyond the 
provision of scientific understandings through broadening the prevailing frontiers of 
this research string, the culmination of this study would serve as a stable cornerstone 
to generate research pointers for follow-up works. In the practical points of view, 
such valuable understandings could allow to formulate targeted strategies as well as 
rules and regulations for promoting the SOI in PSOs. 
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1 Introduction 

Sustainability-oriented innovation (SOI) has typically been recommended as a main 
strategic approach for all organizations to generate huge contribution to sustain-
able development (Fichter & Clausen, 2016). Nevertheless, the advancement of 
SOI induced a comparatively complicated endeavor, as the corresponding results 
must meet the demands on namely environmental facet, social facet, and economic 
facet in simultaneous manner (Lubberink et al., 2017). Against this backdrop, the 
circular economy (CE) has been acknowledged as a promising solution to harmonize 
economic development and environmental defense (Yu et al., 2022). As such, it could 
supply the underpinning to conduct SOI completely through a constant process to 
gain the efficient and effective utilization of resources (Lüdeke-Freund et al., 2018). 
To that end, the in-depth comprehension on the interlink between CE and SOI has 
become valuable in reinforcing the transformation of organizations to sustainable 
practices (Brown et al., 2019). 

The public sector organization (PSO) has been supposed to demonstrate signif-
icant sustainability-related effects on environmental, social, and economic matters 
which has needed managing (Nogueiro & Ramos, 2014). Given that PSO has been 
pondered as the provider of services directly and indirectly giving rise to substantial 
material as well as energy input/output flows (Shrake et al., 2011), PSO has become 
the primary actor in driving the CE implementation (Khan et al., 2020). Although 
the sustainability strategies and CE practices have been undertaken in PSO (Kris-
tensen et al., 2021), this implementation has appeared to be in the early stages of 
development (Ghisellini et al., 2016). 

With respect to this, the intelligent dynamic accounting information system capa-
bilities (IDAISC) would become a prerequisite to assist PSO to reach the goal of 
CE implementation for SOI achievement. Given that data were the paramount driver 
of the Fourth Industrial Revolution (Industrie 4.0) (Dubey et al., 2019), the techno-
logical initiatives of Industrie 4.0 could be taken advantage to establish, manage, 
and govern all organizational operations in an intelligent manner. Indeed, big data 
analytics (BDA) has been proved to revamp the expense performance as well as oper-
ational performance of an entity (Dubey et al., 2019) while the integration between 
BDA and artificial intelligence (AI) instigated a positive impact on the inclusive 
health of the entity (Yasmin et al., 2020). With the support of BDA-AI, the dynamic 
accounting information capabilities (DAIC) would become a paramount resource 
of the PSO as it could provide real-time information and value feedback for intel-
ligent decision-making, transformation of prevailing strategies, construction, and 
innovations to leverage valuable chances or prevent threats for value creation. 

Surprisingly, although the issues in terms of the interconnection between SOI and 
CE as well as the development of accounting information system (AIS) in the era of 
Industrie 4.0 have been growing and drawn burgeoning attention in academician and 
practitioner communities, a holistic picture on the interrelation between IDAISC, 
CE capabilities (CEC) and SOI has been a deficiency. Thus, a crucial gap remained 
under-researched: an in-depth analysis of the how to intensify CEC to achieve SOI
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through IDAISC. Additionally, this theoretical gap inspired the intriguing research 
questions as follows. 

RQ1. What is the effect of each component of IDAISC on CEC? 

RQ2. What is the effect of CEC on SOI? 
This current manuscript is divided into the following disparate sections. Section 2 

briefly provides the scientific underpinning resulting in the research framework 
and hypotheses. The conceptual model and associated hypotheses are elaborated 
in Sect. 3. The methodological process is delineated in Sect. 4, followed by Sect. 5, 
in which the research analyses are illuminated. The theoretical contribution and 
managerial implications along with drawbacks and further scope of study are 
summarized in Sect. 6. 

2 Theoretical Inputs 

2.1 Adoption Model 

Dynamic Capabilities Theory. Dynamic capabilities theory (DCT) was introduced 
as both an enlargement to and a response against the incapacity of the resource-based 
view to elucidate the advancement and readvancement of resources and capacities to 
handle quickly changing environments (Bleady et al., 2018). DCT offered in-depth 
insights of the paramount role of organization capabilities and their shifts in formu-
lating organizational behaviors and overall performance (Teece et al., 1997; Wang 
et al., 2014). The underlying idea of DCT lied in the fact that all organizations should 
integrate, cultivate, and restructure internal and external resources in response to envi-
ronmental shifts to advance the core competencies (Teece et al., 1997). Addition-
ally, all organizations should take importance of innovation for long-term surviving 
accomplishment (Teece et al., 1997). 

2.2 Conceptual Framework 

Intelligent dynamics accounting information system capabilities. AIS has been well-
acknowledged as a computer-based software application to input and process finan-
cial data (Al-Hattami et al., 2021) as well as manage and control issues in terms 
of the organizational financial and economic operations (Grande et al., 2011) to  
process into information and distribute to the end users (Hall, 2010). As proposed 
by Andiana (2022), AIS reflected on a set of data and processing procedures which 
procured, categorized, analyzed, stored credentials to give rise to and communicate 
requested information to internal and external stakeholders for decision-making. 
Based on the viewpoints of Al-Matari et al. (2022), DAIC referred to an exceptional
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type of resource formulated from several components related to AIS established 
to condition for chances and threats determination; these capabilities transferred 
prevailing strategies, configurations as well as innovations to make use of oppor-
tunities or prevent threats. In the meanwhile, Qiu (2016) suggested an intelligent 
dynamic accounting information platform relied on the internet of things comprised 
data acquisition, expense accounting as well as accounting document creation and 
report output. Nonetheless, the era of Industrie 4.0 has noticed significant advance-
ment in computational facets and an increase in big data accessibility that has further 
enhanced concerns in AI (Baryannis et al., 2018). The implementation of BDA-
AI could drive intelligent production (Zhou et al., 2019) and formulate of intelli-
gent AIS. The AI was formulated by several building blocks, namely structured and 
unstructured data, main processes, knowledge base as well as information (Paschen 
et al., 2019) while the advantages of BDA lied in the capacities to supply valuable 
insights for high-quality decision-making and enable the organization to modify the 
strategies in appropriate with the business environment (Bag et al., 2020). As such, 
the integration of BDA-AI into DAIC would open up valuable chance to generate 
an IDAISC. Taking these analyses into consideration, the IDAISC in this study 
reflected on the integration between the power of BDA-AI and the components of 
DAIC including fixable accounting information system (FAIS), accounting infor-
mation system-related human competency (AISHC), and business process capabili-
ties (BPC). In this vein, IDAISC would become a unique resource for organization 
which was fortified and intensified by computing strength, algorithm as well as data 
embedded in the real and virtual world, harmonious symbiosis, and resonance with 
similar frequency. 

Circular economy capabilities. The concentration of CE was placed on the flow 
of products and resources over time (Bocken et al., 2016). In this regard, the CE 
fostered the recirculation of resources in the ecosystem (Ormazabal et al., 2018) 
through resource flows narrowing, resource loops slowing resource loops, or resource 
loops closure (Rodríguez-Espíndola et al., 2022). CEC was supposed to be a common 
terminology performing the principles, namely reduction, reuse as well as recycle for 
organization (Andersen, 2006). These capabilities covered with interrelated CE prac-
tices to reach the overall goals. Based on the perspective of Zeng et al. (2017), CEC 
referred to all economic operations comprised manufacture, distribution, utilization, 
and waste recycling. 

Sustainability-oriented innovation. Sustainability has been a general and norma-
tive definition, with an issue- and process-directed application that has evolved toward 
a desire to warrant that both existing and future generations could meet their own 
demands without affecting planetary life support systems (Nagatsu et al., 2020). In the 
meanwhile, innovation mentioned on the sustainability required the explicit contem-
plation of sustainability’s defining idiosyncrasies (Wilkerson & Trellevik, 2021). In 
this research, SOI referred to the product/service, processes, and operations that an 
organization must employ in order to reach the environmental goals together with 
financial returns (Adams et al., 2015; Dey et al., 2020; Klewitz & Hansen, 2014).
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3 Hypotheses’ Development and Model Specification 

The application of BDA-powered AI was corroborated to strengthen the CEC 
(Gupta et al., 2018). Admittedly, AI and machine learning adoption would offer 
numerous advantages, namely lowering expenses, gaining quality as well as accel-
erating responsiveness (Lee & Shin, 2020; Munoko et al., 2020). Almost all of 
organizations would have coped with the challenges in big data management which 
could be addressed through the implementation of BDA approaches, namely descrip-
tive analytics, predictive analytics as well as prescriptive analytics (Sivarajah et al., 
2017). AI has demonstrated its capabilities to contribute significantly to minimize the 
percentage of losses related to producing false and imprecise accounting information 
which supported the organizational leaders to make effective accounting and financial 
decisions in light of the quality and efficiency of the outcomes of AIS (Askary et al., 
2018). In the same vein, the adoption of BDA in AIS would ameliorate the quality of 
information, reinforce integrated reporting more efficiently and effectively, increase 
risk management, enhance the efficiency and accuracy of predictive analytics, fore-
cast future consequences as well as intensify automate non-routine financial tasks. 
As the FAIS could become facilitated for the ambidexterity and reconfiguration 
of organizational processes (Rai & Tang, 2010), with the support of BDA-AI, it 
would become much more intelligent enough to intensify the innovation capabili-
ties of the organization and rapidly adapt to new operational mechanisms or new 
paradigm. Additionally, BPC has been pondered as the other important component 
in DAIC as business process comprised internal and external information, business 
market information as well as analysis (Lönnqvist & Pirttimäki, 2006). The adop-
tion of BDA-AI in DAIC would make the BPC become much more intelligent to 
help the organization achieve the better analytical capabilities. Last but not least, the 
competency of human resource has been deemed as the main factor of contributed 
enormously to DAIC development (Yoshikuni et al., 2022). In this regard, the inte-
gration of BDA-AI into DAIC would enable the organizational staff to coordinate 
real-time responses to unexpected incidents or indirectly coordinate these responses 
through a general reference point for new operation. All of these achievements in 
IDAISC would provide the organization with perfect and well-timed information for 
decision-making to enhance the CEC. Logically, the above evidence resulted in the 
hypothetical statements as follows. 

Hypothesis 1 (H1). FAIS instigates an impact on CEC in a significant and positive 
manner. 

Hypothesis 2 (H2). AISHC instigates an impact on CEC in a significant and positive 
manner. 

Hypothesis 3 (H3). BPC instigates an effect on CEC in a significant and positive 
manner. 

As sustainability has been considered as the main goal of CE model (Lazarevic & 
Valve, 2017), the CE implementation would foster the adjustment of processes and 
operations targeting at reaching the sustainable growth (Brown et al., 2019). Building
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Competency 
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capabilities 

Circular Economy 
Capabilities 

Sustainability-
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Innovation 

Intelligent Dynamic Accounting 
Information System Capabilities 

H1 

H2 

H3 

H4 

Fig. 1 Hypothesized model 

on the perspectives of Klewitz and Hansen (2014), SOI could be reinforced by the 
utilization of closed-loop manufacture at the process level due to the benefit of 
transforming from linear models to more innovative configurations buttressed by CE 
(Adams et al., 2015; Brown et al., 2019). On the other hand, CE was authenticated to 
be capable of triggering imaginaries leading to actions that could enable sustainable 
innovation processes (Narayan & Tidström, 2019). Additionally, the implementation 
of CE principles could enable to produce innovative solutions balancing sustainability 
and organizational growth (Rattalino, 2017). Logically, the above evidence resulted 
in the hypothetical statement as follows. 

Hypothesis 4 (H4). CEC instigates an effect on SOI in a significant and positive 
manner (Fig. 1). 

4 Materials and Methods 

4.1 Operationalization of the Measured Constructs 

A questionnaire survey was made use in this study due to the scarcity of readily 
available secondary database on digital transformation within PSOs, especially in 
developing nations like Vietnam. The survey questionnaire items were composed 
through reviewing of the related literature and taking advantage of relevant ideas 
obtained from the precedent findings. The questionnaire was first formulated in 
English and redesigned in mother tongue language by means of a back transla-
tion procedure to prevent the discrepancies of translation (Cai et al., 2010). Since 
the questionnaire in the current research was set up in various contexts—both cultur-
ally and environmentally, a pretest with 5 experts was undertaken to mitigate unan-
ticipated complexity. Rested on their feedbacks, the constructs were adjusted to
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abolish ambiguous measuring items. In order to bolster the substantiation of inputs, 
30 respondents with similar idiosyncrasies to the target population were requested to 
participate in the small-scale pilot test. Based on their responses, the questionnaires 
and several items were revised where suitable. 

Intelligent dynamics accounting information system capabilities. The measure-
ment scale for IDAISC in this research comprised three ingredients, namely FAIS, 
BPC as well as AISHC. More concretely, the criteria applied to evaluate FAIS were 
stemmed from the integration of the findings of Prasad and Green (2015), Uwizeye-
mungu and Raymond (2012), and the works of Carvalho et al. (2018) and Dubey 
et al. (2020). The criteria applied to evaluate BPC were emanated from the inte-
gration of the findings of Prasad and Green (2015), Torres et al. (2018), and the 
works of Carvalho et al. (2018) and Dubey et al. (2020). The criteria applied to eval-
uate AISHC were derived from the findings of Prasad and Green (2015), Terry and 
Douglas (2000), and the works of Carvalho et al. (2018) and Dubey et al. (2020). 

Circular economy capabilities. The criteria applied to evaluate CEC were taken 
as reference from the contributions of Zhu et al. (2005), Unob et al. (2007), Lee et al. 
(2007), French and LaForge (2006). 

Sustainability-oriented innovation. The criteria applied to evaluate SOI were 
designed from those propounded by Dey et al. (2020), Tellis et al. (2009), Zeng 
et al. (2017), Kannan et al. (2014). 

The five-point Likert scale to evaluate the degree of the respondents’ approval with 
the statements (1 = “vigorously disagree”, 5 = “vigorously agree”) was employed 
for all the measurement. 

4.2 Sampling Procedure and Data Collection 

The unit of analysis was PSOs, and the participants were accountants. The statistical 
data in this research were procured through a paper-and-pencil questionnaire. As 
such, the questionnaires were circulated in person to respondents by the researchers. 
The sample of this research was established on the basis of convenience and snow-
ball sampling. Building on the recommendation of Abdul-Rashid et al. (2017), the 
volume of responses should be at least 10 times larger than the maximum volume 
of arrowheads directing at latent variables, while Yuan et al. (2011) argued that the 
proper sample size for SEM analysis should range from 300 to 400. As suggested by 
Hair et al. (2022), the responses suffered from more than 15% missing items would 
be eliminated from the dataset. Therefore, all the responses suffered from 15% of 
missing data would be eradicated. The data gathering process took place during the 
months of April 2022 and September 2022. The final sample size left for analysis 
included 512 cases after screening and scrutiny of questionnaires, with a 14.67% 
data loss rate.
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4.3 Model Assessment and Modification 

The analysis of statistical data was undertaken with the buttress of partial squares 
structural equation modeling (PLS-SEM) and gauged by software deployment Smart-
PLS 3.3.9. Initially, the measurement model was established to assess the reliability 
and validity of the constructs and measurement items. Subsequently, the structural 
model was evaluated to investigate the research hypotheses. 

5 Results 

5.1 Descriptive Statistics of Informants’ Demographics 

Predominantly, female accounted for the greatest proportions of accountants invited 
to partake in the current study, at around 68.16%, while males made up 31.84%. 
Regarding to the lifespan, the groups “31–40” amounted to 75.20% of the whole 
sample, which was followed by the groups “41–50”, approximately 17.97%, whereas 
the group “above 50” made up 6.83%, ranking last among the given groups. All of 
participants in the current research obtained a minimum of graduate degree qual-
ification and had experience of more than 10 years working as accountants in 
PSOs. 

5.2 Establishing Validity and Reliability 

The content validity mentioned on the items of questionnaire conveyed the similar 
meanings as integrated in certain concepts Ur Rehman et al. (2019) which was 
evaluated by means of cross-loading. By doing so, the value of an assessed construct 
had to be higher than others in the same rows and columns (Hair et al., 2010). Based 
on the values of all measured constructs as illustrated in Table 1, it could conclude 
that the measurement scale of this study obtained the perfect content validity.

The reliability was evaluated through Cronbach’s alpha and composite reliability. 
As such, these criteria should surpass the suggested threshold value of 0.7 (Hair et al., 
2016). Simultaneously, the value of Rho_A for all constructs was recommended to 
be greater than the cutoff score of 0.7 (Henseler et al., 2016). Convergent validity was 
determined through average variance extracted (AVE) and outer loadings. Accord-
ingly, the outer loadings of all constructs were found to be above the critical value 
of 0.70 (Sarstedt et al., 2016), while the AVE was higher than the threshold values 
of 0.50 (Hair et al., 2022). Building on the statistical corroboration of these criteria 
in Table 2, the constructs were substantiated to reflect the good internal consistency 
reliability and convergent validity.
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Table 1 Results’ summary for the content validity 

AISHC BPC CEC FAIS SOI 

AISHC1 0.876 0.100 0.085 0.073 0.094 

AISHC2 0.837 0.081 0.081 0.096 0.135 

AISHC3 0.879 0.156 0.111 0.122 0.075 

BPC1 0.069 0.862 0.186 0.169 0.076 

BPC2 0.136 0.828 0.183 0.227 0.061 

BPC3 0.120 0.809 0.144 0.208 0.070 

BPC4 0.128 0.722 0.091 0.145 0.067 

CEC1 0.073 0.145 0.706 0.141 0.169 

CEC2 0.073 0.180 0.709 0.154 0.181 

CEC3 0.024 0.121 0.748 0.113 0.255 

CEC4 0.091 0.116 0.747 0.078 0.218 

CEC5 0.118 0.143 0.745 0.139 0.237 

CEC6 0.092 0.165 0.744 0.221 0.260 

CEC7 0.093 0.076 0.743 0.168 0.218 

CEC8 0.087 0.193 0.744 0.169 0.217 

CEC9 0.061 0.181 0.761 0.172 0.240 

CEC10 0.083 0.160 0.735 0.146 0.202 

CEC11 0.081 0.105 0.731 0.152 0.236 

CEC12 0.080 0.129 0.711 0.153 0.149 

FAIS1 0.140 0.196 0.157 0.844 0.131 

FAIS2 0.087 0.176 0.166 0.856 0.114 

FAIS3 0.080 0.233 0.210 0.901 0.129 

SOI1 0.094 0.070 0.251 0.162 0.872 

SOI2 0.103 0.086 0.266 0.115 0.904 

SOI3 0.104 0.068 0.268 0.105 0.876

Discriminant validity reflected the circumstance, in which a latent variable was 
differentiated from the others pertaining to statistics (Ur Rehman et al., 2019). For 
assessing the discriminant validity, two criteria are used: (i) Fornell–Larcker criterion 
and (ii) heterotrait–monotrait (HTMT) ratio. Regarding to the Fornell and Larcker 
criterion, the square root of AVE of extracted in each latent variable should be larger 
than the rest of the other correlations relating that latent variable (Fornell & Larcker, 
1981). Given that the correlation matrix illustrated in Table 3 satisfied the Fornell– 
Larcker criterion, all the constructs in the proposed model demonstrated discriminant 
validity for the empirical data.

Concerning to the heterotrait–monotrait (HTMT) ratio criterion, the HTMT has 
been well-regarded as a substitute and more impeccable index for discriminant 
validity due to the demands on reckoning bootstrapping confidence intervals with
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Table 3 Results’ summary for discriminant validity using Fornell–Larker scale 

AISHC BPC CEC FAIS SOI 

AISHC 0.865 

BPC 0.135 0.807 

CEC 0.109 0.196 0.735 

FAIS 0.115 0.235 0.208 0.867 

SOI 0.114 0.084 0.296 0.143 0.884

Table 4 Results’ summary for discriminant validity using heterotrait–monotrait ratio 

AISHC BPC CEC FAIS SOI 

AISHC 

BPC 0.163 

CEC 0.121 0.212 

FAIS 0.138 0.275 0.229 

SOI 0.138 0.101 0.328 0.170 

5,000 resamples (Hair et al., 2017). In doing so, the HTMT score was proposed dras-
tically below the cutoff value of 0.85 for shaping up the discrimination between two 
latent variables (Henseler et al., 2016). Given that the correlation matrix illustrated 
in Table 4 satisfied the HTMT criterion, all the constructs in the proposed model 
demonstrated discriminant validity for the empirical data. 

5.3 Fitting and Analyzing the Hypothesized Model 

The model fit was evaluated through standardized root mean square residual (SRMR). 
The value of SRMR in this study was 0.046, which authenticated an appropriate fit for 
PLS path models because it was lower than the suggested cutoff, the degree of 0.08 
(Hair et al., 2017). Building on the output in Table 5, VIF values of each construct 
were below 3.3 (Hair et al., 2018). The R2 value for CEC and SOI was 0.071 and 
0.088, respectively, which was equal to approximately 0.1 (Falk & Miller, 1992). The 
f2 values for CEC and SOI were greater than the recommended threshold value of 
zero (Dubey et al., 2020). This study also fortified gratifying predictive relevance as 
the Q2 values for CEC and SOI were 0.036 and 0.066, respectively, which were well 
above zero (Hair et al., 2020). Bootstrapping with the commonly 5,000 sub-samples 
(Kaya et al., 2020) was employed in this study. Based on the output reported in Table 
5, FAIS had substantially positive relationship with CEC (H1: β = 0.165; t-value 
= 3.696; p-value = 0.000). Besides, the BPC was substantiated to be associated 
with CEC (H3: β = 0.148, t-value = 3.384; p-value = 0.001) in a markedly positive 
manner. The investigation on the relationship between CEC and SOI (H4) denoted
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Table 5 Results of hypotheses’ testing 

Relevant 
hypothesis 

Relevant 
path 

Path 
coefficient 

SE 95% 
Confidence 
interval 

t-value p-value VIF Result 

H1 FAIS → 
CEC 

0.165 0.003 [0.082–0.256] 3.696 0.000 1.066 Undergirded 

H2 AISHC 
→ CEC 

0.070 0.005 [−0.006–0.159] 1.579 0.114 1.026 Rejected 

H3 BPC → 
CEC 

0.148 0.007 [0.068–0.242] 3.384 0.001 1.072 Undergirded 

H4 CEC → 
SOI 

0.296 0.004 [0.215–0.384] 6.876 0.000 1.000 Undergirded 

R2 R2 
CEC = 0.071; R2 

SOI = 0.088 
f 2 f 2 FAIS⇒CEC = 0.028; f 2 AISHC⇒CEC = 0.005; f 2 BPC⇒CEC = 0.022; f 2 CEC⇒SOI = 0.096 
Q2 Q2 

CEC = 0.036; Q2 
SOI = 0.066 

that the path coefficient (β) was 0.296 with t-value was 6.876 and p-value was 0.000. 
Contrary to the expectation of the researchers, the paths linking AISHC and CEC 
(H2: β = 0.070; t-value = 1.579; p-value = 0.114) were insignificant. Thus, H1, H3, 
and H4 were supported, while H2 was rejected. 

6 Discussions and Conclusions 

6.1 Theoretical Contribution 

When the organizational operations have targeted at generating solutions to 
addressing the social and environmental challenges, these could boost effective 
sustainability innovation (Van Holt et al., 2020). The demands to orient business 
operations toward sustainability utilizing innovation have developed from eco-
innovations—pondering predominantly environmental concerns—to SOI (Klewitz & 
Hansen, 2014). SOI involved product/service, process, and organizational renovation 
to create social and environmental value in line with financial advantages (Adams 
et al., 2015; Dey et al., 2020; Klewitz & Hansen, 2014). With this recognition, the 
current research aims at exploring the mechanism of how IDAISC promoted CEC 
which, in turn, facilitates SOI achievement in PSOs. The acquired findings of this 
research enlarged the body of literature on SOI through in-depth investigation on 
how to achieve SOI within PSOs in developing countries. The statistical analyses in 
this research contributed to the reinforcement for assumption on the interconnection 
between CE and SOI reported in prior studies (i.e., Rodríguez-Espíndola et al. (2022)) 
through adding novel and important proposals on the interconnection between CEC
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and SOI. As the implementation of CE was appropriate with the formulation of inno-
vation at the product/service, process, and organizational degree (Klewitz & Hansen, 
2014), the intensification in CEC was authenticated to be a promising solution for 
the achievement in SOI. In doing so, this study widened the frontier of knowledge 
on CE literature how to strengthen the CEC in PSO. Accordingly, the current study 
provided an understanding of the evolving logics between IDAISC and CEC, which, 
thus, broadened the research string on the integration advanced information technolo-
gies into AIS. More instrumentally, the intelligent FAIS would supply an intelligent 
platform for evaluating the proper data and shaping a network communication system 
for effective communication with the others. Additionally, intelligent BPC provided 
intelligent analytical capabilities manage enormous organization-related informa-
tion. However, the intelligent AISHC was reported to induce insignificant impact 
on CEC although it acted as the mechanism for obtaining enhanced organizational 
productivity. One plausible reason for this result lied in the fact that advanced infor-
mation technologies’ application and adjusted the operational process for the CE 
implementation appeared to be the most priorities of PSO to handle for CE imple-
mentation prior to managing human resource. Taken together, with the support of 
BDA-AI, IDAISC would generate to a unique organizational resource which enabled 
the organization intelligent decision-making, transformation of prevailing strategies, 
construction, and innovations to improve and increase CEC. 

6.2 Managerial and Policy Implications 

Pertaining to practical implications, the current research generated several takeaway 
points. Firstly, all the leaders in PSOs should recognize that IDAISC implementa-
tion has been paramount for CE implementation and SOI. More instrumentally, the 
result analyses of the current study highlighted that BPC and FAIS were two top 
essential drivers to IDAISC implementation. These empirics could enable leaders in 
PSO to integrate IDAISC into their business routines to ameliorate and advance CEC 
through devising how to efficiently and effectively take advantage of two forms of 
IDAISC. Simultaneously, this could assist the leaders to decipher how to manage and 
govern the FAIS to accomplish the excellence in CEC enhancement through placing 
their focuses on tangible resources, namely BDA-AI infrastructure, digital platform, 
advanced information technologies, and other fundamental resources to deploy the 
BDA-AI projects. Even though AISHC was reported with the lowness in the pres-
ence of CEC enhancement, it was also indispensable that leaders in PSOs should 
concentrate on improving and developing workforce proficiencies through appro-
priate training programs to keep them abreast of the cutting-edge BDA-AI program-
ming techniques. Additionally, seminars, expert visits as well as campaigns on the 
importance of intelligent AIS implementation and CE practices could be launched 
and evolved for organizational responsiveness to intelligent AIS implementation and 
CE practices. The current research also casted light on the fact that amelioration and 
development acquired from the enhancement of CEC could allow organizations to
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reinforce product/service, process as well as organizational innovation to succeed in 
SOI. Furthermore, CEC was considered as the precondition to assure the application 
of digital platforms to buttress SOI. As such, these findings underlined to all leaders 
in PSOs on the magnitude of a transformation from the linear to the CE paradigm to 
reinforce the transition of PSOs toward sustainability. 

These observations could enable policymakers and governmental influencers to 
comprehend the impact of IDAISC with the goal of gaining the CEC for SOI achieve-
ment. In this regard, governmental supports should emphasize on the investment in 
digital platforms and skills’ development as well as providing financial sponsor to 
promote the implementation of sustainable activities. 

Information technology developers and providers were encouraged to formulate 
country-centered innovations which were appropriate with the requirements of busi-
nesses. Against this backdrop, developers and providers should exert themselves 
to generate accessible, affordable as well as adaptable resolutions in relation to 
intelligent AIS for PSOs in developing countries. 

6.3 Limitations and Avenues for Future Research 

There were several inevitable limitations encountered in the current study since no 
academic works could flawlessly handle all the questions in terms of the phenomenon 
investigated (Lutfi et al., 2022). The first drawbacks were the relatively small size of 
the sample as the pandemic has been still an impact and challenged to capture primary 
data. In addition, the accountants were selected as the target population, so their feed-
backs could not reflect the actual situation of the PSOs. Consequently, the increase in 
sample size and incorporation of opinions of other organizational departments should 
be taken into consider to improve accuracy. Secondly, this research was performed in 
Vietnam where digital transformation has still been at a nascent stage. Besides, with 
this cross-sectional design approach, there would be no opportunities of causality 
being inferred. As the scenario might be different in other regions, follow-up studies 
were encouraged to explore these issues in emergent economies with the applica-
tion of longitudinal design. Fourthly, although there were only two components of 
IDAISC which were corroborated to effectively enhance CEC, namely BPC and 
FAIS, the interconnection between AISHC and CEC was proved to be insignificant. 
Additional investigation on this interconnection should be carried out by potential 
researchers to lay down and enlighten its benefits and its role in CEC enhancement. 
Finally, the notion of IDAISC introduced in the current manuscript was predom-
inantly rested on a semantic aggregation of authenticating illuminations gathered 
from prior literature. To that end, it would conspicuously not be a drawback in the 
follow-up works when the numerous meticulous investigations would be undertaken 
to obtain a more vigorous clarification for this concept.
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Foreign Ownership and Corporate 
Governance on Firm Risk in ASEAN 
Countries: In the Context 
of the US-China Trade War 

Do Thi Hai Yen and David Han-Min Wang 

Abstract Many multinationals recently tend to divert their investments to emerging 
economies in the Association of Southeast Asian Nations (ASEAN) during the US-
China trade war. In order to ensure effective investment, overseas investors pay more 
attention not only to efficient corporate governance but also firm risk. The present 
research adopts fuzzy-set qualitative comparative analysis (fsQCA) to test whether 
foreign ownership and corporate governance could affect firm risk of listed firms 
in four ASEAN countries over the US-China trade war. In addition, we compare 
the effects of foreign ownership and corporate governance between developed and 
developing ASEAN countries. Our findings have practical implications for investors 
in making overseas investments and managers in performing strategic management 
in ASEAN countries. 

Keywords Corporate governance · Foreign ownership · Fuzzy-set qualitative 
comparative analysis · US-China trade war 

1 Introduction 

A notable point in globalization nowadays is the reorganization of economic activities 
in countries and regions. The established global supply chains raise interdependence 
among firms all over the world. The ongoing US-China trade war started in 2018 
has caused a serious impact on the business operations of multinational companies 
in the world. The trade war offers the opportunity of boosting the Southeast Asian 
supply chains which generate large earnings for ASEAN. Investment diversion of 
multinationals along with foreign investment flows will be beneficial for ASEAN 
countries, which are the essential partners of the US and China on trading (U.S. 
Mission to ASEAN, 2019).
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The economic growth of ASEAN is ranked 5th in the world’s largest economy and 
the 3rd largest market in Asia (ASEAN Secretariat, 2018) with GDP reaching US$2.8 
trillion in 2017. The ASEAN Investment Report (2018) states that multinational 
enterprises (MNEs) plan to raise the level of their investments in ASEAN in the next 
five years. Due to geographical location, the ASEAN region is heavily affected by 
capital movements under the US-China trade war. Although the inflow of foreign 
investment is associated with greater advantages for ASEAN countries, potential risks 
should be considered during the trade war. The important role of foreign capital in 
promoting performance has been confirmed by numerous empirical studies (Burker 
et al., 2013; Globerman et al., 1994). However, unpredictable risks are also contained 
in foreign investment (Chen et al., 2013; Fiala & Havranek, 2017). 

ASEAN countries have striking characteristics, including both developed and 
developing countries with different regulations and business environments to other 
countries. The US-China trade war turns ASEAN markets gradually to be the destina-
tions for overseas investors. Corporate governance plays a crucial role in investment 
decision-making. Johnson et al. (2000) and Gibson (2003) have argued that poor 
governance and transparency should be avoided in emerging markets. Managers 
in firms with better corporate governance would reduce short-sighted decisions by 
boosting R&D expenditures and capital investments. The increase in capital expendi-
tures has a conclusive impact on business performance and firm value (Stein, 1988, 
1989). Khanchel (2007) reveals that corporate governance ratings help investors 
make effective investment decisions. Additionally, mandatory disclosure policies 
and governance mechanisms safeguard overseas investors in developing countries 
(Mangena & Tauringana, 2007). 

As mentioned above, foreign investment and corporate governance influence the 
management effectiveness. The roles of overseas investment and corporate gover-
nance in ASEAN countries have attracted much attention after the US-China trade 
war. The diversion of investment due to the trade war has affected the ownership struc-
ture and corporate governance of firms in the host countries. Beatson and Chen (2018) 
argue that foreign investors are considered as a significant governance mechanism 
in enhancing firms’ efficiency. Furthermore, firms with good corporate governance, 
derived from foreign investors, tend to be passionate about high-risk projects (John 
et al., 2008). Thus, foreign ownership and corporate governance could affect busi-
ness risk, especially in the unstable business environment of developing countries in 
ASEAN. 

Considering the risks suffered from foreign investors, previous studies primarily 
discussed the issues for individual countries over the sample periods. Previous global 
financial crises have differential impacts on firms in ASEAN countries at different 
time scales. Therefore, it is interesting to further explore the effects of foreign owner-
ship and corporate governance on term firm risk during the trade war. Hence, this 
study attempts to investigate the impacts of foreign ownership and corporate gover-
nance on firm risk and to further examine whether there exist different effects between 
developed and developing ASEAN countries amid the US-China trade war. Our
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empirical findings would help managers to understand the roles of foreign owner-
ship and corporate governance during the trade war and to provide the guidelines in 
building their investment policies in ASEAN countries in the future. 

The paper is structured as follows. Section two reviews the literature and hypoth-
esis development. Section three presents the data and research methods, followed by 
empirical results. The next section offers a discussion and conclusion. Finally, the 
last section is limitations and future directions. 

2 Hypothesis Development 

The contest on whether foreign investors create stability for domestic securities 
has not been concluded. Opening up the local market to overseas shareholders is 
a fundamental matter in economic research. It could have both positive and nega-
tive reactions on economic gain and firms who accepted international participants. 
The US-China trade war has created a large change in the flow of foreign capital 
that leads to concerns for firms with foreign capital. Risks are significant interest 
for investors, managers, shareholders since it shows the possibility of survival or 
bankruptcy. According to agency theory, risk-taking is hugely impacted by capital 
structure. 

Foreign capital is increasingly becoming a significant resource to economic 
growth in many developing countries. Given the existence of market imperfection 
in developing countries, the impact of foreign capital on firm risk is still debatable. 
Wright et al. (1996) argue that shareholders with significant stakes could shape the 
property of firm risk-taking, which impact firm’s competitiveness and its existence. 
Naufa et al. (2019) ascertain that foreign investment attenuates return volatility, asset, 
and equity risk in six ASEAN markets. However, Chen et al. (2013) indicate that 
return fluctuations increased with the development of overseas investment in China 
due to high liquidity. Foreign ownership can cause business risks, which have been 
observed during financial crises (Fiala & Havranek, 2017). Nguyen et al. (2019) posit 
that stock risk will be higher when foreign investment capital increases. 

The US-China trade war has induced a large change in the flow of foreign capital 
that leads to grave concerns about stock return volatility with foreign ownership. 
Based on above arguments, the following hypothesis is suggested: 

Hypothesis 1: Foreign ownership could affect firm risk in the ASEAN countries 
during the US-China trade war. 

Some researchers argued that corporate governance relates to increasing risks. 
Whitley (2000) elicits that the differences in governance practices have substantial 
influence on firm’s risks, based on the ability to innovate. John et al. (2008) imply  
that the acceptance of higher-risk projects will increase in foreign-invested firms 
with better corporate governance. Investors are inevitably interested in firms with 
good governance, therefore, the increasing frequency of stock trading makes the 
price fluctuate, and the risk is also higher. Huang and Wang (2015) report a negative 
relation between board size and firm risk-taking in China. Hatane et al. (2019) find
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that board independence has a negative impact on total risks in Indonesia. Bernile et al. 
(2018) also evidence that greater board diversity leads to lower volatility and better 
performance of firms. Especially, Andries et al. (2020) posit an inverted U-shaped 
relationship between governance quality and investment risk. 

In the context of the US-China trade war, the change of investment capital 
flows can create instability in corporate governance, leading to corporate risks. 
Accordingly, this research proposes the following hypothesis: 

Hypothesis 2: Corporate governance could affect firm risk in the ASEAN countries 
during the US-China trade war. 

3 Methodology 

3.1 Fuzzy-Set Qualitative Comparative Analysis (fsQCA) 
Method 

In this paper, we analyze data by applying fuzzy-set qualitative comparative anal-
ysis (fsQCA) which has more advantages than regression analysis in the extraction 
of outcomes. The commonly used analysis techniques such as analysis of variance 
(ANOVA) or structural equation model (SEM) treat variables independently and 
separately. The fsQCA analysis makes conditions combine with each other and incor-
porates ingredients conditions to results (Woodside & Zhang, 2013). Consequently, 
fsQCA provides logically possible causal combinations on variables to overcome 
the limitations of quantitative methods (Simón-Moya & Revuelto-Taboada, 2016). 
Furthermore, Fiss (2011) and Woodside (2012) demonstrate that fsQCA is well suited 
for both small and large samples. Therefore, this method is appropriate for our study 
with limited sample sizes of ASEAN countries. 

The fsQCA software provides embracing of complex, parsimonious, and interme-
diate solutions (Fiss, 2011). Due to its high intelligibility, the intermediate solution is 
the preferred solution for interpreting the results (Ragin, 2008). Hence, this research 
chooses the intermediate solution for analyzing outcomes. We provide solutions with 
the parameters of consistency and raw coverage. Consistency of solution terms or 
whole solutions measures the extent of agreement among cases sharing a specific 
conjunction of conditions in describing target outcomes. Raw coverage measures 
experience according to importance, it evaluates the level to which an account asso-
ciate’s cause or effect to the case of a result or “how much of the outcome is covered 
(or explained) by each solution term or whole solutions” (Ragin, 2017). A certain 
causal combination may have small insurance with certain paths leading to a specific 
outcome. In other words, consistency is the same as the level of agreement between 
cases in describing the target outcome. Coverage shows how important empirical 
relevance is and that a combination might have a small raw coverage (Mas-Verdú 
et al., 2015; Ragin, 2008).
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3.2 Sample and Data Collection 

This research identifies the sample from the Datastream Thomson Reuters database 
over the period 2015–2018. Due to the data availability of corporate governance in 
some ASEAN countries, our final sample includes non-financial listed firms from 
Indonesia (29 firms), Philippines (18 firms), Thailand (49 firms), and Singapore (35 
firms). 

3.3 Variables Measurement 

Risk (RISK) The standard deviation of daily returns as a measurement of total risk— 
a commonly used indicator in finance research (Herremans et al., 1993; McGuire 
et al., 1988; Rego et al., 2009). 

Foreign ownership (FO) This study obtains foreign ownership data from Datas-
tream, which is the percentage of strategic shareholdings held by foreign investors. 
It captures only strategic holdings that are required to report in public. 

Corporate Governance Index (CGI) Abdullah (2004), Dahya et al. (2008) state 
that the board of directors is a key governance mechanism in business management. 
This study constructs a Corporate Governance Index, including board size, board 
diversity, split chairman/CEO role, independent board members, and non-executive 
members, to provide a comprehensive description of firm-level corporate governance. 
We first set (0, 1) scores for each component based on the level of (negative or positive) 
influence on corporate governance (Singareddy et al., 2018). Then, we calculate an 
overall corporate governance score for each firm after combining scores of five 
governance components to form the Corporate Governance Index. The Corporate 
Governance Index includes five components in Table 1 description of corporate 
governance construction variables.

In addition, we use three control factors—additional firm-specific variables for 
firm risk, including firm size, firm age, and leverage in our analysis. 

The size of firm is computed by the logarithm of the total assets (Alonso et al., 
2005). Leng (2004) argues larger firms are predicted to have greater profits due to 
the economies of scale and produce better firm performance. Firm’s behavior can be 
impacted by firm size, and large firms avoid risks by diversifying risks with different 
investments or product lines. 

Firm age is calculated by the logarithm of listing years. According to Gomes 
and Schmid (2010), managers of young firms prioritize growth strategies, leading 
to higher idiosyncratic risk. Firms with advanced age would have more experience 
in dealing with the financial crisis and related issues, capturing possible risks for 
adjustments to reduce risk to a minimum level. 

Leverage is computed by the ratio of the total debts to its total assets. Leverage 
could prevent managers from engaging in low-profit investments (Jensen & Meck-
ling, 1976). Leverage is one of corporate governance mechanisms that could develop
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Table 1 Description of corporate governance construction variables 

Variable Description Related research 

Board size The total number of board 
members 

Khanchel (2007), Mak and 
Kusnadi (2005), Brown and 
Caylor (2009) 

Board diversity The percentage of female 
members on the board 

Omar and Davidson (2001), 
Smith et al. (2006) 

Split chairman/CEO role The separation roles between 
chairman and CEO 

Goyal and Park (2002), 
Khanchel (2007), Brown and 
Caylor (2009) 

Independent board members The percentage of independent 
board members on the board 

Morck and Nakamura (1999), 
Elloumi and Gueyié (2001), 
Brown and Caylor (2009) 

Non-executive members The percentage of 
non-executive board members 
on the board 

O’Sullivan and Wong (1999), 
Bova et al. (2015) 

Source Compiled by the authors

performance. In addition, the finance theories have linked the relationship of leverage 
with a firm’s ability on paying debt, the smaller the rate, the less risk firms face. 

4 Results 

4.1 Descriptive Statistics 

The descriptive statistics for the model variables are presented in Table 2—descriptive 
statistics in ASEAN countries 2015–2018. After winsorizing outliers, the sample 
consists of 524 observations from 2015 to 2018. Table 2 discloses that the mean of 
all variables is positive. Among them, Singapore has the highest mean of foreign 
ownership ratio (0.207). The high level of foreign investment in Indonesia can be 
explained by the inward flows of foreign direct investment that achieved an impressive 
460% increase from 2016 to 22 million US$ in 2018 (ASEAN Stats Data Portal, 
2020).

During the period of US-China trade war, investors not only shifted investment 
locations but also restructured investment portfolios. Figure 1—foreign ownership 
rate by industry amid the trade war—reports the average percentage of foreign owner-
ship for firms in ten industries (excluding the financial sector). Technology industry 
has experienced tremendous growth amid the trade war (the average of foreign owner-
ship over the period 2015–2017 is 6.11%, 13.6% in 2018). Declines in foreign owner-
ship rate are found in the fields of consumer discretionary, energy, health care, real 
estate, telecommunications, and utilities.
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Table 2 Descriptive statistics in ASEAN countries 2015–2018 

Variable Mean Std. dev Min Median Max 

Indonesia 

Firm risk (RISK) 2.364 0.543 1.310 2.330 3.640 

Tobin’s Q 2.674 3.104 0.593 1.248 11.894 

Return on assets (ROA) 0.114 0.102 −0.006 0.076 0.396 

Return on equity (ROE) 0.203 0.257 −0.165 0.151 1.215 

Foreign ownership (FO) 0.191 0.294 0.000 0.000 0.790 

Corporate Governance Index (CGI) 2.181 0.741 1.000 2.000 3.000 

Firm size (SIZE) 6.384 0.334 5.602 6.355 6.962 

Firm age (AGE) 1.259 0.206 0.778 1.362 1.447 

Leverage (LEV) 0.201 0.148 0.000 0.213 0.481 

Philippines 

Firm risk (RISK) 1.692 0.336 1.136 1.719 2.451 

Tobin’s Q 1.276 0.480 0.619 1.252 2.748 

Return on assets (ROA) 0.062 0.020 0.026 0.061 0.095 

Return on equity (ROE) 0.144 0.057 0.047 0.130 0.296 

Foreign ownership (FO) 0.048 0.122 0.000 0.000 0.470 

Corporate Governance Index (CGI) 2.611 0.832 1.000 3.000 4.000 

Firm size (SIZE) 6.872 0.336 6.237 6.948 7.521 

Firm age (AGE) 1.325 0.172 0.954 1.380 1.623 

Leverage (LEV) 0.370 0.132 0.126 0.351 0.661 

Thailand 

Firm risk (RISK) 1.596 0.891 0.000 1.525 3.890 

Tobin’s Q 1.952 1.411 0.639 1.439 5.872 

Return on assets (ROA) 0.081 0.048 −0.012 0.078 0.180 

Return on equity (ROE) 0.167 0.117 −0.053 0.164 0.404 

Foreign ownership (FO) 0.011 0.040 0.000 0.000 0.230 

Corporate Governance Index (CGI) 3.224 0.716 2.000 3.000 5.000 

Firm size (SIZE) 6.642 0.468 5.768 6.739 7.329 

Firm age (AGE) 1.315 0.122 1.041 1.342 1.477 

Leverage (LEV) 0.315 0.159 0.015 0.315 0.577 

Singapore 

Firm risk (RISK) 1.411 0.464 0.758 1.302 2.755 

Tobin’s Q 1.129 0.612 0.557 0.881 2.768 

Return on assets (ROA) 0.051 0.032 0.002 0.045 0.127 

Return on equity (ROE) 0.097 0.079 −0.031 0.080 0.323 

Foreign ownership (FO) 0.207 0.289 0.000 0.060 0.840

(continued)
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Table 2 (continued)

Variable Mean Std. dev Min Median Max

Corporate Governance Index (CGI) 3.364 0.841 1.000 4.000 5.000 

Firm size (SIZE) 6.809 0.583 5.564 6.836 7.929 

Firm age (AGE) 1.346 0.195 1.041 1.362 1.653 

Leverage (LEV) 0.243 0.143 0.008 0.239 0.515 

Source Compiled by the authors

Fig. 1 Foreign ownership 
rate by industry amid the 
trade war. Source Compiled 
by the authors 
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Figure 2 average of Corporate Governance Index 2015–2018 by country—shows 
the rank of the Corporate Governance Index by country. It reveals that the developed 
country (Singapore) has better corporate governance than the developing ones. The 
quality of corporate governance depends on the level of economic and political 
development, as well as the governance requirements of country. 
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Fig. 2 Average of corporate governance index 2015–2018 by country. Source Compiled by the 
authors
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4.2 Foreign Ownership and Corporate Governance on Firm 
Risk Amid the US-China Trade War 

Before the US-China trade war 

For the effect on firm risk before the US-China trade war, fsQCA yields solution terms 
with consistency (SC) greater than 0.9 (minimum consistency = 0.906, maximum 
= 0.964) (Table 3—FsQCA results—foreign ownership and corporate governance 
on firm risk). It demonstrates that all solutions give strong and necessary support to 
firm risk. Foreign ownership has significantly positive impacts on the risk of listed 
firms in Indonesia. The positive effects of foreign ownership are also confirmed in 
the remaining three countries—Philippines, Thailand, and Singapore. Our findings 
are generally consistent with Nguyen et al. (2019).

Table 3 reports different relationships for the Corporate Governance Index among 
countries. The variations of corporate governance cause more risks in Indonesia 
before the trade war. However, mixed effects on firm risks (cg_c or ~cg_c) are 
found in other countries. The rising of foreign ownership with low or high quality 
of corporate governance leads to higher firm risk in the Philippines, Thailand, and 
Singapore. The mixed effects on firm risk are also shown for the control variables of 
firm size and listing age. 

The findings for developed country like Singapore are similar to developing 
ASEAN countries. Foreign ownership in Singapore also has a positive impact on 
firm risk before the trade war. The fsQCA results for firm risk during the period 
before the trade war support Hypotheses 1 and 2. 

After the US-China trade war 

Compared to the results for the period before the trade war, our findings for the period 
after the trade war have become more complicated. Although most solutions after 
the trade war are necessary, some cases are sufficient in Indonesia and Philippines 
(the lowest consistency in Indonesia is 0.784). The differences between Singapore 
and developing countries (Indonesia, Philippines, and Thailand) are revealed more 
clearly. Both foreign ownership and corporate governance in Singapore have positive 
effects on firm risk, while they produce mixed effects in other ASEAN countries. The 
findings after the trade war also support Hypotheses 1 and 2 that foreign ownership 
and corporate governance could affect firm risk. 

The causal combinations in three developing countries of Indonesia, Philippines, 
and Thailand indicate that foreign ownership could produce mixed (positive or nega-
tive) effects on firm risk after the trade war. The perfect subset is especially found in 
the Philippines after the trade war (C = 0.202, SC = 1.000). Compared to the solu-
tions before the trade war, increased foreign capitals in developing ASEAN countries 
during the war could play multiple roles by reducing or increasing firm risk. However, 
the role of foreign capitals in the developed ASEAN country—Singapore—remains 
the same before or after the trade war. The results imply that the US-China trade war 
has no effect on the status of foreign ownership in the developed ASEAN country. 
Table 3 also indicates that the roles of corporate governance in the sample countries
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have changed amid the trade war. Under the investment relocations from the trade 
war, ASEAN countries have encountered fluctuations as well as business risks due 
to unstable corporate governance. 

This study demonstrates that fsQCA can better comprehend the drives affecting 
firm risk in the ASEAN region during the US-China trade war. In addition, fsQCA 
allows us to analyze the effects of combination factors on firm risk. fsQCA, compared 
to regression methods, not only provides a wide variety of combinations but also 
offers a set of effective management solutions. Moreover, fsQCA results could 
evidence inefficient combinations which managers should avoid engaging. 

5 Discussions and Conclusions 

This research attempts to study the combined impacts of overseas ownership and 
corporate governance on firm risk of ASEAN countries amid the US-China trade 
war. To conduct the analysis, fsQCA method is applied to investigate the impact 
of foreign ownership and governance on firm risk with the data from four ASEAN 
countries. 

The role of overseas investment in business operations is indisputable. In the 
sample of four ASEAN countries, the increases in foreign investment led to more 
threats before the trade war. The trade war started by the US government had an 
impact on ASEAN member states due to tight relationships of ASEAN countries and 
both US and China. After the trade war, risks in developing countries tend to decrease 
due to the benefits from foreign investors in developing countries. Sharing financial 
risks and the supportive contribution in business management from foreign ownership 
is a key factor in reducing risks and enhancing business performance in these regions. 
By contrast, Singapore is a country with a majority of foreign investment firms that 
may lack business motivation by guaranteed foreign capital. In addition, local firms 
in Singapore may struggle to find opportunities to develop among firms with large 
capital investments in their countries. As our empirical results, corporate governance 
directly affects firm risk during the US-China trade war in ASEAN countries. This 
study indicates the relative advantages of corporate governance in mitigating risks. 
However, these effects differ depending on the development level of each ASEAN 
country. 

Foreign investment from strategic investors is not merely capital but is accompa-
nied by advanced technologies and management skills, allowing the creation of new 
products and opening new markets for receiving firms. Good corporate governance 
is central to sustaining the growth of business, especially in ASEAN countries. To 
close the gap and catch up with developed countries, firms in ASEAN developing 
countries need to quickly access advanced technologies, strategically manage foreign 
capitals, and develop a stable corporate governance system for the long run. Devel-
oping countries can draw on their experience in managing foreign investment capital 
and building corporate governance according to developed countries in the same 
region to limit risks.
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This research contributes to the literature by providing possible combinations of 
foreign ownership and corporate governance lead to business risk. Our findings would 
fill the gap in understanding the effects of the location shift of foreign capitals during 
the trade war. It would help investors and managers with better understanding on 
investing and corporate governance situation in ASEAN markets. The implications 
of the results from the qualitative model provide useful guidelines to researchers and 
practitioners. 

Our study has some limitations. Firstly, the sample listed firms include only four 
countries in the ASEAN (Indonesia, Philippines, Thailand, and Singapore) due to the 
availability of data. As a result, our findings may not be valid for all ASEAN countries. 
The future research could expand the samples by including more ASEAN countries 
if data are available. Secondly, the data are taken from 2015 to 2018, including only 
one year after the US-China trade war. Potential studies could examine datasets with 
extended periods after the trade war. Thirdly, this study uses a sample of listed firms. 
It is somewhat uncertain whether the conclusions we have obtained hold for private 
firms. Future studies on private firms will give us a more comprehensive picture 
of these relationships in ASEAN. Finally, the Corporate Governance Index used in 
this context captures only the board structure variables of firms. Other corporate 
governance mechanisms could be considered in the future research. 
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Enhancing Social Housing Governance 
in Vietnam Through Dynamic 
Performance Management—Toward 
Sustainable Social Housing 

Minh Quang Le and Kieu Van Nguyen 

Abstract The overarching objective of social housing is to meet housing needs, 
particularly those of the vulnerable households—low- and middle-income families. 
However, there is an evidence to show that social housing is not adequately supported 
to achieve sustainable goals despite its significance for addressing the housing crisis. 
This paper firstly discusses the understanding of concept sustainable social housing, 
then illustrates how the “Dynamic Performance Management” framework is able 
to support policy networks to pursue sustainable outcomes in social housing gover-
nance. Main drivers of social housing have been recognized in the increasing popu-
lation size, as well as the in the urbanization of big cities, the growing number 
of nuclear families, affordability, and land management and urban planning. The 
management of social housing—as a global concern—requests that local communi-
ties and regional government are ready to tackle such a wicked problem effectively. 
This concern is the motivation of this research. Therefore, the work would offer a 
contribution to improve the social housing governance and to support policymakers 
in adopting a more integrated approach to the national housing sector. 

Keywords Social housing · Sustainable social housing · Dynamic performance 
management 

1 Introduction 

The concept of sustainable development (SD) can be defined as the achievement of a 
better quality of life through the efficient use of resources, which realizes continued 
social progress while maintaining stable economic growth and caring for the environ-
ment (Essa & Fortune, 2008). The United Nations’ report defines SD as “development 
that meets the needs of the present without compromising the ability of future gener-
ations to meet their own needs” (United Nations General Assembly, 1987). The two 
vital common concepts contained in the above two SD definitions are: the concept of
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needs, which seeks to ensure that the essential needs of the poor are adequately met; 
and the need for addressing every limitation arising from the use of technology and 
activities of social elements affecting the environment’s ability to meet the present 
and future needs. 

Based on the aforementioned two concepts, social housing should adequately 
meet the housing needs of the vulnerable households on a continuous basis and, 
at the same time, consider the environmental limitations while meeting such needs 
both in the present and future in relation to the development techniques and social 
components. However, it requires economic means to provide social service or actu-
alize not-for-profit motive in making it available to beneficiaries and putting envi-
ronmental protection into consideration while taking social housing development 
decisions. Sustainability issues are bound to arise where appropriate measures are 
not adequately and adequately linked together in social housing delivery. Therefore, 
sustainable social housing (SSH) is described as housing that is environmentally 
friendly, built from recycled materials or other natural resources, and energy-efficient 
by using alternatives such as solar power (Shelter England, 2016). Oyebanji et al. 
(2013) view SSH as a form of: 

Housing that is made available by governments and/or non-profit organizations through 
various assisted housing programmes, built with environmental friendly and sustainable 
materials, have a long-term economic, environmental and social benefits without an increased 
life-cycle cost, and allowing not only the present but also the future generations to meet their 
housing needs on the overall social value basis. 

Thus, given the nature of providers, the state and not-for-profit organizations 
with social or non-profit motives, economic sustainability in social housing can be 
achieved through various reliable schemes like affordable rents, purchase through 
mortgage loans at low-interest rates, and other forms of subsidies (Cooper & Jones, 
2008). This can facilitate SSH delivery on a continuous basis and be financially 
sustainable over the long term for both the providers and beneficiaries. It can help to 
avoid waste of natural resources by ensuring that sufficient land of the right type is 
available in the right places and at the right time to support growth and innovation; and 
by identifying and coordinating development requirements, including the provision 
of infrastructure (Department of Communities & Local Government, 2016). 

Achieving economic sustainability in social housing has some advantages not only 
for increasing the supply but for promoting the country’s economic growth (Higgins, 
2013). For example, the more the supply of SSH, the more the development of 
the nation’s assets, provision of job opportunities, the use of recyclable materials, 
and modern technology for adequate provision of social housing to meet housing 
needs. From an environmental perspective, achieving sustainability in social housing 
requires taking cognizance of the fact that housing and the environmental impact on 
each other. This happens in a number of significant ways in terms of carbon emissions, 
land take, water usage, sewerage, and flooding (Shelter England, 2007). Achieving 
sustainability in social housing also requires the understanding that human beings 
and the environment are two inseparable components that must support each other in 
the SD process (Pattinaja & Putuhena, 2010). Environmental sustainability in social
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housing can help to improve biodiversity, use natural resources prudently, minimize 
waste and pollution, and mitigate and adapt to climate change, including moving to 
a low-carbon economy (Department of Communities & Local Government, 2016). 

In addition, the concept of social sustainability in social housing seeks to recognize 
the diverse nature of the occupiers in terms of cultural backgrounds, the pattern of 
lives, size of households, and housing needs (Oyebanji, 2014). Achieving SSH is all-
embracing in the social context as it gives room for social interaction, security and 
convenience, access for spiritual development, education, public health facilities, and 
natural resources (Pattinaja & Putuhena, 2010). SSH has the capacity for supporting 
strong, vibrant, and healthy communities by providing the supply of housing required 
to meet the needs of the present and future generations; and by creating a high-quality 
built environment, with accessible local services that reflect the community’s needs 
and support its health, social, and cultural wellbeing (Department of Communities & 
Local Government, 2016). Furthermore, social sustainability combines the design of 
social housing with a focus on how the people living and using it relate to each other 
and function as a community, including the provision of the right infrastructure to 
support a healthy social and cultural life, opportunities for people to get involved, 
and scope for the place and the community to evolve (Dixon & Woodcraft, 2016). 

2 Framing Social Housing Governance from a Sustainable 
Outcome-Based Perspective 

In order to analyze social housing governance from a sustainable outcome-
based perspective, a multidisciplinary approach is required (Guerrero et al., 2013; 
Marshall & Farahbakhsh, 2013; Morrisey & Browne, 2004). In social housing gover-
nance, environmental, social, and economic issues are highly intertwined. Framing 
and understanding the long-term effect of policies on wider-system performance are 
crucial for a sustainable approach to social housing management. 

Davies (2008) conceptualized the relationship between governance and social 
housing as social relations, which also includes the “roles and responsibilities of 
actors and institutions.” The perspective of governance “allows for consideration 
not only of technical matters or scientific analyses but also of the social, cultural, 
political and economic contexts and networks” (Davies, 2008, p. 15). Sustainability 
is clearly defined by Diesendorf (2000) as the endpoint of sustainable development, 
which corresponds to “types of economic and social development that protect and 
enhance the natural environment and social equity.” It was the World Commission 
on Environment and Development which published its report to put the concept 
of “sustainable development” into the public debate. The concept was defined as 
“development that meets the needs of the present without compromising the ability 
of future generations to meet their own needs” (World Commission on Environ-
ment & Development, 1987). However, there is no unanimously approval on the 
concept of sustainability. Within social housing governance studies, sustainability
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has been described as a socio-political construct, which is different from the defini-
tion provided in the World Commission on Environment and Development Report 
(World Commission on Environment & Development, 1987). Indeed, it has become 
common in the language of governance, but it has led to alternative approaches 
toward its core meaning: from an eco-centric to an anthropocentric view. Such an 
alternative has led to contradiction to what should be considered the leading solution 
in terms of sustainability (Kaika & Swyngedouw, 2000). 

This flaw was clearly recognized by Swyngedouw and Heynen (2003). The authors 
stated that “there is no such thing as an unsustainable city in general. Rather, there 
are a series of urban and environmental processes that negatively affect some social 
groups while benefiting others.” Therefore, a sustainable program can be compro-
mised by conflicting beliefs, leading to consensual conclusions that potentially move 
away from original sustainable policy intentions. Today, societies and communities 
ask that social housing management should be not only safe but must also be sustain-
able. According to this political request, sustainable social housing management must 
be:

. economically affordable;

. socially acceptable;

. environmentally effective. 

As Fig. 1 shows, policymakers must consider each dimension equally; otherwise, 
the whole system will become unbalanced (McDougall et al., 2008). 

Traditionally, the social housing management system was managed mainly 
according to service concern, which took over the other aspects of the service. 
The management of social housing excludes all development activities related to

Fig. 1 Three dimensions of 
sustainable development. 
Source Authors’ drawing 
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the production of housing services from new social housing (Priemus et al., 1999). 
In the last ten years, environmental and social matters have acquired increasing 
attention and become more prominent in the political debate. Social aspects of 
social housing management have an influence on the decision-making process; 
however, few researchers have investigated how to measure it. Environmental issues 
in social housing management can be characterized into two streams: environmental 
protection and appropriate land-use plan. 

To connect the abovementioned pillars, it is necessary that the social housing 
management system adopts the perspective of sustainability. To this end, it is neces-
sary to understand those main issues which affect social housing management. This 
is a prerequisite to embody the concept of sustainability within the integrated social 
housing management system. 

3 A Dynamic Performance Management Approach 
to Enhance Sustainability in the Social Housing 
Management System 

At the core of dynamic performance management, there is the instrumental views of 
performance, which provide a framework to assess performance sustainability. 

Dynamic performance management is an approach that matches traditional 
performance management methods and techniques with system dynamics modeling 
(Bianchi, 2002, 2012, 2016). Based on a learning-oriented approach, dynamic perfor-
mance management may support decision-makers to frame better the policymakers 
involved in a policy field (i.e., the relevant system) and to design sustainable policies 
concerning outcomes. 

Dynamic performance management moves from synthesis to analysis and is a 
conceptual framework based on three layers: end-result, performance drivers, and 
strategic resources (Fig. 2).

The first step in applying dynamic performance management is the identification 
of end-results (both outcomes and outputs). If the first step in applying the instru-
mental view is the identification of end- results, the second phase requires recognizing 
performance drivers. Performance drivers compare the actual performance in terms 
of efficiency, productivity, and effectiveness in the use of the set of strategic resources 
against a benchmark: for instance: skills/desired skills affect service delivery failure 
rate; actual service time/expected users waiting time affects the users’ satisfaction; 
the number of administrative tasks/administrative tasks threshold affects the costs 
per paperwork. 

As a third step, dynamic performance management supports decision-makers to 
outline the policies to adopt in order to affect the strategic resources (i.e., the stocks 
of tangible and intangible factors to build-up and deploy together with others) that 
will influence performance drivers, and through them, the end-results will feedback 
on the strategic resources making policy sustainable (Bianchi, 2016).
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Fig. 2 Dynamic view of performance management. Source Authors’ drawing

In complex governance settings, such as social housing management, immigra-
tion, or health care, strategic resources are rarely managed or controlled by the same 
institution (e.g., municipality, hospital, ministers); they are rather managed by the 
different organizations and players. Dynamic performance management may support 
each organization in a network in identifying how it may contribute to the achieve-
ment of wider outcomes in the relevant system (Bianchi, 2016; Bianchi et al., 2017; 
Cosenz & Bivona, 2018). As Bianchi (2016) stated: “the instrumental view implies 
that alternative means for improving performance be made explicit. In this regard, it 
is necessary to identify both end-results and their respective drivers. To affect such 
drivers, each responsibility area must build-up, preserve, and deploy a proper endow-
ment of strategic resources that are systemically linked to each other.” End-results 
provide endogenous sources of accumulation and/or depletion of resources which 
are strategic for the performance, e.g., cash flow accumulates into the bank account; 
the rate of the problem solved at customer services depletes the backlog of problems 
to be solved. 

End-results are flows which capture both output and outcomes, and they can 
be modeled as in-and-out flows of strategic resources. Strategic resources can be 
classified in physical resources referring to the ones which can be purchased on 
the market (inventory, employee, capacity) and resources generated by management 
(internal) routines (reputation, organizational climate, skills, solvency) that can be 
obtained only through efficiency or effectiveness of operations.
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4 Applied Dynamic Performance Management 
and Suggested Model for Achieving Sustainable Social 
Housing in Vietnam 

The overall concept of the model comes from the common failures of policies to build 
social housing in the past. This policy was originally intended to address the housing 
shortage caused by many urban dwellers unable to afford commercial housing. The 
root cause of this problem is that high population growth rate in a small part of city 
and the city expansion planning has not met this population growth. 

The local authorities have initially addressed this problem by planning the 
construction of social housing in the suburbs. The outstanding features of these 
planned areas are long distance from city center, low land prices but lack of basic 
infrastructure (public transport, schools, community areas, parks, hospitals, etc.) and 
public services. When building social housing massively in these areas, local author-
ities encountered a problem that social housing was not filled by people who lack 
housing, but they continued to choose the solution of renting houses in urban area. For 
examples, in Hanoi, there is a paradox that many social housing projects have been 
currently open for sale multiple times, but social houses still cannot be sold, such as 
the Bamboo Garden social housing project (Quoc Oai, Hanoi), of CEO Group, after 
19 sale launches, has not yet sold out despite the price below 10 million VND/m2. 
And the social housing project, AZ Thang Long (Hoai Duc, Hanoi), invested by 
Thang Long Confectionery Co., Ltd. must also open for sale for the 11th time. Or 
the social housing project in plot 5. B2 (Dong Hoi, Dong Anh, Hanoi), developed by 
Thang Long Co., Ltd., total of 504 apartments cannot be sold over 7 sales launches 
(Trang, 2020). 

Therefore, the initial lack of social housing problem has not only been solved, 
but also raised another problem. The absence of people in these new social housing 
area leads to the deterioration of buildings and the deterioration of the value of 
the buildings themselves. This failure is the waste of public investment that will 
undermine the credibility of local governments. It is important to understand that 
public investments related to social housing in the future depend significantly on the 
reputation of local authorities. For example, in Vietnam, when local governments 
receive funding from the state to build social housing but these projects are ineffective 
(social housing cannot be sold), then the possibility of receiving funds books to 
continue building social housing will be lower in the coming years. This budget will 
be distributed to other localities that have more efficient social housing. 

From the above fact, we argue that the policy on building social housing cannot 
be considered as a single problem, only solved by one agency/ministry. This issue 
requires the cooperation and settlement of responsible agencies to formulate policies. 

Social housing must be located in an ecosystem full of essential infrastructure 
and public services mentioned above, in which public transport, community living 
areas, schools, hospitals play a key role. The fulfillment of these infrastructure areas 
must be done in parallel with social housing. The argument for a policy implying a 
systematic investment in social housing and related essential infrastructure may be
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subject to criticism for its impracticality, due to, for instance, inadequate capital. I 
argue that the problem of lack of capital cannot be solved purely by public investment 
efforts. Social housing itself should not only be considered as an area for low-income 
people, but it must have its own economy. 

The mechanism that makes up the economy of social housing areas is essential 
infrastructure not only serving the needs of social housing buyers, but also for the 
other stakeholders in the area. Furthermore, we cannot look at the public infrastruc-
ture and services that accompany social housing in a closed ecosystem but in an open 
system. On the one hand, public infrastructure and services enhance the quality of 
life, which in the medium term increases the value of housing complexes in general, 
including social and commercial housing; infrastructure and public services in social 
housing areas will attract businesses to invest. 

Through taxation, initial public investment can be counterbalanced by the two 
mechanisms mentioned above, and this amount can continue to be reinvested to 
continue building social housing according to the above ecosystem idea. 

The following section will discuss how DPM can build a sustainable social housing 
policy for Vietnam. In this section, computer simulation modeling will not be used as 
a tool to develop policy. As remarked by Wolstenholme (1999) “computer simulation 
modeling adds significant value to qualitative mapping by enabling deeper and more 
rigorous analysis.” However, “the problem with computer simulation is that data 
are often not available and hence models are still speculative. Furthermore, they are 
often idealized representations of the world constrained by the restrictive nature of 
the feedback paradigm and the language of stock-flow diagrams […] there is always 
a tendency to produce models which are too detailed and complex to sufficiently 
validate them against the mental models of their creator.” 

In order to feed performance management with simulation models that may 
portray suggested policies through DPM charts and reports, a more pervasive effort 
than qualitative modeling is needed. This does not only require detailed data, but also 
an active collaboration of decision-makers with basic system dynamics modeling 
skills. 

4.1 A Causal Perspective of Social Housing in Vietnam 

Figure 3 portrays main feedback loops describing the development and potential 
decline process of social housing in Vietnam. The liquidity comes from three sources, 
the revenue from selling social houses, taxation of commercial houses sale, and public 
funding from central government. The key point is instead of using liquidity to build 
more social houses, the liquidity will be invested in infrastructure and public services. 
The reinforcing loop R1 describes how to raise the liquidity through enhancing city 
attractiveness and quality of life (Fig. 4).

The higher the city attractiveness and quality of life are, the higher price of 
commercial houses will be, and by taxation of commercial houses sales, the liquidity 
increases. According to the study of two Vietnamese authors Hang and Tran, the
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Fig. 3 Main feedback loops describing the development of social housing in Vietnam. Source 
Authors’ drawing 

Fig. 4 Reinforcing loop R1. Source Authors’ drawing

completion of infrastructure and public services is the second most important factor 
(after the location of the real estate), having an impact on the value of the real estate. 
This factor can increase the value of real estate by up to 200% (Hang & Tran, 2020). 
The liquidity generated by taxation of commercial houses is reinvested in developing 
infrastructure and services which foster the quality of life and attract residents. Also, 
an increased city attractiveness encourages a higher number of businesses in the area. 
Investing in infrastructure and public services also decreases the number of abandon
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Fig. 5 Reinforcing loop R5. 
Source Authors’ drawing 

social houses that will stimulate the social housing buyers (reinforcing loop R5). The 
higher the social houses sold, the higher the revenue generated from sales that will 
add up to the liquidity (Fig. 5). 

Investing in infrastructure and public services not only improves the quality of 
life for social housing buyers but also increases citizen satisfaction in the area. For 
example, the complete development of infrastructure and public services in Linh Dam 
new urban area (Hanoi) has brought great satisfaction to people living in this area. 
Linh Dam new urban area has become a model urban area in Hanoi (Hieu, 2015). 
The higher the citizen satisfaction is, the higher the local government’s credibility 
which increases the possibility of receiving public fund of the central government. 
The reinforcing loop R3 presents how the local government can mobilize the public 
fund from increasing its creditability through investing in infrastructure and public 
services (Fig. 6). 

However, such growth might be tackled by public service saturation. In fact, a 
too fast growth in population and businesses would gradually reduce the capability 
of infrastructure and public service capacity to satisfy resident needs. For example, 
in the Trung Hoa–Nhan Chinh urban area (Hanoi), an overload situation has created

Fig. 6 Reinforcing loop R3. 
Source Authors’ drawing 
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Fig. 7 Balancing loops B1 and B2. Source Authors’ drawing 

parking lots on roadbed, on sidewalks, obstructing traffic and causing urban disorder 
and unsafety, besides, space for walking is very limited and unsafe (Hieu, 2015). 
This condition would reduce perceived quality of life, which would in turn lead to a 
decline of residents (balancing loop B1) and to a drop in city attractiveness (balancing 
loop B2). Such potential limits to growth have been faced by city governance (Fig. 7). 

In this regard, the reinforcing loop R7 shows how to prevent public service satura-
tion through investing infrastructure in abandoned social housing area. That invest-
ment will help to relocate part of city population to suburbs and deal with public 
service saturation in city center. This investment also increases sale of social houses 
in that area, contributing the cash flow to liquidity. By keeping pace with rapid popu-
lation growth through such investments, it has been possible to improve the local 
area attractiveness, so to generate further commercial houses sales and cash flows 
(reinforcing loop R7) (Fig. 8).

In summary, the liquidity from public funding should not be spent in only building 
more social houses, which will create more abandoned houses in suburb area; instead, 
it should be invested infrastructure and public services to stimulate public value 
(quality of life and city attractiveness). The focus of this view is on local area perfor-
mance, i.e., the aptitude of stakeholders in a region (e.g., a city neighborhood) to 
collaborate for developing common goods that may generate public value, which 
may provide better conditions for local organizations to pursue sustainable develop-
ment (Bianchi et al., 2019). So that it will solve the problem of abandoned social 
houses, and also the commercial house price will increase, and through taxation of 
commercial house sale and the social house sales, the liquidity will be increased. 

The causal perspective here illustrated provides a sound basis for designing a 
dynamic performance management (DPM) chart to illustrate the benefits that policy 
design and implementation might have gained in attaining sustainable outcomes in 
the case at hand.
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Fig. 8 Reinforcing loop R7. Source Authors’ drawing

Reframing social housing development in Vietnam through dynamic perfor-
mance management 

Figure 9 shows the different levels of related outcomes associated with the described 
policy. Such outcomes are changes in the endowment of strategic resources in the 
area that cannot be purchased on the market. Therefore, it is expected that such 
resources are built up as ultimate consequences of network policy implementation. 
Among them, an important role is played by shared resources (e.g., quality of life and 
city attractiveness). The competence of network governance to attain such resources 
provides a synthesis of policy sustainability. This entails balancing financial with 
competitive and social goals in the short and long run. In this perspective and in the 
investigated context, financial outcomes are framed at the same time as an end and 
as a means for developing quality infrastructure and service capacity and fostering 
social inclusiveness.

The final outcomes are the: change in city attractiveness and change in liquidity. 
These performance measurements determine the capability of the city to be a target 
destination for a population which consists of residents and businesses but also 
solving the problem of social housing in city. The city attractiveness is one of the 
final outcomes since it synthetizes the impact of network policies on the conditions 
that make the area appealing and therefore may retain or increase people, who may 
contribute to further development. The change in liquidity is considered a financial 
outcome as it helps to mobilize funds to invest in infrastructure and public services 
and develop social houses project in the future. 

To attain the first final outcome, the important role is played by two first-level 
intermediate outcomes, which is the change in quality of life (referred to residents) 
and change in abandoned social houses. The first outcome qualifies the core factors 
attracting residents in the area, based on the current living conditions provided by 
public services and the quality of infrastructures. A declining stock of residents, due
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Fig. 9 Dynamic performance management view of sustainable social housing development in 
Vietnam. Source Authors’ drawing

to a low quality of life, would make it hard to attract businesses in the city. Therefore, 
to generate conditions for improving quality of life, proper investments in service 
capacity are needed. The second outcome shows that the lower abandoned social 
houses will create the higher city attractiveness. 

To achieve the second final outcome, the first-level intermediate outcomes should 
be considered which are change in citizens’ satisfaction, change in government’s 
creditability, change in revenue from selling social houses, and change in commercial 
housing price per square meter. Change in citizens’ satisfaction will lead to change 
in government’s creditability which helps local government to mobilize capital from 
public fund. An increase in change in commercial housing price will also stimulate 
the liquidity (through taxation). 

In the design and implementation of a sustainable policy for social housing devel-
opment, performance management should first focus on outcome measures, such as 
those previously described. To attain them, a number of performance drivers (i.e., 
intermediate short-term results) can be identified. 

Two main drivers affect the change in city attractiveness: quality of life ratio and 
social housing occupancy ratio. Such performance measures imply that, although a 
precondition to attract people in the area is residents’ quality of life, the construction 
factor is relevant. Also, an increase in the social housing occupancy ratio increases 
a place attractiveness since it reduced the abandoned houses in city. 

Public service saturation is the main performance driver which inversely affects 
change in quality of life. Such driver is a result of available capacity, in terms of 
infrastructures, public services, recreational spaces compared with the current request 
for such services. An increase in public service saturation (due to over exploitation
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of the area’s carrying capacity by business and overpopulation) reduces the quality 
of life. 

Abandoned social houses ratio is the other main performance driver which affects 
the change in abandoned social houses. This driver shows how many abandoned 
houses compared with number of social houses in the city neighborhood. The lower 
this ratio (due to the development of infrastructure and public services) will lead to 
decrease in change in abandoned social houses that will increase city attractiveness. 

Three main performance drivers affect the change in liquidity: city attractiveness 
ratio, citizens’ satisfaction ratio, and social housing occupancy ratio. City attractive-
ness ratio indirectly affects cash flows; this is affected by the level of city attractive-
ness. When such performance driver increases, one may expect that the asset price 
per square meter will rise. The increase citizens’ satisfaction ratio will increase local 
governments’ creditability which helps local governments to receive more public 
fund from central government. The social housing occupancy ratio relates to number 
social house over total social houses. The higher such ratio is, the higher the selling 
rate of social houses, and this will add up to the liquidity. 

4.2 Stakeholders Network 

Around social housing development in Vietnam, a net of stakeholders has played 
an active role. As Fig. 10 shows, different actors can be positioned on concentric 
circles around NHA (Vietnam National Housing Association). Each circle represents 
different levels of relevance and involvement in the design and implementation of 
the development process.

Those stakeholders positioned in the inner circles have a higher level of proximity 
to NHA, relevance, power, and commitment in the network, with respect to those in 
the outer circles. 

At the core of the network are NHA counterparts: the provincial (local) govern-
ments. The NHA would act as an overarching coordinating body, across ministries 
and local governments, to oversee housing sector interventions. The NHA need not 
be a new institution; it could be anchored under a lead ministry, determined by 
GoV, or by establishing a new executive body at a higher level of government, or 
by expanding the mandate and capacity of the existing Central Steering Committee 
(CSC). 

Such an agency could have the following specific set of functions:

. Coordinate and convene public agencies

. Carry out policy analysis and development

. Channel subsidies and support to local governments

. Monitor and evaluate programs

. Develop a common targeting framework

. Oversee housing and real estate market information systems.
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Fig. 10 Stakeholder network. Source Authors’ drawing

The NHA would also engage and support local governments toward preparation 
and execution of the Flagship Initiatives. Local governments play an important role 
in carrying out local needs assessments, identifying target households, facilitating 
land provision, administering subsidies, engaging private sector, and reporting back 
results for the monitoring of programs. By creating common delivery systems, clear 
performance indicators and platforms for training and peer-to-peer sharing, central 
government can support and incentivize local governments to become more effective 
agents in social housing provision. 

The NHA also works directly with other ministries to foster policy collaboration, 
such as:

. State Bank of Vietnam: for banking sector regulations for social housing 
development

. Ministry of Construction: for social housing policies and development plan

. Ministry of Planning and Investment: for local socio-economic planning and 
investment

. Ministry of Natural Resources and Environment: for local land management and 
land-use planning for social housing

. Ministry of Labor and Social Affairs: for determining social welfare policies for 
social housing buyers. 

The provincial governments receive budget allocation from Ministry of Finance 
for developing social house.
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The third circle determines the stakeholders that involve directly with local social 
housing development. Their roles are:

. State-owned commercial banks and Bank for Social Policies will provide social 
housing finance (e.g., low-interest loans) for both contractors and social housing 
buyers.

. Local Investment and Development Fund is responsible for targeting and selection, 
capital subsidy allocation for social housing constructors. 

The Services Companies manages in providing public utilities drinkable water, 
fire services, natural gas, electric power, cable television, telephone, and internet. 

5 Conclusions 

Solving the problem of sustainable social housing just by increasing the number 
of social houses cannot solve the root problem. The reason is that focusing solely 
on the increase in the quantity of houses, without accompanying infrastructure and 
public services, will lead to abandoned housing area, which creates a huge waste. 
Instead, it is necessary to see social housing having its own economy. By investing in 
development of infrastructure for cities, it will contribute to solving the problem of 
sustainable social housing. Infrastructure development will enhance the attractive-
ness of urban areas, which will raise the prices of commercial real estate in urban 
areas; through the taxation of these real estate sales, the state budget will increase 
significantly. In addition, the development of infrastructure in abandoned housing 
areas will reduce the population density in the city center, while at the same time 
addressing the social housing areas that are still abandoned. Lastly, the development 
of infrastructure will increase the satisfaction of the people and lead to an increase 
in the local governments’ creditability and increase the opportunity to access the 
central budget for social housing development. 
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Factors Affecting Non-performing Loans 
of Vietnamese Banks in the Context 
of the Covid-19 Pandemic 
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Abstract The purpose of this study is to determine the factors affecting non-
performing loans (NPLs) of banks in the context of the COVID-19 pandemic. The 
feasible generalized least square (FGLS) regression method is used to quantify the 
impact of groups of macro-factors, specific characteristics of banks, and the impact 
of the COVID-19 pandemic on the NPLs of 25 banks listed in Vietnam in the period 
2016–2021 according to three research models. The results show that higher unem-
ployment rate, higher bank size, and higher profitability of banks lead to lower NPL 
ratio, but higher credit growth rate and higher credit provision ratio lead to higher 
NPL ratio. The study found that the COVID-19 pandemic in Vietnam has a signifi-
cant negative impact on the NPL ratio in 2020, a significant positive impact on the 
NPL ratio in 2021, but the coefficient is negative but not statistically significant when 
combining the effects of both 2020 and 2021, has shown the complex and unexpected 
impact of the pandemic on the NPL ratio of the banking system. This result is an 
early warning and suggests some suggestions for regulators and banks to control the 
NPL ratio in the near future. 

Keywords Credit growth · Return on equity · Provision for credit risk ·
Unemployment · Vietnam 

1 Introduction 

Non-performing loans (NPLs) are the biggest risk of commercial banks when 
targeting credit growth (Tanasković & Jandrić, 2015). This risk is even more 
concerned by regulators and banks when the context of the economy is adversely 
affected by financial crises or epidemics. There are many factors that can affect 
NPLs (such as macro-factors and specific characteristics of the bank), so in order to 
effectively manage and handle these debts, it is very important to study the factors 
affecting NPLs (Phuong, 2022a).
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The previous financial and non-financial crises have resulted in an increase in 
underperforming loans in many countries around the world (Bayar, 2019; Goodell, 
2020; Turan & Koskija, 2014). It was found that the COVID-19 pandemic was 
the cause of strong fluctuations in financial markets and also in banking stocks in 
many countries (Contessi & De-Pace, 2021; Phuong, 2021, 2022b). The application 
of unprecedented measures to prevent the spread of the COVID-19 pandemic in 
countries has negatively affected the business activities of many businesses, leading 
to the increased risk of bad debts at banks (Ari et al., 2021; Demary, 2021). However, 
the number of studies on the impact of COVID-19 on NPLs to date is still quite 
limited. 

This fact shows the need to study the factors affecting non-performing loans of 
banks in the context of the COVID-19 pandemic. Therefore, this topic will be studied 
for banks listed in Vietnam in the period 2016–2021. 

2 Literature Review 

There are many different expressions when defining NPLs, but organizations such as 
the International Monetary Fund and the Basel Committee on Banking all agree that 
loans should be classified as NPLs when payment of interest and principal is past 
due by more than three months (90 days) or more (Basle Committee, 2016; IMF,  
2019). 

The groups of factors were studied by the authors about NPLs which are as follows: 
analysis of macro-factors, analysis of micro-factors, and a combination of analysis of 
macro- and micro-factors affecting NPLs (Žunić et al., 2021). Among these factors, 
macro-factors (external factors) have stronger influence than micro-factors (internal 
factors or specific characteristics of banks) (Klein, 2013; Sanjeev, 2007). 

2.1 Macro-Factors Affecting Non-performing Loans 
of Banks 

Espinoza and Prasad (2010) studied 80 banks in the Gulf Cooperative Council (GCC) 
region in the period 1995–2008, showing macro-factors (removing oil from GDP and 
interest rates) and specific factors (bank size, credit growth, management efficiency) 
all contributed to the increase in NPLs in these countries. The financial accelerator 
theory is a widely used theoretical framework to link NPLs to a country’s macroeco-
nomic environment (Bernanke & Gertler, 1989; Kiyotaki & Moore, 1997). Lawrence 
(1995) proposed the theory of the life cycle consumption pattern as a way to deter-
mine the probability of default. The default probability model implies that NPLs 
are associated with uncertainty about future earnings. Low-income borrowers have 
higher default rates as the risk of unemployment increases. In addition, banks charge
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higher interest rates to riskier customers, so the probability of default depends on 
current income and the unemployment rate. 

Studies show both economic growth (RGDP) and unemployment rate as two 
important factors affecting NPLs. Low RGDP and high unemployment negatively 
affect the wealth and ability of borrowers to repay, so under these macro-conditions 
NPLs are forecast to increase higher (Bernanke & Gertler, 1989; Bernanke et al., 
1999; Kiyotaki & Moore, 1997). An economy with a high RGDP and a falling 
unemployment rate can lead to an excessive credit boom that reduces credit quality 
and causes higher NPLs (Kirti, 2018; Schularick & Taylor, 2012). 

Studies in developed and emerging countries have shown that NPLs are affected 
by macro-factors. Babouček and Jančar (2005) studied the Czech economy and credit 
channel activity for 11 years from 1995 to 2004 and found that unemployment and 
inflation are positively correlated with banks’ NPLs, and vice versa, RGDP is nega-
tively correlated with NPLs. Similar to Babouček and Jančar (2005), Klein (2013) 
studies 16 countries in Central, Eastern, and South-Eastern Europe (CESEE) for 
the period 1998–2011 also showing RGDP, unemployment, and inflation significant 
impact on the asset quality of banks. In addition, Klein (2013) also shows that a falling 
exchange rate increases NPLs in CESEE countries. Ghosh (2015) investigated state-
by-state macroeconomic factors in the United States during the period 1984–2013 
that affected the NPLs of commercial banks and thrift institutions. The results show 
that the state’s RGDP reduces NPLs, while inflation, state unemployment, and US 
public debt significantly increase NPLs (Ghosh, 2015). 

Research in emerging countries, Radivojevic and Jovovic (2017) and Bayar (2019) 
both show that RGDP has an important role in bank asset quality. A decrease in 
RGDP will increase the banking NPL ratio in emerging countries (Bayar, 2019; 
Radivojevic & Jovovic, 2017). Using the generalized method of moments to study 
the banking sector, in addition to RGDP, Bayar (2019) also shows that macro-factors 
such as inflation and economic freedom have a negative impact on NPLs, and unem-
ployment has a positive impact on NPLs. Analysis of inflation: Ari et al. (2021) argue 
that inflation can affect the NPL ratio in two opposite directions. Rising inflation can 
reduce NPLs as rising inflation reduces the real value of debt and makes it easier 
to pay off debt in local currency. Conversely, rising inflation can also lead to higher 
nominal and real interest rates, increasing the cost of debt services. In this case, high 
inflation may also be accompanied by macroeconomic instability that exacerbates 
the NPL ratio (Ari et al., 2021). 

2.2 Internal Factors or Specific Characteristics Affecting 
Non-performing Loans of Banks 

The relationship between bank size and NPL ratio is often explained by the moral 
hazard hypothesis and the “too big to fail” view. Studying commercial banks and 
thrifts in the period 1984–2013 to determine the factors affecting NPL at the state level
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in the United States, Ghosh (2015) shows the size of the banking industry as well and 
capitalization of banks affects NPLs. Low-cap banks have more problems with NPLs 
(Berger & DeYoung, 1997) because managers of these banks have a moral hazard 
incentive to engage in risky lending practices (Keeton & Morris, 1987). Therefore, the 
moral hazard hypothesis implies an inverse relationship between bank capitalization 
and NPLs. However, there is also a view that large-cap banks will be more relaxed in 
credit scoring and monitoring customers because they believe in the “too big to fail” 
concept of Rajan (1994). In this case, the relationship between bank capitalization 
and NPLs is positive. Thus, the relationship between bank capitalization or bank size 
and NPLs has not been consistent so far. 

Some studies have emphasized that the increase in NPLs of banks is due to poor 
credit quality control (Keeton, 1999; Asfaw et al., 2016). Survey of Federal Reserve 
Senior Lenders for the 1967–1983 and 1990–1998 periods, and statewide data for 
the 1982–1996 period, Keeton (1999) points to as credit growth faster and exces-
sive relaxation of credit standards will result in higher loan losses, especially if the 
economy is in recession. Asfaw et al. (2016) studied the factors affecting NPLs of 
the Development Bank of Ethiopia, Central Region by surveying 43 borrowers and 
55 employees. The authors found that poor credit ratings and poor credit monitoring 
were responsible for the increase in NPLs at this bank. Asfaw et al. (2016) suggested 
that banks should strengthen the borrower’s screening criteria and credit assessment 
before and after disbursement. Disbursement of capital for the right purposes should 
be focused through strengthening credit supervision. 

In addition, large-scale banks often increase excessive leverage and loosen credit 
quality, leading to increased NPLs (Stern & Feldman, 2004). The loosening of credit 
quality causes the risk of loan portfolio to increase rapidly, and banks will have 
to make higher provisions for credit risks (Keeton & Morris, 1987). This can be 
explained by the moral hazard hypothesis of bank managers. 

The hypothesis of “bad management” and the concept of “liberal credit policy” are 
often applied to explain the impact of management quality on banks’ NPLs. Manage-
ment quality is often measured by the profitability or performance of a bank (Bayar, 
2019; Berger & DeYoung, 1997; Klein, 2013; Rajan, 1994). The “bad management” 
hypothesis of Berger and DeYoung (1997) suggests that banks with high profitability 
are less likely to engage in high-risk activities so their NPLs will be low. In other 
words, profitability is negatively related to NPLs. However, Rajan (1994) argues that 
banks with higher profitability can also increase bad debt because from the point of 
view of “liberal credit policy”. This policy implies that bank managers may try to 
make adjustments to increase current earnings to preserve their short-term reputation 
but will lead to increased NPLs in future. 

A study of 43 banks in the Czech Republic, Podpiera and Weill (2008) showed that 
poor management was the cause of reduced cost efficiency leading to high NPL ratio 
in the period 1994–2005. Based on these results, Podpiera and Weill (2008) suggest 
that for countries in transition such as the Czech Republic, banking supervisors 
should focus on improving the cost-effectiveness of banks in order to reduce the 
NPL ratio. In agreement with Podpiera and Weill (2008), studies show that higher 
bank management quality (return on equity in the previous period) can improve
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lower NPL ratios in CESEE countries (Klein, 2013), increased bank profits reduced 
NPLs at US commercial banks and thrifts over the period 1984–2013 (Ghosh, 2015), 
higher return on assets, and return on equity have the effect of reducing bank NPLs 
in emerging countries (Bayar, 2019). 

In addition, low equity and high loan-to-total assets ratio tend to exacerbate bad 
debt (Klein, 2013), increased liquidity risk, poor credit quality and less efficient costs 
significantly increase NPLs (Ghosh, 2015), credit growth, increasing cost-to-income 
ratio, and financial crisis will increase NPLs (Bayar, 2019). 

2.3 Impact of Crises on Non-performing Loans of Banks 

Using quarterly data from 2003 to 2013 from the Albanian bank, Turan and Koskija 
(2014) demonstrated that NPLs started to increase shortly after the outbreak of the 
financial crisis in 2008, but strong growth in NPLs occurred a year later when RGDP 
in most of the CESEE countries fell. Using annual data for 14 emerging economies 
from 2000 to 2013, Bayar (2019) also reaffirms that the financial crisis will cause 
NPLs to increase rapidly in these countries. 

Goodell (2020) believes that the COVID-19 pandemic can affect banks because it 
is one of the causes of the decline in loan portfolio quality, which in turn leads to an 
increase in NPLs. Demary (2021) warns that NPLs are likely to increase in the euro 
area due to the impact of the COVID-19 pandemic, especially in countries where 
the bankruptcy system is inefficient. Therefore, Demary (2021) emphasizes that the 
extent to which the negative impact of the COVID-19 pandemic will depend heavily 
on the effectiveness of countries’ restructuring measures. 

3 Methodologies 

Based on theory and the previous studies, in order to determine the factors affecting 
NPLs of Vietnamese banks in the context of the COVID-19 pandemic, the article 
proposes the following research model: 

NPLi,t = α0 + 
L{

l=1 

βlMacroi,t + 
M{

m=1 

βmBanks Specifici,t + 
21y,20.21{

k=20y 

βk D
COVID + εi,t 

(1) 

The model includes 3 groups of variables: macro-factors, specific characteristics 
of banks, variables affected by the COVID-19 pandemic. 

The dependent variable NPL is calculated by the annual total outstanding loans 
for each bank. 

Independent variables:
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The group of macro-variables consists of three variables, namely annual GDP 
growth (RGDP), annual inflation rate (INF), and annual unemployment rate 
(UNEMP). 

The group of variables with specific characteristics of banks includes the following 
variables:

. Bank size (size) is the natural logarithm of total assets

. Credit growth (CREDIT) is the growth of outstanding loans of year t compared 
to year (t-1)

. Financial leverage (FLEV) is calculated as total debt to total assets

. Profitability (ROE) is calculated as profit after tax on equity

. Provision for credit risk (PCR) is provision for credit risk on total assets. 

The group of dummy variables measuring the impact of the COVID-19 pandemic 
includes: 

The impact of the COVID-19 pandemic on Vietnam in 2020 and 2021 is very 
different. Vietnam is known as one of the best countries to control the spread of 
COVID-19 in the world in 2020 (Phuong, 2022b; World Bank, 2020). However, 
with the emergence of many new strains of the corona virus spreading at a fast rate 
while the source of a vaccine against COVID-19 is limited, Vietnam’s economy in 
2021 has suffered a much more negative impact than in 2020. In 2020, the distance 
due to COVID-19 in Vietnam is about 1 month, and there are no deaths, but until 
2021, Southern provinces had to be separated for the last 6 months of 2021 with the 
number of deaths from COVID increasing rapidly in Ho Chi Minh City, Binh Duong, 
Dong Nai, and Long An.1 

To remove difficulties for businesses and borrowers due to the impact of COVID-
19, the State Bank has issued Circular No. 01/2020/TT-NHNN, Circular 14/2021/TT-
NHNN, Decree 31/2022/ ND-CP to restructure debt repayment terms, exempt and 
reduce interest charges, and support interest rates so that businesses can recover their 
production and business activities soon. Therefore, this paper uses three dummy 
variables to quantify the impact of the COVID-19 pandemic as follows: 

DCOVID20y =
(= 1 if year = 2020 
= 0 otherwise (2) 

DCOVID21y =
(= 1 if year = 2021 
= 0 otherwise (3) 

DCOVID20.21 =
(= 1 if year = 2020, 2021 
= 0 otherwise (4) 

All research data was collected during the period from 2016 to 2021. The macro-
data group is collected from the General Statistics Office of Vietnam, the data group

1 Vietnam Business Operations and the Coronavirus: Updates, link https://www.vietnam-briefing. 
com/news/vietnam-business-operations-and-the-coronavirus-updates.html/. 

https://www.vietnam-briefing.com/news/vietnam-business-operations-and-the-coronavirus-updates.html/
https://www.vietnam-briefing.com/news/vietnam-business-operations-and-the-coronavirus-updates.html/


Factors Affecting Non-performing Loans of Vietnamese Banks … 535

on the characteristics of banks, and the dependent variable is collected in the annual 
audit reports of 25 listed banks in Vietnam. 

Estimation method: The article uses the feasible generalized least square (FGLS) 
estimation method for the regression equations. This method has the advantage that 
it can overcome the phenomenon of variable variance and autocorrelation compared 
with conventional estimation methods on panel data such as pool original least square, 
fixed effects model, and random effects model. 

4 Results 

With 25 listed commercial banks in the period 2016–2022, the research data includes 
150 observations. Table 1 shows the results of descriptive statistics of the variables 
included in the research models (Table 2). 

The average non-performing loan ratio of listed banks is 1.8%, which is a relatively 
safe level. However, the statistical results in Table 1 show that the risk of NPLs is 
high for KLB bank when the NPL ratio is very high at 7.62% in 2020. Therefore, to 
ensure safety, banks need to come up with synchronous measures to reduce the NPL 
ratio below 3%. 

Due to the impact of COVID-19, the lowest GDP growth is in 2020, the lowest 
inflation is in 2021, and the highest unemployment rate is 3.22% in 2021. The bright 
spot in 2021 is VIB’s ROE of 26.39%, the highest of all banks in the research period. 

The correlation coefficient of the variable COVID with the variables covid20 and 
covid21 is 0.633 so these variables will be regressed separately for each regression 
model. The remaining pairs have correlation coefficients in the range ±0.57, so the

Table 1 Descriptive statistics of variables in the model and VIF 

Stats N Mean Min p50 Max VIF 1/VIF 

NPL 150 0.0180 0.0047 0.0166 0.0762 

GDP 150 −0.1109 −0.5855 −0.0394 0.0966 2.17 0.4602 

INF 150 0.5113 −0.4303 0.0803 3.2222 1.31 0.7655 

UNEMP 150 0.0234 0.0199 0.0225 0.0322 1.58 0.6340 

SIZE 150 14.2566 13.2799 14.2178 15.2460 1.78 0.5618 

CREDIT 150 0.2220 −0.9374 0.1658 7.5545 1.08 0.9235 

FLEV 150 0.9173 0.8155 0.9244 0.9570 1.25 0.8018 

ROE 150 0.1154 0.0003 0.1100 0.2639 1.66 0.6017 

PCR 150 0.0088 0.0000 0.0059 0.0505 1.08 0.9227 

COVID20y 150 0.1667 0.0000 0.0000 1.0000 2.32 0.4314 

COVID21y 150 0.1667 0.0000 0.0000 1.0000 2.32 0.4314 

COVID20.21 150 0.3333 0.0000 0.0000 1.0000 3.76 0.2663 

Mean VIF 1.8
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variables are linearly independent (Farrar & Glauber, 1967) and are suitable for use 
in regression models based on panel data. 

Breusch & Pagan test results from Table 3 show that models have heteroskedas-
ticity but not autocorrelation according to Wooldridge test. Therefore, the 
heteroskedasticity phenomenon is overcome on the models, and the FGLS regression 
results after overcoming are shown in Table 3. 

Unemployment rate: The results from Table 3 show that unemployment rate has a 
significant negative impact on NPLs in all three research models. It rejects Lawrence’s 
(1995) view of the life cycle consumption model due to the characteristics of unem-
ployment and loan structure in Vietnam during the research period. The unemploy-
ment rate in Vietnam in the period 2016–2021 remains low at less than 3.22%. In 
addition, personal loans account for a low percentage of total outstanding loans as 
well as in NPLs. This result is similar to banks in 14 developed countries for the period 
1870–2008 (Schularick & Taylor, 2012) and bond-derived NPLs in 38 countries with 
the longest being in the range of 1980–2016 (Kirti, 2018). 

Bank size: At 1% significance level, bank size (SIZE) has a negative impact on 
NPLs. This result rejects the “too big to fail” notion that large banks have high NPLs 
(Ghosh, 2015). In Vietnam, large-scale banks are those with better management 
experience and better loan quality, thereby limiting NPLs. The negative relationship

Table 3 FGLS regression results and tests 

Variable FGLS-COVID20y FGLS-COVID21y FGLS-COVID20.21 

GDP −0.0035 −0.0004 −0.0024 

INF −0.0005 −0.0002 −0.0003 

UNEMP −0.3471** −0.3480*** −0.2402* 

SIZE −0.0041*** −0.0045*** −0.0042*** 

CREDIT 0.0010* 0.0010* 0.0010* 

FLEV −0.0265 −0.0244 −0.0300 

ROE −0.0394*** −0.0394*** −0.0373*** 

PCR 0.2550** 0.2654*** 0.2524** 

COVID20y −0.0027* 

COVID21y 0.0025* 

COVID20.21 −0.0010 

_cons 0.1105*** 0.1149*** 0.1126*** 

N 150 150 150 

Breusch & Pagan test 

Chibar2(01) 32.64 33.46 33.26 

Prob > chibar2 0.0000 0.0000 0.0000 

Wooldridge test 

F(1, 24) 0.069 0.061 0.097 

Prob > F 0.7955 0.8068 0.7584 
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between bank size and NPLs in Vietnam is similar to that of banks in the CCC region 
in the period 1995–2008 (Espinoza & Prasad, 2010). 

Credit growth: With 90% confidence, credit growth (CREDIT) has a positive 
impact on NPLs. This result implies that when the economy grew in the face of 
competitive pressure, some banks may have experienced rapid credit growth along 
with loosened credit standards, weak credit monitoring will increase NPLs. 

The positive relationship between credit growth and NPLs in this study has added 
empirical evidence in Vietnam besides the studies of Keeton (1999), Asfaw et al. 
(2016) and Bayar (2019). 

Profitability: Profitability (ROE) has a significant negative impact on NPLs. The 
negative relationship between profitability and NPLs has refuted the “liberal credit 
policy” view as in Rajan’s (1994) study and supported the “bad management” view 
that Berger and DeYoung (1997) proposed. This shows that banks with high prof-
itability have less incentive to relax credit standards, so the NPLs of these banks are 
lower. This result is similar to Klein (2013), Bayar (2019), Ghosh (2015) but does 
not support the results of Rajan (1994). 

PCR: Provision for credit risk has a positive impact on NPLs at 5% significance 
level. Bank credit quality is positively correlated with NPLs supporting the “moral 
hazard” hypothesis first discussed by Keeton and Morris (1987). Banks with low 
credit quality often have a moral hazard incentive by accepting a higher level of risk 
when lending, leading to high NPL ratios, while banks with high credit quality often 
avoid high-risk activities, so the NPL ratio is low. This result is similar to the study 
of Keeton (1999), Asfaw et al. (2016), and Bayar (2019). 

Both the COVID20y and COVID21y variables are statistically significant at 10%, 
demonstrating that the NPLs of banks are affected by the COVID-19 pandemic in 
both 2020 and 2021. However, the regression coefficients of these two variables have 
opposite signs. This shows the mixed effects of COVID-19 developments in Vietnam 
in these two years and can be explained by many reasons. 

In 2020, Vietnam is one of the countries that has successfully controlled the 
COVID-19 pandemic and has no deaths. Socio-economic activities were interrupted 
in April 2020 for social distancing, and activities have returned to almost normal for 
the rest of 2020. In addition, the Vietnamese government has timely provided support 
for those infected with COVID-19 and those who are in difficulty due to COVID-19, 
so the NPLs of banks in 2020 have even decreased. 

In 2021, the COVID-19 pandemic in Vietnam spread rapidly with high speed, the 
number of deaths increased rapidly in Ho Chi Minh City and southern provinces. 
Therefore, there have been 4 consecutive rounds of social distancing in Ho Chi Minh 
City starting from May 31, 2021 to the end of 2021. The large-scale separation in 
the second half of 2021 in the southern provinces (the largest economic center of 
Vietnam) due to COVID-19 has severely affected almost all businesses and people 
in the southern economic region. As a result, the impact of the COVID-19 pandemic 
in 2021 is an important reason for the rapid increase in NPLs of Vietnamese banks. 
This result is similar to the impact of previous crises (Bayar, 2019; Turan & Koskija, 
2014) and the impact of COVID-19 (Demary, 2021; Godell, 2020) on banks’ NPLs.
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When quantifying the aggregate impact in both 2020 and 2021, the COVID vari-
able has a negative regression coefficient, showing the trend of the impact of this 
pandemic on banks’ NPLs. This regression coefficient is not statistically significant, 
so there is not enough evidence to conclude, but its sign is also a sign for banks to 
be cautious. 

5 Conclusions and Recommendations 

5.1 Conclusions 

The COVID-19 pandemic spreading on a global scale has affected the production and 
business activities of many businesses, thereby leading to the risk of non-performing 
loans (NPLs) for banks. In order to manage NPLs well, it is very necessary to identify 
the factors affecting the bank’s NPLs. Therefore, this article studies 25 banks listed in 
Vietnam in the period 2016–2021 to determine the factors affecting the NPLs of these 
banks in the context of the COVID-19 pandemic. FGLS regression results from three 
research models show that both macro-factors, specific characteristics of banks, and 
the COVID-19 pandemic are important factors affecting the NPL ratio of commercial 
banks. Unemployment rate, bank size, and profitability are factors that negatively 
affect NPL ratio. Factors including credit growth and credit provision have a positive 
impact on NPL ratio. The study found that the COVID-19 pandemic had a significant 
negative impact on the NPL ratio in 2020, a significant positive impact on this ratio 
in 2021, but when quantifying the combined impact of both years, the coefficient 
regression is negative but not statistically significant. This result is a warning sign for 
regulators, and banks need to pay special attention to the impact of the COVID-19 
pandemic on banks’ NPLs in order to have a solution to this problem. 

5.2 Recommendations 

Based on the research results, this article makes some recommendations for regulators 
and banks to manage NPLs of banks in the context of COVID-19. 

Based on the actual situation of commercial banks, the state bank of vietnam 
(SBV) needs to carefully consider and realize the merger of banks with weak business 
results and high NPL ratio into the top good banks in Vietnam where the ownership 
rate of State shareholders is dominant. This way brings many benefits to the whole 
banking system. Firstly, the proactive merger of weak banks will ensure the safety 
of the entire banking system, the interests of customers and related parties. Second, 
the merged bank can apply its skills and experience to restructure the merged bank 
to operate more efficiently. Besides, the merger increases the scale and improves the 
competitiveness of the banking system, thereby helping to reduce the NPL ratio.
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Banks with NPL ratio above 3% (the level is considered safe according to the 
Vietnam currency advisory council): It is necessary to review to give synchronous 
measures to handle NPLs, to avoid the situation of old NPLs not being handled, new 
NPLs have increased. 

Commercial banks need to increase the level of provision for risks commensurate 
with the increase in NPL ratio to have a source to handle NPLs when Circular 
14/2021/TT-NHNN on rescheduling, giving exemption from or reduction of loan 
interests and charges, and maintaining classified loan groups in order to help their 
clients affected by the COVID-19 pandemic expires. 

In addition, to avoid adverse effects from NPLs risk, banks should increase the 
“buffer zone” for existing NPLs, actively deduct additional capital for new loans 
when the NPL ratio exceeds an acceptable level. However, banks should not deduct 
more than necessary because it will affect the efficiency of capital use of banks. 

Commercial banks should also pay attention not to relax credit standards 
compared to current regulations in order to create a competitive advantage for credit 
growth. Because the pursuit of “liberal credit policy” will lead to deterioration in 
credit quality, potentially increasing the risk of PCR, failed to bring about effective 
credit growth and sustainable profits for banks, especially after the crisis. 

Commercial banks need to reduce costs by effectively applying effective infor-
mation technology in services to reduce lending interest rates to support customers 
to quickly recover production and business after the pandemic. Because the faster 
and more effectively the customer’s production and business activities recover, the 
less risky the bank’s profit will be, helping to limit NPLs. 

Effectively and practically deploying credit support policies from the state budget 
to remove difficulties for customers due to the COVID-19 pandemic. Specifically, 
at the end of May 2022, the Government issued Decree 31/2022/ND-CP on the 
state budget spending VND 40,000 billion, which will support 2% of interest rates 
for businesses to develop the economy, restore production, and support economic 
growth. Due to the impact of the COVID-19 epidemic in the two years 2022–2023, 
but by the end of July 2022, businesses have not yet been able to access this support 
package. Therefore, the State Bank of Vietnam needs to give specific and detailed 
instructions and clearly divide the responsibilities of coordinating agencies, industry 
associations, so that the right businesses can quickly access this low-interest capital 
source. In addition, in order to avoid profiting from support policies during the 
implementation process, the SBV needs to inspect to ensure that the support policies 
are objective, transparent, and to the right audience. On the side of commercial banks: 
It is necessary to quickly determine the list of eligible customers (for example: 
Issuing internal documents to have clear criteria when determining the group of 
subjects eligible for interest rate support under Decree No. 31/2022/ND-CP, the 
evaluation criteria of debt repayment ability, ability to recover and use loans for the 
right purposes after the pandemic, …) to support interest rates in accordance with 
regulations and create convenient for customers.
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In addition, the SBV can refer to the European Union’s bad debt directive (Direc-
tive (EU) 2021/21672 ) effective from December 28, 2021 to handle NPLs of the 
banking system under the impact of the pandemic during the COVID-19 epidemic, 
thereby proposing to the National Assembly on a legal framework for credit insti-
tutions to handle bad debts on the balance sheet and reduce the risk of NPLs 
accumulation in future. 

The National Assembly of Vietnam needs to continue to pay attention to and 
support the NPLs settlement process of the banking system through decisions on 
objectives, policies, basic task of annual, and long-term economic development of 
the country. 
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Intellectual Capital and Banking 
Financial Performances: A Systematic 
Review 

Sushmita Prasad, Pankaj Anand, Jitendra Kumar, Subhadeep Mukherjee, 
and Harishankar Vidyarathi 

Abstract The current study reviews the contribution of intellectual capital on 
banking financial performance. In today’s economic context, intangible assets along 
with the various tangible assets play an important role in the performance of any 
sector. Intellectual capital refers to that intangible asset that contributes to the bottom 
line (organizational processes, expertise of employees, and the sum of knowledge) of 
any company. Intellectual capital is identified to be one of the vital forms of assets as 
the conventional methods are lacking behind in measuring the intangible dimensions 
of performance of the company. In the current study, we will focus on reviewing 
past literatures on intellectual capital and banking financial performance. This study 
will help banking sectors in identifying the factors of intellectual capital and also the 
performance parameters of banking sectors and their financial performance. It will 
also identify how intellectual capital can increase the performance of a companies 
in the banking sector. 

Keywords Intangible assets · Intellectual capital · Banking · Financial 
performance · VUCA analysis · Systematic review 

1 Introduction 

With the development of an information and knowledge intensive economy, the 
interest concerning intellectual capital is drawn (Petty & Guthrie, 2000). The word 
‘intellectual capital (IC)’ was originally named by renowned Economist ‘John
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Kenneth’. IC is well explained as knowledge correlated intangible assets of any orga-
nization (Kehelwalatenna & Premaratne, 2014). Software, goodwill, patents, trade-
marks, infrastructure, and databases are some intangible assets which are mentioned 
in the asset side of the firm/company’s balance sheet which is recognized by the 
accounting standards (Ting & Lean, 2009). 

Intellectual Capital (IC) is intangible assets that generate worth for an organiza-
tion (Hunter et al., 2005). Stewart (1997) described IC as ‘packaged useful knowl-
edge’. Kim et al. (2011) stated that intellectual capital is a type of non-monetary 
asset that generates economic benefits for the world economy. Edvinson (1997) and 
Sullivan (1999) in their study mentioned that intellectual capital is a combination 
of experience, ability, customer relationships, knowledge, human competencies, and 
skills that helps a particular company or sector gain competitive advantage. 

Intellectual capital when studied in detail is a broader concept, which in general 
is categorized as human capital, structural capital, and relational capital (Bansal & 
Singh, 2020). 

Human capital (HC) is the explicit and implicit knowledge and facts of personnel. 
It also includes abilities, know-hows, and expertise of personnel, which they practice 
to carry out companies’ activities (Komnenic & Pokrajcic, 2012). HC is the core 
component of IC, but it leaves as employees leave the organization (Chen et al., 
2005). Human capital leads to generation of novelty as newer products and services. 

Structural capital (SC) contributes to the knowledge which stays with the compa-
nies even when the employees leave the companies, and it includes databases, 
cultures, procedures, and systems, making it more like organizational capital (Jasha-
para, 2004; Petty & Guthrie, 2000). Bontis (1998) states that structural capital is that 
contrivance in companies that helps in optimizing intellectuals, hence increasing 
performance. 

Relational capital or in other words capital employed explains the relationship of 
a company with its customers, partners, and investors. A company’s profit depends 
on customer relationship, satisfaction of customers, customer loyalty, and firm’s 
performance (Kaplan and Norton, 1996). Customer commitment and loyalty can be 
estimated by the dimension of employees’ commitment and loyalty (Horibe, 1999) 
(Fig. 1). 

Fig. 1 Composition of 
organizational performance. 
Adapted from Chahal and 
Bakshi (2017)

Intellectual Capital 

Human Capital 

Structural Capital 

Relational Capital 
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Researchers around the world have a view that if intellectual capital is used effi-
ciently, and effectively, it leads to improvement of financial performance of any 
companies (Ramandeep & Narwal, 2016). Additionally, firms which are determined 
by knowledge can improve on the production leading to profit maximization and 
enhancing market value (Pulic, 1998; Stewart, 1997). Many researchers like Mavridis 
(2004), El-bannany (2008), and Mondal and Ghosh (2012) have an opinion that 
the banking sector is a very knowledge driven industry, and it further depends on 
the factors of intellectual capital rather than physical or financial capital. Many 
researchers are keen on exploring the consequences of intellectual capital in relation 
to the banking segment (Singh et al., 2016). 

After the adoption of the rule of liberalization, privatization, and globalization 
(LPG) in 1991, the banking sector has turned out to be one of the firmest growing 
industries in India. Banks contribute to the economic development of any country 
especially the developing countries by interim like a financial arbitrator between 
different other sectors (Goh, 2005). Indian banking sectors are one of the strong 
industries as it was very fewer affected by the universal economic crisis in the year 
2008. Right after the Global Economic Crisis, in the year 2010 and 2011, the produc-
tivity and thus the profitability of the banking sector in India increased, which was 
among the utmost performance indicators around the world (Mohan, 2012). 

Type of banks Number 

Public sector banks 12 

Private sector banks 21 

Small finance banks 12 

Regional rural banks 43 

Payments banks 4 

Foreign banks 45 

Total 137 

Current distribution of banks in India: Source RBI (2022) 

However, this brings a huge competition among the banks to be more efficient, 
profitable, and productive to survive which brings in the role of intellectual capital. 
The main motivation behind the study is to discover how intellectual capital has 
impacted banking performance, keeping in point the part played by the banks in the 
survival of the economy. 

With the transformation and steps of India from developing country to developed 
country, as banks play a vital role as it is one of the industries that survived the 
global crisis and should have a durable and strong base. In addition to this, the Indian 
government had taken many steps for the same adding to the revival of the Indian 
Economy after the crisis (Wequar et al., 2018). 

The current study focuses on a systematic review of the previous research done on 
intellectual capital (IC), pointing to identify the different types of capitals involved in 
developing IC and in view of the explanation of IC and its factors. It is a challenging 
effort to see the ways of measuring components of IC. With the past studies, it
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is found that there are three dimensions as follows; organizational, national, and 
regional. Now, the dimension brings in a different path to explore the connection of 
IC and banking performance (Bansal & Singh, 2020). 

This current study adds to the research and helps in understanding in what way 
to estimate IC performance of the Indian banking sector. Furthermore, it also recog-
nizes the increased role of IC in a bank’s economic performance. The current study 
also contributes to the continuing research on the factors of banking effectiveness 
(Garcia & Guerreiro, 2016; Menicucci & Paolucci, 2016; Petria et al., 2015). The 
study not only helps banks mend their profitability and will also support the policy 
creators in achieving the goals of financial stability. 

2 Literature Review 

The vital area of interest for a researcher before 1990 was measurement of intellectual 
capital. Roslender et al. (2006) in their study showcased that the financials of the 
firms should have declaration on IC along with other assets of the company. It was 
also suggested that whenever a company is taken into consideration, all the complete 
value and present performance should be considered. Hence, along with computation 
of intellectual capital, information should be utilized efficiently. 

Studies in view of the impact of IC on bank performance are talked about below. 

2.1 Overview of the Intellectual Capital 

IC is one of the core outcomes of human information. It plays a vital part in the 
approach accomplishment to achieve a competitive advantage among its competitors 
and to enhance presentation. Steward (1997) in his study stated that IC can be anything 
from intellectual information, to knowledge of material to intellectual property rights 
and experience, knowledge, and skills of employees that can ultimately be used to 
enhance firm performance leading to more profit creation. 

In general, studies related to intellectual capital research are uncommon in devel-
oping markets or developing countries (Abeysekera, 2007; Khan & Ali, 2010). One 
such instance is the case of Malawi, and there is no empirical study related to intel-
lectual capital and bank performances. When going through the literature, it was 
found that one study had been conducted with a view to just see how intellectual 
capital can be seen in the annual financial reports of any company, but the study 
could not analyze intellectual capital (Lipunga, 2014). Lipunga (2014) studied the 
valuation of IC on the listed companies of the Malawi Stock Exchange during the 
years 2008–2012 focusing on the value of IC and not emphasizing on the efficiency 
part. However, as per the market-to-book (MTB) value method, the outcomes of the 
research advocated IC to be an important portion of the selected companies in their 
study.
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Public (2000) developed a method for measuring the intellectual capital, he 
stated that value creation of any company is done by both intangible and tangible 
assets, and in intangible assets, intellectual capital plays an important role. He also 
mentioned that value creation is done through IC and its components, viz., human 
capital, structural capital, and relational capital, and addition to it is the capital 
employed. He discussed value creation of a company, and value creation comprises 
both tangible and intangible assets. He named the method as value added intellec-
tual capital (VAIC), the method uses human capital efficiency, capital employed 
efficiency, and structural capital efficiency. Like other methods, VAIC has its limi-
tations too, but when compared to other methods, VAIC is an ideal method as it 
has reliability, simplicity, and indelibility (Maditinos et al., 2011). VAIC is one the 
approved methods for measuring intellectual capital as it is based on the accounting 
data that can be observed and verified as other models are customized, and they have 
difficulties in generalizing as per the data (Firer & Williams, 2003). 

Sherif and Elsayed (2016) explained that IC is an imperative aspect in backing 
up the organization’s performance. Intellectual capital should be managed in a very 
efficient and effective way in order to compete and gain better firm performances. 
Khalique et al. (2015) in his study stated that in IC is increasingly achieving more 
significance among the knowledge based economy, as a precarious strategic asset. 
Various scholars (Chowdhury et al., 2019; Komnenic & Pokrajcic, 2012; Kweh et al., 
2019; Osinski et al., 2017; Ousama & Fatima, 2015; Pulic 1998, 2004) also bring 
up that intellectual capital comprises human capital, structural capital, and relational 
capital which is more than just knowledge. 

As per Cheng et al. (2010), IC is an important basis of presentation and value 
formation, and IC helps in gaining a competitive advantage. Competitive advantage 
does not rely upon, as conventionally supposed, such things as economies of scale, 
technology, or natural resources, as they are progressively easier to copy (Kamukama, 
2013). These are certainly among the set of assets proposed by Stewart (1997) as 
‘invisible assets’, which are IC resources in reality. 

Competitive advantage will contribute in making the company more valuable 
than its competitors in response to the resource-based theory anticipated by Penrose 
(1959) which is a company that has competitive advantage. A firm is supposed to 
have a competitive advantage if it can generate advanced economic and monetary 
value resulting from their commercial resources than the other firms/companies in 
its sector (Porter, 1985). According to Pulic and Kolakovic (2003), each company 
has its exclusive values, skills, knowledge, and other intangible resources which 
helps in increasing its market value. Thus, the researchers have considered competi-
tive advantage as an intermediary between IC and company’s financial performance 
(Kamukama & Sulait, 2017). Due to the compatibility among the individual’s values 
and a firm’s values, the employees trust each other and thus try to achieve the end goals 
by sharing knowledge and working as a team. And, this synergic effect (employee 
interpersonal relationship) makes the company/firm exclusive and permits it to build 
the competitive spot in the current market (Bontis, 1998).
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2.2 Overview of the Indian Banking Industry 

Since the emergency in 1991, because of the ‘balance of payment’, the Indian 
banking system and its competency have gained ample amounts of significance 
(Ahluwalia, 2002). The underperformance of the Indian Banking System in India 
is due to interference of the Government and their excessive control over the banks. 
Before 1991, majority of the banking sector was controlled by the state-owned banks, 
which brought out the government’s outline of industrialization and socio-economic 
development (Bowers et al., 2003). 

Competitiveness among the banking sector has increased during the recent years, 
due to an increased number of private and foreign banks. Due to the Indian economy’s 
increased openness to private and foreign banks, there have been several changes in 
product innovation, service quality, and the usage of knowledge and skills in the 
Indian banking sector has increased several folds (Ataullah & Le, 2006). Economic 
liberalization, structural reforms, deregulation, and technological acceptance have 
suggestively brought in a major transformation to the banking sector in India. The 
banking sector has perceived a pattern change, and it transmuted into a more constant 
and well-organized financial system in recent times (Mohan, 2007). 

2.3 Overview of Intellectual Capital and Banking Financial 
Performance 

There has been a lot of curiosity since years among the researchers in relation to the 
impact of IC on bank’s performances. It is also found in many studies that intellectual 
capital has a very vital aspect in the financial advancement of the Indian Banking 
System. Smriti and Das (2018) and Khalique et al. (2018) in their studies found that 
intellectual capital promotes the firm’s performance in the service economy. 

While studying the IC and firm performance dynamics, Mention and Bontis (2013) 
suggested that human capital was indirect as well as direct contributor to the business 
performance in their study where they had taken 200 banks from Luxembourg and 
Belgium. It was also found that relational and structural capitals were positively 
correlated to company’s performance. Results by Mohiuddin et al. (2006) indicated 
a significant correlation among the 17 selected commercial banks of Bangladesh 
during the year 2002–2004. Kamal et al. (2012) in their study confirmed that the 
various measures of IC are related with bank’s financial performance. The results 
showed that the IC components, namely value added capital employed and value 
added human capital, have a very important impact on the bank’s performance. 
Also, Kamal et al. (2012) established that IC and its components are related to the 
productivity of the firm (Table 1).
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Table 1 Literature review 

Sl. No. Title Author & Year Inference Relevance with 
present work 

1 The impact of 
intellectual capital 
on firms’ market 
value and financial 
performance 

Maditinos et al. 
(2011) 

The researchers have 
briefly discussed 
intellectual capital, 
market value and 
financial performance 

Effects of structural 
capital, human 
capital, and 
relational capital on 
financial 
performance are 
studied in detail 

2 Back to the future of 
intellectual capital 
research: A 
systematic literature 
review 

Pedro et al. 
(2018) 

The researchers 
showcased the 
importance of using 
different measures to 
calculate intellectual 
capital 

IC- its metrics and 
indicators are 
studied in detail 

3 Exploring the effect 
of intellectual 
capital on financial 
performance: A 
study of Indian 
banks 

Weqar et al. 
(2020) 

The research inspects 
the effect of IC on the 
financial performance 
of Indian banks 

Methods and 
techniques to 
calculate intellectual 
capital 

4 Intellectual capital 
and firm 
performance: 
Evidence from 
certified firms from 
the EFQM 
excellence model 

Yousaf (2021) The study 
investigates impacts 
of IC on a firm’s 
performance 

Usage of IC on 
measuring 
performance of 
industries 

5 The influence of 
intellectual capital 
on Indian firms’ 
financial 
performance 

Weqar et al. 
(2022) 

The study explores 
the impact of IC and 
the components on 
the financial 
performance of 
Indian banking sector 
firms 

Intellectual capital 
effects and its 
various dimensions 

3 Methodology 

The current study talks about the introduction of intellectual capital and the impor-
tance of a bank’s performance. Relevant studies from the year 2009 to 2021 were 
taken into consideration for this study. The papers showed the shift of interest to intel-
lectual capital and its part. It also focuses on the concept of banking performance— 
pre-liberalization, privatization, and globalization and post-liberalization, privatiza-
tion, and globalization, and how intellectual capital has enhanced the performance 
of the banking sector (Fig. 2).
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Search through 
relevant literatures 

Setting of time 
frame of the paper 

Selection of 
required and 

important papers 

Fig. 2 Data selection procedure. Source Own elaboration

. Papers from various journals using the combination of keywords such as ‘intel-
lectual capital’, ‘banking performance’, and ‘systematic review’ were searched 
from 1992 to 2022.

. Time frame of the studies was set from 2009 to 2022.

. Important relevant papers were selected as per the requirements of the research, 
and the intellectual capital and banking performance dynamics were studied in 
detail. 

After reviewing literature, Table 2 is prepared to elaborate the evolution of 
intellectual capital.

As presented in Table 2, the evolution of intellectual capital follows the trend 
of different research areas. During the first phase, a theoretical model was created, 
and the next phase is value addition to the theoretical body in the first phase and 
third phase division of intellectual capital concept, which are various knowledge and 
dimensions (Pedro et al., 2018). 

Also, we studied the impact of intellectual capital with respect to VUCA concept. 
With a lot of change in the dynamics of the world economy and living standards of 
the employees, we saw a gradual rise in the concept of VUCA. VUCA comprises 
four different words together as follows: volatility, uncertainty, complexity, and 
ambiguity. 

VUCA Description in relationship to the study 

Volatility Any company must have a vision, and that vision leads to achievement of goals. A 
company must have a set of goals to be achieved and think about the future of the 
company 

Uncertainty In any business, uncertainty should be expected but also handled without any 
flaws and disruption of the process 

Complexity Any process in a company is complex but understanding the process can ease out 
the process of any company, working with co-ordination between the employees 

Ambiguity Ambiguity is something to do with the interpersonal and way of doing work with 
the co-ordination. Everyday can be a new day for learning and experience 

With reference to intellectual capital and banking performance, some points are 
discussed below: 

Impact of IC on economic performance of banking sector: Any company is 
required to manage its resources to bring out best for them, also keeping sustainability 
in consideration in the VUCA era. Here, VUCA helps in optimization of financial 
performance.
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Table 2 Phases of intellectual capital 

Phase Time period Area of research References 

1st phase: Evolution 
of a hypothetical 
framework 

During the year 
1980 to 1999 

This phase 
concentrated on 
awareness of 
intellectual capital and 
its importance in 
creating and managing 
a competitive advantage 

Kaplan and Norton 
(1992, 1996), Stewart & 
Losee 
(1994), Czerniawska 
(1999), Guthrie and 
Petty (2000) 

2nd phase: Evolution 
supported by proofs 

During the period 
2000–2003 

This is a phase in which 
various approaches to 
measure, 
communication, and 
management of 
intellectual capital are 
validated with 
conceptualization and 
empirical proof such as 
accounting and 
different reports 

Mouritsen et al. (2000), 
Baum et al. (2000), 
Andriessen & Tiessen 
(2000), Sullivan (2000) 

3rd phase: Evolution 
of applications of 
Intellectual Capital 

During the period 
2004 till present 

Studies during this 
stage were focused on a 
change of approaches 
in order to differentiate 
among the various 
drivers of wealth 
creation, while 
maintaining a balance 
of all relevant 
measures, resulting in 
creation of an 
incremental view of the 
national innovation 
capacity 

Bontis (2004), 
Andriessen 
(2004), Seetharaman 
et al. (2004) Pasher &  
Shachar (2005), Barathi 
Kamath 
(2007), Schiuma & 
Lerro (2008), Edvinsson 
& Lin (2009), Salonius 
& Lönnqvist (2012), 
Roos & O’Connor 
(2015), Kamath (2015), 
Weqar et al. (2020), 
Weqar & Haque 
(2022), Alvino et al. 
(2020),Mohapatra et al. 
(2019), Nadeem et al. 
(2017), Rochmadhona 
et al. (2018), Singh and 
Rao (2016), Tran and 
Vo (2018)and Tjahjadi 
(2020) 

Source Guthrie et al. (2012), Dumay & Garanina (2012, 2013), Labra & Sánchez (2013), Roos & 
O’Connor (2015), Pedro et al. (2018)
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Result of ownership on the connection between IC and banking financial 
performance: Due to the level of management pyramid, it becomes easier for the 
decision makers, and also independent decisions can be taken as per the need of 
the banks. Impact of good decision can lead to better economic performance of the 
banks. 

4 Conclusion 

The current study shows that the literatures have aspects in relation to intellectual 
capital and banking performance. It is also recognized on improving the organiza-
tional processes and performance of the banking sector. It was also observed that 
IC was more into trend only after LPG and world economic crisis where role and 
importance of banking industries have been considered. 

Therefore, it is also found that intangible resources are important in the growing 
of any company from any sector. 
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The Effects of Middle Managers’ 
Leadership Practices on Strategy 
Implementation: Evidence 
from Vietnamese Information 
Technology Enterprises 

Van Thi Nguyen and Duong Thi Thuy Luu 

Abstract A middle manager is a company official who is in charge of a specific func-
tion. Therefore, at various strategic levels, a middle manager’s leadership practice 
has a significant impact on the strategy implementation process. This study focuses 
on the influence of middle managers’ leadership practices on the outcomes of corpo-
rate and functional strategy implementation in relation to Vietnamese information 
technology (IT) enterprises. The study employs quantitative research techniques to 
evaluate the research model by surveying 220 middle managers, and the data is 
analyzed using PLS-SEM. The results show the positive influence of five leadership 
practice areas highlighted by the Leadership Practices Inventory (LPI) on functional 
and enterprise-level strategy implementation. The research results assist IT busi-
nesses in developing solutions to strengthen middle managers’ leadership practices 
in order to improve the outcomes of their strategy implementation. 

Keywords Leadership practices · Middle manager · Strategy implementation 

1 Introduction 

The science of strategic management has developed since the 1960s and is increas-
ingly contributing to the long-term development of enterprises. In particular, the focus 
of the field of strategic management has shifted from strategy formulation to strategy 
implementation (Obeidat et al., 2017); because according to some researchers, 
strategy implementation has become and is becoming the most important manage-
ment challenge and the key to the survival of any organization (Jaoua, 2018). Many 
studies have demonstrated that despite having well-planned strategies, organizations 
fail in the strategy implementation phase.
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A study conducted by Fortune Magazine in 2009 found that 90% of strategies 
fail, and the most important cause of this is attributed to the poor strategy implemen-
tation (Waterman et al., 1980). Čater and Pučko (2010) concluded that while 80% of 
organizations have the appropriate plans, just 14% of them have been successfully 
executed. Bell et al. (2010) also argued that the task of strategy implementation is 
often the most complex and time-consuming part of strategic management. There-
fore, in order to enhance the effectiveness of strategy implementation, assessing the 
results of strategy implementation in enterprises as well as identifying and analyzing 
factors affecting strategy implementation is a particularly important task, especially 
factors that come from human resources. 

As a result of our review, many studies on this topic have been conducted around 
the world, with the following trends emerging: the role of middle managers in 
strategy implementation (Jaoua, 2018; Raes et al., 2011; Wooldridge & Floyd, 1990; 
Wooldridge et al., 2008); and the impact of leadership practices on strategy imple-
mentation or firm performance (Avery & Bergsteiner, 2011; Cowden et al., 2011; 
Forner et al., 2012; Goldman, 2012; Lee, 2018; Nawab & Asad, 2020; Thoonen 
et al., 2011). The majority of studies on leadership practice, however, have focused 
on senior leaders with little or no consideration for middle managers in strategy 
implementation. 

On the other hand, studies on middle managers primarily focus on their involve-
ment in effective strategy implementation and the overall performance of the orga-
nization/enterprise without establishing the impact of middle managers on strategy 
implementation at the corporate and functional levels. This research will look at the 
role of middle managers in strategy implementation in the context of the IT industry, 
which is a crucial economic sector and a significant contributor to Vietnam’s GDP 
development. Firms’ strategies, as influenced by their leadership practices, impact 
strategy execution at the corporate and functional levels, and the relationship between 
these two levels is investigated. 

2 Theoretical Framework 

2.1 Middle Manager 

There have been many previous studies on middle managers, but there has yet to be 
a universally accepted formal concept for the term “middle manager.” Through the 
overview from the previous studies, there are two approaches to middle managers: 
(1) the approach to management positions and levels in the enterprise and (2) the 
middle manager’s functional task-based approach. According to the first approach, 
middle managers are individuals who operate in positions below senior managers and 
above junior managers (Dutton & Ashford, 1993; Wooldridge et al., 2008). However, 
the distinctive feature of middle managers is not their position in the companies’ 
organizational chart.
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Instead, the capacity to engage in the activities of senior managers, paired with 
knowledge of operational activities, is the characteristic that makes them stand out 
and unique (Wooldridge et al., 2008). This combination enables them to function 
as intermediaries between the organization’s strategy and day-to-day operations 
(Nonaka, 1994). This position allows them to exert some influence on strategic 
and operational decisions (Schilit, 1987) and thus on organizational performance 
(Currie & Procter, 2005; Floyd & Wooldridge, 1994; Nonaka, 1994). 

The important role of middle management in strategy implementation has been 
confirmed for many years and in many research publications. According to Raes 
et al. (2011), a middle manager is central person to implement strategies effectively. 
Floyd and Wooldridge (1992) defined this role as a manager’s intervention that aligns 
the organization’s actions with the strategic goals of senior management. Middle 
managers implement strategy by converting the company’s strategy into action plans 
and personal objectives (Currie & Procter, 2005). Minarro-Viseras et al. (2005) found 
that middle managers have goal orientation, organizational skills, flexibility, patience, 
perseverance, the ability to release the energy of team members, and the ability to 
let team members engage in decision-making. These elements are key factors in the 
success of strategy implementation. 

2.2 Leadership Practices 

According to Northouse (2018), leadership practices involve the processes by which 
an individual influences a group of other individuals to achieve a common goal. Simi-
larly, Crevani (2015) also stated that leadership practice is “as any practice that offers 
direction to a group or organization.” Some other authors clarify the connotation of 
this concept, such as Forner et al. (2012): “Leadership practices are understood as 
daily actions, activities, and habits that leaders use to actively pursue leadership 
priorities,” or as Sprigghr (2020): Practice leadership refers to the activities and 
strategies that leaders will care about and undertake to always help their team better 
themselves and accomplish progress. As can be seen from the preceding definitions: 
Leadership practice is a process that occurs in a space where managers and other 
people in the organization engage to enhance the performance of those individuals 
and organizations. 

Our review of leadership practices reveals that there are several approaches to 
this issue, including trait approach, skill approach, behavioral approach, situational 
approach, and leadership style approach (Northouse, 2018). Among them, the most 
popular ones are the leadership style approach (Cowden et al., 2011; Levesque-Côté 
et al., 2021; Nawab & Asad, 2020; Thoonen et al., 2011) and the behavioral approach 
(Forner et al., 2012; Waters & Marzano, 2006). However, Cowden et al. (2011) 
also argued that leadership practice is not always defined according to a specific 
leadership behavior or style because each leadership style has certain advantages 
and disadvantages (Cowden et al., 2011), and leadership practices also need to be 
flexible in response to different contexts (Forner et al., 2012). In this study, we use
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the Leadership Practices Inventory (LPI) approach of Posner and Kouzes (1993). 
Accordingly, LPI emphasizes the value and vision of the manager, the relationship 
between the manager and others, and the specific actions of the manager to inspire, 
motivate, and develop employees. 

2.3 Corporate and Functional-Level Strategy Implementation 

A business’s strategy exists at several levels, ranging from corporate-level strategy, 
business-level strategy to functional-level strategy (Beard & Dess, 1981; Hill et al., 
2014). In particular, corporate-level strategy includes senior management making 
strategic decisions regarding the scale of operations, values, and approaches to help 
the business maximize profits in the long term (Hill et al., 2014). Business-level 
strategy concerns how a firm competes successfully in a particular industry (Beard & 
Dess, 1981; Hill et al., 2014). Functional-level strategy is concerned with the use 
of resources and capabilities within the enterprise to improve operational efficiency 
and the competitive position of the enterprise (Hill et al., 2014). 

Also according to Hill et al. (2014), these three strategic levels are inextricably 
related to each other, in which the corporate-level strategy plays a role in directing 
the company’s business model over time, and at the same time, determining the 
type of business strategy and functional-level strategy that managers will choose 
to maximize the long-term profit. Many previous studies have indicated that the 
successful implementation of the enterprise’s strategy is related to many functional 
activities such as operational planning, resource allocation, human resource manage-
ment, finance, public administration, technology, and media (David & David, 2020; 
Okumus, 2003; Obeidat et al., 2017), and performance at the functional level has 
a positive influence on the overall performance of the organization (Rapert et al., 
1996). In this study, we aim to test the relationship between the implementation of 
functional-level strategy and corporate-level strategy through leadership practices of 
middle managers, because functional-level strategy implementation will be associ-
ated with middle managers who are in charge of specific functions in the business, 
thereby contributing to the achievement of corporate-level strategy implementation 
goals.
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3 Research Hypothesis 

3.1 The Relationship Between Leadership Practices 
and Corporate-Level Strategy Implementation 

The previous research on managers has revealed that middle managers play an 
expanding role when they not only play an essential part in strategy implementa-
tion but also become increasingly involved in the corporate strategy formulation 
process (Jaoua, 2018). This role expansion causes middle managers to increase 
their commitment to strategy implementation (David & David, 2020). Empirical 
research by Jaoua (2018) has proven the strategic role of middle managers in the 
successful implementation of the strategy and the performance of the business. 
Several other studies have also shown a relationship between leadership practices and 
work environment increase and employee retention (Cowden et al., 2011; Nawab  &  
Asad, 2020), resilience enhancement (Avery & Bergsteiner, 2011), and organiza-
tional performance improvement (Jaoua, 2018). This allows us to put forward argu-
ments for the relationship between leadership practices and corporate-level strategy 
implementation. Therefore, the hypothesis H1 is proposed as follows: 

H1 Leadership practices of middle managers have a positive effect on the corporate-
level strategy implementation of enterprises. 

3.2 The Relationship Between Leadership Practice 
and Functional-Level Strategy Implementation 

Successful strategy implementation requires a combination of factors, including 
strategic leadership and internal communication (Okumus, 2003; Obeidat et al., 
2017). Dziekoński (2017) asserted that important competencies of project managers 
including decision-making, communication, motivating team members, problem-
solving, conflict resolution, negotiation, etc., will have an important influence on 
project management. Lee (2018) proved that leaders’ leadership practices will posi-
tively affect the performance of each department by promoting departmental collab-
oration, defining roles and developing staff skills and knowledge. Another exper-
imental study conducted by Rapert et al. (1996) demonstrated that the consensus 
and commitment of individuals in the functional department can lead to improved 
functional performance, thereby improving organizational performance. Meanwhile, 
leadership practices according to the Leadership Practices Inventory approach 
support the environment and organizational culture toward positivity and coopera-
tion in business (Goewey, 2012). Based on the above, the hypothesis H2 is proposed 
as follows: 

H2 Leadership practices of middle managers have a positive effect on the functional 
strategy implementation of Vietnamese IT enterprises.
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3.3 The Relationship Between Functional-Level Strategy 
Implementation and Corporate-Level Strategy 
Implementation 

Specific functional units and areas are constituent parts of an enterprise. Successful 
strategy implementation of an enterprise is highly related to functional activities 
(David & David, 2020; Okumus, 2003; Obeidat et al., 2017), and functional-level 
performance has a positive impact on the overall performance of the organiza-
tion (Rapert et al., 1996). Research by Slater and Olson (2001) studied marketing 
functions and demonstrated the positive influence of marketing on implementing 
business strategy. Goedhuysa and Veugelers (2012) demonstrated the influence of 
innovation strategy on the expansion and development of enterprises through the 
impact on product and process innovation. In another aspect, Grundy (1998) demon-
strated that human resources strategy plays an important role not only in corporate 
strategy formulation but also in corporate strategy implementation. The effective-
ness of a business might be significantly impaired without a good human resources 
strategy. Therefore, it is expected that enhanced functional strategy implementation 
will positively impact the corporate strategy implementation, and the hypothesis H3 
is proposed as follows: 

H3 The functional-level strategy implementation has a positive effect on corporate-
level strategy implementation. 

4 Research Methods 

4.1 Measures 

The authors have adopted and adapted research scales for variables in the research 
model of leadership practices of middle managers on the theoretical basis of the 
Leadership Practices Inventory questionnaire (Posner and Kouzes 1993). This survey 
tool is designed to provide leaders with critical feedback on their leadership abilities 
to serve their organizations. Posner and Kouzes (1993) research identified five factors 
that are important to most experiences. The best leadership includes (1) challenging 
the process, (2) inspiring a shared vision, (3) enabling others to act, (4) modeling the 
way, and (5) encouraging the heart. 

Functional-level strategy implementation (FIS) is adapted from research by Lee 
(2018). Corporate-level strategy implementation scale (CSI) with five questions is 
used from the studies of Lu et al. (2015) and Alexander (1985). After in-depth 
interviews, the scales were adjusted to suit the research context.
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4.2 Sample Size and Data Collection 

The subjects of the investigation are middle managers who are in charge of a specific 
function in enterprises, including heads and deputy heads of functional departments 
working in Vietnamese IT enterprises. They are suitable subjects with enough infor-
mation to evaluate not only the leadership practices themselves but also the results of 
the strategy implementation at the functional and corporate levels. The authors used 
the convenience sampling method. The research was selected to survey IT enter-
prises in 4 regions including Hanoi, Ho Chi Minh City, Da Nang, and Hai Phong. 
These are the provinces that account for over 60% of the total number of IT enter-
prises in the country and have the highest ranking results in the IT industry index 
(Vietnam Ministry of Information & Communications, 2020). Surveyed enterprises 
were diverse in size, type, and field of operation. The survey subjects were also 
diverse in age, gender, seniority, management seniority, and fields of responsibility. 

Regarding sample sizes, according to Hair et al. (2010), there is a general rule 
that shows that the ratio should never go below 5:1, meaning that five observations 
are made for each independent variable in the variate. We proceeded to build a scale 
of 38 observed variables. On the basis of inheriting the concept of choosing the 
sample size from Hair et al. (2010), the minimum number of samples that need 
to be investigated is 190. This study used partial least squares-SEM (PLS-SEM) 
structural model analysis to test the research model. This analysis does not require 
highly normally distributed data and can be performed with small sample sizes, with 
sample sizes ranging from 100 to 200 usually being a good start to perform path 
modeling (Hoyle, 1995). Starting from the above theoretical basis and the actual 
conditions, we aim for the survey scale from 200 to 250. 

4.3 Questionnaire and Survey Design 

After adjusting the questionnaire according to the pre-validation results, the survey 
was designed to include two parts as follows: Part 1: General information. This 
section was designed with 2 groups of information: information about businesses 
and information about respondents. Part 2: Evaluation of leadership practices and 
strategy implementation outcomes. Each item will be rated on a 7-point Likert scale 
ranging from 1—“strongly disagree” to 7—“strongly agree” and 4—no opinion or 
neutral. 

The author employed both the direct approach and the indirect strategy to contact 
the survey participants. With the indirect approach, the author made phone calls and 
sent emails to invite them to participate in the survey. After obtaining consent, the 
author proceeds to send the survey through the Google Doc link sent via email or 
other electronic means of exchange such as Zalo and Facebook. The author makes 
phone calls and email reminders to increase the response rate of administrators.
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4.4 Data Analysis Methods 

After cleaning, the data will be processed and analyzed. The authors use the structural 
modeling technique PLS-SEM to test the measurement model and test the proposed 
hypotheses. The process of data analysis on the basis of using Smart PLS software 
is carried out in three steps as follows: (1) data encryption and descriptive statistics; 
(2) evaluation of the measurement model; and (3) evaluation of the structural model. 

5 Results 

5.1 Survey Sample Statistics 

In order to analyze and evaluate the influence of middle managers’ capacity on the 
strategy implementation of Vietnamese enterprises in the IT industry, the author 
conducted a survey with the subjects of middle-level managers working in the IT 
industry and collected 220 valid votes after screening the votes and processing them. 

According to the IT White Book (Vietnam Ministry of Information & Communi-
cations, 2020), the IT industry is divided into 4 industry groups: hardware businesses, 
software businesses, digital content businesses, and IT service businesses. Surveyed 
subjects are distributed among IT industry groups, with the largest concentration in 
IT service enterprises (71.1%), followed by software enterprises (42.2%), hardware 
enterprises (31.3%), and the group of digital content businesses (19.3%). 

In 220 satisfactory questionnaires, male middle managers made up 56.4% and 
female ones accounted for 43.6%. Middle managers belong to many different age 
groups, but the most concentrated is the age group from 36 to 45 years old (accounting 
for 43.6%), then the age group from 25 to 35 years old (accounting for 40.9%). 
The remaining groups accounted for a relatively low proportion, the group under 
25 years old accounted for 12.3%, and the group from 46 to 55 years old accounted 
for only 3.2%. 55.45% of middle managers had more than 10 years of experience, 
followed by those with seniority from 5 years to less than 10 years accounting for 
25.45%. The percentage of young managers with less than 1 year of seniority is 
very low, accounting for only 4.09%. Middle managers surveyed are in charge of 
numerous distinct departments/units that perform various company operations such 
as production, engineering, marketing-communications, human resources, finance, 
business sales, supply, administration, etc. 

5.2 Evaluation of the Measurement Model 

Since the latent variables in the research model are reflective variables, the quality of 
the observed variables is assessed through the strategy implementation coefficient of
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the observed variables. This is an index showing the degree of association between 
the observed variable and the latent variable. 

The results of the outer loading factor test showed that some scales did not meet the 
conditions for the quality of observed variables such as the scales DO1, DO6, DO7, 
DO17, DO28, DO29, DO15, and DO25, due to the small outer loading coefficient 
being lower than 0.7. The author removed these observed variables and retested them 
for the second time. The results of data analysis are shown in Table 1, showing that 
all observed variables ensure the reliability of Cronbach’s alpha > 0.7, CR values > 
0.7, AVE > 0.5.

To ensure the discriminant value between the variables in the research model, 
according to Henseler et al. (2015), the discriminant value was established between 
the structures when the HTMT index was below 0.9. The HTMT index of each 
structure, shown in Table 2, is less than 0.9, thus meeting the strict criteria of Henseler 
et al. (2015). Therefore, with the above research results, the requirements for the 
reliability and validity of the variables in the measurement model all satisfy the 
requirements given by the previous studies (Hair et al., 2016; Henseler et al., 2015).

5.3 Assessment of the Structural Model 

To evaluate and test the structural model, the author performed bootstrapping esti-
mation with a magnification factor of 1000 samples with the significance level of the 
test at 5%. Before evaluating the model and testing the hypotheses, according to Hair 
et al. (2016), the model needs to ensure that there is no multicollinearity problem, so 
the statistical value of variance inflation factor (VIF) must be smaller than 5. In this 
study, the VIF for both latent variables is 1.481, which is less than 5. Therefore, the 
model does not have the phenomenon of multicollinearity between latent variables 
and the test of the correlation between the latent variables to ensure the reliability of 
the study. 

Based on the hypothesis testing criteria synthesized by Hair et al. (2016), the 
results of PLS-SEM analysis are shown in Table 3, showing the existence of 
hypotheses H1, H2, H3. This demonstrates that middle managers’ leadership prac-
tices have a significant impact on both strategy implementation at the corporate and 
functional levels with β coefficients of 0.399 and 0.570, respectively, with a P-value 
of less than 0.05. Deploying a functional-level strategy also has a great contribution 
to the results of implementing a corporate-level strategy with a β coefficient of 0.481 
(Fig. 1).

6 Discussions 

The purpose of the study is to test the impact of middle managers’ leadership practices 
with functional and corporate-level strategy implementation and also examine the
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Table 1 Assessment of measurement model 

Indicators Outer 
loadings 

Cronbach’s 
alpha 

Composite 
reliability 
(CR) 

Average 
variance 
extracted 
(AVE) 

Leadership practices of 
middle managers (DO) 

0.974 0.976 0.646 

Model the way 
(DO_LG) 

DO11 0.810 0.870 0.911 0.720 

DO16 0.783 

DO21 0.810 

DO26 0.773 

Inspire a shared vision 
(DO_TN) 

DO2 0.813 0.902 0.932 0.773 

DO12 0.860 

DO22 0.849 

DO27 0.850 

Challenge the process 
(DO_TT) 

DO3 0.728 0.897 0.924 0.708 

DO8 0.858 

DO13 0.792 

DO18 0.835 

DO23 0.817 

Enable others to act 
(DO_NV) 

DO4 0.780 0.898 0.925 0.710 

DO9 0.757 

DO14 0.810 

DO19 0.803 

DO24 0.813 

Encourage the heart 
(DO_NH) 

DO5 0.821 0.855 0.902 0.697 

DO10 0.825 

DO20 0.749 

DO30 0.731 

Corporate strategy 
implementation(CSI) 

CSI1 0.845 0.861 0.900 0.644 

CSI2 0.784 

CSI3 0.748 

CSI4 0.822 

CSI5 0.810 

Functional strategy 
implementation (FSI) 

FSI1 0.807 0.795 0.880 0.710 

FSI2 0.909 

FSI3 0.808 

Source Processing results by Smart PLS
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Table 2 Discriminant validity 

HTMT Leadership practices of middle 
managers (DO) 

Functional strategy 
implementation (FSI) 

Leadership practices of middle 
managers (DO) 

Functional strategy 
implementation (FSI) 

0.641 

Corporate strategy 
implementation (CSI) 

0.734 0.849 

Source Processing results by Smart PLS

Table 3 Assessment of the structural model 

Hypotheses β T-value P-value f 2 Decision 

H1: DO → CSI 0.399 7.148 0.000 0.274 Significant 

H2: DO → FSI 0.570 11.672 0.000 0.481 Significant 

H3: FSI → CSI 0.481 9.456 0.000 0.398 Significant 

Source Processing results by Smart PLS 

Fig. 1 Structural model. Source Processing results by Smart PLS
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relationship between functional-level and corporate-level strategy implementation. 
The results of this study are important to demonstrate the positive and direct impact of 
middle managers’ leadership practices and strategy implementation at different levels 
in Vietnamese IT enterprises. This is the first study to evaluate the aspects of middle 
managers’ leadership practices in IT enterprises in a developing country where the IT 
industry is becoming a spearhead industry, affecting all industries and other sectors in 
society, especially as Vietnam is actively implementing digital transformation, taking 
advantage of the fourth industrial revolution to promote growth. This research has 
contributed to improving the understanding of the importance of middle managers’ 
leadership practices in the strategy implementation of enterprises. 

Overall, the research findings supported the H1 and H2 hypotheses, reaffirming 
the beneficial association between leadership practice and strategy implementation of 
enterprises. This finding is in line with the findings of other earlier research conducted 
throughout the globe, which found a link between leadership practice and strategy 
implementation (Jaoua, 2018) and business performance (Avery & Bergsteiner, 2011; 
Cowden et al., 2011; Nawab & Asad, 2020). However, the difference is that in this 
study, we clarify the relationship between middle managers’ leadership practices 
and strategy implementation at each specific level. The focus here is on corporate-
level strategy and functional-level strategy. In which, the leadership practices of 
middle managers affect the implementation of the corporate-level strategy to a smaller 
extent (with β of 0.399 and f 2 of 0.274) than the impact on the implementation of 
the functional-level strategy (with β of 0.399 and f 2 of 0.274). β is 0.570, and 
f 2 is 0.481. This finding further reinforces the centrality of middle managers in 
strategy implementation, as their position allows them to have proximity between 
the organization’s strategy and day-to-day operations (Nonaka, 1994). 

The novel contribution of this study is to show the positive and strong influence of 
middle managers’ leadership practices on functional-level strategy implementation 
(with β of 0.570 and f 2 of 0.481). To our best knowledge, there are very few studies 
looking into this relationship around the world. The work of the author Lee (2018) 
is a rare example of studying the influence of leadership behavior on organizational 
performance through leadership functions, but this study has not focused on middle 
managers. Therefore, it can be affirmed that for the first time, our study demon-
strates the role of middle managers in implementing functional-level strategy through 
leadership practices—an important finding for management decision-making of IT 
enterprises in Vietnam in strategy implementation at all levels. 

Research results provide an important basis for middle managers to perfect lead-
ership practices to enhance the effectiveness of the organization’s strategy imple-
mentation. The authors give some recommendations that focus on considering two 
approaches: managers’ self-consciousness about improving their own leadership 
practices and from a second perspective, corporate, and senior managers’ policies to 
increase the leadership practices of middle managers. Specifically: Firstly, for middle 
managers themselves, it is necessary to increase awareness of leadership practice and 
its impact on the units’ and enterprises’ strategy implementation results. At the same 
time, they need to self-train and foster leadership methods that are suitable to the
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characteristics of the unit and the business. Some suggestions to increase the leader-
ship practices of middle managers are as follows: increasing the sharing of strategic 
vision, the ability to transmit enthusiasm, accepting challenges and becoming ideal 
role models for subordinates. These suggestions will help them to be the managers 
who have a positive impact on the results of strategy implementation at both func-
tional and corporate levels. Second, senior managers in the enterprise also need 
to have reasonable policies to improve the leadership practices of middle managers, 
such as strengthening policies on training, fostering, and developing leadership prac-
tices for middle managers, developing appropriate policies for evaluation, remuner-
ation, and appointment of middle managers, as well as developing policies to attract 
high-quality IT human resources. 

The study has achieved the research objective, but there are still certain limitations 
related to the small sample size and the study only focuses on the IT industry, so it is 
too early to generalize the results of this study for other industries, and further studies 
may be needed to establish the generality of the study’s findings. Second, the research 
only focuses on two levels of strategy implementation, which are corporate-level 
and functional-level, but has not studied strategy implementation at the SBU level. 
Studying all three levels of strategy in an enterprise can yield more comprehensive 
results when considering strategy implementation. These can be suggestions for 
future research directions. 
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Factors Influencing Bank Users’ 
Behavioral Intention Toward Usage 
Likelihood of Fintech Services in Vietnam 

Van Duong Ha 

Abstract Employing the second generation of the unified theory of acceptance 
and use of technology (UTAUT2) model to determine the factors influencing bank 
users’ behavioral intention toward usage likelihood of financial technology (Fintech) 
services in Vietnam. The methods of Cronbach’s alpha test, exploratory factor anal-
ysis (EFA), confirmatory factor analysis (CFA), and structural equation modeling 
(SEM) analysis were used in this study. The findings indicate that there are five 
factors that have a positive influence on behavioral intention such as effort expectancy, 
social influence, hedonic motivation, user’s knowledge, and experimental develop-
ment. There are three factors that have a positive influence on behavior of using 
Fintech services, such as facilitating conditions, behavior intention, and government 
policies. Besides, habits, aspirational innovation, and policy synchronization are the 
factors that have a negative influence on behavior of using Fintech services. This 
study may prove diagnostically useful to the behavioral intention and behavior of 
using Fintech services in Vietnam. 

Keywords Banks · Behavioral intention · Fintech services · UTAUT · Vietnam 

1 Introduction 

The term Fintech originates from the combination of two fields, such as “financial” 
and “technology”. Combining these two words is called Fintech and is interpreted as 
financial technology. In Fintech research and application, there are many concepts 
under many different aspects and contexts, in which Fintech is a term used to describe 
the use of technology in financial services. Fintech companies are often startups 
using new business models and new products that compete with banking, insurance, 
or payment services. Fintech stands for financial technology, which is a broad term 
used primarily to refer to companies that are using technology-based systems in 
some way to provide direct or indirect financial services and trying to make the
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financial system more efficient. Originally, the term referred to technology applied 
to support the operation of consumer and trade financial institutions. Today, the 
interpretation of Fintech has expanded to include any technological innovation in 
the financial sector, including innovation in financial education and training, retail 
banking, investment, or operational innovation. Fintech’s movement and expression 
have also become synonymous with the emerging financial services industry in the 
twenty-first century. In this context, Fintech encompasses a wide range of services and 
products, such as wireless payments, cash, lending, trading, consulting, fundraising, 
and digital currency, and is expected to expand further in the coming years (Karakas & 
Stamegna, 2017). 

Fintech products, services, and business models are terms applied in financial 
technology activities that are the combination of finance and technology to form 
innovative solutions in financial services, including technology applications that 
are increasingly deepening in the design and delivery of financial services. Fintech 
is financial technology, a term used to describe the use of technology in financial 
services. Fintech is the main driver for financial inclusion, focusing on providing all 
financial services at a low cost with a larger scale and broader reach. Fintech has 
brought a new paradigm for design strategies. Design and implementation of financial 
inclusion through the application of mobile networks and the Internet for investment 
services and mobile banking are technologies that make financial services more 
accessible to the public. Therefore, it can be understood in a uniform and universal 
way about Fintech as a business activity that applies technology to provide services 
in order to make financial and banking services safer, more efficient, and convenient 
for users (Ha Van Duong, 2022a). 

In Vietnam, changes in bank users’ behavioral intention toward usage likelihood 
of Fintech services promise to promote the Fintech services to a new height. Major 
trends in Vietnam’s Fintech market include the trend of strong developments in terms 
of quantity, diversity in products and services, and attracting investment capital, as 
well as the Fintech market witnessing the growth in both the quantity and quality of 
Fintech startups in this field. Many bank users in Vietnam spend more time on the 
commerce and financial transaction platforms, and they are willing to place orders 
of greater quantity and value. At the same time, diversifying payment methods and 
online banking transactions brings convenience and safety for bank users. E-money 
payments and online banking transactions are becoming more popular and are likely 
to dominate over the previous payments, financial, and banking transactions. 

2 Methodology 

2.1 The UTAUT2 Model 

The UTAUT model was an integrated framework of eight-related technology accep-
tance models. Those models include the theory of reasoned action (TRA), the theory
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of planned behavior (TPB), the technology acceptance model (TAM), the combining 
technology acceptance model and the theory of planned behavior (C-TAM-TPB), the 
motivation model (MM), the model of personal computer utilization (MPCU), inno-
vation diffusion theory (IDT), and social cognitive theory (SCT). The UTAUT model 
showed that the use of technology is defined by behavioral intention. In addition to the 
four most important constructs of performance expectancy, effort expectancy, social 
influence, and facilitation conditions, the other constructs, which include behavioral 
intention and use behavior, were also included in this model. Besides, the effect 
of predictors was moderated by age, gender, experience, and voluntariness of use 
(Venkatesh et al., 2003). 

The UTAUT model was a comprehensive integrated model, and it was developed 
to better understand consumers’ acceptance of new technology or systems. In order 
to enhance the prediction ratio of technology acceptance, the researchers consider 
three types, which include (i) examining consumers’ new technology acceptance 
in a variety of contexts, such as culture and population, (ii) considering different 
concepts to extend the theoretical relationships of the UTAUT model, (iii) consid-
ering synthesize new predictions of the variables into the UTAUT model. They also 
examined consumer behavior associated with the previous studies and established a 
new predictive framework, namely the UTAUT2 model. Some variables are added to 
the UTAUT model. The hedonic motivation construct was considered as an impor-
tant predictor and was integrated into the UTAUT2 model. The product and service 
quality, cost, and price will influence behavior intention, so the price value construct 
was also regarded in the UTAUT2 model. The habit is regarded as prior behavior. It 
can be defined as the degree to which people believe behavior to be automatic. They, 
thus, incorporated the habit construct into the UTAUT2 model. At the same time, 
the UTAUT2 model removed voluntariness of use from the demographic variables 
in the original UTAUT model (Venkatesh et al., 2012) as shown in Fig. 1.

2.2 The Proposed Model 

In order to gain insight into the factors influencing bank users’ behavioral intention 
toward usage likelihood of Fintech services in Vietnam, based on the theoretical basis 
of the UTAUT2 model, and synthesizing the theoretical basis related to the factors 
influencing bank users’ behavioral intention toward usage likelihood of Fintech 
services in Vietnam, this study supplemented the UTAUT2 framework by combining 
the constructs that related to the usage likelihood of Fintech services, which are aspi-
rational innovation and government policies. After adding those factors, the proposed 
research model is shown in Fig. 2.

Performance expectancy (PE): It is described as the extent to which utilizing 
technology brings advantages to consumers (Venkatesh et al., 2012). In the context 
of using Fintech, performance expectancy expresses the benefits that bank users 
get when using Fintech. The findings of Mulyana et al. (2020) suggest that perfor-
mance expectancy has significant positive influences on behavioral intention in using
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Fig. 1 UTAUT2 model. Source Venkatesh et al. (2012)

Fintech. Fintech and financial innovation play an integral role in the formation and 
transformation of banking. Technological advancement leads to the birth of new busi-
ness models, modern banking products, and services. Fintech better solves customer 
needs and makes the process of providing banking products and services more effi-
cient (Ha Van Duong, 2022a). Fintech is driving fundamental changes in the banking 
sector, providing users with widespread use of information technology and rapid 
innovation in banking products and services, and driving efficiencies in transactions 
of bank users (Ha Van Duong, 2022b). Therefore, we formed a hypothesis: 

Hypothesis 1 (H1): Performance expectancy has a positive impact on the bank users’ 
behavioral intention to use Fintech services in Vietnam. 

Effort expectancy (EE) is the degree of convenience associated with the 
consumers’ use of technology (Venkatesh et al., 2012). For an activity like using 
Fintech, effort expectancy is one of the important factors for the bank users’ behav-
ioral intention to apply technology. The study results of Khatun and Tamanna (2020) 
show that effort expectancy is an important factor affecting the users’ behavioral 
intention to use Fintech services, and effort expectancy has a positive influence on
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Fig. 2 Proposed model

the behavioral intention of the users to adopt Fintech. The findings of Mulyana et al. 
(2020) also suggest that performance expectancy has significant positive influences 
on behavioral intention in using Fintech. When Fintech services are used for financial 
transactions, it is helpful in speeding up and simplifying complex processes. This 
will also ensure the correct transfer of information as the transaction will only be 
approved if all the conditions are met. Furthermore, the information is visible to all 
parties involved in the transaction, so there are fewer errors at the time of the trans-
action (Ha Van Duong, 2022b). Fintech services create a new approach and expand 
the provision of financial and banking services to users. It benefits users in terms 
of accessibility, speed, quality, price, and increased choice in transactions (Ha Van 
Duong, 2022c). Hence, the hypothesis for this structure is stated as follows: 

Hypothesis 2 (H2): Effort expectancy has a positive impact on the bank users’ behavioral 
intention to use Fintech services in Vietnam.
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Social influence (SI): It is defined as the amount to which a consumer believes 
that another important character believes the consumer needs to utilize the new 
technology. It expresses consumer’s adoption of using technology because they are 
influenced by important people around them, like family and friends, who encourage 
them to use technology (Venkatesh et al., 2012). The findings of Mulyana et al. (2020) 
revealed that social influence has a significant positive effect on behavioral intention 
in using Fintech. The study results of Khatun and Tamanna (2020) found that social 
influence has a positive influence on the behavioral intention of the users to adopt 
Fintech. The results of quantitative analysis by Al Nawayseh (2020) indicated that 
social influence has a positive effect on users’ behavioral intention regarding Fintech 
applications. The empirical findings of Submitter et al. (2021) illustrate that social 
influence is the most influential determinant that affects bank users’ behavioral inten-
tion to use Fintech services. For social influence, marketing effect, and reputation, 
Fintech schemes are seen by many users as an innovative and interesting financial 
service. The users may be attracted to these programs not only by the novelty of 
Fintech, but also by the social influence, marketing effects, and reputation (Ha Van 
Duong, 2022d). Therefore, the following hypothesis is proposed: 

Hypothesis 3 (H3): Effort expectancy has a positive impact on the bank users’ behavioral 
intention to use Fintech services in Vietnam. 

Facilitating conditions (FC) show that the users are aware of the resources and 
support available to perform their behavior. These are defined as the degree to which 
users think that organizational and technical infrastructure exists to support the use 
of the system (Venkatesh et al., 2012). The study results of Khatun and Tamanna 
(2020) found that facilitating condition has a positive influence on the behavioral 
intention of the users to adopt Fintech. The results of Rahardjo et al. (2020) show that 
facilitation conditions are factors that influence the intention and use of e-money as a 
Fintech service. The research findings show that facilitating condition has a positive 
influence on the behavioral intention of using Fintech services via digital wallets 
(Sukaris et al., 2021). The results showed that facilitating conditions have a positive 
and significant effect on behavior intention of using mobile payment as a Fintech 
service (Latifah et al., 2021). For technical concerns, Fintech services are accepted 
when users believe that the technical and organizational infrastructure will support 
the adaptation and convenient use of Fintech services (Ha Van Duong, 2022d). At 
the same time, there is a positive and significant relationship between the facilitating 
conditions with the behavioral intention to adopt Fintech (Al Rubaiai & Pria, 2022). 
Therefore, we make the hypothesis H4a and H4b as following: 

Hypothesis 4a (H4a): Facilitating conditions have a positive effect on the bank users’ 
behavioral intention to use Fintech services in Vietnam. 

Hypothesis 4b (H4b): Facilitating conditions have a positive effect on the bank users’ 
behavioral to use Fintech services in Vietnam. 

Hedonic motivation (HM): It has been considered to play a crucial part in terms 
of users’ accepting and using technology. This has been described as the users’ plea-
sure or fun derived from using a technology (Venkatesh et al., 2012). For the setting
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of using Fintech services, the research findings show that hedonic motivation has a 
positive influence on the behavioral intention of using digital wallets as a Fintech 
service (Sukaris et al., 2021). The results showed that hedonic motivation has a posi-
tive and significant effect on behavior intention of using Fintech services via mobile 
payment (Latifah et al., 2021). Besides, there is a positive and significant relationship 
between the hedonic motivation with the behavioral intention to adopt Fintech (Al 
Rubaiai & Pria, 2022). Thus, the following hypothesis has been developed: 

Hypothesis 5 (H5): Hedonic motivation has a positive impact on the bank users’ behavioral 
intention to use Fintech services in Vietnam. 

Price value (PV): This is defined as users’ cognitive trade-off in terms of the bene-
fits from using technology and the costs of using it. Cost and price are structures, and 
these structures may have a significant impact on the use of technology (Venkatesh 
et al., 2012). The research empirically by Marlina et al. (2020) found that price value 
was a factor that significantly influenced users to use Fintech lending. Fintech appli-
cations have a number of advantages for users, such as providing more innovative, 
faster, and more cost-effective services than traditional banking services. Therefore, 
the application of software for online transactions will save costs and provide users 
with more personalized services through Fintech services (Ha Van Duong, 2022b). 
Fintech services can help users reduce transaction fees compared to other payment 
methods. For this reason, Fintech services can be an attractive alternative for some 
individuals or organizations, especially in cross-border payments that often involve 
paying high fees. Additionally, many Fintech services do not require an intermediary 
to facilitate payments, which can affect processing costs (Ha Van Duong, 2022d). So, 
if the costs and fees of Fintech services are low and possess good quality compared 
to the traditional banking services, users will opt to adopt Fintech services. This is 
hypothesized as follows: 

Hypothesis 6 (H6): Price value has a positive effect on the bank users’ behavioral intention 
to use Fintech services in Vietnam. 

Habits (HAs) are defined as the volume to which individuals tend to perform 
behaviors automatically as a result of learning. The empirical findings on the role of 
habit in technology show that habits influence users’ behavioral intentions toward 
technology use (Venkatesh et al., 2012). The behavioral intention to use Fintech 
was influenced by the user’s habits (Marlina et al., 2020). The research results of 
Rahardjo et al. (2020) show that habits are factor that influence the intention and use 
of e-money as a Fintech service. The results showed that habits have a positive and 
significant effect on behavior intention of using Fintech services via mobile payment 
(Latifah et al., 2021). Fintech services are used to provide banking and financial 
services based on transactions with various options and habits for transferring the 
ownership of currency from one person to another (Ha Van Duong, 2022d). At the 
same time, there is a positive and significant relationship between the habits with the 
behavioral intention to adopt Fintech (Al Rubaiai & Pria, 2022). Hypotheses are as 
follows:
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Hypothesis 7a (H7a): Habits have a positive effect on the bank users’ behavioral intention 
to use Fintech services in Vietnam. 

Hypothesis 7b (H7b): Habits have a positive effect on the bank users’ behavioral to use 
Fintech services in Vietnam. 

Aspirational Innovation (AI): It is the degree to which a person is receptive to new 
ideas, and this is a characteristic of an individual’s personality. The research by Hu 
et al. (2019) shows that user innovation is individual acceptance of new technology 
or new services. The willingness to accept the presence of new technology is a 
key factor for technology adoption. In the context of using Fintech, the empirical 
research by Kim et al. (2010) argues that most people do not have enough specialized 
knowledge about many types of mobile payment services, like one type of Fintech 
service. Their personal innovation plays an important positive role in their intention 
to use this service, which is considered as one of the increasing requirements for 
the use of Fintech services. Innovations in the quality and speed of financial and 
banking services through Fintech services will contribute to an increase in the needs 
of banking users, especially young and millennials. This is one of the powerful 
catalysts that make positive changes to the behavioral intention and behavior of 
using Fintech services of banking users (Ha Van Duong, 2022b). Thus, the following 
hypothesis is developed: 

Hypothesis 8a (H8b): Aspirational innovation has a positive effect on the bank users’ 
behavioral intention to use Fintech services in Vietnam. 

Hypothesis 8b (H8b): Aspirational innovation has a positive effect on the bank users’ 
behavioral to use Fintech services in Vietnam. 

Government policies (GPs) are a set of decisions by governments to express the 
goals and actions for political, social, and economic management. It influences, 
changes, or frames a problem or issue that has been recognized in the political realm 
by policy makers and the wider public (Hassel, 2015). According to Yang (2017), 
the outstanding growth of Fintech services can be contributed to its connectivity to 
global financial markets, easy networking with other Fintech hubs, and government 
policy on building a business-friendly regulatory environment. Since then, Fintech 
services create a deep level of participation as well as increase the main attractions for 
many large international investors and attract users in this market. Fintech services 
started playing an important role in reaching users through online financial mobile 
applications. Convenient and affordable services in Fintech started with the help 
of investors and the encouragement of government policies to exploit new untapped 
opportunities in the financial and banking sectors (Kukreja et al., 2021). The research 
results by Noreen et al. (2022) show that government policies are adopted as a cata-
lyst to expand the scope of financial services and access to innovation in banking 
and financial transactions through Fintech services. Fintech creates a new approach 
to providing banking products and services. The changes pose problems for poli-
cymakers and regulators alike as they seek to strike a balance between supporting 
innovation, protecting the banking system in general, and individual users in partic-
ular. At the same time, the development of Fintech in banking activities has led to 
the synchronous formation of many policies including Fintech development policies
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and directions, competition policy, risk management, consumer protection, etc. Poli-
cies and orientations for priority areas and development potential of Fintech services 
will create favorable conditions in all aspects to attract Fintech users, positively 
impact behavioral intentions, and behaviors of using Fintech services by bank users 
and contribute to the development of Fintech services in the banks (Ha Van Duong, 
2022b). Thus, the following hypothesis has been developed: 

Hypothesis 9a (H9a): Government policies have a positive effect on the bank users’ 
behavioral intention to use Fintech services in Vietnam. 

Hypothesis 9b (H9b): Government policies have a positive effect on the bank users’ 
behavioral to use Fintech services in Vietnam. 

Behavioral intention (BI) is the user’s level of trust and confidence to use the 
technology in future. Therefore, the behavioral intention determines the technology 
use behavior (Venkatesh et al., 2012). The users’ behavioral intention of using Fintech 
services has a significant correlation with users’ behavior (Ha Van Duong, 2022a). 
This shows that the users’ behavior of using Fintech services in Vietnam is affected 
by the behavioral intention of using Fintech services. We make the hypothesis as 
following: 

Hypothesis 10 (H10): Behavioral intention has a positive effect on the bank users’ behavioral 
to use Fintech services in Vietnam. 

According to Venkatesh et al. (2012), the demographic factors in this model 
are gender, age, and experience. The impact of facilitating conditions on behavioral 
intentions was moderated by age, gender, and experience. Therefore, this impact will 
be stronger for older users in the early stages of experience with Fintech services. The 
impact of hedonic motivation on behavioral intentions was moderated by age, gender, 
and experience. Hence, the effect is stronger on young users in the early stages of their 
experience with Fintech services. The impact of price value on behavioral intentions 
was moderated by age, gender, and experience. Thus, the impact will be stronger for 
older users. The impact of habits on behavioral intentions and the impact of habits on 
using Fintech services were moderated by age, gender, and experience. Therefore, 
the impact will be stronger for older users who have a high level of experience with 
Fintech services. The experience moderated the impact of behavioral intention on 
using Fintech services, so the impact will be stronger for users with less experience. 

2.3 Research Design 

This study uses research methods including qualitative research and quantitative 
research. Qualitative research is used to explore the components of bank users’ 
behavioral intention toward usage likelihood of Fintech services in Vietnam. This 
study was conducted through direct discussions with experts to adjust and supple-
ment the observed variables used to measure them in the research model. Quantitative 
research uses quantitative data collected from primary sources to examine certain
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populations or samples. Through the application of the UTAUT2 model, this study 
was conducted to determine the factors influencing bank users’ behavioral inten-
tion toward usage likelihood of Fintech services in Vietnam. The independent and 
dependent variables are shown in Table 1.

2.4 Data Collection 

The purpose of this study was to determine the factors influencing bank users’ behav-
ioral intention toward usage likelihood of Fintech services in Vietnam. Therefore, 
active users of banks were selected as the survey subjects in this study. The survey 
subjects were randomly selected users who had used the mobile banking, Internet 
banking, and other Fintech services of the banks in the southern regions of Vietnam. 
This region of Vietnam is the most important center of economic activity in the 
country. This is a leading zone for advanced investments in knowledge-based and 
high-tech industries and services, as well as the most important financial and trading 
hub of the whole country. Regarding the sample size, according to Hair et al. (2015), 
if the number of the population is unknown, then sampling is done using size 5– 
10 multiplied by the question item, since the number of item questions is 58, so 
the number of samples in this study (10 × 58 = 580) respondents. Therefore, the 
number of 652 samples collected from customers ensures a sufficient sample size 
for this study. 

Data was collected by distributing questionnaires between May 2022 and 
September 2022, and a pilot survey was first conducted in September 2022 to validate 
and accuracy of the questionnaire. Feedback from respondents in the pilot survey 
helped to improve the final survey questionnaire, especially in replacing unclear 
words in measurement statements with simple, clear words, and more specific words. 
The questionnaire was then distributed to 720 respondents, and after data cleaning, 
652 samples were completed for data analysis. The questionnaire was designed based 
on a theoretical literature review to measure all research items, which were measured 
on a 5-point Likert’s scale from strongly disagree (1) to strongly agree (5), and it was 
derived from the constructs as shown in Table 1. The items of the questionnaire have 
been carefully reviewed in and considered that each item will evolve according to the 
operating context of the research variables. The questionnaire was divided into two 
main parts. The first part includes the respondent’s demographics, and the second 
part was used to collect data on the proposed model. 

The research scale was evaluated for its reliability and validity before being used 
for structural modeling. At the same time, this study uses quantitative research with 
a SEM approach and conducts the analysis method through Cronbach’s alpha coef-
ficient. EFA and CFA were also analyzed using SPSS 25 software. The SEM was 
established, and CFA diagram and hypothesis verification analysis were conducted 
using SPSS AMOS 24 software.
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Table 1 Independent, moderating, and dependent variables in the research 

No Code Item 

Performance expectancy 

1 PE1 I use Fintech services, because I easily access financial 
and banking services anywhere 

2 PE2 I use Fintech services, because I can understand the 
interaction of financial and banking services easily and 
clearly 

3 PE3 I believe that the use of Fintech services brings about the 
expected effect in financial and banking transactions 

4 PE4 By using Fintech services, it will allow me to do financial 
and banking transactions faster 

5 PE5 The use of Fintech services is in accordance with all 
aspects of my work and my work style 

6 PE6 By using Fintech services, it will increase my comfort in 
the financial and banking transactions 

7 PE7 By using Fintech services, it will bring me more 
convenience, because I can access financial and banking 
transactions in 24 h 

Effort expectancy 

8 EE1 The use of Fintech services can help me speed up financial 
and banking transactions 

9 EE2 The use of Fintech services can significantly improve the 
quality of payment transaction results because it does not 
take much time 

10 EE3 The use of Fintech services can help me make the 
financial and banking transactions more secure 

11 EE4 The use of Fintech services makes it easy for me to find 
out financial and banking transaction information 

12 EE5 The use of Fintech services helps me always have full 
payment information 

13 EE6 Fintech services was practical, and it helps me increase 
efficiency in the financial and banking transactions 

Social influence 

14 SI1 Many people advised me that I should use Fintech 
services in the financial and banking transactions 

15 SI2 People who influence me think that I should use Fintech 
services in the financial and banking transactions 

16 SI3 People who are familiar with me think that I should use 
Fintech services in the financial and banking transactions 

17 SI4 I use Fintech services in the financial and banking 
transactions because my coworkers use it 

18 SI5 My family supports me to use Fintech services in the 
financial and banking transactions

(continued)
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Table 1 (continued)

No Code Item

19 SI6 My neighborhood helped me in using Fintech services in 
the financial and banking transactions 

Facilitating conditions 

20 FC1 I have control over the use of Fintech services in the 
financial and banking transactions 

21 FC2 The use of Fintech services in the financial and banking 
transactions increases my productivity because I am 
capable of doing various financial and banking 
transactions anywhere 

22 FC3 The existence of evidence on each payment transaction 
that is completed with the time of the payment is a clear 
proof of Fintech services payment 

23 FC4 I am certain that my financial and banking transactions are 
guaranteed the transaction conditions when I use Fintech 
services in the financial and banking transactions 

24 FC5 I am certain that the financial and banking transactions are 
safe when I use Fintech services in the financial and 
banking transactions 

25 FC6 I have smartphone and have received support from the 
payment service suppliers to use Fintech services in the 
financial and banking transactions 

Hedonic motivation 

26 HM1 I feel comfortable when I use Fintech services in the 
financial and banking transactions 

27 HM2 I feel excited when I use Fintech services in the financial 
and banking transactions 

28 HM3 I feel blessed when I use Fintech services in the financial 
and banking transactions 

29 HM4 I feel happy when I use Fintech services in the financial 
and banking transactions 

30 HM5 I feel entertained when I use Fintech services in the 
financial and banking transactions 

Price value 

31 PV1 I can save time in doing transactions when I use Fintech 
services in the financial and banking transactions 

32 PV2 I can save a lot of transaction costs when I use Fintech 
services in the financial and banking transactions 

33 PV3 By using Fintech services, I agree to pay the costs 
incurred for internet registration 

34 PV4 I do not have to pay fees to check my financial and 
banking transactions when I use Fintech services in the 
financial and banking transactions

(continued)
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Table 1 (continued)

No Code Item

35 PV5 By using the Fintech services, I do not have to pay any 
extra costs in my financial and banking transactions 

Habits 

36 HA1 I have enough knowledge to use Fintech services in the 
financial and banking transactions 

37 HA2 I control my financial and banking transactions well when 
using Fintech services in financial and banking 
transactions 

38 HA3 I have received the directly guidance from the financial 
service providers and banks related to the use of Fintech 
services 

39 HA4 There are instructions on using Fintech services in 
financial and banking transactions on the Websites of 
financial service providers and banks 

40 HA5 I can use Fintech services in financial and banking 
transactions when no one is simulating it 

Aspirational innovation 

41 AI1 I expect more and more new banking and financial 
services based on technology to bring the best options to 
users 

42 AI2 I know about a new technology-based banking and 
financial service. I am going to try it out 

43 AI3 Among my family and friends, I am often the first to use 
new technology-based banking and financial services 

44 AI4 I believe that financial service providers and banks always 
have plans to innovate and develop new financial and 
banking services to meet the users’ needs of Fintech 
services 

45 AI5 I believe that the Fintech services develop in parallel with 
the application of modern and new technology to meet the 
users’ needs 

46 AI6 I believe that there are more and more successful 
experiments of new Fintech services 

Government policies 

47 GP1 I believe that the government policies contribute to 
support and improve the use of Fintech services 

48 GP2 I believe that the government has introduced favorable 
regulations and policies for users of Fintech services 

49 GP3 I believe that the government is actively setting up 
directions to attract and facilitate users of Fintech services

(continued)
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Table 1 (continued)

No Code Item

50 GP4 I believe that government policies related to Fintech 
services are aimed at encouraging people to use Fintech 
services 

51 GP5 I believe that government policies are set in sync to 
promote the use and development of Fintech services 

52 GP6 I believe that government policies are well established to 
promote the use of information technology, the Internet, 
e-commerce, online banking, and Fintech services 

Behavioral intention 

53 BI1 I intend to continue to use Fintech services in the financial 
and banking transactions in future 

54 BI2 I will use Fintech services in the financial and banking 
transactions if I need to do financial and banking 
transactions 

55 BI3 I will recommend Fintech services in the financial and 
banking transactions to other people 

Use behavior 

56 UB1 There are certain people and community for helping me 
when there are difficulties in using Fintech services in the 
financial and banking transactions 

57 UB2 I am able to carry out financial and banking transactions 
with Fintech services without help from other people 

58 UB3 I am able to use Fintech services in the financial and 
banking transactions even though I have never used it 
beforehand 

Source Venkatesh et al. (2012), Ha Van Duong (2022a, 2022b, 2022c) and the authors’ suggestions

3 Research Results 

3.1 Demographic Statistics 

The demographic description of respondents showed that the respondents’ age range 
from 25 years old and up, and a large number of them are a young generation with the 
age range of 25–40 years. In terms of gender, the percentage of women participating 
in the survey was higher than that of men with 58.53% of the respondents were female. 
About education, a majority of respondents held a college degree, comprising about 
75.44% of respondents. The respondents also found that 23.82% are at a vocational 
college graduation and the rest at postgraduate level. The respondents’ experience 
of using Fintech services turned out to be the biggest answer at over 1 year to 
2 years, comprising about 46.47% of respondents. Regarding income, the largest 
income group included people with monthly income from 500 USD to 1000 USD, 
accounting for the largest proportion with 386 people at 56.77%; the group of over
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Table 2 Demographic profile 

Item Optional Frequency Percentage 

Age 25–30 year old 258 37.94 

31–40 year old 156 22.94 

41–50 year old 128 18.82 

51–60 year old 86 12.65 

61 years old and up 52 7.65 

Gender Male 282 41.47 

Female 398 58.53 

Experience Start–6 Months 52 7.65 

Over 6 months–1 year 116 17.06 

Over 1 year–2 year 316 46.47 

Over 2 year 196 28.82 

Education level Vocational college graduation 162 23.82 

College graduation 513 75.44 

Postgraduate level 5 0.74 

Income level 500 USD–1000 USD/month 386 56.77 

Over 1000 USD–1500 USD/month 196 28.82 

Over 1500 USD–2000 USD/month 82 12.06 

Over 2000 USD/month 16 2.35 

Source Primary data, processed in 2022 

1000 USD to 1500 USD per month at 28.82%; followed the group of over 1500 USD 
to 2000 USD per month at 12.06%. The smallest was the income group of over 2000 
USD per month at 2.35% (see Table 2). 

3.2 Cronbach’s Alpha Reliability Analysis 

In EFA, Cronbach’s alpha was used to assess the internal consistency of the ques-
tionnaire. It is also a convenient test used to assess the reliability of scales. Therefore, 
Cronbach’s alpha will be high if the correlation between each item in the respective 
questionnaire is high (Osborne, 2008). 

When a variable in the measurement has a corrected item total correlation ≥ 
0.3, Cronbach’s alpha coefficient is reliable and statistically valid. If it is greater 
than 0.60, then that variable meets the requirements. The value of Cronbach’s Alpha 
ranges from 0 to 1, in which the value from 0.7 to 0.9 shows that the scale has good 
reliability. The value of Cronbach’s alpha from 0.6 to 0.7 describes an acceptable 
level of confidence, and 0.8 or more is very good (Hulin et al., 2001). All scales of
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this study were eligible to perform EFA. Since, variables have alpha greater than 0.6 
and total correlation greater than 0.3 (see Table 3).

3.3 Exploratory Factor Analysis 

The purpose of the EFA method is to check the suitability of the latent factors, 
respond to the correlation between the data and divide the observed variables into 
groups that have a unifying factor as well as perform corrective factors if necessary. 
There are several standards applied in the Kaiser–Meyer–Olkin (KMO) measure of 
sampling adequacy, in which KMO < 0.50 is considered unacceptable, KMO ≥ 0.50 
is regarded bad, KMO ≥ 0.60 is considered mediocre, KMO ≥ 0.70 is considered 
acceptable, KMO ≥ 0.80 is regarded good, KMO ≥ 0.90 is considered very good 
(Kaiser, 1974). Besides, the significant value of Bartlett’s test of sphericity is less 
than 0.05 for acceptable factor analysis (Field, 2000). 

For independent variables, the total of 52 items proved reliability through Cron-
bach’s alpha test. In the EFA technique, this analysis was carried out using SPSS 
25 with principal component method and Varimax rotation. According to Samuels 
(2016), factor loading is also very important in EFA, and it is recommended to 
remove factor loading less than 0.3. Retained factors must have at least three items 
with loads greater than 0.4 for variables to be considered significant. The KMO 
test achieved a value of 0.807, which showed that the sampling was adequate. The 
Bartlett’s test achieved a value of 12,185.532 (p = 0.000), ensured moderate inter-
correlations between items, and suggested its suitability for factor analysis. The total 
of 52 observed variables were initially grouped into 12 groups. The total value of 
variance extracted is 60.131%, which is greater than 50%, and EFA is considered 
satisfactory. Thus, twelve factors explain 60.131% of the variability of the data. The 
eigenvalues of the factors are all high (>1). The 12th factor has the lowest eigenvalues 
of 1.114 > 1. Therefore, twelve factors are defined as shown in Table 4.

After performing the rotation (absolute value below: 0.3) for the independent 
variables, twelve factors were found together with the factor loading factors all that 
are greater than 0.5. This result also indicated there were three new factors (with 
the observed variables: HA1 and HA2; GP5 and GP6; AI5 and AI6) as shown in 
Table 5. The characteristics of two observed variables in the factor HA associated 
with user’s knowledge (HA1 and HA2 as can be seen in Table 1) in using  the e-
commerce platforms for online shopping and e-payment transactions. Therefore, 
this new factor is named user’s knowledge (UK). The hypothesis for UK is similar 
to the hypothesis for HA (UK has a positive effect on users’ behavioral intention 
of using the Fintech services, and UK has a positive effect on users’ behavior of 
using the Fintech services in Vietnam). The characteristics of two observed variables 
in the factor GP are associated with policy synchronization (GP5 and GP6 as can 
be seen in Table 1). Therefore, this new factor is named policy synchronization 
(PS). The hypothesis for PS is similar to the hypothesis for GP (PS has a positive 
effect on users’ behavioral intention of using the Fintech services, and PS has a
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Table 3 Item reliability test 

Item Scale mean if item 
deleted 

Scale variance if 
item deleted 

Corrected item-total 
correlation 

Cronbach’s alpha if 
item deleted 

Performance expectancy: Cronbach’s alpha = 0.873 
PE1 20.69 16.361 0.718 0.846 

PE2 20.69 16.422 0.683 0.851 

PE3 20.38 19.182 0.598 0.864 

PE4 20.47 18.345 0.576 0.865 

PE5 20.54 17.290 0.626 0.859 

PE6 20.63 16.031 0.777 0.837 

PE7 20.59 17.628 0.611 0.861 

Effort expectancy: Cronbach’s alpha = 0.829 
EE1 18.06 10.713 0.691 0.780 

EE2 17.83 11.922 0.541 0.813 

EE3 17.92 11.574 0.629 0.795 

EE4 18.00 11.829 0.585 0.804 

EE5 18.06 11.584 0.597 0.801 

EE6 17.93 11.745 0.549 0.811 

Social influence: Cronbach’s alpha = 0.838 
SI1 18.17 15.542 0.671 0.800 

SI2 18.11 15.641 0.608 0.815 

SI3 17.76 17.496 0.601 0.815 

SI4 18.00 17.488 0.582 0.818 

SI5 17.96 17.232 0.574 0.820 

SI6 18.26 15.832 0.665 0.801 

Facilitating conditions: Cronbach’s alpha = 0.831 
FC1 12.89 7.170 0.679 0.788 

FC2 12.88 7.258 0.583 0.809 

FC3 12.74 7.401 0.608 0.803 

FC4 12.82 7.620 0.589 0.807 

FC5 12.81 7.502 0.607 0.803 

FC6 12.83 7.656 0.554 0.814 

Hedonic motivation: Cronbach’s alpha = 0.816 
HM1 14.54 3.612 0.543 0.798 

HM2 14.53 3.564 0.523 0.805 

HM3 14.41 3.351 0.668 0.761 

HM4 14.46 3.490 0.575 0.789 

HM5 14.46 3.266 0.729 0.743

(continued)
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Table 3 (continued)

Item Scale mean if item
deleted

Scale variance if
item deleted

Corrected item-total
correlation

Cronbach’s alpha if
item deleted

Price value: Cronbach’s alpha = 0.779 
PV1 14.18 3.252 0.557 0.737 

PV2 13.92 2.870 0.633 0.710 

PV3 13.93 3.297 0.668 0.703 

PV4 14.93 3.747 0.415 0.779 

PV5 13.91 3.588 0.515 0.750 

Habit: Cronbach’s alpha = 0.678 
HA1 14.47 3.528 0.283 0.695 

HA2 14.71 3.501 0.379 0.649 

HA3 14.69 3.254 0.503 0.597 

HA4 14.45 3.028 0.507 0.591 

HA5 14.50 3.218 0.508 0.594 

Aspirational innovation: Cronbach’s alpha = 0.663 
AI1 17.70 7.472 0.410 0.623 

AI2 17.72 7.568 0.428 0.623 

AI3 17.75 7.724 0.367 0.636 

AI4 17.69 7.420 0.462 0.613 

AI5 17.78 5.346 0.463 0.604 

AI6 17.69 5.162 0.447 0.621 

Government policies: Cronbach’s alpha = 0.670 
GP1 20.65 7.484 0.416 0.635 

GP2 20.67 7.481 0.439 0.631 

GP3 20.69 7.595 0.389 0.641 

GP4 20.63 7.403 0.465 0.625 

GP5 21.70 5.097 0.489 0.605 

GP6 21.62 4.973 0.464 0.627 

Behavioral intention: Cronbach’s alpha = 0.759 
BI1 7.31 1.325 0.593 0.675 

BI2 7.54 1.530 0.579 0.692 

BI3 7.31 1.370 0.601 0.663 

Use behavior: Cronbach’s alpha = 0.701 
UB1 7.36 1.268 0.486 0.649 

UB2 7.26 1.177 0.531 0.593 

UB3 7.21 1.216 0.537 0.586 

Source The authors’ calculation from SPSS 25
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Table 4 Exploratory factor analysis for independent variables 

Component Initial eigenvalues Extraction sums of squared 
loadings 

Rotation sums of 
squared loadings 

Total % of  
variance 

Cumulative 
% 

Total % of  
variance 

Cumulative 
% 

Total Cumulative 
% 

1 6.492 12.484 12.484 6.492 12.484 12.484 4.092 7.869 

2 3.565 6.855 19.339 3.565 6.855 19.339 3.447 14.497 

3 3.274 6.296 25.635 3.274 6.296 25.635 3.337 20.914 

4 3.001 5.772 31.406 3.001 5.772 31.406 3.317 27.294 

5 2.637 5.070 36.477 2.637 5.070 36.477 2.992 33.048 

6 2.473 4.756 41.233 2.473 4.756 41.233 2.753 38.341 

7 2.398 4.611 45.844 2.398 4.611 45.844 2.308 42.780 

8 2.184 4.199 50.043 2.184 4.199 50.043 2.306 47.216 

9 1.645 3.163 53.206 1.645 3.163 53.206 2.155 51.360 

10 1.312 2.523 55.729 1.312 2.523 55.729 1.563 54.366 

11 1.174 2.259 57.988 1.174 2.259 57.988 1.504 57.259 

12 1.114 2.143 60.131 1.114 2.143 60.131 1.494 60.131 

13 0.914 1.758 61.888 

Extraction Method: Principal Component Analysis 

Source The authors’ calculation from SPSS 25

positive effect on users’ behavior of using the Fintech services in Vietnam). At the 
same time, the characteristics of two observed variables in the factor AI associated 
with experimental development (AI5 and AI6 as can be seen in Table 1). Therefore, 
this new factor is named experimental development (ED). The hypothesis for ED is 
similar to the hypothesis for AI (AI has a positive effect on users’ behavioral intention 
of using the Fintech services, and AI has a positive effect on users’ behavior of using 
Fintech services in Vietnam).

For dependent variables, the total of 6 items proved reliability through Cronbach’s 
alpha test. In the EFA technique, this analysis was carried out using SPSS 25 with 
principal component method and Varimax rotation. The KMO test achieved a value 
of 0.679, which showed that the sampling was adequate. The Bartlett’s test achieved a 
value of 890.763 (p = 0.000), ensured moderate intercorrelations between items, and 
suggested its suitability for factor analysis. The total of 6 observed variables were 
initially grouped into 2 groups. The total value of variance extracted is 65.230%, 
which is greater than 50%, and EFA is considered satisfactory. Thus, twelve factors 
explain 65.230% of the variability of the data. The eigenvalues of the factors are all 
high (>1). The 2sd factor has the lowest eigenvalues of 1.568 > 1. Therefore, two 
factors are defined as shown in Table 6.

After performing the rotation (absolute value below: 0.3) for the dependent vari-
ables, two factors were found together with the factor loading factors all that are 
greater than 0.5, as shown in Table 7.
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Table 5 Rotated component matrix for independent variables 

Variables Component 

1 2 3 4 5 6 7 8 9 10 11 12 

PE6 0.834 

PE1 0.780 

PE7 0.728 

PE2 0.722 

PE3 0.718 

PE5 0.711 

PE4 0.630 

SI6 0.774 

SI1 0.756 

SI3 0.716 

SI4 0.684 

SI2 0.681 

SI5 0.645 

EE1 0.800 

EE3 0.764 

EE5 0.713 

EE4 0.712 

EE6 0.693 

EE2 0.638 

FC1 0.790 

FC3 0.744 

FC5 0.734 

FC4 0.711 

FC2 0.703 

FC6 0.689 

HM5 0.854 

HM3 0.807 

HM4 0.727 

HM1 0.701 

HM2 0.681 

PV3 0.820 

PV2 0.781 

PV1 0.731 

PV5 0.687 

PV4 0.586

(continued)
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Table 5 (continued)

Variables Component

1 2 3 4 5 6 7 8 9 10 11 12

GP2 0.792 

GP4 0.783 

GP3 0.745 

GP1 0.581 

AI2 0.783 

AI4 0.740 

AI3 0.729 

AI1 0.631 

HA5 0.833 

HA4 0.800 

HA3 0.760 

GP5 0.788 

GP6 0.781 

HA1 0.818 

HA2 0.768 

AI6 0.776 

AI5 0.741 

Extraction Method: Principal Component Analysis 
Rotation Method: Varimax with Kaiser Normalization 

Source The authors’ calculation from SPSS 25

Table 6 Exploratory factor analysis for dependent variables 

Component Initial eigenvalues Extraction sums of squared 
loadings 

Rotation sums of 
squared loadings 

Total % of  
variance 

Cumulative 
% 

Total % of  
variance 

Cumulative 
% 

Total Cumulative 
% 

1 2.346 39.094 39.094 2.346 39.094 39.094 2.032 33.873 

2 1.568 26.136 65.230 1.568 26.136 65.230 1.881 65.230 

3 0.655 10.909 76.139 

Extraction Method: Principal Component Analysis 

Source The authors’ calculation from SPSS 25

3.4 Confirmatory Factor Analysis 

To evaluate the construct validity, CFA was performed using SPSS Amos 24. This 
analysis is an important tool for SEM techniques that allows to check the consis-
tency between observed data and hypothesized conceptual models, which define 
hypothetical relationships between latent factors (Brown, 2015).
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Table 7 Rotated component 
matrix for dependent 
variables 

Variable Component 

1 2 

BI3 0.830 

BI1 0.815 

BI2 0.809 

UB3 0.810 

UB2 0.788 

UB1 0.764 

Extraction Method: Principal Component Analysis 

Rotation Method: Varimax with Kaiser Normalization 

Source The authors’ calculation from SPSS 25

In the CFA technique, this analysis was carried out using SPSS 25 with principal 
axis factoring method and promax rotation (absolute value below: 0.3). The KMO 
test achieved a value of 0.800, and the Bartlett’s test achieved a value of 13,675.659, 
which showed that CFA is suitable for real data. At the same time, Sig = 0.000 < 
0.05 shows that the observed variables are correlated with each other in terms of the 
population. The results of CFA showed that the number of observations is 652, as can 
be seen in Fig. 3. After linking e4 and e5, e10 and e12, e28 and e30, e38 and e39, e42 
and e43 to correct for covariance show that this model has a Chi-square = 2531.511, 
with 1502 degrees of freedom (df); Chi-square/df = 1.685 < 3 with p-value = 0.000 
and other indicators such as CFI = 0.917; TLI = 0.909; GFI = 0.884; RMSEA 
= 0.032 < 0.06; PCLOSE = 1.000 > 0.05. Thus, the CFA results are satisfactory, 
supporting the subsequent structural model analysis. The model fits the market data 
and it can be concluded that the factors are convergent because the standardized and 
unstandardized coefficients are greater than 0.5, and the total variance values are 
greater than 0.5 in this research.

3.5 Structural Equation Modeling 

The SEM analysis was conducted with SPSS AMOS 24 to test the relationships 
proposed in the hypothesized model, as can be seen in Fig. 4. The indicators include 
Chi-square = 2554,435; df = 1507; p = 0.000; Chi-square/df = 1.695; CFI = 0.916; 
TLI = 0.908; GFI = 0.883; RMSEA = 0.033; PCLOSE = 1.000. Thus, the structural 
model is deemed acceptable.

The analysis was conducted to examine the proposed causal relationships between 
constructs. There were 9 out of 20 hypotheses that were not supported in this study. 
They are the performance expectancy, facilitating conditions, price value, habits, 
aspirational innovation, government policies, policy synchronization, which do not
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Fig. 3 Confirmatory factor analysis. Source The authors’ calculation from AMOS 24.0

positively influence the behavior intention of using Fintech services; the user’s knowl-
edge, experimental development do not positively influence the behavior of using 
Fintech services, as shown in Table 8.

The factors that were hypothesized in the conceptual model to positively influ-
ence behavioral intention of using Fintech services such as effort expectancy (β = 
0.159; p-value = 0.003), social influence (β = 0.261; p-value < 0.001), hedonic
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Fig. 4 Structural equation modeling. Source The authors’ calculation from AMOS 24.0

motivation (β = 0.121; p-value = 0.006), user’s knowledge (β = 0.189; p-value 
= 0.004), experimental development (β = 0.190; p-value = 0.011). The factors 
that were hypothesized in the conceptual model to positively influence behavior 
of using Fintech services, such as facilitating conditions (β = 0.118; p-value = 
0.021), behavior intention (β = 0.337; p-value < 0.001), government policies (β = 
0.138; p-value = 0.032). The factors were hypothesized in the conceptual model to 
negatively influence behavior of using Fintech services such as habits (β = −0.118; 
p-value = 0.019), aspirational innovation (β = −0.172; p-value = 0.011), and policy 
synchronization (β = −0.140; p-value = 0.046), as shown in Table 8. 

The bootstrap method was employed to estimate summary statistics such as the 
mean or standard deviation to evaluate the robustness of the theoretical model. This 
study is a resampling method, used to estimate statistics, and used the number of 
replicate samples N = 2600. Compare the C.R value with 1.96 (since 1.96 is the 
value of the normal distribution at 0.9750). The results show that C.R < 1.96, p-value 
> 5%, so the estimated model can be reliable as can be seen in Table 9.
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Table 8 Regression weights 

Unstandardized coefficients Standardized 
coefficients 

Results 

Estimate S.E C.R P Estimate 

F_BI < –- F_PE −0.052 0.032 −1.639 0.101 −0. 086 Not supported 

F_BI < –- F_EE 0.104 0.035 2.954 0.003 0.159 Supported 

F_BI < –- F_SI 0.161 0.038 4.232 *** 0.261 Supported 

F_BI < –- F_FC −0.059 0.043 −1.391 0.164 −0.066 Not supported 

F_BI < –- F_HM 0.112 0.041 2.736 0.006 0.121 Supported 

F_BI < –- F_PV −0.081 0.056 −1.464 0.143 −0.072 Not supported 

F_BI < –- F_HA 0.080 0.055 1.460 0.144 0.078 Not supported 

F_BI < –- F_UK 0.201 0.069 2.909 0.004 0.189 Supported 

F_BI < –- F_AI −0.027 0.073 −0.369 0.712 −0.022 Not supported 

F_BI < –- F_ED 0.114 0.045 2.547 0.011 0.190 Supported 

F_BI < –- F_GP −0.079 0.074 −1.072 0.284 −0.063 Not supported 

F_BI < –- F_PS 0.005 0.037 0.145 0.885 0.009 Not supported 

F_UB < –- F_FC 0.098 0.042 2.303 0.021 0.118 Supported 

F_UB < –- F_HA −0.132 0.056 −2.340 0.019 −0.140 Supported 

F_UB < –- F_BI 0.311 0.062 5.039 *** 0.337 Supported 

F_UB < –- F_UK −0.079 0.067 −1.188 0.235 −0.080 Not supported 

F_UB < –- F_AI −0.191 0.075 −2.552 0.011 −0.172 Supported 

F_UB < –- F_ED 0.031 0.043 0.726 0.468 0.057 Not supported 

F_UB < –- F_GP 0.161 0.075 2.146 0.032 0.138 Supported 

F_UB < –- F_PS −0.076 0.038 −1.996 0.046 −0.140 Supported 

Source The authors’ calculation from AMOS 24.0

3.6 Testing for Differences in Demographic Characteristics 

For the variables of facilitating conditions, hedonic motivation, price value, and 
habits, the sig value of Levene’s test is greater than 0.05, the variance between the 
two genders is not different, and the sig value of T-Test is greater than 0.05. Thus, there 
is no statistically significant difference in these variables of the different genders’ 
respondents toward behavioral intention of using Fintech services, as shown in Table 
10.

For the variables of facilitating conditions, hedonic motivation, price value, and 
habits, the sig value in the age test is greater than 0.05, the variance between the 
choices of these variables is not different, and the sig value in the ANOVA test 
is greater than 0.05. Hence, there is no statistically significant difference in these 
variables of the different ages’ respondents toward behavioral intention of using 
Fintech services, as shown in Table 11.
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Table 9 Bootstrap method on SEM 

Parameter SE SE–SE Mean Bias SE-Bias C.R = Bias/SE-Bias 
F_BI < –- F_PE 0.058 0.001 −0.087 −0.001 0.001 −1.0 

F_BI < –- F_EE 0.062 0.001 0.157 −0.001 0.001 −1.0 

F_BI < –- F_SI 0.069 0.001 0.263 0.001 0.001 1.0 

F_BI < –- F_FC 0.051 0.001 −0.065 0.001 0.001 1.0 

F_BI < –- F_HM 0.045 0.001 0.122 0.001 0.001 1.0 

F_BI < –- F_PV 0.051 0.001 −0.071 0.000 0.001 0 

F_BI < –- F_HA 0.053 0.001 0.079 0.001 0.001 1.0 

F_BI < –- F_UK 0.074 0.001 0.189 0.000 0.001 0 

F_BI < –- F_AI 0.065 0.001 −0.023 −0.001 0.001 −1.0 

F_BI < –- F_ED 0.078 0.001 0.194 0.003 0.002 1.5 

F_BI < –- F_GP 0.065 0.001 −0.064 −0.001 0.001 −1.0 

F_BI < –- F_PS 0.071 0.001 0.012 0.001 0.001 1.0 

F_UB < –- F_FC 0.053 0.001 0.118 −0.001 0.001 1.0 

F_UB < –- F_HA 0.065 0.001 −0.141 −0.001 0.001 −1.0 

F_UB < –- F_BI 0.070 0.001 0.335 −0.002 0.001 −1.5 

F_UB < –- F_UK 0.081 0.001 −0.083 −0.003 0.002 −1.5 

F_UB < –- F_AI 0.077 0.001 −0.178 −0.003 0.002 −1.5 

F_UB < –- F_ED 0.096 0.001 0.062 0.002 0.002 1.0 

F_UB < –- F_GP 0.073 0.001 0.141 0.003 0.001 1.5 

F_UB < –- F_PS 0.081 0.001 −0.142 −0.002 0.002 −1.0 

Source The authors’ calculation from AMOS 24.0

Table 10 Independent samples test for genders 

Levene’s test 
for equality of 
variances 

T-test for equality of means 

F Sig t df Sig. (2-tailed) 

FC Equal variances assumed 0.003 0.954 −1.257 650 0.209 

Equal variances not assumed −1.261 576.310 0.208 

HM Equal variances assumed 2.656 0.104 1.472 650 0.142 

Equal variances not assumed 1.447 534.624 0.149 

PV Equal variances assumed 1.844 0.175 −0.753 650 0.451 

Equal variances not assumed −0.757 579.353 0.449 

HA Equal variances assumed 0.496 0.481 −1.157 650 0.248 

Equal variances not assumed −1.168 588.099 0.243 

Source The authors’ calculation from SPSS 25
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Table 11 Test of homogeneity of variances and ANOVA 

Test of homogeneity of variances ANOVA 

Levene statistic Sig Sum of squares Mean square F Sig 

FC 2.059 0.104 1.571 0.524 1.827 0.141 

HM 0.532 0.661 0.086 0.029 0.138 0.937 

PV 1.030 0.379 0.232 0.077 0.389 0.761 

HA 3.581 0.014 1.202 0.401 2.107 0.098 

Source The authors’ calculation from SPSS 25 

Table 12 Test of homogeneity of variances and ANOVA for experience 

Test of homogeneity of variances ANOVA 

Levene statistic Sig Sum of squares Mean square F Sig 

FC 0.601 0.615 1.029 0.343 1.194 0.311 

HM 2.230 0.083 0.094 0.031 0.151 0.929 

PV 1.584 0.192 0.254 0.085 0.426 0.734 

HA 2.037 0.107 0.533 0.178 0.928 0.427 

BI 0.620 0.602 1.739 0.580 1.852 0.137 

Source The authors’ calculation from SPSS 25 

For the variables of facilitating conditions, hedonic motivation, price value, and 
habits, the sig value in the experience test is greater than 0.05, the variance between 
the choices of these variables is not different, and the sig value in the ANOVA test 
is greater than 0.05. Therefore, there is no statistically significant difference in these 
variable of the different experiences’ respondents toward behavioral intention of 
using Fintech services. At the same time, for the behavioral intention, the sig value 
in the experience test is greater than 0.05, the variance between the choices of these 
variables is not different, and the sig value in the ANOVA test is greater than 0.05. 
Thus, there is no statistically significant difference in these variable of the different 
experiences’ respondents toward behavior of using Fintech services, as shown in 
Table 12. 

4 Discussions 

4.1 Factors Affecting Behavioral Intention 

Social influence turned out to be the most positive influential factor on behavioral 
intention of using Fintech services (β = 0.261; p-value < 0.001). The result conforms 
to the expected signs and hypotheses, and it was consistent with the findings of 
Venkatesh et al. (2012), Mulyana et al. (2020), Khatun and Tamanna (2020), Al
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Nawayseh (2020), Submitter et al. (2021), and Ha Van Duong (2022d). This result 
shows that bank users tend to get advice from relatives as well as absorb reviews 
from influencers and previous users before choosing the Fintech services. 

Experimental development was the second influential factor positively affecting 
behavioral intention of using Fintech services (β = 0.190; p-value = 0.011), and this 
was consistent with the findings of Ha Van Duong (2022b). As the application of 
emerging technologies, the most prominent features of Fintech services are novelty 
and originality. Therefore, it is necessary to promote the experimental development 
scheme; from research and practical experience, Fintech services need to target new 
products and services to meet the needs of using Fintech services for bank users. 

User’s knowledge was found to be the third influential factor which has a positive 
impact on the behavioral intention of using Fintech services (β = 0.189; p-value = 
0.004). The result was consistent with the study of Ha Van Duong (2022d). This can 
be explained by the fact that the user’s knowledge can be considered as the degree 
of knowledge that users have about various Fintech services, and it would help users 
make informed their decisions about using Fintech services. This is a predictive 
factor of bank users’ behavioral intention to use Fintech services. Bank users have 
better knowledge of Fintech services, who will have a higher intention to participate 
in the Fintech services market. 

Effort expectancy was the fourth influential factor positively affecting bank users’ 
behavioral intention of using Fintech services (β = 0.159; p-value = 0.003). This 
result agreed with the expected signs and hypotheses, and it supports the idea of 
Venkatesh et al. (2012), Khatun and Tamanna (2020), Mulyana et al. (2020), Ha 
Van Duong (). Banking users are demanding and efficient because they want Fintech 
services to benefit them in terms of accessibility, speed, quality, price, and increased 
choice in transactions. This shows that the ease of using the features in Fintech 
services affects the behavior intention of using Fintech services, as well as the easier 
the apps are to be used, the higher bank users’ acceptance of using Fintech services. 

Hedonic motivation is the last factor that has a positive influence on the behavior 
intention of using Fintech services (β = 0.121; p-value = 0.006). The study results 
are in line with the previous research conducted by Venkatesh et al. (2012), Sukaris 
et al. (2021), Latifah et al. (2021), Al Rubaiai and Pria (2022), and it agreed with the 
expected signs and hypotheses in this study. The results showed this predictor has an 
impact on bank users’ behavior intention of using Fintech services over their banks 
while getting specific services. 

4.2 Factors Affecting Use Behavioral 

Behavior intention turned out to be the most positive influential factor on behavior 
of using Fintech services (β = 0.337; p-value < 0.001). This result is in line with 
research conducted by the previous researchers (Venkatesh et al., 2012; Ha Van  
Duong, 2022a), and it agreed with the expected signs and hypotheses in this study. 
This means that good behavioral intentions can influence the behavior of using
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Fintech services. The more the bank users’ behavioral intention of using Fintech 
services, the greater the desire to use Fintech services of Vietnamese bank users. 

Government policies were the second influential factor positively affecting 
behavior of using Fintech services (β = 0.138; p-value = 0.032). This has been 
examined and confirmed by many studies, such as Yang (2017), Kukreja et al., 
(2021), Noreen et al. (2022), Ha Van Duong (2022b). This result is consistent with 
the expected signs and hypotheses in this study about government policies that have 
a positive impact on the behavior of using Fintech services of banking users in 
Vietnam. This showed that the government policies could become a catalyst for the 
implementation of Fintech services in Vietnam. 

Facilitating conditions was the last influential factor positively affecting behavior 
of using Fintech services (β = 0.118; p-value = 0.021). This result is also consistent 
with the expected signs and hypotheses about government policies that have a positive 
impact on the behavior of using Fintech services of banking users in Vietnam. At 
the same time, the outcome is similar to the conclusion of Venkatesh et al. (2012), 
Rahardjo et al. (2020), and Ha Van Duong (2022d). This showed that bank users have 
safely interacted with Fintech services and received support from payment service 
providers to use Fintech services as well as control the use of Fintech services. 

Habit has a negative effect on bank uses’ behavior of using Fintech services (β 
= −0.118; p-value = 0.019). This result is not consistent with the previous research 
by Venkatesh et al. (2012), Rahardjo et al. (2020), Ha Van Duong (2022d), and it 
disagreed with the expected signs and hypotheses in this study. Fintech service is one 
of the options for modern and convenient financial transaction methods. However, 
in Vietnam, the habit of using cash from Vietnamese consumers is also a big barrier 
to the development of Fintech services. Although the government has made many 
efforts to promote non-cash payment, the rate of cash use in Vietnam is still high 
compared to other countries in the region. Therefore, habits have a negative impact 
on the behavior of using Fintech services by Vietnamese bank users. 

Aspirational innovation, as one of the critical factors in research within new tech-
nology or new services, has been examined and confirmed by many studies by Hu 
et al. (2019), Kim et al. (2010), Ha Van Duong (2022b). However, the aspirational 
innovation’s direct influence on using behavior was not supported in this study (β 
= −0.172; p-value = 0.011). Aspirational innovation can make the Fintech services 
more accessible to underserved segments of the population and improve lives. But 
aspirational innovation sometimes cannot lead to improving bank users’ behavior in 
using Fintech services. Because Fintech in Vietnam is in the early stages of devel-
opment, it is still facing many challenges and difficulties, and the Fintech ecosystem 
is not yet complete, affecting the innovation process of Fintech services. 

Policy synchronization has a negative effect on bank users’ behavior when using 
Fintech services (β = −0.140; p-value = 0.046). The outcome is not similar to the 
conclusion of Ha Van Duong (2022b), and it is not consistent with the expected signs 
and hypotheses in this study about government policies that have a positive impact on 
the behavior of using Fintech services of banking users in Vietnam. Fintech services in 
Vietnam have made remarkable progress in terms of quantity, variety in products and 
services, and attracting investment capital. However, the legal framework governing



600 V. D. Ha

the Fintech sector has not been synchronized, which is considered one of the barriers 
affecting the behavior of using Fintech services. 

5 Conclusions and Recommendation 

Besides application and inheriting the UTAUT2 model, this study has supplemented 
the UTAUT2 model by adding other related constructs. The theoretical contribution 
of this study is the addition and discovery of new factors such as user’s knowl-
edge, experimental development, aspirational innovation, and policy synchroniza-
tion to the UTAUT2 model. At the same time, the present study critically examined 
the factors influencing bank users’ behavioral intention toward usage likelihood of 
Fintech services in Vietnam. The findings indicate that there are five factors that have 
a positive influence on behavioral intention, such as effort expectancy, social influ-
ence, hedonic motivation, user’s knowledge, and experimental development. There 
are three factors that have a positive influence on behavior of using Fintech services, 
such as facilitating conditions, behavior intention, and government policies. Besides, 
habits, aspirational innovation, and policy synchronization are the factors that have a 
negative influence on behavior of using Fintech services. This study has some impor-
tant managerial implications, and it helps managers to develop Fintech services and 
offers valuable insights for the banks, and the approach taken in this study may 
prove diagnostically useful to the behavioral intention and behavior of using Fintech 
services for Vietnamese bank users. At the same time, based on the study results, 
this study provides a relevant recommendation to increase the behavioral intention 
and behavior of using Fintech services for Vietnamese bank users as follows. 

Firstly, social influence has a significant positive effect on the behavioral intention 
to use Fintech services of bank users in Vietnam. Therefore, banks should make 
Fintech application platforms popular and fashionable, such as paying attention to 
building a bank’s image, using modern means to advertise, promote, and take care 
of customers in a professional manner. This will help Fintech application platforms 
spread to many bank users, and maintaining a large user base as well as attracting 
new bank users is very important. 

Secondly, the policy makers soon have the experimental development schemes 
as well as issued a controlled testing mechanism for Fintech services to promote 
innovation and create a testing environment to assess risks and costs, the benefits 
of Fintech solutions, support the construction, and development of Fintech solu-
tions in accordance with regulatory frameworks and market needs. Therefore, the 
experimental development schemes support credit institutions that can test Fintech 
solutions, innovate and develop Fintech services, and contribute to promoting the 
bank users’ behavioral intentions of using Fintech services in Vietnam. 

Thirdly, improving users’ knowledge of Fintech services is considered one of the 
national financial education programs. In addition to training in-depth knowledge of 
Fintech services at training institutions, it is necessary to combine with knowledge 
dissemination programs about Fintech services to people. These programs contribute
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to improving the users’ knowledge of Fintech services, positively affecting the bank 
users’ behavioral intention to use Fintech services in Vietnam. 

Fourthly, the Fintech service providers should research and develop Fintech 
service platforms with high compatibility with many devices and diversify the utility 
of online financial transactions to suit many users, as well as the ability to expand 
and develop Fintech service platforms in future. These can help bank users speed 
up and significantly improve the quality of online financial transactions, as it takes 
less time to conduct more financial transactions online. Hence, the improvement in 
the use of Fintech service platforms will help bank users to achieve higher efficiency 
without much effort in financial transactions and increase the behavioral intention of 
using Fintech services by Vietnamese bank users. 

Fifthly, the Fintech service providers should understand the extent of the hedonic 
motivation toward the bank users’ behavioral intention of using Fintech services in 
Vietnam. They should regularly upgrade the Fintech service application platforms 
to ensure that the transaction is done quickly, accurately in financial transactions or 
immediately handle problems arising if any, as well as meet all the needs of bank 
users and be ready to support them when needed. These help bank users feel excited, 
comfortable, blessed, entertained, happy when they use Fintech services, help bank 
users beyond merely providing Fintech services, and make them feel as efficient and 
comfortable as possible. Consequently, hedonic motivation plays an important role 
in making bank users increase their behavioral intention of using Fintech services. 

Sixthly, behavioral intention serves as one of the important factors influencing 
bank users’ behavior when using Fintech services in Vietnam. At the same time, 
the Fintech service providers aim to motivate bank users to use Fintech services. 
Thus, they should improve the usefulness of the Fintech services, respond to the 
bank users’ needs, and bring more convenience, because users can access Fintech 
services in 24 h. These results contribute to improving bank users’ behavior of using 
Fintech services in Vietnam. 

Seventhly, the government needs to have the right balance between promoting 
innovation and managing, monitoring Fintech services. The pace of innovations in 
the Fintech services, including some truly ground breaking ones, has picked up, 
heightening the urgency of addressing the safe financial transaction needs for bank 
users. The government needs to have strict rules and regulations in place to ensure data 
security and privacy protection. The policy makers should establish some guiding 
principles regarding the design of convenient Fintech services with greater emphasis 
on expandability and adaptability. Besides, the government has continued to make 
many efforts to promote non-cash payment to improve the rate of non-cash use 
in Vietnam and promote the completion of the Fintech ecosystem. These types of 
policy responses could help improve bank users’ behavior of using Fintech services 
in Vietnam. 

Eighthly, the Fintech service provider’s degree of Fintech service’s readiness or 
provider’s technical support for the use of Fintech services should ensure safety 
and security for bank users. They should ensure the conditions for using Fintech 
services in bank users’ financial transactions. Various Fintech service needs from 
bank users could be conveniently met with the amelioration of using conditions and
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the coverage of all possible scenarios. Strengthening partnerships between commer-
cial banks, Fintech companies, and telecom operators will help improve the technical 
infrastructure needed for widespread use. The favorable conditions are put on top to 
create real behavior intention and positively impact on bank users’ behavior of using 
Fintech services in Vietnam. 
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Green Brand Equity and Its Antecedents: 
A Non-parametric Approach 

Truong Thi Hue and Nguyen Thi Thanh Huyen 

Abstract In developing countries today, there are urgent calls for green transforma-
tion, including the development of green brands, so as to address the environmental 
concerns in recent years. Research on green branding for sustainable development in 
these countries is, however, still in its infancy. Furthermore, the parametric approach 
has been adopted for most existing studies. This study aims to fill the gap by using the 
Delphi method to investigate into green food industry in Vietnam which is a devel-
oping country. Included in the survey sample are professionals with at least five years 
of experience shopping for green foods and vast knowledge about the products. Via 
purposeful sampling, the invited experts participated in a two-round Delphi survey 
which revealed 18 key factors affecting green branding. The factors are further clas-
sified into five clusters, namely “green brand image”, “green satisfaction”, “green 
trust”, “brand perceived quality”, and “green perceived value”. In the participants’ 
perception, these are the key antecedents of green brand equity. The findings give a 
scientific basis for policy-makers, and managers in Vietnam in their effort to enhance 
the green brand equity of enterprises and the nation as a whole. 

1 Introduction 

Severe pollution resulted from the production and consumption of industrial prod-
ucts has attracted increasing social concerns nowadays (Chen & Chang, 2013). 
Rising consumers’ scrutinization and stricter environmental regulations together 
have put companies under ever stronger pressure to act in eco-friendly ways, so 
as to reduce the negative ecological impact in the production and distribution of 
products (Kordshuli & Buzejani, 2011). Besides, the growing popularity of eco-
friendly products has created stiff competition in the green market (Delafrooz & 
Goli, 2015). Green marketing thus becomes inevitable for companies to survive and 
thrive today’s rigorous competition (Chen, 2010). Marketing and branding are inher-
ently interdependent because ultimately, marketing efforts will be reflected in the
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brand (Keller, 1993). As a result, eco-friendly businesses are focusing on building 
and managing brands to effectively differentiate their products or services. In this 
context, further clarification of the concept and more empirical studies on green 
branding are meaningful both academically and practically. 

Same as other developing countries, Vietnam has faced many environmental prob-
lems in its development process (Pham & Bui, 2022). According to the Ministry of 
Industry and Trade of Vietnam (2021), green transformation has thus become a trend 
attracting growing attention from both the government and the people. Toxic chem-
ical residues on vegetables and fruits because of rampant use of pesticides have 
caused intense anxiety among consumers (Vu, 2015). Meanwhile, the development 
of green brands in general and in the food industry in particular in Vietnam has 
not received due attention and investment from many businesses. It is thus urgent 
enterprises become more aware about the development of GBE. 

Despite the importance and urgency of GBE both in theory and in practice, under-
standings in this area remain sparse. To date, the majority of researches have focused 
on exploring the relationships among factors in brand equity structure through empir-
ical evidences. For example, Gupta et al. (2019) study the types of values affecting 
GBE; Ho et al. (2019) investigate into the role of many factors for GBE such as 
image, quality, value, behavioral intention, green advertising, awareness, and inten-
tion through words of mouth, loyalty, and social responsibility. festival. Li et al. 
(2019) explore the impact of brand image, trust, satisfaction, and loyalty with GBE. 
Delafrooz and Goli (2015) finds a positive association between quality, perceived 
value, and brand image with GBE. In the context of Vietnam, Ha (2020) studies the 
role of brand image, trust, and satisfaction with GBE, with the survey subjects being 
university students who had experience in consuming green products in general. 
However, in most of the previous studies on GBE, quantitative methods, especially 
structural equation modeling (SEM), are often applied. Non-parametric studies are 
needed to gain insights that cannot be assembled using quantitative methods. Further-
more, there is hardly any non-parametric research conducted in a specific industry 
in Vietnam so far. 

This study aims to fill this research gap through using the Delphi method to identify 
the antecedents of GBE and find out which factors receive the highest consensus 
rate among the invited experts. The paper is structured as follows: the theoretical 
background (Sect. 2), research methodology (Sect. 3), survey results (Sect. 4), and 
discussions (Sect. 5). Limitations and conclusions of the study are presented in 
Sect. 6.
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2 Theoretical Background 

2.1 Brand Equity and Green Brand Equity 

Different definitions of brand equity have evolved through previous studies. For 
example, Chen (2010) and Yasin et al (2007) propose that brand equity be understood 
as the additional value derived from the brand name. Yoo et al. (2000), meanwhile, 
suggest that brand equity is measured by the difference between the total value of 
a brand and its tangible components. In general, there are three main approaches to 
brand equity: from a financial perspective, from a consumer point of view, and from an 
integration of the two (Ha, 2020). One of the most widely used consumer-based brand 
equity concepts is the one introduced by Aaker (1991). According to Aaker (1991), 
brand equity is determined by five factors: perceived quality, brand awareness, brand 
loyalty, brand associations, and other proprietary brand assets. As such, brand equity 
can bring value to consumers by enhancing their trust and satisfaction. Keller (1993) 
develops the concept of consumer-based brand equity which reflects the differential 
influence brand knowledge has on a consumer’s notion and reactions toward that 
brand’s marketing activities. 

Green brand is a way to call brands associated with consumer benefits in envi-
ronmental terms, such as energy efficiency, green energy use, organic origin, and 
environment-friendliness (Doszhanov & Ahmad, 2015; Valentine & Savage, 2010). 
Green brand image is determined by consumers’ perceptions of the environmental 
benefits and values related to the brand (Doszhanov & Ahmad, 2015; Lin & Zhou, 
2022). Today, the term “green brand” should be used to refer to all its constituent 
elements (Górska-Warsewicz et al., 2021). It is the perception of a brand, its symbol, 
its identity system, its image in the minds of consumers, its value system, its 
personality, and its relationships. 

Suryawan (2019) suggests seeing GBE as an organization’s asset integrated into its 
brand reflecting the environmental concerns attached to its names, logos, and symbols 
that can either boost or undermine the environmental value found in the products. 
Górska-Warsewicz et al. (2021) are in agreement with the majority of studies on 
the concept of “consumer-based green brand equity” as being a set of consumer 
“perceptions, influences and behaviors regarding a brand’s environmental respon-
sibilities and concerns”, which enhances its usability and value. The consumer’s 
feelings toward a brand thus make the focus in this approach. In this study, GBE 
would be inspected from such a perspective, being defined as “a set of consumer 
perceptions, behaviors, and influences related to green concerns, and environmental 
liabilities associated with a brand, its name, and symbol on the other”.
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2.2 Antecedents of Green Brand Equity 

Previous studies have suggested a number of antecedents of green brand equity such 
as green brand image, green satisfaction, and brand perceived quality. Brand image 
is defined as the “perception about a brand as reflected by the brand associations held 
in consumer’s memory” (Keller, 1993, p. 3). Chen (2010, p. 309) similarly posits that 
brand image is “a set of perceptions of a brand in a consumer’s mind that is linked to 
environmental commitment and environmental concerns”. Wang (2010), meanwhile, 
emphasizes the general public impression of a company or its brand. Javed et al. 
(2020) conduct a survey into consumers in fashion in China and find that green 
image bears influence on GBE. Khandelwal et al. (2019) achieve similar findings 
when investigating into purchases made by customers in big shopping centers in 
India. Empirical studies in Vietnam (Ha, 2020), Thailand (Pechyiam & Jaroenwanit, 
2014), and Iran (Delafrooz & Goli, 2015) also yield consistent evidences of the 
relationship between brand image and GBE. 

Brand trust can be seen through confidence that customers have in the trustwor-
thiness, competence, honesty, responsibility, and flexibility of the brand (Doney & 
Cannon, 1997), or the level of promise delivery and commitments attached to the 
brand (Sirdeshmukh et al., 2002). Chen and Chang (2013) warns that for green brands, 
consumers are more likely to be skeptical of its environmental commitments, espe-
cially in light of the recent rise of greenwashing in some countries. If the brand 
does not keep its promises, or even cheats, not only will customer trust in the brand 
decline, but even the green market as a whole will be adversely affected (Chen et al., 
2014). Conversely, high green trust helps boost green brand value (Akturan, 2018). 
Several studies have explored this positive relationship in different contexts around 
the world (Chen, 2010; Doszhanov & Ahmad, 2015; Ha,  2020; Lin & Zhou, 2022). 

Brand satisfaction can be seen as the level of enjoyment that consumers gain when 
experiencing a brand, when their needs and expectations are met (Martenson, 2007), 
or the level of customer satisfaction when consuming a product (Paulssen & Birk, 
2007). Some studies have looked at satisfaction as a key component to developing 
brand trust and credibility as it is formed from customers’ actual experiences with 
brands (Lankton et al., 2010). 

Javed et al. (2020) show that brand satisfaction is related to GBE in the case 
of fashion consumers in China. Sozer (2020) also finds that in Turkey, this factor 
is connected to GBE in the case of the cosmetic industry. Several other empirical 
studies have shown similar results in different research contexts (Chen, 2010; Ha,  
2020; Martenson, 2007; Paulssen & Birk, 2007). 

Brand perceived quality is defined as a consumer’s assessment of the superiority 
or overall excellence of a product, based on their own perception (1988b; Zeithaml, 
1988a). Thus, brand perceived quality is not objective (as declared or advertised 
by the manufacturer), but it is associated with customer experience and perception. 
Previous studies on GBE tend to focus on the quality of green brand perception and 
the quality of green brand experience (Górska-Warsewicz et al., 2021). Delafrooz 
and Goli (2015) finds evidences in the effect that brand perceived quality has on
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GBE in the case of electronic products in Iran. Ho et al. (2019) also show similar 
findings in the case of paper tissue products in Taiwan. Several other studies have also 
uncovered this relationship in different contexts and industries (Amegbe & Hanu, 
2016; Chen et al., 2014; Ishaq, 2021). 

Previous studies tend to base investigation of the abovementioned GBE 
antecedents using quantitative methods such as SEM, regression, ANOVA and focus 
on consumers in general. This approach has yielded certain theoretical and practical 
contributions, providing valuable empirical evidences for our understanding of GBE 
and its driving factors. However, further qualitative study would give deeper insights 
into the drivers of GBE. Besides, few studies so far have combined different factors 
for GBE in their study models. Therefore, non-parametric approaches are needed to 
predict and detect antecedents of GBE which have not been found before. 

3 Methodology 

The Delphi method was developed in the 1960s by the RAND Corporation to explore 
ideas and seek consensus among a group of experts (Gordon, 2003). Today, this 
method is widely used in a variety of fields, such as marketing (Bonnemaizon et al., 
2007), education (Perveen et al., 2017), and tourism (Huang et al., 2014). This method 
usually begins with an interview to get experts’ initial opinions on the issues raised. 
Based on the results of the first round of interviews and combined with studying 
the literature, the researchers then design a questionnaire for the next round. In 
the subsequent round, specialists are required to complete questionnaires using an 
assessment scale. They are also asked to explain their responses and to suggest 
adjustments and make supplements to the questionnaires if necessary. This process 
may further be iterated for many rounds in which feedbacks from the previous round 
shall become input for adjustment in the next until a consensus of a certain level is 
reached among the experts (Irvine, 2005). The Delphi method allows identification 
and ascertaining of factors of importance which receives consensus through rounds 
of surveys among participants. Unlike other qualitative methods such as interview or 
focus group discussion, the Delphi pushes participants into rethinking and refining 
their opinions through rigorous reflection process (Barrett & Heal, 2020). 

This study uses the modified Delphi method proposed by Murry and Hammons 
(1995) in which a structured questionnaire shall be used instead of the first interview 
to help experts maintain focus during the survey rounds (Min, 2016). The initial 
structured questionnaire will then be followed by open-ended questions to save time 
(Irvine, 2005). In this study, the questions were designed based on what were used 
in previous studies. The selected questions were translated into Vietnamese. 

Purposeful sampling method was used, and the surveys were conducted offline 
during August–September of 2022 in Hanoi Vietnam. In the first round of Delphi, 
36 people who satisfied the above criteria and belonged to the authors’ personal 
contact were invited. Of these people, 30 agreed to participate into the survey which 
accounts for 76%. Endacott et al. (1999) recommended that in the Delphi technique,
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the number of experts should be between 20 and 50. Thus, the number of participants 
retained for the study was appropriate. Besides, the high acceptance rate of 76% was 
decisive (McKenna, 1994), which was thanks to the close personal contact the authors 
possessed with these experts. 

The questionnaire used in the first round consists of three parts. The first part 
deals with participants’ personal characteristics. Particularly, participants had to tick 
‘yes’ to the two following criteria before allowed to move on with the rest of the 
questions: (1) Have at least five years of experience in regularly consuming green 
food; (2) Understand and love green food. 

The second part consists of 17 questions on a five-point Likert scale (see Table 2). 
The items selected for this part were adapted from on previous researches on GBE. 
Specifically, included in there were five items on green brand image (based on Chen, 
2010), three on green trust (based on Ng et al., 2014), four on green satisfaction 
(based on Chen, 2010), and five on brand quality (based on Ng et al., 2014). 

The third part of the questionnaire consisted of two open-ended questions, one of 
which asked for respondent’s opinion whether the contents of the 17 questions in part 
2 needed to be revised, the other left open space for respondent to list their suggested 
items and to key in other comments. Respondents to the open-ended questions were 
also asked to explain any suggestions, whether they are willing to be involved in 
modifying the existing items or developing new items. 

4 Results 

4.1 Delphi Round 1 

Table 1 presents the personal characteristics of the survey participants. Specifically, 
all 30 respondents in the first round are women because in Vietnam, most women 
are responsible for housework and food purchases in their families. About 56.7% of 
the participants were between the ages of 31 and 50. 

Table 1 Personal characteristics of the participants 

Characteristics of participants Round 1 Round 2 

Frequency % Frequency % 

Gender 

Male 0 0.0% 0 0.0% 

Female 30 100.0% 21 100.0% 

Age 

18–30 10 33.3% 6 28.6% 

31–50 17 56.7% 12 57.1% 

51 and up 3 10.0% 3 14.3%
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Table 2 Results of Delphi rounds 

Factors Items Round 1 Round 2 

Average CVR Result Average CVR Result 

Green 
brand 
image 
(GBI) 

GBI1 This brand is 
associated with 
protecting the 
environment 

4.17 0.53 Accepted 4.10 0.52 Accepted 

GBI2 This brand is 
regarded as the 
best benchmark 
of 
environmental 
commitments 

4.00 0.47 Accepted 4.05 0.43 Accepted 

GBI3 This brand is 
professional 
about 
environmental 
reputation 

4.00 0.40 Accepted 4.05 0.43 Accepted 

GBI4 This brand is 
well established 
about 
environmental 
concern 

3.87 0.33 Accepted 3.90 0.43 Accepted 

GBI5 This brand is 
trustworthy 
about 
environmental 
promises 

3.57 0.20 Rejected 

Green trust 
(GTR) 

GTR1 This brand’s 
environmental 
commitments 
are generally 
reliable 

4.20 0.53 Accepted 4.24 0.52 Accepted 

GTR2 This brand’s 
environmental 
argument is 
generally 
trustworthy 

3.87 0.47 Accepted 3.95 0.52 Accepted 

GTR3 This brand 
keeps its 
promises and 
commitments 
for 
environmental 
protection 

3.77 0.33 Accepted 3.81 0.43 Accepted

(continued)
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Table 2 (continued)

Factors Items Round 1 Round 2

Average CVR Result Average CVR Result

Green 
satisfaction 
(GSA) 

GSA1 I am happy  
about the 
decision to 
choose this 
brand because 
of its 
environmental 
commitments 

4.07 0.53 Accepted 4.05 0.52 Accepted 

GSA2 I believe that it 
is a right thing 
to purchase this 
brand because 
of its 
environmental 
performance 

3.90 0.40 Accepted 3.90 0.43 Accepted 

GSA3 Overall, I am 
glad to buy this 
brand because it 
is 
environmentally 
friendly 

4.20 0.53 Accepted 4.19 0.52 Accepted 

GSA4 Overall, I am 
satisfied with 
this brand 
because of its 
environmental 
concern 

3.73 0.40 Accepted 3.76 0.43 Accepted 

Brand 
perceived 
quality 
(BPQ) 

BPQ1 The brand is of 
high quality 

4.00 0.53 Accepted 4.10 0.62 Accepted 

BPQ2 The likely 
quality of this 
brand is 
extremely high 

3.73 0.33 Accepted 3.90 0.52 Accepted 

BPQ3 The likelihood 
that this brand 
would be 
functional is 
very high 

3.77 0.33 Accepted 3.86 0.43 Accepted 

(continued)

CVR or the mean, and content validity ratio was used to analyze the collected data. 
Lawshe (1975) suggests to adopt CVR threshold of 0.33 for a pool of 30 experts and 
to introduce three options for each item including essential, useful but non-essential, 
and unnecessary. As this questionnaire was designed using the five-point Likert 
scale, Lawshe’s scale had to be integrated into the assessment for consistency as per
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Table 2 (continued)

Factors Items Round 1 Round 2

Average CVR Result Average CVR Result

BPQ4 The likelihood 
that this brand is 
reliable is very 
high 

3.70 0.27 Rejected 

BPQ5 This brand must 
be of very good 
quality 

3.83 0.33 Accepted 3.90 0.43 Accepted 

Green 
perceived 
value 
(GPV) 

GPV1 The green 
functions of this 
brand meet my 
requirements 

4.05 0.52 Accepted 

GPV2 This brand gives 
me a sense  of  
pride as a 
humane 
consumer 

3.86 0.43 Accepted 

GPV3 This brand gives 
me a sense  of  
pride as a smart 
consumer 

3.95 0.43 Accepted 

suggested by Nguyen et al. (2022). Concretely, slight important and unimportant 
were equaled to not necessary, moderately important to useful but non-essential 
while extremely important and very important to essential. Thus, items with mean 
lower than 3.5 or with CRV below 0.33 were eliminated. 

The main results of Round 1 are presented in Table 2. Of the original 17 items, 
two were eliminated and not used for the next round. These were GBI5 (This brand 
is trustworthy about its environmental promises) and BPQ4 (The likelihood that this 
brand is reliable is very high) due to CRV point of lower than 0.33. Three items 
(GPV1, GPV2 and GPV3) were recommended by the experts for inclusion in the 
next round of the study (see Table 2). 

4.2 Delphi Round 2 

The questionnaire in this round includes 18 items, of which 15 items were originally 
from Round 1 and three were newly added as per suggested by experts in Round 
1. The additional items were GPV1 (The green functions of this brand meet my 
requirements), GPV2 (This brand gives me a sense of pride as a humane consumer), 
and GPV3 (This brand gives me a sense of pride as a smart consumer). In this
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round, only 21 out of the 30 people who participated in the previous round agreed to 
continue. The acceptance rate for Round 2 was thus 70%. 

Table 1 lists the personal characteristics of the 21 experts who agreed to be further 
surveyed in Round 2. 57.1% of Round 2 participants were between the ages of 31 and 
50. Since the number of panelists was 21, the CVR threshold this time was calculated 
at 0.42 (as suggested by Lawshe (1975). Items with mean lower than 3.5 or CVR 
below 0.42 were thus subjected to disqualification. 

The survey results of Round 2 are presented in Table 2. Accordingly, consensus 
were reached for all 18 items of Round 2 (including 3 newly added items), as they 
all possessed mean of above 3.5 and CRV above 0.42. 

5 Discussions and Policy Implications 

After two rounds of survey, 18 items were agreed by experts as antecedents to GBE. 
These factors can be grouped into five clusters: green brand image, green trust, green 
satisfaction, brand perceived quality, and green perceived value. 

5.1 Green Brand Image 

Green brand image can be seen as a driving factor of GBE, as agreed by experts in the 
two Delphi research rounds. Within this cluster, the item of “This brand is associated 
with protecting the environment” achieved a CVR in Round 2 of 0.52, which is a 
relatively high level. The remaining items in the cluster were all with a CVR of 0.43 
in Round 2. 

This finding is consistent with previous research papers on GBE. Górska-
Warsewicz et al. (2021) assert that the green brand image is one of the common 
antecedents as found in the GBE literature. The study conducted by Javed et al. 
(2020) on the textile industry in China shows that brand image affects trust and 
brand loyalty. Delafrooz and Goli (2015) finds the same association in their research 
into low-power electronics in Iran. 

In Vietnam, the role of the green brand image in GBE has been a focus for inves-
tigation in recent years in the face of numerous environmental and social problems 
(Pham & Bui, 2022). As a result of the great efforts by the government and state 
agencies in raising the awareness of people and businesses about environmental 
protection and sustainable development, the Vietnamese public has become quite 
acquainted with the green brand image (Ministry of Industry & Trade of Vietnam, 
2021).
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5.2 Green Trust and Green Satisfaction 

Green trust and green satisfaction were also found antecedents of GBE by experts 
in this study. The two green items under the cluster of green trust were (1) “This 
brand’s environmental commitments are generally reliable” and (2) “This brand’s 
environmental argument is generally trustworthy”. These both achieved a relatively 
high CVR in Round 2, at 0.52. Among the four accepted items under green satis-
faction, two items also achieved high consensus: (1) “I am happy about the decision 
to choose this brand because of its environmental commitments” and (2) “Overall, I 
am glad to buy this brand because it is environmentally friendly” with the final CVR 
of 0.52. 

These findings are also consistent with the results of some previous studies. Similar 
results on the role of green trust have also been found either in the investigation into 
specific industries or over all sectors in the Chinese context (Javed et al., 2020; Li  
et al., 2019), in Vietnam (Ha, 2020), in India (Khandelwal et al., 2019) and some 
other countries (Amegbe & Hanu, 2016; Doszhanov & Ahmad, 2015; Gupta et al., 
2019; Lee & Chen, 2019; Lin & Zhou, 2022; Ng et al., 2014; Tsai et al., 2020). 
Green satisfaction has also been found to be a significant factor affecting GBE in 
industry-specific studies in some countries around the world (Bekk et al., 2016; Javed  
et al., 2020; Kang & Hur, 2012; Khandelwal et al., 2019; Lee & Chen, 2019; Li et al., 
2019). 

The findings of this study are explicable when looking into the context of Vietnam. 
Responding to the increasing awareness of the government and people about the 
environment, businesses are also making efforts to create green trust and green satis-
faction in their products. The process of international economic integration along 
with the strong wave of investment from developed countries such as Japan, Korea, 
the US, and Europe into Vietnam has also caused changes in people’s awareness 
and trust toward consumer products. Businesses operating in the country thus are 
under strong pressure for green transformation. For example, Vinamilk pioneers in 
setting commitments toward environment and energy saving. The company has made 
public its achievements in sustainable development yearly. Samsung Vina, mean-
while, claims to participate in activities to create a healthy ecosystem and preserve 
diversity. Such efforts by enterprises to go green have built initial green trust and 
satisfaction in their brands. 

5.3 Brand Perceived Quality 

Brand perceived quality was also found to have a positive effect on GBE. Among 
the four accepted items of brand perceived quality, two outstanding one included (1) 
“The brand is of high quality” with a CVR of 0.62—which was highest among all 
items, and (2) “The likely quality of this brand is extremely high” with a CVR of 
0.52. The remaining items of this factor all reached the final CVR of 0.43 or above.
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This result suggests that GBE approach based on customer perception cannot neglect 
the element of brand perceived quality (beside the three common factors found in 
the literature such as green brand image, green trust, green satisfaction). 

The same finding can be seen in a number of studies in different contexts around 
the world. For example, Ishaq (2021) proves that brand perceived quality is one of 
the determinants of GBE in telecommunication and home appliance industries in 
Pakistan. Similar suggestions are found in Ho et al. (2019) in Taiwan, Amegbe and 
Hanu (2016) in Ghana, and Delafrooz and Goli (2015) in Iran. 

The experts further explained why green perceived quality was important. One 
said that “even though it is a green product, we still care first about product quality, 
including product quality, including the quality of green functions” while another 
asserted that “organic food still needs to be fresh to ensure customer loyalty”. 
The above results are understandable in the context of Vietnam where green brand 
consumers are attaching strong emphasí on quality as their living standards increase. 

5.4 Green Perceived Value 

The two Delphi rounds yielded a new antecedent of GBE: the green perceived value. 
Consensus were reached for all three new survey questions added in the 2nd Delphi 
Round as per suggestion by the experts in Round 1. Concretely, the CVR of GPV1 
on “The green functions of this brand meets my requirements” was relatively high, 
at 0.52. The three newly added items fit into the cluster of “green perceived value” 
which is one element of customer-based brand equity (Aaker, 1991). 

This finding may be supported by several previous studies. For example, Gupta 
et al. (2019) show that perceived values, including green utilitarian value, green 
hedonic value, green social value, and green altruistic value, affect the GBE of green 
tourist products in India. A number of other studies have shown a similar association 
between green perceived value and GBE in different contexts (Delafrooz & Goli, 
2015; Ng et al., 2014; Pechyiam & Jaroenwanit, 2014). 

An interesting finding of this study is that the non-parametric method helped 
uncover an emotional and psychological value factor that may not be explained by 
quantitative methods using structured questions. Living standards are being improved 
in Vietnam which means customers’ requirements of the value offered by green prod-
ucts may also be heightened. Perhaps because of that, the value that green products 
bring is not only from the usage, but also from the feelings (such as joy and pride). 
An expert who participated in the Delphi Round 1 proposed to add items about green 
perceived value attached an explanation that “consumption of green products gives 
me a sense of satisfaction that I am a humane consumer with a sense of respon-
sibility”. Another expert also said that “green food meets the first need to ensure 
the health, safety and peace of mind for my family, which also gives me a pride 
being a smart trendy consumer”. Another expert revealed that “I buy green foods 
first because they are safe, without harmful chemicals that affect health. They also
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provide a joyful feeling that we are savvy consumers who care about future genera-
tions”. Thus, whether a product brings real GBE or not depends on the experiences, 
feelings and evaluations of customers about the green values that it bears, especially 
the emotion-related values that it brings to life. 

5.5 Factors on Which Consensus was Not Reached 

Two items were eliminated after the 1st Delphi round. The item “This brand is 
trustworthy about environmental promises” was disqualified because its CVR was 
0.2, even though the mean was 3.57. The item “The likelihood that this brand is 
reliable is very high” was also excluded because the CVR was only 0.27 although 
the mean was 3.7. These results are different from the findings of some previous 
studies such as Chen (2010), Ha (2020), and Delafrooz and Goli (2015). 

There are a number of reasons for this difference. First of all, most of the previous 
studies used the SEM method which may limit flexibility and do not allow experts 
to give further explanation for application in a new research context. Additionally, 
differences in research context (in Vietnam) and research category (food) may result 
in different findings. Green transformation in general and GBE development in partic-
ular is still a relatively new trend in recent years in Vietnam. Brand commitments 
will become trustworthy or reliable for customers once they more life experience, 
better understanding of the brand and its promises. Thus, customers need more time 
to experience with the products of a brand before giving their endorsement. Besides, 
consumers are often more skeptical against the levels of brand promise delivery and 
trustworthiness. Chen and Chang (2013) notes that due to the rise of greenwashing in 
recent years, consumers have a tendency to be cautious of the brand’s environmental 
promises. Chen et al. (2014) also warn that the dishonesty in green branding risks 
reducing consumer confidence in the green market as a whole. 

5.6 Policy Implications 

Based on the research results, some implications can be made for enhancing GBE in 
the current context. Firstly, businesses still need to invest in building a green brand 
image to communicate and raise public awareness of their brand. Many businesses 
have done the same things as shown in studies in different countries around the 
world. Secondly, brand managers should focus on building green trust and green 
satisfaction for their company’s brand next to the green brand image. The mean 
and CVR recorded for these items show that enterprises should simultaneously pay 
attention to environmental argument, commitments, and performance. It suggests that 
consumers choose a green brand because it is effectively attached to environmentally 
friendly activities and offers a feeling of trust and satisfaction (not just feelings about 
the mage, commitments, and views stated by the businesses).
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Thirdly, the brand perceived quality, and green perceived value cannot be 
neglected in the construction and development of GBE. Survey results and expert 
opinions (expressed through open-ended questions) have shown that green branding 
is also closely associated with improving quality and customer experience. If the 
product only focuses on green brand image, trust, and satisfaction while ignoring 
perceived quality and value, GBE may still be limited. In particular, the findings 
from this work’s non-parametric approach emphasize the importance of the emotional 
value of green brands which has seldomly mentioned in previous studies. Finally, 
governments, ministries, and policy-makers in general can also consider the intro-
duction of set of items uncovered in this study in their effort to build a national 
green brand development strategy. Same implications apply to organizations, and 
enterprises of all economic sectors. In other words, the brand development strategy 
at the macro-level may also take into full considerations of the factors suggested in 
this study, especially the brand perceived quality and green trust. 

6 Conclusions 

The purpose of this study is to discover the determinants of GBE in the food sector 
in Vietnam. Research results show that in order to build and develop a strong GBE 
in the current context, the following factors should be focused: green brand image, 
green trust, green satisfaction, brand perceived quality, and green perceived value. 
Among the above, brand perceived quality and green trust are the factors that should 
get the most attention. 

This study has made significant scientific and practical contributions. Through 
rigorous application of the Delphi method, the study has put forward a compre-
hensive set of indicators, grouped into five clusters of antecedents for GBE. Delphi 
method has not been implemented much in the literature in general and could help 
to overcome some of the limitations found in the previous quantitative studies. 
The study reinforces findings in existing studies in which GBE is determined by 
green brand image, green trust, green satisfaction, and brand perceived quality in 
previous studies using conventional approach. It supplements and highlights a new 
factor which is green perceived value. The study thus assists government, ministries, 
enterprises, policy-makers, brand, and marketing managers in their understanding 
the significance of GBE, providing the evidences needed for setting strategies and 
long-term visions for national and business brand development in the context when 
environmental issues are becoming increasingly urgent in developing countries like 
Vietnam. 

This study has certain limitations. First of all, the Delphi technique with the 
application of mean and CVR indexes has helped to provide a complete set of items 
for investigation into GBE antecedents. However, it should be combined with other 
parametric approaches such as Analytical Hierarchy Process (AHP) to determine the 
relative importance of each item, or be combined with SEM, or regression method for
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convergent validity, discriminant validity, and model fit check. At the same time, tech-
niques such as T-Test, Anova, and multigroup analysis (MGA) should be combined 
with the mentioned quantitative methods to examine differences between sample 
groups. Second limitation of this study lies in its scope focusing only into the food 
industry which hinders applicability in other industries. Thirdly, some other elements 
of brand equity according to Aaker’s customer-based approach such as brand aware-
ness, brand associations, and brand loyalty have not been considered in this study. 
Future studies, thus, can combine with other methods, take into considerations of 
other categories, and add other factors of brand equity in the research model to bring 
about more meaningful contributions both in theory and in practice. 
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An Assessment on Factors Affecting Stay 
Services Quality of Muong Thanh Hotels 
in Ha Long 

Hoa Thi Minh Tran and Nhung Thi Hong Pham 

Abstract The paper systematized the theoretical basis, combined with expert 
consultation, to select the expected research model by combining research methods 
from qualitative to quantitative. The research model consists of nine scales and 59 
independent observed variables, as well as four dependent variables, for assessing 
factors influencing the quality of accommodation services at Muong Thanh hotels in 
Ha Long. Based on this model, the study conducted a survey of 350 tourists with SPSS 
23.0 software and a sample size of 350 votes. Cronbach’s alpha and exploratory factor 
analysis were used to assess the scales’ reliability. Since then, the official research 
model has been constructed with eight scales, 44 independent observed variables, and 
four dependent observed variables. Regression analysis yielded regression equations 
with standardized beta coefficients of varying magnitudes. This demonstrates that the 
factors have varying degrees of influence on the quality of accommodation services 
provided by the Muong Thanh hotel system in Ha Long. However, the study only 
surveyed domestic tourists and did not solicit feedback from international visitors. 

Keywords Service quality · Accommodation service quality · Models · Ha Long ·
Vietnam 

1 Introduction 

The hotel is one of the specific and important business areas of the tourism industry, 
which has grown rapidly and profitably. To meet the increasing demand of tourists, 
large hotels, as a service complex, “a miniature city”, not only provide accommoda-
tion and food services, but also increasingly diversify additional services (Manh & 
Huong, 2013). In which case, accommodation is the fundamental and primary service 
of the hotel industry. As a result, “service quality is becoming increasingly a top
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concern” (Mackay & Crompton, 1988), as a tool to attract guests, satisfy needs, 
and bring visitors satisfaction. With the strong development of the accommodation 
business market, improving the quality of services in general and accommodation 
services in particular will mean improving competitiveness and promoting business 
efficiency of each hotel. As a result, the issue of service quality and accommoda-
tion service quality has become an important and necessary research topic in the 
hotel and tourism industries, attracting the attention of many scholars worldwide. 
According to some studies, “the determinant of competitiveness is service quality” 
(Brown & Ragsdale, 2002; Wong & Kwan, 2001). At the same time, Panda (2003) 
stated that “the success of a service provider depends on a high-quality service rela-
tionship with customers”, thereby increasing customer loyalty and satisfaction goods 
(Kheng et al., 2010); lower the cost of acquiring new customers (Kotler, 2010); and 
increase customer repeat purchase behavior (Kheng et al., 2010). Because it is a 
difficult factor to quantify, studies primarily focus on assessing service quality using 
a variety of models and from the standpoint of customer perception. Service quality 
is not a random and natural result, but rather “the result of the simultaneous impact 
of a series of factors”, but studies on factors affecting service quality in customers. 
There are not many hotels (Chen & Chen, 2014). The article aims to define a research 
framework with standards and criteria for assessing the influence of environmental 
factors and constitutive factors on the quality of accommodation services of the hotel 
Muong Thanh hotel system in Ha Long destination, based on the fact that there is a 
gap in this research. 

Destination Ha Long is a well-known tourist destination not only in Quang Ninh, 
but also as a tourist image of Vietnam for international visitors. The Ha Long accom-
modation system has grown rapidly in recent years, with the appearance of many 
large-scale hotels with high-class brands such as Wyndham, Royal lotus, Novotel, 
and Vinpearl … Simultaneously, recognizing that the accommodation industry plays 
an important role in enhancing the destination’s image, local governments, and busi-
nesses have many solutions to improve the quality of accommodation services in 
order to create attractiveness and bring satisfaction to visitors. Muong Thanh Group 
has grown into the largest private hotel chain in Indochina, with 60 international 
hotels of 3-4-5-star standards (accounting for 10% of the total number of rooms in 
the country), located in 40 provinces of Vietnam and the capital of Laos, including 
the Ha Long tourism center (Muong Thanh Hotel Group Office, 2018). 

In the Ha Long destination, the Group has opened six large-scale hotels under 
the luxury, grand, and holiday brands. Muong Thanh’s hotel system is all in a prime 
location, with modern and unique architecture, as well as quality, classy, and diverse 
products and services to meet the needs of visitors. Throughout the development 
process, the Group and each hotel determine that customer satisfaction with service 
quality is the most important goal that determines the business’s success. As a result, 
each hotel is constantly striving to improve the overall quality of services and the 
quality of accommodation services in order to establish itself as an ideal destina-
tion for tourists visiting the World Natural Heritage. However, the Group’s “rapid” 
development and the difficulty in filling positions with qualified candidates have 
significantly impacted the caliber of lodging services. Additionally, the COVID-19
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pandemic’s long-term effects on a business can result in facility degradation, which 
poses a few challenges for hotels as they work to recover. Overall service quality and 
lodging service quality have both been significantly impacted by facilities, staffing 
shortages, and changes in customer behavior. Therefore, the study and general evalu-
ation of the elements impacting service quality conducted in the current time provides 
the scientific basis for the Group’s hotels in Ha Long to deliver high-quality services 
and delight guests. 

2 Methodologies 

To conduct the research, the authors collected and processed two types of data: 
secondary data (articles, documents, reports, statistics, business data, etc.) from the 
locality and primary data (of 5 hotels). Primary data is the result of in-depth interviews 
with experts and questionnaire surveys of guests staying at the Muong Thanh hotel 
system in Ha Long. Scientists, lecturers; managers of the Department of Tourism of 
Quang Ninh province; tourism associations; Hotel Association; leaders of Muong 
Thanh Group; CEO of Muong Thanh hotels in Ha Long; executive director, depart-
ment manager of several 5-star hotels participated in in-depth interviews. Closed 
questions about 09 standards, 63 evaluation criteria, and 04 criteria to evaluate 
the influence of factors on the quality of accommodation services were designed 
into the interview contents; open-ended questions to collect opinions on identifying 
survey subjects by questionnaire, solutions to improve the quality of accommodation 
services in the “new normal” state were designed into the interview contents. The 
questionnaire results will be coded and built into a matrix table: the horizontal row 
will be the evaluation criteria and criteria; the vertical column will be the expert 
opinion, and the cell will be the intersection of the horizontal row and the column. 
The vertical line represents expert agreement. Mark (x) if the expert agrees with 
that criterion or evaluation criterion; otherwise, the box will be left blank. Following 
that, the topic will synthesize expert opinions based on each criterion and evaluation 
criteria. Standards and evaluation criteria with a 50% retention rate will be retained 
and incorporated into scales and variables in the research framework (Huong, 2018). 
The findings of in-depth interviews with experts serve as the foundation for proposing 
a research framework that includes 09 standards (scales), 59 evaluation criteria (inde-
pendent observed variables), and 04 criteria (dependent observed variables) to assess 
factors influencing the quality of accommodation services provided by the Muong 
Thanh hotel system in Ha Long. This proposed research framework will serve as the 
foundation for designing the questionnaire, developing the content of the questions, 
and conducting the survey to collect primary data from the guests who will be staying 
at this location. 

Because of the nature of the topic, the survey object is the guest staying (benefi-
ciary, using the service) at Muong Thanh hotels in Ha Long from January 2020 to 
April 2022 evaluation of the COVID-19 pandemic’s impact. This subject selection 
also received the approval of 13 experts (representing 65% of the total number of
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Table 1 Questionnaire collection results by hotel 

Numerical order Hotel Total votes Ratio (%) 

1 Muong Thanh Luxury Quang Ninh 108 31.56 

2 Muong Thanh Luxury Ha Long Centre 90 26.33 

3 Muong Thanh Grand Ha. Long 72 21.05 

4 Muong Thanh Grand Bai Chay 36 10.53 

5 Muong Thanh Holiday Suoi Mo 36 10.53 

Total 342 100 

Source Summary of the author’s survey results, 2021 

opinions). The study also employs a quantitative sampling formula based on Bollen’s 
standard 5:1 (1998), which states that at least 5 observations are required for each 
measurement variable and that the number of observations should not be less than 
100. The formula is N = n * 5 (where  N is the sample size and n is the factor or crite-
rion scale) (Huong, 2018). With 63 independent observed variables used in factor 
analysis and 10 scales in this study, the minimum sample size required is as follows: 
63 * 5 = 315 observations. The questionnaire is divided into two sections, one of 
which contains the respondents’ personal information (such as age, gender, income, 
and educational level); the main section includes questions about guests’ perspec-
tives on factors influencing the quality of accommodation services provided by the 
Muong Thanh hotel system in Ha Long. These questions are graded on a Likert scale 
of 1 to 5, with 1 being the lowest level and 5 being the highest. Since then, the topic 
has conducted a survey with 350 guests who use lodging services. After conducting 
inspection and classification, Muong Thanh Luxury Ha Long Center Hotel, Muong 
Thanh Luxury Quang Ninh, and Muong Thanh Grand Ha Long received 342 valid 
votes. The total number of valid votes is distributed to each hotel in accordance with 
the size and operating time of each unit, as shown in Table 1. 

To process survey results and conduct analysis and evaluation, the topic employs 
IBM SPSS Statistics 23.0 software in conjunction with Excel tools. The paper ballots 
are checked, and invalid votes are removed before entering data (answers with insuf-
ficient information, omitted mandatory questions, or incorrect answers). Following 
that, all survey results (both online and on paper) are entered into the software 
and checked for data reasonableness and blank data. To determine the influence of 
factors on the accommodation service quality of Muong Thanh hotels in Ha Long, 
the data table will be encrypted, and quantitative analysis steps such as descriptive 
statistics, scale reliability testing, exploratory factor analysis (EFA) correlation, and 
multivariable regression will be performed.
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3 Theoretical Foundation and Research Design 

3.1 Theoretical Foundation 

3.1.1 The Concept of Lodging Service Quality 

Service of lodging 

With the variety of activities, services are growing rapidly and playing an important 
role in the national economy. The concept of service is now examined from the 
authors’ various points of view. The concept of service is considered in terms of the 
“values” defined by consumers. A service “is any action and outcome that one party 
can provide to another that is essentially intangible and does not result in ownership 
of something” (Kotler, 2000). As a result, a service is a unique product that is difficult 
to quantify and detect with the naked eye. 

Each business industry will have its own product system with distinct features. 
The hotel industry is a service industry with products that are primarily intangible and 
intangible in order to always meet the maximum needs of customers. Hotel products 
are defined as all services and goods that enterprises provide to the market in order 
to meet the needs of customers for accommodation, meals, and other additional 
needs for profit (Manh & Huong, 2013). The essence of the hotel industry is the 
provision of lodging services. This is the fundamental service of the hotel industry 
that distinguishes it from other businesses, additional tourism services (Khuong, 
2019). 

Accommodation service quality 

Because this factor determines the industry’s business performance, the strong trans-
formation of the world economy to services has created a driving force for research 
on service quality. For a long time, researchers have attempted to define and measure 
service characteristics because they are intangible and service quality is a difficult 
factor to assess. The Oxford Dictionary defines quality as “a level of perfection, 
a comparative or absolute characteristic, a specific sign, facts, and basic parame-
ters” (Thang, 2013). Service quality is defined as “the degree of difference between 
consumers’ expectations of a service and their perception of service outcomes” 
(Leonard et al., 1988). Many scholars believe that service quality is determined 
by what customers “perceive” based on their individual needs, rather than what the 
service provider claims. 

3.1.2 Factors Influencing the Quality of Lodging Services 

The quality of hotel services in general, and specifically accommodation services, 
is quite complex and constantly fluctuating, with characteristics that depend on 
many factors. This complexity results from the synthesis of three groups of factors:
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economic, technical, social, which can be further subdivided into external factors 
and internal factors. Groups of external factors are objective factors that are beyond 
the hotel’s control, and each factor affects service quality in different ways and 
at different levels. This group of factors includes the politics and legal policies of 
the State, the needs of the market, customers, epidemics, technology, competitors, 
natural factors, economic factors, and other factors. culture—society … directly or 
indirectly affect the quality of accommodation services in the direction of promoting 
or limiting investment, improving quality. 

The division of internal factors is only conventional because of the complex inter-
relationships in the overall unified impact on the quality of accommodation services. 
This group of factors directly affects the quality of accommodation services such as 
technical facilities; human resources, price; qualifications and methods of organiza-
tion and management of the hotel business; corporate cultural environment; capital 
capacity and financial potential of the hotel; service process and coordination between 
departments… As a result, environmental factors affecting service quality are diverse 
and complex, so only a few basic factors suitable for the chosen research model, as 
well as research conditions, are chosen within the framework of the study. 

3.2 Models for Research 

Service quality measurement is difficult due to its unique characteristics: intangi-
bility, heterogeneity, and inseparability (Bolton & Drew, 1991). However, given the 
importance of service quality in business activities, this issue has piqued the interest 
of many academics in recent years. Through these findings, the authors developed a 
research model to evaluate service quality and influencing factors that can be applied 
to lodging services, like Gronroos’ model, Parasuraman’s SERVQUAL model, and 
Cronin and Taylor’s model (SERVPERF). These studies all agree that customers 
determine quality, and the factors influencing service quality are also considered 
from the customer’s perspective. However, because each model has advantages 
and disadvantages, flexible coordination and the selection of appropriate evalua-
tion factors from each model is required. As a result, the initial research model was 
developed based on the combined results of the elements constituting the service 
quality assessment model, as well as an analysis of factors influencing the quality of 
accommodation services. 

The original proposed research model is based on the inheritance of three research 
models: (1) Gronroos’s research model on corporate image, (2) Cronin and Taylor’s 
SERVPERF research model on 05 factors components of service quality, and (3) 
LODGSERV model with 5 factors to evaluate service quality in hotel experience. 
SERVPERF is an important model to build the topic’s research model because it 
allows for the objective and accurate assessment of factors affecting service quality 
through customer perception. The research model is expected to be determined after 
synthesizing expert opinions on evaluation criteria and criteria, with 9 scales, 59 
independent observed variables, and 04 dependent variables (Fig. 1).
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INDEPENDENT VARIABLES DEPENDENT VARIABLE 

REL1, REL2, REL4 

ASS1, ASS2, ASS4, 
ASS5, ASS6, ASS7, 

ASS8, ASS 9 

TAN1, TAN3, TAN4, 
TAN5, TAN6, TAN7, 
TAN8, TAN9, TAN10 

RES2, RES3, RES5, 
RES6, RES7, RES8 

EMP1, EMP2, EMP3, 
EMP4, EMP5, EMP6 

LOC1, LOC2, 
LOC3, LOC4 

PRI1, PRI2, PRI3, PRI4 

PAN1, PAN2, PAN3, 
PAN4 

Reliability 

Empathy 

Responsiveness 

Tangible 
Media 

Assurance 

Hotel 
location 

Responding 
to COVID-19 

Service quality 
for 

accommodations 

SAT1,SAT2, 
SAT3, SAT4 

Price 

Control variable 
Age, Gender, Income, 

Occupation 

H7 

H6 

H5 

H4 

H8 

H3 

H2 

H1 

Fig. 1 Research model adjusted after qualitative research. Source Author’s compilation from 
research results, 2022 

The multivariable regression equation then looks like this: Y (SAT) = 1 (relia-
bility) + 2 (tangible media) + 3 (assurance) + 4 (reaction capacity) + 5 (empathy) + 
6 (hotel location) + 7 (price) + 8 (brand) + 9 (COVID-19 response) + e. In which: 
9 assessment factors (scales) are recognized as being relevant to the dependent vari-
able in the model; e is the error, and 1, 2, 3, 4, 5, 6, 7, 8, 9 are the overall regression
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coefficients Y with the relevant independent variables or the importance and weight 
coefficients (Chen & Chen, 2014). To create a formal research model, this model 
will be evaluated for validity using SPSS 23.0 software’s EFA (exploratory factor 
analysis). 

4 Results 

4.1 Study Sample Description 

Regarding the personal characteristics of the survey sample, it was discovered that 
there was no statistically significant difference in the gender distribution of the visi-
tors, with females making up 53.9% and males 46.1% (Table 2). Customers are 
primarily young; 65.9% of them are between the ages of 26 and 45, while 2.6% are 
over 60. These figures are entirely compatible with the fact that clients between the 
ages of 26 and 45 have been employed for some time, have an income, are in good 
health, and may also travel or satisfy demands.

Simultaneously, the majority of customers have undergraduate and postgraduate 
degrees, with universities accounting for 51.3% and graduate students accounting 
for 23.5%; lower secondary education has the lowest rate, accounting for only 1.9%. 
Because there are usually people with a degree, which equates to a stable job and 
income, the need for rest and travel will be greater. There is no discernible difference 
in customer income levels, with the level of 5–10 million VND accounting for the 
highest proportion (32.5%), followed by the level of 15–20 million VND at 21.5%. 
Furthermore, due to the context of the Covid-19 pandemic, the topic only addresses 
domestic guests (only one case is an exception). 

Simultaneously, the majority of customers have undergraduate and postgraduate 
degrees, with universities accounting for 51.3% and graduate students accounting 
for 23.5%; lower secondary education has the lowest rate, accounting for only 1.9%. 
Because there are usually people with a degree, which equates to a stable job and 
income, the need for rest and travel will be greater. There is no discernible difference 
in customer income levels, with the level of 5–10 million VND accounting for the 
highest proportion (32.5%), followed by the level of 15–20 million VND at 21.5%. 
Furthermore, due to the context of the Covid-19 pandemic, the topic only addresses 
domestic guests (only one case is an exception). Simultaneously, because these are 
all high-end hotels with ideal conditions for developing MICE products, they have 
attracted a large number of guests who stay when attending conferences and semi-
nars at the hotel. Furthermore, the Quang Ninh Steering Committee for COVID-19 
Prevention and Control permitted three Muong Thanh 4-star hotels to accept quar-
antined guests (accounting for 5.2% of the survey samples). However, accessing and 
surveying this customer is difficult due to regulations designed to ensure epidemic 
safety, as well as the fact that most customers refuse to cooperate.
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Table 2 Descriptive information of the study sample 

Criteria Classification Frequency Rate (%) 

Sex Male 157 46.1 

Female 185 53.9 

Age 18–25 42 12.3 

26–45 225 65.9 

45–60 65 19.2 

Over 60 10 2.6 

Academic level Below high school 6 1.9 

High school 32 9.4 

Intermediate college 47 13.9 

University 175 51.3 

After university 82 23.5 

Job Public servants 69 19.5 

Office staff 105 30.8 

Businessmen 51 15.2 

Labor in General 26 7.8 

Student 91 26.7 

Other professions 0 0 

Income <5 million VND 34 10.0 

5–10 million VND 112 32.8 

10–15 million VND 61 19.8 

15–20 million VND 67 21.5 

>20 million VND 68 15.9 

Living area Northern 240 70.45 

Central 61 20.13 

South 40 9.19 

Canada 01 0.03 

Purpose Travel, entertainment 241 70.5 

Conferences 67 19.8 

Visiting friends and relatives 6 1.7 

Job 6 1.7 

Isolation and control of the COVID-19 epidemic 18 5.2 

Another purpose 4 1.1 

Source Summary of author’s survey, 2022
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4.2 Testing for Reliability and Exploratory Factor Analysis 
(EFA) 

To keep the satisfactory variables, the scales are tested for reliability using the Cron-
bach’s alpha tool. The Cronbach’s alpha coefficients of the 10 scales and 63 variables 
are all greater than 0.8, according to the test results. Many researchers agree that a 
scale with a coefficient of 0.8 or greater to 1 is a good scale (Huong, 2018). As a 
result, the scale’s reliability in measuring the influence of factors on the quality of 
accommodation service provided by the Muong Thanh hotel system in Ha Long is 
high. Furthermore, the observed variables must have a total correlation coefficient 
(Corrected item-total correlation) of 0.3 in order to proceed with the exploratory 
factor analysis (EFA). Analysis of test results for each scale found that 06 inde-
pendent observed variables of 05 scales were excluded because they did not meet 
the standard of total variable correlation. With the scales with observed variables to 
ensure reliability, Cronbach’s alpha has been reanalyzed for the second time, and the 
results have obtained 09 independent variable scales with 53 observed variables, 01 
dependent variable scale, and 04 variables continue to perform the exploratory factor 
analysis step. 

Because the topic’s research model identified independent and dependent vari-
ables, Hair et al. (2015) believe that EFA analysis must be the same independent or 
the same type of dependency without pooling. Both types of variables have some-
thing in common (Khuong, 2019). As a result, the topic performs exploratory factor 
analysis on each variable type in turn. 

Factor analysis with independent variable 

KMO and Bartlett’s test for 53 observed variables showing the factors affecting the 
quality of stay of Muong Thanh hotel system in Ha Long obtained KMO of 0.982 
> 0.5 with a significance level of 0 (Sig. = 0.000) (Table 3). With this result, the 
application of exploratory factor analysis in this scale is completely appropriate. 

Next, to perform factor analysis, the topic uses the characteristic value (Eigen-
value) to determine the number of factors. With this criterion, only factors with 
Eigenvalue ≥ 1 are kept in the analytical model. There are only 8 factors to ensure 
with 53 observed variables of the independent variable with corresponding Eigen-
value (Appendix 28), but with the standard value must be 1, the remaining 44 factors 
will not be used in this research models. That means that 53 observed variables are

Table 3 Results of KMO and Bartlett’s test with independent variables 

Kaiser–Meyer–Olkin measure of sampling adequacy 0.982 

Bartlett’s test of sphericity Approx. Chi-Square 21,309.942 

df 778 

Sig. 0.000 

Source Results of author processing survey data using SPSS, 2022 
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Table 4 Results of the analysis of the characteristic values (Eigenvalues) of the independent 
variables 

Variable Initial characteristic value Total square of rotation factor load 

Total % Of the  
variability 

% Incremental Total % Of the  
variability 

% Incremental 

1 17.688 33.359 71.109 17.688 33.359 71.109 

2 2.750 5.186 73.278 2.750 5.186 73.278 

3 2.340 4.411 75.241 2.340 4.411 75.241 

4 2.019 3.807 76.785 2.019 3.807 76.785 

5 1.811 3.379 78.127 1.811 3.379 78.127 

6 1.642 3.063 79.338 1.642 3.063 79.338 

7 13.59 2.535 80.452 1.359 2.535 80.452 

8 1.276 2.381 81.552 1.276 2.381 81.552 

Source Results of author processing survey data using SPSS, 2022 

reduced to 8 factors with a cumulative total variance of 82.505%. At the same time, 
the total squared value of the rotation factor load is also 82.505%. This value means 
that using 8 factors representing 53 observed variables can explain 82.505% of all 
scales. For research in the socioeconomic field, the coefficient of squared load of 
the rotation factor only needs to reach 50% to meet the requirements (Tho, 2011). 
Therefore, the topic can completely use 8 factors to express the information provided 
from 53 observed variables (Table 4). 

In order to perform the next regression analysis, the topic employs a factor analysis 
technique (Factor analysis) to reduce and group into a more meaningful factor. The 
first criterion with a factor loading is to ensure 0.5. With this standard, all 53 variables 
meet the requirements of factor analysis. However, in order to ensure the quality of 
the next step of analysis, the subject conducts analysis and standard comparison to 
further eliminate bad variables. The results of factor analysis (Appendix 28) show 
that the observed variable is uploaded in both factors, so the difference in the factor 
loading coefficient of the observed variable between the two groups of factors must be 
examined. If the load factor difference is greater than 0.3, the observed variable must 
be removed (Tho, 2011). There are 9 observed variables that upload both factors but 
have a difference of 0.3, so they will be excluded from the research model under this 
standard. As a result of the loading of two factors and the factor loading coefficient 
of 0.3, four observed variables of the brand scale were excluded from the research 
model. 

If the load factor difference is greater than 0.3, the observed variable must be 
removed (Tho, 2011). There are 9 observed variables that upload both factors but 
have a difference of 0.3, so they will be excluded from the research model under this 
standard. As a result of the loading of two factors and the factor loading coefficient 
of 0.3, four observed variables of the brand scale were excluded from the research 
model.
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Table 5 KMO and Bartlett’s test results with dependent variable 

Kaiser–Meyer–Olkin measure of sampling adequacy 0.846 

Bartlett’s test of sphericity Approx. Chi-Square 1118.056 

df 6 

Sig. 0.000 

Source Results of author processing survey data using SPSS, 2022 

Factor analysis involving a dependent variable 

It is also similar with four dependent variables to test the KMO and Bartlett’s values 
to determine the appropriateness of the factor analysis step. The result of the analysis 
is 0.846, which is guaranteed to be greater than 0.5 and less than 0.1; the Sig. value 
is also less than 0.05 (Table 5). 

With the Eigenvalue reflecting the explanatory factor for variation, the standard 
guarantee is 3.399 > 1. Therefore, in this study, the characteristic value has the effect 
of summarizing information from an original variable. At the same time, this factor 
explains 84.982% of all dependent variables (the sum of squares of the rotation 
factor load is 84.982%). Therefore, these 4 dependent observable variables ensure 
the standard when testing, so the model should be kept. The study obtained Factor 
loading factor loading with a value greater than 0.9 using factor rotation; ensure the 
standard is greater than 0.5 and the sample size is less than 350 (Khuong, 2019). Thus, 
the 4 proposed observed variables all meet the standards, so they will be included in 
the official research model. 

Correction of research model after EFA analysis 

Through Cronbach’s alpha test and EFA analysis, removing bad variables, the 
research model is left with 8 scales but with 44 independent observed variables 
and 4 output dependent observed variables (Table 6). The research hypothesis is still 
the correlation between the independent variables and the dependent variables. Thus, 
the formal research model includes the following scales and variables:

4.3 Regression Analysis is Used to Assess the Extent 
to Which Various Variables Have an Impact 
on the Caliber of Accommodations Services 
in the Investigated Hotel System 

To implement the multivariable regression model, the Pearson coefficient must be 
used to consider the interrelationships between the observed variables (r). The first 
factor to consider before considering the Pearson coefficient is the Sig. value, which 
shows the statistical significance of the relationship between the observed variables. 
With both Sig. values of 0.000, it means that not only does the independent variable
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Table 6 Research framework on factors affecting the quality of accommodation services of Muong 
Thanh hotel system in Ha Long 

Scale Independent observed variable 

1. Reliability 
(REL) 

REL1: Staff always inform guests clearly and in detail about the hotel’s 
accommodation services 
REL2: Staff always inform customers of service time 
REL4: The hotel’s accommodation service is done right from the very 
beginning 

2. Tangible media 
(TAN) 

TAN1: The hotel has beautiful architecture, with its own characteristics 
TAN3: The hotel has a spacious and airy public area 
TAN4: The hotel’s Internet, Wi-Fi is fast, good connection 
TAN5: Spacious and clean room 
TAN6: The equipment in the hotel room is luxurious, modern, beautifully 
decorated 
TAN7: Furniture and items in the room ensure quality standards 
TAN8: The hotel offers good choices of food 
TAN9: The hotel has a full range of convenient services such as 
swimming pool, spa, gym, bar … 
TAN10: Staff has neat, polite and beautiful uniforms 

3. Assurance (ASS) ASS1: The hotel’s security system is good 
ASS2: Guest information and launch key are well secured 
ASS4: Customers feel secure when using the hotel’s services 
ASS5: Staff with in-depth knowledge of the hotel 
ASS6: Staff is friendly and polite to guests 
ASS7: Employee’s ability to handle situations is good 
ASS8: Hotels provide the best solutions when guests complain 
ASS9: The staff advises well places to visit, shop, and entertain guests 
while staying 

4. Responsiveness 
(RES) 

RES2: Customers are served the right services, quickly 
RES3: Various additional services, to meet the maximum requirements of 
guests during their stay 
RES5: The staff doesn’t say no to the service the hotel provides 
RES6: Hotel staff is always available when customers have problems 
RES7: The staff’s foreign language ability is good 
RES8: The hotel strives to provide personalized services to guests 

5. Empathy (EMP) EMP1: Staff always has a friendly smile accompanied by a warm 
greeting when welcoming guests 
EMP2: Staff often asks and takes care of guests during their stay 
EMP3: Staff can judge the needs of customers 
EMP4: Staff always listens actively when communicating with customers 
EMP5: Employees adjust their behavior and attitude to suit the situation 
and mood of the guest 
EMP6: Operating hours and providing services of the hotel in accordance 
with the needs of guests 

6. Hotel location 
(LOC) 

LOC1: Hotel in easy to find location 
LOC1: The hotel is conveniently located for public transport 
LOC3: The location of the hotel is convenient to move to attractions, 
entertainment areas 
LOC4: The hotel is in a beautiful location with a beautiful view

(continued)
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Table 6 (continued)

Scale Independent observed variable

7. Price (PRI) PRI1: The hotel’s room rate is reasonable compared to the market 
PRI2: The price of additional services of the hotel is suitable for guests 
PRI3: The level of payment to customers is commensurate with the 
quality of service provided 
PRI4: Apply flexible pricing policy to attract customers 

9. Responding to 
COVID-19 
(PAN) 

PAN1: Take safety measures when serving guests according to the 
regulations of the health industry 
PAN2: The hotel has applied the handling process when there is a case 
that an employee or guest is F0, F1 and is suspected of having the disease 
PAN3: Promote the application of digital transformation when providing 
services to customers 
PAN4: The hotel has provided accommodation services quickly and 
flexibly according to the requirements of guests 

10. Quality of hotel 
accommodation 
service (SAT) 

SAT1: Guests are satisfied with their stay service experiences 
SAT2: Guests have good reviews about the hotel on online channels 
SAT3: Guests actively recommend hotels to others 
SAT4: Guests intend to return to use the hotel’s accommodation services 

Source Compiled and proposed by the author, 2022

have a linear correlation with the dependent variable, but there is also a correlation 
between the independent variables. Therefore, the correlation between the indepen-
dent variables and between the independent and dependent variables should be on 
average (Table 7). 

The variables after being tested to ensure the correlation will be put into the 
multivariate regression model MVR (Multi-variate regression).

Table 7 Results of multivariable regression analysis 

Model Unstandardized 
coefficients 

Standardized 
coefficients 

t Sig. Collinearity 
statistics 

B Std. Error Beta Tolerance VIF 

1 (Constant) 0.088 0.097 0.906 0.00 

REL 0.002 0.454 0.035 0.345 0.00 0.231 1.798 

TAN 0.010 0.053 0.205 0.184 0.00 0.171 1.836 

ASS 0.244 0.063 0.032 3.863 0.00 0.112 1.968 

RES 0.334 0.062 0.331 5.389 0.00 0.109 1.147 

EMP 0.004 0.060 0.004 0.064 0.00 0.116 1.584 

LOC 0.045 0.044 0.056 1.026 0.00 0.202 1.957 

PRI 0.063 0.056 0.093 1.123 0.00 0.129 1.722 

PAN 0.242 0.050 0.244 4.855 0.00 0.164 1.083 

aDependent variable SAT 
Source Survey data processing results using SPSS, 2022 
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Check the fit of the model 

The F-test Sig. value is equal to 0.000 < 0.05, that is, rejecting the hypothesis that 
all regression coefficients are zero (Huong, 2018). Therefore, there is a relationship 
between the independent variable and the dependent variable, so the regression model 
is suitable for the collected survey data system. In addition, the commonly used linear 
regression model fit measures are the coefficients of determination R2 (R square) and 
R2 adjusted (adjusted R2). The analysis results show that R2 = 0.837; adjusted R2 

= 0.778 is closer to 1, so the independent variables explain more for the dependent 
variable. The adjusted R-squared value of 0.778 shows that the independent variables 
included in the regression analysis affect 77.8% of the variation of the dependent 
variable; the remaining 22.2% are due to out-of-model variables and errors, random 
number. 

About the independence of errors: The results of this table also give Durbin– 
Watson (DW) values to test the correlation of adjacent errors, i.e., the phenomenon 
of first-order series autocorrelation. The value of DW = 2.151 should be in the 
range of 1.5–2.5, so the results do not violate the assumption of first-order series 
autocorrelation. The assumptions of the regression model are tested; the results are 
not violated, and there is no multicollinearity because the variance exaggeration 
factor VIF is less than 2. 

Hypothesis testing 

Adjusted R2 = 0.778 reflects the influence of the independent variables on the depen-
dent variable, i.e., 09 factors affect 77.8% to the quality of accommodation services; 
the remaining 22.2% are due to external variables, model and random error (Table 8).

According to the findings of multivariable regression analysis, all nine factors 
included in the analytical model have a positive impact on the quality of accommo-
dation services provided by Muong Thanh hotels in Ha Long, making the hypoth-
esis proposed in the proposed research model appropriate. That is, the independent 
variables were positively correlated with the independent variable, indicating that 
the factors affecting the quality of accommodation services were affecting it in a 
positive direction but to varying degrees. Because the study considers the observed 
variables from the perspective of the response to the hotel pandemic, the positive 
effect persists with the total disease variable COVID-19. 

Determining the influence of factors on the quality of accommodation services in 
the Muong Thanh hotel system 

With the research content on the influence of factors on the quality of accommodation 
services, the topic chooses a standardized regression equation to know which variable 
X has a strong or weak influence on the Y variable based on the regression coefficient, 
standardization. Then, the larger the absolute value of the normalized regression 
coefficient, the greater the importance of the variable for Y, the stronger the effect of 
that variable. The regression model to evaluate the influence of factors on the quality 
of accommodation services of the Muong Thanh hotel system in Ha Long destination 
is as follows:
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Table 8 Research hypothesis test results 

TT Hypothesis Beta Sig. Inspection results 

1 Reliability is correlated with accommodation 
service quality 

0.035 0.000 Accept 

2 Tangibles have a correlation with the quality of 
accommodation services 

0.205 0.000 Accept 

3 Assurance is correlated with accommodation 
service quality 

0.032 0.000 Accept 

4 Responsiveness is correlated with accommodation 
service quality 

0.331 0.000 Accept 

5 Empathy is correlated with accommodation service 
quality 

0.004 0.000 Accept 

6 The location of the hotel has a correlation with the 
quality of accommodation services 

0.056 0.000 Accept 

7 Price is correlated with the quality of 
accommodation service 

0.093 0.000 Accept 

8 Responding to COVID-19 is correlated with 
accommodation service quality 

0.244 0.000 Accept 

Source Survey data processing results using SPSS, 2022

SAT = 0.035*REL + 0.205*TAN + 0.032*ASS + 0.331*RES + 0.004*EMP 

+ 0.056*LOC + 0.093*PRI + 0.244*PAN 

As a result, the impact of each factor on the quality of accommodation services 
of this snap guest system varies: the Satisfactory factor has the highest impact coef-
ficient in the analytical model of 0.331, indicating that it is factors that have the 
greatest influence on the quality of accommodation services at the Muong Thanh 
hotels studied. The COVID-19 response factor has the second highest beta at 0.244. 
This factor has a significant impact on the quality of accommodation services from 
the beginning of 2020 to the present, with the requirements of safety assurance, suit-
ability with customer psychology during the pandemic of research hotels. Empathy 
(0.04) has the lowest standardized regression coefficient in the analytical model, 
indicating that it has the least influence on the quality of accommodation services 
for the system Muong Thanh hotels in Ha Long. Although all of these hotels are in 
the luxury segment (4 stars, 5 stars), the customer segment is primarily group and 
tour guests, and the number is large, making it difficult to approach and care for 
guests’ “personalization”. Furthermore, with a beta coefficient of 0.032, the guar-
anteed factor has a low impact factor. As a result, this factor has little influence on 
the quality of accommodation services provided by the hotels under consideration.



An Assessment on Factors Affecting Stay Services Quality of Muong … 639

5 Conclusion 

Based on a combination of qualitative and quantitative research methods, the article 
has solved a number of issues: Overview, systematization of the theoretical basis, 
combined with consultation with selected experts. The research model includes 09 
scales and 59 independent observed variables, 04 dependent variables to assess the 
influence of factors on the quality of accommodation services of Muong Thanh 
hotels in Ha Long. On that basis, the research results have quantitatively evalu-
ated the influence of factors on the quality of accommodation services of these 
hotels through primary data from guest reviews. The results of guests’ evaluations 
of factors influencing the quality of accommodation services were gathered via a 
survey with a sample size of 350 votes and analyzed using SPSS 23.0 software. To 
ensure accuracy, the data processing process is carried out step by step, beginning 
with descriptive statistics analysis of the research sample and evaluating the mean 
value of the scales. The calculation results show that the scales’ average value is high. 
Following that, the results of Cronbach’s alpha coefficient testing, exploratory factor 
analysis (EFA removed 9 independent observed variables that were not suitable such 
as: REL4, RES1, ASS3, RES 4, BRA, BRA2, BRA3, BRA4, and PAN5). The official 
research model consists of eight scales, 44 independent observed variables, and four 
dependent observed variables. Strong correlation following the correlation test the 
regression analysis yielded a regression equation with a standardized beta coefficient: 
SAT = 0.035*REL + 0.205*TAN + 0.032*ASS +0.331*RES + 0.004*EMP + 
0.056*LOC + 0.093*PRI + 0.244*PAN. 

This finding indicates that the factors have varying degrees of influence on the 
quality of accommodation services provided by the Muong Thanh hotel system in 
Ha Long. In which case, responsiveness has the most influence, and empathy has the 
least influence on the quality of these hotels’ accommodation services. However, due 
to time, capacity, and objective conditions of the epidemic, the new study focuses 
on quantitative analysis of tourist evaluations without contacting tourists, from an 
employee perspective, within the framework of the thesis. In particular, the study 
focused solely on domestic tourists, with no consideration given to international 
visitors. 
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Festival Tourism and Socioeconomic 
Development Case of Culture Traditional 
Festival of Dong Hoi City—Vietnam 

Do Thi Thao and Nguyen Hoang Dong 

Abstract This paper analyzes the influence of tourism festivals on socioeconomic 
development. At the same time, the assessment is like a tool for the socioeconomic 
development of the people of Dong Hoi city. This study is guided by social devel-
opment theory; using a regression model, the data is surveyed through 253 ques-
tionnaires of people living in Dong Hoi city, tourists, and some opinions of experts. 
The results show that festival tourism has a positive impact on community cohesion, 
social benefits, and economic benefits. Moreover, festivals tourism brings negative 
impacts on the socioeconomic development of this region. The study also offers 
some solutions to minimize the negative impacts of tourism festivals on tourism 
local economy, culture, and society. Application of the findings to other festivals 
will require a larger sample size for generalization to be made. 

Keywords Festival tourism · Socioeconomic development · Economic benefits ·
Social benefits · Vietnam 

1 Introduction 

Festival tourism will study tourists participating in recreational and festive activities 
during festivals by Kruger and Viljoen (2021). This type of activity is usually held 
only once or several times a year and lasts for a limited time, providing attendees with 
unusual networking opportunities (O’Sullivan & Jackson, 2002a, 2002b). Festival 
tourism activities are built based on local cultural factors, unique experience atmo-
sphere, and entertainment space to attract tourists by Lin (2020). Nagy (2013) in a  
study on the importance of festival tourism in the economics of Hungary shows anal-
ysis of the trends of Hungarian tourism, focusing on festivals, and monitor changes 
in tourism strategy, as well as the direct and indirect effects of tourism development 
on the country’s economic growth. At the same time, the research has shown the
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consequences for the field and identified recommendations for further developments 
because they believe that festivals can be the solution for sustainable economic and 
social development, associations of some rural areas, bringing income to a very large 
part of the rural population. Currently, festival tourism is a growing tourism model 
in many different countries around the world. The meaning of the festival is assessed 
in terms o its unique value, the value of national identity that it brings (Getz et al., 
2004). A study by Picard and Robinson (2006) indicates that carnival performances 
provide an appreciation for the historical and landscape design of a place. 

In addition, there is a study by Kozlovska (2021) on “Holiday performances in 
the sociocultural practices of the present festival tourism.” Research suggests that 
festivals are the main form of presentation of cultural and recreational programs of 
modern tourism in festival tourism. The primary purpose of the decision was to create 
a festive spectacle, taking into account the historically defined worldview; variety 
of organizational and artistic media; change; uniqueness; openness and dialogue; 
continuity and adaptability; situational and improvisation; interactivity; humor. 

Sustainable outcomes from small-scale events are primarily contributed through 
the use of existing facilities, infrastructure, and appropriate representation of local 
communities in terms of participation and distribution, benefit. Festival tourists show 
a better sense of spending on local products, which is encouraged by better knowledge 
of the local culture inculcated through participation in cultural festivals localization 
(Nurse, 2001). 

A study of the impact of small-scale sporting events found that such events stimu-
late community pride and are recognized for their authenticity and proximity to local 
culture; in contrast, major sporting events are highly commercialized and globalized 
(Malchrowicz-Mośko & Poczta, 2018). 

According to the research paper about festival tourism and economic development: 
a case of Kwahu traditional areas of Ghana, Doe et al. (2020) have shown the impact 
of festival tourism on the socioeconomic of the people in the capital area. Traditional 
areas of Kwahu (Ghana) and how festival tourism in the region benefits businesses 
and communities economically. 

The findings in the study of Raj (2003) show us that festivals have contributed to the 
development of cultural tourism. Festivals draw cultural tourists to local community 
events to promote rich exchanges between tourists and residents. In the Edinburgh 
Festival and Leeds West Festival case studies, the Indian Carnival that the carnival 
has become a major tourist attraction for local, regional, and international visitors. 

With theory and research related to festival tourism and socioeconomic devel-
opment at home and abroad, it is more and more confirmed the close relationship 
and interaction between these two topics. The author has developed hypotheses and 
conducted empirical investigations to answer hypotheses about the impact of festival 
tourism and socioeconomic development in Dong Hoi—Vietnam.
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2 Method  

2.1 Study Area 

Dong Hoi is a city directly under Quang Binh province in the North Central region of 
Vietnam. This city is located between National Highway 1A and Ho Chi Minh Road 
and next to the Hanoi–Ho Chi Minh City railway line with Dong Hoi station as one of 
the main stations, with the Nhat Le River flowing through. A city with long beaches, 
and white sand, this is the ideal location for festival tourism and marine tourism. 
Dong Hoi has many typical traditional cultural festivals associated with Quang Binh 
tourism development in general as well as Dong Hoi tourism in particular, such as the 
traditional boat racing festival on Nhat Le River, Bao Ninh fishing festival, and the 
festival. Harvest festival, lantern festival, village festival… These festivals are based 
on the principle of preserving traditional values, gradually eliminating backward 
elements, and exploiting the festival’s potential to develop tourism and protect, and 
maintain the true value of the festival, do not create according to feelings and interfere 
with the ceremony, which is considered the core and soul of the festival. 

In recent years, Dong Hoi has well-organized a cultural and tourism festival, 
which is a new type of festival, combining festivals from ancient to modern, creating 
attraction, creating a brand, and awakening tourism potential sea calendar, so that 
each festival season is an ideal time for domestic and foreign tourists to come to Dong 
Hoi, stay and develop. According to research by Mair and Whitford (2013), festival 
tourism was called “an emerging giant” more than 10 years ago and highlights the 
global attention being paid to the venue of the festivals in the national economy. 
Festival tourism is considered a new type of tourism, promising and affecting the 
economy and society. 

In addition, there is a study by Li and Lau (2022). This study aims to investigate 
two festivals held annually in Hong Kong to explore the meaningful nature of the 
festival. The article assesses the extent to which sociocultural benefits bring to the 
community. In addition, the article also discovers festivals that clearly show the 
characteristics of the locality and destination. 

Research by Dychkovskyy and Ivanov (2020), Festivals have become a very 
important part of the tourism industry. Cultural heritage, sociology, anthropology, 
and historical events influence the festival in socioeconomic atmospheres around 
the world. The potential of the traditional cultural festivals of Dong Hoi is very 
large; it is one of the factors stimulating the socioeconomic development of the 
locality, bringing a large source of revenue to the city budget from tourism activi-
ties, bringing revenue for service activities associated with tourism activities such 
as catering services, hotel services, passenger transport, and souvenir services. If 
festival tourism is well exploited, awakening festival activities will be a great source 
of income, and economic sectors will participate in the service business and service 
activities. At the same time, the festival also creates jobs for residents and the commu-
nity through festival services. Traditional cultural festivals not only carry the deep 
national cultural identity of each village but also preserve many traditional contents
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with moral and esthetic values, customs and habits, the good and the bad, beauty, 
its own, and its identity, thereby expressing the economic and cultural potential of 
the locality. There are a number of studies that point to the success and growth 
of modern festival tourism as a manifestation of the Leisure Age, along with the 
effects of increasing globalization on the word tourism industry. It also affirms the 
link between tourism and other industries. At the same time, festival tourism is 
considered indispensable in local life and economic development by Bernick et al. 
(2013). 

At the same time, when festival tourism is created, there is a potential to reposition 
the city as a tourist destination (Felsenstein & Fleischer, 2003). These festivals leave 
an impression and are effective not only in preserving the culture and identity of the 
countryside, and developing sustainable tourism but also bringing in income for local 
people, contributing to the introduction of cultural values, cultural values of the local 
people. According to research by Whitford and Dunn (2014), it is again confirmed 
that local festivals and events are used to attract tourists who, in turn, contribute to the 
development of the community. Currently, there are very few domestic and foreign 
studies on the relationship between festival tourism and socioeconomic development. 
Therefore, the objectives of this study will be to assess the impact of festival tourism 
on the sociocultural and economic well-being of the Dong Hoi people and to identify 
the negative impacts of festival tourism (if any) for the infrastructure and landscape 
society of Dong Hoi—Vietnam. The author hopes that the findings in this study will 
provide the necessary impetus for shaping policies and strategies for the development 
of festival tourism in Quang Binh and other localities. 

2.2 Data Collection 

Data is encrypted and processed for analysis. With quantitative data, the author uses 
statistical analysis software SPSS 26.0 at 95% confidence to perform the following 
techniques in turn: descriptive statistical analysis, testing the reliability of the scale, 
exploratory factor analysis, one-way ANOVA clarifies the difference in evaluation 
between different groups of subjects according to independent variables and regres-
sion analysis to determine the degree of effects of the independent variables. Opin-
ions collected through in-depth interviews are evaluated using a content analysis 
method—that is, interviews are coded and grouped into topics or keywords; then, 
appropriate citations are used to clarify the analytical contents of the study. 

The study used the method of document synthesis, data collection method, 
sampling survey method, data processing and analysis method, in which, combining 
between qualitative research and quantitative research, taking quantitative research 
as the main. First, through an overview of studies and field surveys in Dong Hoi 
City, cultural festivals have had many impacts on the region’s socioeconomic devel-
opment. On the basis of synthesis and inheritance from related studies to build 4 
hypotheses see Fig. 1
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Economic benefits (EB) H1 

Social benefits (SB) H2 Festival tourism and 

Socioeconomic development (FSD) 

Community engagement (CE) H3 

Negative impact of tourism H4 
festival (NI) 

Fig. 1 Research model 

H1: Economic benefits from festival tourism increase socioeconomic develop-
ment. 

H2: Social benefits from festival tourism increase socioeconomic development. 
H3: Community cohesion from festival tourism increases socioeconomic devel-

opment. 
H4: Negative impacts from festival tourism reduce socioeconomic development. 
Festival tourism in the world in general and in Vietnam, in particular, is likened to 

a still unspoiled gold mine. In Vietnam, each year there are more than 8000 festivals, 
but they have not been effectively exploited and attracted. Research by Courtney 
(1995) see the importance of tourism in stimulating economic growth, and social 
stability, and preserving and promoting national cultural identity in Hoi An. Tourism 
can create mutually beneficial conditions for tourists and local communities. Tourists 
benefit from their vacation, but they need travel, food, and accommodation, which 
will generate business profits for the local community. The presence of tourists in 
underdeveloped areas is seen as a driver of investment in the service and infrastruc-
ture sectors: electricity and water, healthcare facilities, security, fire prevention, etc. 
can therefore also be significantly improved. The income from tourism services can 
also be used to reinvest, supporting service costs for the strong tourist community. 
According to a study by Gursoya et al. (2004), the development of festival tourism 
provides opportunities for the innovative and creative creation of indigenous prod-
ucts and services that translate into financial returns for existing businesses and star-
tups, which generates a significant source of income for local business development 
(Derrett, 2005) as well as revenue generation for both local and state governments, 
especially through prolonging the duration of tourism (O’Sullivan & Jackson, 2002a, 
2002b). 

Another study by Porfido (2022) examined the contribution of festival tourism to 
sustainable local economic development, using three types of festivals. Here, three 
festivals that fit their type are analyzed based on a model of sustainable local economic 
development. The results show that although festivals may have the potential to
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provide opportunities for sustainable local economic development, these opportuni-
ties are not yet fully developed. At the same time, the author has proposed a number 
of development policies for the type of festival tourism. 

Another study by Chebotibin et al., (2018a, 2018b) also found from their study 
conducted in Kenya that there is a symbiotic relationship between cultural tourism 
and economic development. At the same time, festival tourism brings various 
economic benefits such as creating jobs for people and improving the living condi-
tions of local people Agbabiaka et al. (2017). Currently, festival tourism in many 
countries around the world has made a new step and brought significant economic 
benefits. 

3 Results of Research 

The level of participants’ opinions on socioeconomic development as measured by 22 
items is presented in Table 1. To collect data for this study, the researchers approved 
and revised the data. One scale was developed by Gursoya et al. (2004).

Based on the results of Table 2, we can see the description of the investigated 
object by gender; it can be seen that the ratio of men and women is almost equal. 
Of the 253 surveyed subjects, 121 male subjects (accounting for 47.82%) and 132 
female subjects (52.18%). By age, through the survey results in the table above, 
the age group accounted for the largest proportion when there were 69 respondents 
(27.27%). In addition, groups are followed by groups of 35 to 54 years old. This 
shows that the interests and interest in festival tourism are interested and noticed by 
all ages.

For education, the university rate accounts for the highest rate of 44.27%. This 
shows that the intellectual level here is quite high. In addition, the main occupation 
status is workers and employees. In addition, the married and single status has a 
higher rate of being married than being single. 

Before entering the steps of data analysis, the study conducted a step to test the 
reliability of the scale through Cronbach’s alpha coefficient. Cronbach’s alpha must 
be performed first to remove extraneous variables (Garbage Items) before exploratory 
factor analysis EFA. The research topic uses a scale consisting of 4 independent vari-
ables including: economic benefits (EB); social benefits (SB); community engage-
ment (CE); negative impact of tourism festivals (NI); and dependent variable: Festival 
tourism and socioeconomic development (FSD) which are the results of Cronbach’s 
alpha test are summarized in the table below. 

The results of Table 3 with summary results of factors: factor loading, Cronbach’s 
alpha, Eigenvalues, and variance are explained for all index variables. With the above 
results, we see that both independent and dependent variables have Cronbach’s alpha 
values greater than 0.6, indicating that there is reasonableness and consistency in the 
items of the structure.

From the results of multivariate regression analysis, the Durbin–Watson value is 
1.908. According to the regression condition, the value of Durbin–Watson is between
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Table 1 Coding scale of influencing factors and measurement variables 

Design the questionnaire 

I. Economic benefits (EB) 
Alexander Chidakel et al. (2020), Chebotibin et al., (2018a, 2018b), Figini and Patuelli (2022) 

1-EB1 Increase the number of jobs for people 

2-EB Increase the quantity and quality of infrastructure 

3-EB Enhancing the living standard of local people increase local sales 

4- EB Encourage local development of new services 

5-EB Increase local sales 

II. Social benefits (SB) 
Okyere-Manu and Antwi (2016), Kugbonu et al. (2018), Ciascai et al (2022) 

6-SB Increase the connection between residents and visitors provide more entertainment 
opportunities 

7-SB Promote and create opportunities for cohesion between organizations and businesses 

8-SN Offer family-based recreational activities 

9-SB Enhance community image with outsiders 

10-SB Education and engagement help people understand more about culture 

III. Community engagement (CE) 
Gursoya et al. (2004), Humphrey (2001), Kugbonu et al. (2018) 

11-CE Community building 

12-CE Enhance cohesion in the community 

13-CE Increase local influence in the community 

14-CE Help local develop and preserve culture 

IV. Negative impact of tourism festival (NI) 
Boley et al. (2014), Boo et al. (2005) 

15-NI Increasing crime rate 

16-NI Increasing traffic congestion 

17-NI Increasing social evils (addiction, gamble, etc.) 

18-NI Noise pollution 

V. Festival tourism and Socioeconomic development (FSD) 
Mair and Whitford (2013), Nunkoo and Gursoy (2012) 

19-FSD I believe the number of tourists coming to the festival is increasing 

20-FSD I believe that festival tourism activities positively affect quality and employment 

21-FSD I support the celebration of this festival in my community 

22-FSD I think this festival is the best strategy for socioeconomic development for Dong Hoi 
people
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Table 2 Demographic 
characteristics of survey 
subject 

Demographic characteristics/classification No. % 

Sex total: 253 

Male 121 47.82 

Female 132 52.18 

Age 

20 and under 23 9.09 

20–30 50 19.76 

31–55 94 37.16 

>55 86 33.99 

Education level 

Uneducated 22 8.70 

High school and under 26 10.28 

Vocational school 35 13.83 

Vocational colleges 38 15.02 

Bachelor’s degree 112 44.27 

Master’s degree and above 20 7.90 

Employment status 

Workers and employees 78 30.83 

Officer 27 10.67 

Business 15 5.92 

Worker 38 15.02 

Students 27 10.67 

Retire 51 20.16 

Housewife 17 6.72 

Marital status 

Single 117 46.25 

Married 136 53.75

1.6 and 2.6; the variables will not have the phenomenon of autocorrelation with each 
other. Thus, the model does not violate the assumption of autocorrelation. Check 
for multicollinearity: With large acceptance (Tolerance) and variance exaggeration 
(VIF) of very small variables are all below 2, so the regression model does not violate 
the phenomenon of multicollinearity. The regression model violates multicollinearity 
if and only if the variables have a variance exaggeration factor (VIF) greater than or 
equal to 10. Based on the analysis of multivariate regression results, we see the Sig 
value of all independent variables is less than 0.05. Therefore, all the above factors 
are significant in the model and affect socioeconomic development. 

Thus, from the results of the regression analysis of Table 4, we have the following 
equation:
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Table 4 Results of regression analysis 

Relationship 
between 
variables 

B β t-Value P-Value Tolerance VIF 

EB → FSD 0.951 0.931*** 6.624 0.000 0.956 1.046 

SB → FSD 0.769 0.664*** 3.707 0.000 0.929 1.077 

CE → FSD 0.871 0.746*** 4.732 0.040 0.938 1.066 

NI → FSD −0.5120 −0.399*** 3.727 0.020 0.923 1.083 

R R2 Adjusted R 2 Std. 
Error 

Durbin–-Watson 

0.789ª 0.723 0.606 0.330 1.908 

Notes “***” indicates-p < 0.001 

ESD = 0.931 × EB + 0.664 × SB + 0.749 × CE−0.399 × NI 

Through the normalized regression coefficients of the model, we can know the 
importance of the variables participating in the regression equation. Specifically, 
the factor EB (β = 0.931) has the greatest impact on socioeconomic development. 
Next, in descending order from important to least important, including factors CE 
(β = 0.749), SB (β = 0.664), and NI (β = −0.399) have a negative impact on 
socioeconomic development in Dong Hoi city. 

In general, all four factors above have certain effects on the socioeconomic devel-
opment of Dong Hoi city. Through the research results, we can see that any change of 
one of the four factors above can make a change to the socioeconomic development 
situation of Dong Hoi city. 

The results show that there is a significant difference between the groups of inter-
viewees by education level, age, and employment status related to their perception 
of the influence of festival tourism on development, economy—society of Dong Hoi 
city. This is clearly shown in Table 5. Through the collected results, we can see that 
people with education levels feel and evaluate differently about the level of influ-
ence. Through a number of tests, we find that highly educated people perceive social 
and economic impacts more positively and assess negative impacts more clearly 
and rigorously than do, people with low education. In addition, in terms of age, 
the impact assessment is also different, which shows that people in the age group 
31–55 years old evaluate the impact higher than other groups, this is also the most 
vulnerable group by local tourism festivals (p.value = 0.006 (SB); p.value = 0.003 
(CE); p.value= 0.002 (NI). Therefore, this is a potential group of people, contributing 
to the socioeconomic development of the locality; this is also the main employee of 
the family and society. This resource group seems to have quite positive comments 
about the impact of festival tourism on socioeconomic development and has a liberal 
view on the negative impacts of festival tourism on development. socioeconomic 
development.
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Table 5 ANOVA test results 

Independents Factors affecting Socioeconomic development 

EB SB CE NI 

Age – 0.006* 0.003** 0.002*** 

Education 0.002 0.001*** 0.007* 0.002 

Employment status – – 0.004*** – 

Notes “***” indicates-p < 0.001 

In addition, occupational status affects people’s assessment of community cohe-
sion; the group of workers has low evaluation of community cohesion compared to 
other groups of subjects (p.value = 0.004). 

4 Discussions and Conclusions 

The objective of the study is to examine the impact of festival tourism on the economy 
and sociocultural well-being of the residents of Dong Hoi city. With the results of 
the questionnaire survey, through data collection and processing, the research has 
shown that economic benefits, social benefits, and community cohesion as well as its 
positive impacts bring about affecting the socioeconomic development of Dong Hoi 
city. This has also been confirmed in some previous studies. According to research by 
McGehee (2004) has shown that tourism activities create opportunities for businesses 
and increase economic benefits, job opportunities research by Diedrich et al (2009). 
Therefore, this finding is a confirmation of previous research. With the collected 
results, this is also a strategy for leaders and local authorities to realize the economic 
benefits to have appropriate directions. 

The festival always plays the role of a link connecting the community, creating 
a cultural space that is both solemn, sacred, jubilant, and exciting, where the public 
comes to the history of ancestors and returns to the roots of the people, people, 
remembering the merits of the ancestors, wishing for good things. One of the impor-
tant contributions is that community cohesion in festival tourism is also a factor 
bringing about the socioeconomic development of the locality. Each festival that was 
born and existed is associated with a certain land. So, the festival in any region has 
the nuances of that region. The locality of the festival is what proves that the festival 
is closely linked with the people’s life; it meets the spiritual and cultural needs of the 
people, not only in the content of the festival but also in the festival, festival style too. 
For this study, the author found the impact of community cohesion on the socioeco-
nomic development of Dong Hoi city. These results are similar to those of Margaret 
Deery et al (2012) who studied the impact of tourism on Ghanaian communities. 
Similar findings were reported in the study by Gursory et al (2004). Community 
cohesion is a concept with content quite similar to the concepts of each individual’s 
perception of the value of places and places and social relationships there, such as:
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sense of community, sense of attachment, place-feelings, and attachment to where 
you live neighborhood attachment. With cultural festivals, the annual cultural festival 
in Dong Hoi city promotes unity and pride among the people. A study by Andereck 
et al. (2005) showed that pride is one of the immediate feelings experienced as a result 
of people choosing their destination not only to spend money but also to socialize 
and explore the culture. The previous finding was corroborated in this study. There 
are also studies by Haley et al. (2005) and Woosnam et al. (2009) that recognized 
that tourism enhances social life. 

In addition to the positive effects, the study also found many remaining problems 
such as overuse of public infrastructure that can wear down facilities. At the same 
time, it is the increase in prices of goods and services that reduce the quality of 
life of local people, overcrowding, and improper tourist behavior. According to the 
study, the impacts of festival tourism also bring opposite impacts on the develop-
ment, socioeconomic of the locality. For example, Kugbonu et al. (2018) lamented 
the degradation and pollution of the environment due to the impacts of tourism. In 
addition, research by Fredline et al. (2006) indicates the impact of tourism on traffic 
congestion and antisocial behaviors Diedrich and Garcia-Buades (2009). 

Dong Hoi’s traditional cultural festival is a valuable asset, a unique human 
resource, a “living museum” in the heart of the community, and a potential to be 
awakened for tourism development. Currently, Dong Hoi is inheriting a number of 
unique and special traditional cultural festivals but lacks a professional promotion 
strategy. Recently, Dong Hoi has had creative activities in organizing festivals for 
tourism. However, in the short term and in the long term, it is necessary to have a 
reasonable strategy in investing in festivals. Selectively invest in a number of unique 
and impressive festivals, thereby building it into the main product and offering an 
appropriate promotion strategy. Maintain, nurture, and promote the identity of coastal 
festivals such as the Boat Racing Festival on Nhat Le River, combining folk games 
in the festival to attract tourists. 

Tourism associated with festivals is an effective way to exploit the inherent poten-
tial advantages of the locality. However, how and to what extent need to be considered 
and properly oriented. Attention should be paid to the subjects and people organizing 
the festival. The traditional cultural festival itself takes place in the correct order and 
ritual that has been preserved and maintained for generations without the interven-
tion or impact of the event organization companies, but it still exists in history and 
satisfy the needs of the local community as well as the discovery of visitors. These 
festivals, mainly focusing on the ritual part, account for a large proportion and often 
take place in communes and wards. Some festivals such as the fishing festival, the 
harvest festival, the village festival, the Nghinh Ong festival, etc., need to improve 
the cultural values inherent in each ritual, find and choose an appropriate organiza-
tion method, design. The lively model of the festival’s activities creates an attractive 
factor for visitors, creating a spillover effect beyond the community. 

Awakening the potential of traditional festivals is to fully exploit the specific 
cultural strengths of the festival to develop tourism, gradually eliminating outdated 
elements, and building new and appropriate cultural criteria. Categorize festivals,
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strengthen management, research, organize seminars make a list of festival regis-
trations, select typical festivals, and create scientific ranking records, so that the 
exploitation of the festival’s potential is the more scientific, the more meaningful. 
Appreciating the specificity of each type of festival, exploiting the potential of tradi-
tional cultural festivals is also one of the measures to preserve cultural identity and 
develop sustainable tourism, creating favorable conditions for economic develop-
ment. Dong Hoi city’s tourism economy, affirming a city with a lot of potential for 
festival tourism, has been awakened along with other tourism products to attract 
tourists to the city. Arousing the potential of festival tourism in order to seize oppor-
tunities for socio-economic development, hunger eradication and poverty alleviation, 
incresing global integration. This present many opportunities but also challenges with 
negative effects it brings. This puts the people of Dong Hoi to constantly preserve, 
develop and bring cultural values to tourists. 
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Factors Affecting the Quality of Lodging 
Services of 3 to 5 Star Hotels in Hanoi 

Nguyen Minh Tuan 

Abstract This study determines the standard of hotel accommodations in Hanoi. 
The survey approach was used to obtain information on customer evaluations based 
on SERVQUAL theory for lodging visits in Hanoi. The findings indicate that 
customers are placing a greater emphasis on service quality and pricing. Enter-
prises in the hotel sector should focus on enhancing service quality in order to 
preserve and increase customer loyalty and satisfaction based on the aforementioned 
characteristics. 

Keywords Service quality · Hotel · Hanoi 

1 Introduction 

Business hotel and accommodation services contribute significantly to the growth 
of tourism, the economy, and the creation of employment in society. In Hanoi, the 
number and quality of lodging places have expanded fast. 

Service quality is one of the most important components of a successful business. 
Service quality is defined as the gap between the customer’s expectations for service 
performance before to accessing the service and the actual service performance 
experienced by the customer (Asubonteng et al., 1996). 

According to De Ruyter and Bloemer (1998), service quality is the primary deter-
minant of customer loyalty and retention. Customers’ perceptions of their loyalty will 
be inaccurate if the firm fails to give high-quality customer service. Consequently, 
service quality is comprised of several facets relating to client requirements, and no 
single service is deemed adequate for every customer. To generate customer loyalty, 
it is crucial to increase service quality and strengthen marketing efforts, and it is 
essential to reduce the gap between consumer expectations and perceptions. 

To improve service quality, hotels must analyse what occurs before to, during, and 
after a guest’s interaction with the hotel. Customer happiness is heavily dependent
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on service quality. Therefore, this article gives a more in-depth approach to service 
quality by studying the influence of tangible characteristics; dependability; guar-
antee; empathy and lodging rates in order to enhance the quality of hotel enterprises’ 
future tourist accommodation services. 

2 Methodologies 

2.1 Tangibility 

Tangibility is the physical look of the buildings, equipment, and staff utilised to offer 
services to clients (Parasuraman et al., 1988). A thing’s tangibility encompasses its 
cleanliness, space, atmosphere, and position. In addition, it refers to the physical 
appeal of the salesman, including face attractiveness and dress style. 

Bostanji (2013) performed and disseminated a self-administered survey to 500 
clients of a five-star hotel in Riyadh. Using multiple regressions, the association 
between tangibles and customer loyalty was shown to be positive and statistically 
significant. 

Additionally, another experimental investigation was conducted. Multiple regres-
sion analysis on 395 self-administered surveys disseminated throughout the Thai 
hotel system found that tangibility had a favourable effect on customer loyalty 
(Polyorat & Sophonsiri, 2010). 

In addition, postgraduate students at the University of Utara Malaysia received a 
total of 341 questions. All valid replies were assessed using multiple linear regres-
sion analyses, and the results revealed a favourable correlation between customer 
connections and loyalty (Mokhtar et al., 2011). 

2.2 Reliability 

Reliability is a company’s capacity to perform the promised service flawlessly (Malik 
et al., 2011). That signifies the firm will maintain its word and execute the objec-
tive correctly. In the context of services, the first organisation that can deliver a 
suitable service is deemed reliable. Important aspect in assessing service quality is 
dependability. Yuen and Chan (2010) delivered 447 questionnaires to Hunter Douglas 
clients in Hong Kong. Multiple linear regression reveals that shop dependability has 
a favourable influence on consumer loyalty and has no effect on staff. 

Using correlation analysis and multiple regression, Yousaf et al. (2013) also found 
results comparable to those of prior studies. Primary method (interviews and surveys 
with bus passengers) and secondary method data were obtained (documents from 
previous researchers).
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2.3 Enthusiasm 

Using multiple regression analysis, Al-Rousan and Mohamed (2010) revealed that 
strong staff responsiveness can lead to client loyalty. 322 guests staying at Marriott 
hotels in Jordan were provided with self-administered questionnaires. 

Using Pearson correlation and linear multiple regression, Auka et al.’s (2013) 
study likewise revealed a favourable association between customer responsiveness 
and customer loyalty. Existing clients of commercial banks in Kenya received a total 
of 384 self-administered surveys. 

According to Amirosadat et al. (2013), responsiveness positively influences 
consumer loyalty. 250 questions were returned and evaluated using structural equa-
tion modelling after 260 questionnaires were given to Internet users and purchased 
online. 

2.4 Guarantee 

Assurance is described as the kindness and expertise of personnel who inspire clients’ 
trust and confidence. In British banking, reassurance refers to personnel who are kind, 
pleasant, competent, and eager to offer financial advice. 

Badara et al. (2013) administered 209 questionnaires to Nigerian students 
attending the University of Utara Malaysia, and the results demonstrated that assur-
ance had a beneficial impact on loyalty. Standard regression weighted analysis of 
customer satisfaction in Islamic banking in Nigeria. 

2.5 Empathy 

Empathy refers to businesses that provide unique attention and personalised care 
to their clients. It is mirrored in the service provider who offers the consumer 
with access, communication, and comprehension. It refers to the company’s level 
of knowledge, care, and focus on its consumers (Parasuraman et al., 1988). 

Using multiple regression analysis, Obeidat et al. (2012) conducted a study 
demonstrating that empathy is positively connected with customer loyalty. A total 
of 422 survey questions were collected and sent to clients of Umnniah Company’s 
retail location. 

By delivering 422 survey questions to Riyadh bank customers, Albarq (2013) 
demonstrated that customer empathy and loyalty were strongly connected. Multiple 
regression analyses were employed to examine the validity of replies.
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2.6 Service Price 

According to Martins and Monroe (1994), the perception of an improper pricing 
will have an impact on consumer satisfaction and desire to repurchase. Similarly, 
Xia et al. (2004) concluded in their study that customers’ evaluations of product 
value and satisfaction are influenced by their sense of a suitable price. In addition, 
research demonstrates that negative emotion-generating perceptions vary in intensity 
and occur in various categories, and that customer value judgments and negative 
emotions are mediating variables that influence various behavioural actions, such as 
purchase intention and negative speech. 

Research hypothesis is as below (see Fig. 1). 
H1: There is a positive relationship between tangibles and accommodation service 

quality. 
H2: There is a positive relationship between reliability and accommodation service 

quality. 
H3: There is a positive relationship between enthusiasm and quality of accom-

modation services. 
H4: There is a positive relationship between assurance and quality of accommo-

dation services. 
H5: There is a positive relationship between empathy and accommodation service 

quality. 
H6: There is a positive relationship between price and quality of accommodation 

services.

Tangibility 

Accommodation prices and 

Reliability 

Enthusiasm 

Assurance 

Empathy 

Quality of accommodation 
service 

service 

Fig. 1 Proposed research model 
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2.7 Methods 

Based on the foregoing theoretical foundation, the author conducted a survey of 
Hanoi hotel guests who had utilised the services of three- to five-star hotels. The 
survey questionnaire is divided into four sections. The first step is to determine 
the requirements of hotel guests in Hanoi. The second section examines customer 
expectations for hotel services in Hanoi. The final section focuses on the sentiments 
and experiences of hotel guests in Hanoi. The final section describes the customer’s 
personal details, including gender, employment, and age. 

Because the overall target is too diversified and vast, i.e. individuals who have 
recently stayed at 3- to 5-star hotels in Hanoi, convenience sampling is employed 
for this study (non-probability). To conduct the study, the sample is selected based 
on the number of 3- to 5-star hotels in the districts and cities of Hanoi, such as Hoan 
Kiem: 71; Ba Dinh: 43; Nam Tu Liem: 114; and Tay Ho: 81 (see Table 1). 

Table 1 Characteristics of 
sample 

Categories Quantity Percentage (%) 

1. Areas 

Hoan Kiem 71 23.0 

Ba Dinh 43 13.9 

Tay Ho 81 26.2 

Nam Tu Liem 114 36.9 

2. Gender 

Male 181 58.6 

Female 128 41.4 

3. Age 

Under 30 118 38.2 

From 30 to 39 108 35.0 

From 40 to 49 63 20.4 

Above 50 20 6.5 

4. Occupation 

Regular employees 81 26.2 

Managers 69 22.3 

Researchers 53 17.2 

Others 106 34.3 

5. Nationality 

Vietnam 102 33.0 

Asia 112 36.2 

USA 42 13.6 

Europe 53 17.2 

Source Compiled by the author, 2022
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The research subject focuses on Hanoi hotel guests staying at hotels with 3 to 
5 stars. Data were acquired using a combination of convenient sampling and norm 
sample through direct interviews and the distribution of questionnaires at the front 
desk with 309 hotel clients. March to June 2022 constitutes the survey period. 

Interviews and direct surveys with hotel guests in Hanoi were employed in the data 
collecting procedure. 309 is the number of collected data that fulfils the parameters 
for reliability and objectivity for data processing. Statistical programme SPSS 22.0 
is used to process the data. 

The study used qualitative methodologies to conduct a preliminary analysis of 
the factors influencing the quality of hotel accommodations in Hanoi. In addition, 
the study employs quantitative analysis using the Cronbach’s alpha test and a series 
of regression models to determine the influence of tangible aspects; dependability; 
guarantee; empathy and pricing on the quality of lodging service. 

The characteristics of the sample are listed in Table 1, where the proportion of 
male and female visitors polled is nearly equal. The percentage of male clients is 
58.6%, while the percentage of female customers is 41.4%; the percentage of 30 years 
old using hotels with 3 to 5 stars in Hanoi is 38.2%, followed by 30–39 years old who 
account for 35%. The occupational group utilising the hotel might relate to the group 
of employees (26.2%) and managers (22.3%), respectively, followed by other groups 
(34.3%). To objectively evaluate the service quality, pricing, and payment terms of 
certain hotels, the interviewees represent a wide variety of nationalities. 33% are 
of Vietnamese nationality, followed by 36.2% of Asian nationality and 17.7% of 
European nationality. 

3 Results 

3.1 Customer Evaluations on Hanoi Hotels 

* Tangibility 
The average score of the indexes in this group is 2.66, showing that customers are 

not really satisfied with tangible factors (see Table 2).
The hotel’s instructions were clear and comprehensive, together with the look 

and clothing of the courteous hotel employees, received the highest average rating 
of 2.69 out of a possible 7. With 2.64 points, the view and space of the magnificent 
and appealing hotel were scored the lowest. 

Conversely, the number of consumers who absolutely agreed with them was 
just 10.36%, while the number of customers who completely disagreed was 6.98%. 
Despite the fact that the overall assessment of the quality of housing services in the 
group of tangibles is at a moderate level, it is clear that these are not very encouraging 
signs for the quality of accommodation services in Hanoi.
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Table 2 Average scores of observed variables in the aspect tangibles 

Observed variables Totally disagree Disagree Agree Totally agree Mean 

HH01 26 101 161 21 2.68 

HH02 44 65 173 27 2.69 

HH03 20 127 140 22 2.64 

HH04 16 97 170 26 2.67 

HH05 19 130 114 46 2.60 

HH06 11 67 180 51 2.69 

HH07 15 90 173 31 2.67 

Total 151 677 1111 224 2.66 

Percentage (%) 6.98 31.30 51.36 10.36 

Source Compiled by the author, 2022

* Reliability 

In the evaluations of lodging service quality qualities in terms of dependability, only, 
42.98 per cent of visitors agree that the quality of service at three, and only, 9.97 
per cent agree totally. This is a low proportion, suggesting that the service quality is 
average. 

The overall average score of the observed variables in terms of reliability is only 
2.54, and there are two observed variables with average scores below 2.5, namely, 
the hotel always provides timely services such as: committed and the service at the 
hotel is exactly as advertised, the provided information. In addition, the variable with 
the highest rating, 2.64 points, is that the hotel is constantly interested in resolving 
client issues (see Table 3). 

On the other hand, the proportion of customers who assess the quality of the 
dependability aspect at the absolute level (strongly agree) is quite low, while the 
percentages of customers who rate the quality at the levels of entirely disagree and 
disagree are 14.43% and 32.62%, respectively.

Table 3 Average scores of observed variables in the aspect reliability 

Observed variables Totally disagree Disagree Agree Totally agree Mean 

TC01 65 88 133 23 2.39 

TC02 73 84 134 18 2.56 

TC03 42 87 150 30 2.64 

TC04 23 117 134 35 2.48 

TC05 20 128 113 48 2.54 

Total 223 504 664 154 2.54 

Percentage (%) 14.43 32.62 42.98 9.97 

Source Compiled by the author, 2022 
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Table 4 Average scores of observed variables in the aspect reliability 

Observed variables Totally disagree Disagree Agree Totally agree Mean 

NT01 40 105 137 27 2.49 

NT02 29 90 157 33 2.65 

NT03 22 125 129 33 2.54 

NT04 33 89 152 35 2.49 

NT05 26 127 106 50 2.65 

Total 150 536 681 178 2.56 

Percentage (%) 9.71 34.69 44.08 11.52 

Source Compiled by the author, 2022 

* Enthusiasm 

Only, 44.08% of visitors agree with the service quality at level 3 and the overall 
average score of the observable variables in the method’s evaluation of lodging 
service quality features in terms of excitement. There are two observed characteris-
tics with the highest average score, namely, the hotel staff is always eager to assist 
customers when necessary, and the front desk personnel ensures the highest quality 
services. Check-in and check-out service that swiftly reaches 2.65 points for conve-
nience. At 2.49 points, the lowest-rated observable variable is that hotel personnel 
always responds swiftly to all customer enquiries and is always available when 
customers need them (see Table 4). 

Conversely, the number of customers who assessed the quality in terms of excite-
ment at the absolute level (absolutely agree) was 11.52%, while the number of 
customers who rated the quality as totally disagreeing and disagreeing was 9.71% 
and 34.69%, respectively. 

* Guarantee 

In terms of guarantee, the hotel ensures security work; safety … for visitors during 
their stay and usage of the hotel’s services. 

In terms of assurance, only 47.99% of visitors concur with the service quality at 
level 3 and the overall mean score of the method’s observed factors. There are two 
observable factors with the highest average score in the assurance aspect, namely 
that the hotel assures security and safety for visitors and that customer information 
and room keys are effectively secured, with corresponding average scores of 2.84 
and 2.71. In contrast, the characteristic with the lowest rating, 2.67 points, is that 
hotel personnel is knowledgeable about tourist destinations and tourism. 

On the other side, 12.85% of customers assessed the quality as “absolute assur-
ance” (strongly agree), but the percentage of customers who rated the quality differ-
ently was entirely different. The percentages of those who agree and disapprove are 
7.40% and 31.76%, respectively (see Table 5).

We can see that the assurance levels of hotels for hotels are relatively good.
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Table 5 Average scores of observed variables in the aspect guarantee 

Observed variables Totally disagree Disagree Agree Totally agree Mean 

ÐB01 26 101 161 21 2.68 

ÐB02 38 84 128 59 2.70 

ÐB03 27 88 143 51 2.84 

ÐB04 16 97 170 26 2.67 

ÐB05 19 130 114 46 2.71 

ÐB06 19 96 150 44 2.69 

ÐB07 15 91 172 31 2.67 

Total 160 687 1038 278 2.71 

Percentage (%) 7.40 31.76 47.99 12.85 

Source Compiled by the author, 2022

* Empathy 

Only 41.29 per cent of customers agree with the empathy aspect of service quality at 
level 3, and the average point of the observed variables in the reliability dimension is 
only 2.72. There are two observed variables with the highest average score, namely, 
the staff takes care of customers and cares about guests, and the hotel staff tries 
to understand the needs of guests, with scores of 2.79 and 2.77, respectively. In 
contrast, the criteria that received the lowest rating, 2.64 points, were that personnel 
understand consumer demands (see Table 6). 

The percentage of customers who assessed the quality of the empathy element as 
“absolute” (totally agree) was 18.19%, while the percentage of customers who rated 
the quality as totally disagree and disagree are 5.89% and 34.63%, respectively. 

Thus, it can be shown that clients who score this element are often pleased with 
the hotel’s empathy during their stay and service consumption.

Table 6 Average scores of observed variables in the aspect empathy 

Observed variables Totally disagree Disagree Agree Totally agree Mean 

ÐC01 28 93 120 68 2.75 

ÐC02 17 89 145 58 2.79 

ÐC03 13 121 134 41 2.66 

ÐC04 14 107 124 64 2.77 

ÐC05 19 125 115 50 2.64 

Total 91 535 638 281 2.72 

Percentage (%) 5.89 34.63 41.29 18.19 

Source Compiled by the author, 2022 
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Table 7 Average score of observed variables in the aspect prices at the hotel 

Observed variables Totally disagree Disagree Agree Totally agree Mean 

GC01 18 81 137 73 2.86 

GC02 17 85 152 55 2.82 

GC03 13 90 155 51 2.72 

GC04 14 101 127 67 2.68 

GC05 14 87 158 50 2.67 

Totally 76 444 729 296 2.75 

Percentage (%) 4.92 28.74 47.18 19.16 

Source Compiled by the author, 2022 

* Service price 

Only 47.18 per cent of customers agree with the price aspect of service quality at level 
3, and the average point of the observed variables in the reliability dimension is only 
2.75 points, with the highest average score belonging to the price of the hotel room 
and the price of the hotel’s additional services. In addition, the observed variable that 
is overestimated by 2.67 points is the satisfaction of unique demands at a fair cost. 

The percentage of customers who assessed the quality of the empathy component 
at the absolute level (strongly agree) was 19.16%, and the percentage of customers 
who rated the quality at the absolute level of empathy was 19.16%. The percentages 
of those who agree and disagree are 4.92% and 28.74%, respectively (see Table 7). 

Consequently, it appears that the customers who evaluate this feature are somewhat 
pleased with the hotel’s pricing throughout their stay and usage of its services. 

3.2 The Impact of Factors on Customer Satisfaction 
for Hotels in Hanoi 

3.2.1 Testing the Scale by Cronbach Alpha Reliability Coefficient 

* Independent variables 

Testing the reliability coefficients of the observed variables is crucial to the precision 
and applicability of the study findings. On the one hand, it helps to eliminate insuffi-
ciently trustworthy observable variables, and on the other, it assists in adjusting and 
developing official scales. 

The Cronbach alpha reliability coefficient is used to reject unsuitable variables, as 
these variables might lead to the formation of pseudofactors during EFA analysis. To 
be utilised, the Cronbach alpha coefficient must be at least 0.6, and observed variables 
having correlation coefficients between the total variable and the resultant table that 
are less than 0.3 will be eliminated. When assessing the reliability of independent
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variables with 38 indices, encompassing seven aspects, and eliminating unreliable 
variables (see Table 8).

From the test results, it can be seen that the Cronbach alpha coefficients of all 
variables are greater than 0.6. 

* Dependent variable 

The KMO coefficient and Bartlett’s test of the independent margins with reliability 
(Cronbach’s Alpha) of 0.736 are satisfactory, corresponding to 5 observed variables 
belonging to the means of accommodation service quality (see Table 9).

3.2.2 Results of EFA 

To determine the number of factors in the exploratory factor analysis scale is required 
for both independent and dependent variables. 

* Independent variables 

After exploratory factor analysis, the following results were obtained (see Table 10).
KMO coefficient greater than 0.5 and Bartlett’s test for Sig. value. < 0.05 indicates 

that the factor analysis is appropriate. 
The extracted variance table shows that the total variance extracted is 63.68% 

(greater than 50%), so the observed variables are formed from 6 factors. 
According to (Appendix G), the author performs analysis according to principal 

components with varimax rotation. As a result, 34 observed variables were initially 
grouped into 6 groups. Total value of variance extracted = 63.68% > 50%, satisfactory 
then it can be said that these 6 factors explain 63.68% of the variation of the data. The 
Eigenvalues of the factors are all high (>1); the 7th factor has the lowest Eigenvalues 
of 1.520 > 1. 

* Dependent variable 

Kaiser–Meyer–Olkin measure of sampling adequacy (KMO coefficient) = 0.815 
> 0.5, so factor analysis is appropriate; Barlett’s test result is 382,196 with Sig. 
significance level. (Bartlett’s Test) = 0.000 (sig. < 0.05) shows that the observed 
variables are correlated with each other in the population (see Table 11).

The author performs analysis according to principal components with varimax 
rotation. The results show that 5 observed variables were initially grouped into 1 
group. Total value of variance extracted = 61.68% > 50%, satisfactory; then, it 
can be said that these 5 factors explain 61.68% of the variation of the data. The 
Eigenvalues of the factors are all high (>1); the 5th factor has the lowest Eigenvalues 
of 4.318 > 1 (see Table 12).

From the analysis of the correlation between the independent variables and the 
dependent variable of service quality (CL), it is shown that Sig. is less than 0.05, 
indicating that all variables are correlated. The correlation coefficient between the 
independent variables and the service quality variable is positive.
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Table 8 Results of evaluating the reliability of the scale of independent variables 

Observed 
variables 

Scale average if 
variable type 

Scale variance if 
variable type 

Total variable 
correlation 

Cronbach Alpha 
coefficient if 
variable type 

1. Tangibility (HH) Cronbach Alpha = 0.824, N = 7 
HH01 25.3215 13.832 0.684 0.863 

HH02 25.4859 13.235 0.647 0.796 

HH03 25.3658 12.308 0.632 0.797 

HH04 25.3698 11.906 0.635 0.698 

HH05 25.3214 13.069 0.653 0.792 

HH06 25.3654 12.634 0.689 0.791 

HH07 25.6987 12.369 0.664 0.815 

2. Reliability (TC) Cronbach Alpha = 0.835, N = 5 
TC01 25.3579 10.305 0.663 0.865 

TC02 25.6657 11.603 0.653 0.817 

TC03 25.4859 12.236 0.634 0.806 

TC04 25.3656 11.624 0.606 0.812 

TC05 25.3657 10.326 0.693 0.845 

3. Enthusiasm (NT) Cronbach Alpha = 0.819, N = 5 
NT01 24.4563 11.645 0.668 0.708 

NT02 25.6342 12.634 0.653 0.740 

NT03 25.3649 12.763 0.653 0.694 

NT04 24.2469 12.796 0.668 0.726 

NT05 24.5346 11.036 0.654 0.694 

4. Enthusiasm (NE) Cronbach Alpha = 0.827, N = 7 
ÐB01 23.5684 10.369 0.634 0.736 

ÐB02 24.3654 14.153 0.645 0.765 

ÐB03 24.3265 13.953 0.654 0.756 

ÐB04 24.6325 12.965 0.695 0.696 

ÐB05 24.1546 14.263 0.657 0.742 

ÐB06 23.2365 13.369 0.698 0.709 

ÐB07 24.1543 13.065 0.657 0.756 

5. Empathy Cronbach Alpha = 0.836, N = 5 
ÐC01 10.3056 12.763 0.657 0.756 

ÐC02 10.1062 12.796 0.656 0.809 

ÐC03 10.4530 11.036 0.654 0.726 

ÐC04 11.2635 14.154 0.646 0.789 

ÐC05 12.3694 13.963 0.656 0.784

(continued)
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Table 8 (continued)

Observed
variables

Scale average if
variable type

Scale variance if
variable type

Total variable
correlation

Cronbach Alpha
coefficient if
variable type

6. Price (GC) Cronbach Alpha = 0.801, N = 5 
GC01 25.3246 12.965 0.665 0.673 

GC02 24.2364 14.263 0.665 0.663 

GC03 24.6387 13.369 0.647 0.763 

GC04 24.1556 13.065 0.696 0.746 

GC05 23.3244 12.796 0.678 0.634 

Source Compiled by the author, 2022

Table 9 KMO coefficients and Bartlett’s test of dependent boundaries 

Observed variables Quality of 
accommodation 
service 

Total degree of 
correlation between 
variables 
(Total correlation) 

Reliability (Cronbach’s 
Alpha) 

CL01 (a) Hotel room service 
is very good 

0.69 0.736 

CL02 (b) The quality of the 
hotel’s additional 
services is very good 

0.73 

CL03 (c) The quality of the 
hotel’s services is 
generally very good 

0.62 

CL04 (d) I am satisfied and 
very satisfied with this 
hotel 

0.77 

CL05 (e) The hotel is ranked 
high in service quality 

0.78 

Source Compiled by the author, 2022

Table 10 KMO coefficients and Bartlett’s test of independent boundaries 

KMO and Bartlett’s test 

Kaiser–Meyer–Olkin measure of sampling adequacy 0.897 

Bartlett’s test of sphericity Approx. Chi-Square 5321.611 

df 821 

Sig. 0.000 

Source Compiled by the author, 2022
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Table 11 KOM coefficient and Bartlett’s test of service quality 

KMO and Bartlett’s test 

Kaiser–Meyer–Olkin measure of sampling adequacy 0.815 

Bartlett’s test of sphericity Approx. Chi-Square 382.196 

df 21 

Sig. 0.000 

Source Compiled by author, 2020

Table 12 Total explained variance for service quality 

Total variance explained 

Component Initial eigenvalues Extraction sums of squared loadings 

Total % of Variance Cumulative % Total % of Variance Cumulative % 

1 4.318 61.679 71.679 4.318 61.679 61.679 

2 0.614 8.771 83.450 

3 0.418 5.975 89.971 

4 0.365 5.213 95.184 

5 0.337 4.816 100.000 

Extraction Method: Principal Component Analysis 

Source Compiled by the author, 2022

4 Discussions and Solutions 

Firstly, upgrade the hotel’s physical and technological facilities, as they play a crucial 
role in the creation and consumption of products/services, as well as in determining 
the extent to which the hotel’s ability to meet consumer demands is used. In addition 
to focusing on the policy of training and developing human resources in order to 
satisfy consumer expectations and increase customer satisfaction, enterprises in the 
hotel industry must also focus on enhancing their technological infrastructure. 

Secondly, human resources are a vital asset in the process of enhancing service 
quality; they are directly involved in quality enhancement in order to increase 
customer satisfaction. This human resource, comprising managers and staff, has a 
significant impact on the service quality. The hotel industry’s products and services 
have both tangible and immaterial components. The evaluation of service quality 
is based on customer perception. Non-physical aspects comprise mostly service 
strategies and communication abilities of hotel workers (receptionist, room service, 
restaurant …). Therefore, in order to improve the quality of service in the hotel, it is 
necessary to improve the quality of human resources. Businesses must have strategies 
and policies that are suited to their size, culture, and circumstances, thereby creating 
new positions and forces to develop in line with the overall economic trend.



Factors Affecting the Quality of Lodging Services of 3 to 5 Star Hotels … 671

Thirdly, human resource management and training policies encompass policies on 
recruiting, employment, training, and human resource development. The recruiting 
policy must guarantee that the appropriate individuals with the proper skills and 
credentials are recruited and put in the right roles at the right time to achieve the organ-
isation’s goals. To do this, tourist firms must develop recruiting procedures that are 
tailored to their specific needs. Improving service quality necessitates recruiting the 
appropriate people and allocating the proper roles in accordance with the capability 
and quality of personnel. 

Fourthly, enhancing the occupational and working skills of employees is always 
regarded as a top priority. The professional and job abilities of the personnel will 
enhance the quality of the service. Employees’ abilities to execute service process 
tasks are frequently seen as a key indicator of human capital. With a huge work 
force that is continuously renewed each year, the Hanoi housing market has an 
abundant human resource that ranks amongst the best in the nation. Due to the 
disparity in training, the fraction of technical employees meeting business demands 
is insufficient. In certain hotels, the number of unskilled personnel is extremely 
considerable. The professional and job abilities of the personnel will enhance the 
quality of the service. 

Fifthly, increase professional competence. Professional competence is a compo-
nent of intelligence. It consists of intellectual capacity, professional knowledge, the 
ability to conduct work in accordance with professional standards, cognitive ability, 
and creative thinking in order to adapt to the job of workers. Referring to the profes-
sional element is the mental factor, the cultural and educational level, the employee’s 
knowledge and abilities, which express in the employee’s capacity to apply the mate-
rial and spiritual conditions to the operation practise to attain high efficiency, as well 
as the capacity to orient the values of one’s own operations to meet the aims of the 
individual employees and the enterprise’s commercial goals. 

Finally, in order to enhance the pricing strategy, firms must provide a flexible 
pricing structure and a variety of payment options for clients, such as cash, credit 
card, Moto Payment by vouchers/barter, Foc/Hu, or city ledger (the following transfer 
method). 
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