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Preface

The book presents high-quality papers from the Fourth International Conference on
Microelectronics and Telecommunication Engineering (ICMETE 2022). It discusses
the latest technological trends and advances in major research areas such as micro-
electronics, wireless communications, optical communication, signal processing,
image processing, big data, cloud computing, artificial intelligence, and sensor
network applications. This book includes the contributions of national/international
scientists, researchers, and engineers from both academia and the industry. The
contents of this volume will be useful to researchers, professionals, and students
alike.

Ghaziabad, India Devendra Kumar Sharma
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Harsh Rawat, Jayant Singh, Garvita Wadhwa, Arushi Gupta,
and Sugandh Gupta

Abstract The traditional locking systems consisting of mechanical locks and keys
were effective to keep things secure in earlier times. But with the advancement in
technology, these systems have become outdated. Hence, enhancing and improving
security systems becomes an important aspect too. In the present paper, we have
tried to analyze various approaches and systems invented to enhance security. This
document will include different locking systems or vehicles using different tech-
nologies like RFID systems, fingerprint modules, GPS-GSM modules, and more. It
also takes into consideration door locking systems using data encryption technology,
wireless and IoT technology, and various other approaches. The objective of all these
systems is to enhance security features that contribute to a safer society. We think it
is important to know about all possible security systems so that we can choose the
best suitable system as per our needs. It will also help us to come up with smarter
and more efficient hybrid systems and work on the cons of existing technology.

Keywords Security - RFID module - Door locking + Arduino - GPS-GSM -
Fingerprint scanner

1 Introduction

Humans have always worked on technology that is capable of easing their lives. As
technology is evolving, security threats have become much more common as well.
Thus, it becomes important for us to pay attention to the security aspects involved
with the things that we are creating or the environment that we are in. Vehicles are
also becoming better and faster, and our dependency on them has increased tenfold.
They have become independent smart machines that are no longer just a transport
medium. Hence, their security becomes an important aspect too. Considering how
the car makers are putting great effort into enhancing the driving experience, the
anti-social elements of our society are not too far behind. Thus, we need to keep up
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and come up with more reliable, personalized, and efficient locking systems for both
modern homes and vehicles.

Each of the systems included in this paper talks about how we can limit the access
to our environment or vehicles that we are trying to protect. The content that we
have analyzed talks about security systems of different domains, and by the means
of this paper, we are trying to summarize and compare the basic working features
and technologies used in all individual systems.

2 Literature Review

Mathew and Divya [1] proposed a door locking system with RFID technology that
ensures two-factor authentication. This system integrates an Android app with the
real-time implementation of RFID technology. Nath et al. [2] proposed a system for
door unlocking system with the use of a database. This system operates at a large scale
and makes it easy to operate multiple doors. When we researched vehicle security
systems, we landed on a system proposed by Ali et al. [3]. A two-way authentication
method is with an additional feature of only giving access to registered drivers only.
This system not only helps to enhance the security of vehicles but helps to make
the driving experience safer by making sure that laws are abode by the people. A
similar anti-theft system for vehicles was proposed by Noman et al. [4] that not only
sends an alert to the vehicle owner but also has sensors to detect more than one way
in which a burglar can break into your vehicle. Tamilselvan et al. [5] brought the
concept of biometrics into vehicle security. This system is precisely for two-wheelers
and makes the ignition process personal.

The introduction of facial recognition technology was discussed by Khalimov
etal. [6] in a low-cost door locking system. The system process works on face detec-
tion, feature extraction, and face recognition. Thus, the process of face recognition
becomes smooth and fast without any physical contact. Tseng et al. [7] in their paper
discussed a wrist-worn sensor for monitoring door opening activity. The system
works by assessing the body movements of a person during everyday activities. Park
et al. [8] coined a smart digital lock system for home automation. They made the
use of digital information such as secret codes, semi-conductors, smart cards, and
fingerprints as the method for authentication. Yu [9] proposed a digital door lock
system that can also work in the case of power failure. The door lock system plays
an important role in home automation. Prajeesha et al. [10] proposed a project where
they aim to develop a fingerprint authentication mechanism that is made manda-
tory to access vehicle ignition. The system involves the use of biometrics as well as
a government-issued license being involved. Shafin et al. [11] developed a RFID-
based access control system. This system consists of a digital door lock that can be
unlocked in real time, and the entire system is connected with a central client—server
sub-system that maintains the overall integrity of the system. Devi et al. [12] with
their work present a fingerprint-based system to verify the driving license of the
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driver. As a secondary feature, ignition access is also given when the fingerprints
match.

Azizetal. [13] worked toward solving theft problems for vehicles by introducing a
multi-layer security system consisting of various features like theft-alerting feature,
owner speed-limiting system, and emergency monitoring vehicle feature. The use
of the GSM-GPS module makes this system much more appreciable and effective.
Jabeen et al. [14] came up with a three-layer authentication system to start a car.
These layers consist of facial recognition, fingerprint authentication, and alcohol
detection, respectively, which all need to be authenticated correctly for the purpose
of starting the engine of the car. Sowmya et al. [15] talk about smart doors to assist
people in gaining control and access to their doors.

3 Analysis of Existing Technology

Meera Mathew and Divya developed a secure door locking system with RFID tech-
nology. This system includes two-factor authentication and multiple encryptions for
enhancing system security. It makes this system more reliable and efficient than
a single-factor authentication system. The multiple encryption schemes are imple-
mented using Java. The whole system consists of two vital features which are key
matching and an encryption scheme. This system uses an Android app named “Secure
Wallet” that stores the unique key set for encryption. The user can then view the
encryption keys at each entry and can edit or update the keys. The user has to log
in to this app with an ID and a password that leads to the generation of an OTP.
RFID technology is also included in this system, to make it more reliable. The door
is unlocked only when the right RFID tag is brought close to the reader module. The
role of this module is to read the information associated with the tag, and it then
encrypts the information using the secret key. The obtained data is compared with
the stored data to find a match. Another OTP is generated and sent on the smart-
phone of the user when the data matches. OTP generation takes place with the help
of the central server. When this OTP is entered in the keypad installed and verified
by the server, a control signal is generated by the system instructing the parallel
ports to unlock or lock the door. The record of independent entry and exit is kept
with other valid user information. The technology used to send and receive OTP is
ZigBee. The encryption method used is block encryption which encrypts the RFID
tag information [1] (Fig. 1).

Naskarand et al. [2] designed a door unlocking system that works by giving
access for opening doors of multiple rooms in a certain zone. Implementation of
this system can be done in laboratory or library. This system has a central server
connected to one central database which contains information about the authorized
personnel. Here, the use of RFID technology is made to identify the user. Hardware
components used in this system are an RFID reader, passive RFID tags, a real-time
wireless transmitter, and a receiver. An Arduino Uno microcontroller is also used.
All the users are assigned a unique serial number which is encrypted into their RFID
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Fig.1 Hardware module of the door lock [1]

tags that can be read by the reader when the user wants to open the door. All the
relevant information about the user is stored on the central server. There is a default
time for which the door remains unlocked before it is locked again. This system
also provides manual buttons for opening and closing the server terminal for safety
reasons. To monitor the activities of all system units, an online monitoring system
is also present. Transmitters and receivers are used for communication between the
door and the server (Fig. 2).

Ali et al. [3] made a system that gives a two-way authentication method that
allows the use of vehicles by registered drivers only. It talks about a single system
that comprises of driver’s license (DL), radio frequency identification reader (RFID),
global system for mobile communication modem (GSM), Arduino microcontroller,
and fingerprint module (FP). This system not only prevents car theft but also solves
the problem associated with inexperienced drivers which becomes a major problem
for road safety. It also notifies the driver about the license validity and sends an SMS
to the holder to renew DL before expiration. A new concept of electronic driving
license is implemented here that gives advanced document design integrating which
integrates a microprocessor. The new EDL has advantages over the traditional DL
and RFID tag with additional ease of usage. This system gives two-factor authenti-
cation and allows the driver to access vehicle ignition only when both conditions are
satisfied. For the first step, the DL information is read by the reader module. After
the information is matched to the pre-fed information, the second feature comes into
play. The driver is asked to give a registered fingerprint that is taken as input via a
fingerprint module. If an unreliable driver’s license is entered twice, an SMS will be
sent via the GSM module to the vehicle owner notifying them about the attempted
theft. As an additional feature, the GSM module can also send an SMS to remind
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Fig. 2 Block diagram of the door unlocking system [2]

the driver’s license holder of the remaining time to renew their license before its
expiration deadline (Fig. 3).

Noman et al. [4] created an anti-theft system consisting of a PIC16F876A micro-
controller and fingerprint, RFID, GPS-GSM modules, and a tilt sensor. Their system
is for cars and works toward enhancing the safety feature and gives updates about
vehicle security breaches. The system takes input at the door in the form of an RFID
tag or password. If the correct input is provided, vehicle access is granted. In case
wrong input is detected, the security system activates and an SMS is sent to the
owner. Further, there are tilt sensors installed in this system that ring an alarm if car
windows are smashed in case of forced entry. GPS module in the system actively
sends the vehicle location to the vehicle owner whenever the tilt sensors detect an
input. PIC16F876A microcontroller is used to take action in this system (Fig. 4).

Tamilselvan et al. [5] introduced a system that concentrates on the application of
biometrics for two-wheelers, especially motorbikes and scooters. Test results show
that the developed system identifies the right person and only allows them to start the
bike. There was a need to design a low-cost security system for the two-wheelers.
Proper compatibility of the fingerprint unit with the microcontroller unit is carefully
integrated into this system. The designed system uses a fingerprint module to verify
the fingerprint of the authorized person, and OLED is used to display whether the
fingerprint matches the data that is fed into the microcontroller. If the fingerprint
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matches, Arduino, which is the microcontroller used in this system, will direct the
relay to turn on the ignition system (Fig. 5).

As aresult of reviewing several research papers that are using different techniques
toincrease security, we came up with a two-tier authentication system for automobiles
since complete dependency on a single type of system makes any environment prone
to attacks. Thus, when it comes to creating a secure and reliable system, one must use
a combination of algorithms to enhance the security. Hence, we propose a solution
to boost the security of any vehicle by giving the driver complete access to the
individual features of the vehicle. The proposed combination integrates two different
technologies and ensures two-way protection. These technologies are being utilized
in two phases: first phase: RFID tag-based entry system; second phase: fingerprint-
based ignition system. The first phase, which can also be classified as the door
unlocking system, uses an RFID module for unlocking the car door. An RFID reader
is attached to the door unlocking mechanism and can only be accessed with the
right or authenticated unique RFID tag. After a simple tap of an authenticated RFID
tag over this RFID reader, the door of the car will get unlocked. Then comes the
second phase which is being used not only to enhance the security of the car but
also to eliminate the age-old mechanical ignition switch. This system consists of a
fingerprint scanner module that is attached to the car ignition system, and it allows
the authenticated user to start the car only with a simple finger press on this module
(Table 1).
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4 Summary

This paper summarizes different approaches of enhancing and creating a secure
environment. It gives a brief description and working of different models based on
their respective technologies.

5 Future Scope

Better and smarter security systems for doors and vehicles can be compared and listed
in the coming future. This paper can be used as a reference to know about existing
systems and will help to compare the listed systems with the upcoming technologies.

6 Conclusion

This review paper concludes with the comparative analysis of different security
systems for doors and vehicles that have been coined by all the respective authors
along with their project concepts, research, and theory in their papers. We have
made our observations based on system architecture, methodology used, and level
of security delivered by the systems.
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Towards Prediction of Students )
Educational Accomplishments Using L
Data Mining

Mini Agarwal and Bharat Bhushan Agarwal

Abstract Prediction outcomes help students and faculty learn new ideas for gaining
the desired goals of institutes. The goal of this research is to study all the data mining
techniques, algorithms, and factors that help in the prediction of the student’s perfor-
mance between the years 2010 and 2021. In this paper, we have reviewed and anal-
ysed more than 35 research papers based on seven aspects, i.e. (1) prediction of the
student’s performance outcomes related to the student grade, result, and knowledge,
(2) models and software developed in performance prediction, (3) factors that helped
in prediction, (4) algorithm that gave the most accurate result, (5) student posture in
the classroom while taking the class, (6) subjective paper evaluation, and (7) feedback
related to students and faculty.

Keywords Recognition + Educational data mining + Prediction + Machine
learning + Review * Outcome

1 Introduction

Everything becomes online, i.e. shopping, playing, examination, education, banking,
and business in this pandemic era. New technologies and ways have been developed
using educational data mining and machine learning for making online education
interesting and powerful. Cheating prevention is very less in online examinations,
many students lack knowledge related to the subject and practical, but they get the
full marks, due to this students do not get a placement and faculty cannot be able to
measure the right performance of the students. In this technology era, more institutes,
colleges, and universities are opened and all of them have high-level competition.
Predicting the performance of the students becomes more challenging for a good
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result database. The best ranking, institutes, and universities students have excellent
performance because they provide the best teachers, methodology, and excellent
learning system. These universities have excellent results and records of student
performance. Students are big source of advertising and feedback of the institution all
over the world therefore, students’ satisfaction about the teaching process and course
selection is very important. The country has different types of boards (like NAAC
accreditation under UGC and NBA accreditation under AICTE), and they work
on the quality enhancement of the institution like technical programmes, teaching
methodology, laboratory equipment, placements, and years wise progress of the
students. A lot of students aspire to become an engineer but only some students
become successful engineers, some drop out the college in the middle of the course
because they cannot bear the pressure of the various internal and external exams.
Data mining techniques and machine learning play a vital role in prediction of student
performance.

Data mining techniques light on important aspects from a database and expose
important data that is not in limelight. Clustering in data mining analyses the data
and clusters the same type of data that are similar in specific manner [1]. Academic
mining discovers student understanding and chooses how teacher deliver the right
lecture in changing academic standards [2].

Data mining is a procedure to draw out important data from data sets without
error using machine learning algorithms or artificial intelligence. The process cycle
of data mining is shown in Fig. 1. This combination of predicting the student perfor-
mance and the outcome helps the faculty for improving and making interesting
teaching methodology. In this paper, our objective is to review various techniques
and algorithms, i.e.

e Analyse existing prediction models.
e Identify key findings of existing model.
e Analyse gaps in previous research.

DATA CLEANING

@
&

DATA
PROCESS
MINING

___;___ o DATA INTEGRATION
a0

éﬁ% o DATA SELECTION

KNOWLEDGE o {;.,TJ
REPRESENTATION
CrS
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DATA TRANSFORMATION

Fig. 1 Data mining process cycle [3]
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e To study subjective paper evaluation, student gesture in classroom.
e Analyse student and teacher feedback.

2 Research Methodology

The methodology is being used for finding the gaps, study research algorithms, study
and analyse factors of existing or previous research, and develop a new research in
the same field with different or same algorithm and factors. Through the research
methodology getting the all answers related to the research questions that are helpful
in outcome.

2.1 Research Questions

Research questions are very important part of overall literature review. Through
thus researcher develops some questions related to research and finding out the
answers that are being helpful in researcher research. Various frameworks have been
developed for developing research questions. We are using PICO, finer, and QA.
Tables 1, 2, and 3 show the research strategies.

Many questions had been developed using above research framework, and some
questions are given below:-

How many prediction algorithms have been used?

What are the common factors?

What are the results of different algorithms on common factor?
What type of degree involve in research?

Table 1 PICO research strategy

PICO factors Description

P: Population of interest | What type of population has been used for experiment/what type of
population has do research on this/student performance

I: Intervention How many and which type of factors and algorithms have been used

C: Comparison Comparison among various algorithms and factors for finding best,
study of case studies

O: Outcome Deeply study of past research, find out best prediction algorithms
and methods

Table 2 QA research

QA factors Description
strategy

Q:Quality Quality of the past researches

A: Assessment Assessment of various research results
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Table 3 Finer research strategy

Finer factors | Description

F: Feasibility | Tools, time, algorithms, sample size, funding, methods, researchers, study design
in previous research had been sufficient or not

I: Interesting | How research can be made interesting. Finding out the most interesting factors
and algorithms

N: Novel Finding the new research from the previous research

E: Ethical Research should be ethical. All researchers should follow the rules and
regulations

R: Relevant | Past research had been relevant. Do a new relevant research

How prediction algorithm outcome worked on student performance?
Which algorithm is best for prediction?

What are the factors and attributes used in comparison with algorithm?
What is the quality of previous research?

How previous research helpful for finding new one?

What is the sample size used in previous research?

3 Common Factors/Attributes Used in Prediction

Attributes are the most important part of predicting performance. Some research
papers had the same attributes along with additional attributes. The most common
attributes that have been used are parents and family background details (like parents
occupation, parents education, family size, parents salary, language, etc.) because
family and parents are ideal to everyone. Family and parents are the first teacher and
motivators of their children [4-9]. Next, a most used attribute is gender (female/male)
because female students are serious, hardworking, self-motivated, focused, and disci-
plined in comparison with boy’s students [4, 8—11]. Most used attributes for internal
assessment are attendance, internal marks, assignment, and presentation, i.e. shows
how student serious to their studies [5, 6, 8, 9, 12—15]. Grade or external assess-
ment is also most important attribute of student performance prediction in this 10th,
12th, and external marks are included [4-10, 12, 15]. Some important attributes that
help in prediction, i.e. nationality, language, Internet access, entrance result, schol-
arship, community, and distance and these attributes are the least important, and
some researchers used in their research because, i.e. not give the valid result [4, 5,
8, 10, 11]. In the above some attributes, researchers predict the student performance
based on student school background, some researchers use family background, and
some researchers used grade, internal assessment, and external assessment based on
10th, 12th, b.tech internal and external marks, and some researchers used assign-
ment, language, extracurricular activities in prediction. Some attributes are work on
the qualitative data and some on the quantitative data.
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4 Key Findings and Gap Analysis in Previous Research

This paper contains the various sections, and each section has different information

of research done in previous years in tabular form.

S. | Type Author name and | Methodology Key findings Gap analysis
No. published year
1 Prediction of | S. Anupam Decision tree Predicted the Build the
student Kumar & Dr. MCA students’ system for
performance | Vijayalakshmi M. final results using | predicting the
N., 2011 C4.5 algorithm and | placement,
compare with ID3 | faculty
algorithm feedback,
student
feedback, etc.
2 Osmanbegovic E., | Naive Bayes, Predicted the Extend the
Suljic M., 2012 MLP, and J48 passed and failed | research with
result of students | more
in which course attributes,
they were involved | algorithm and
will finding the
accurate result
3 Vamanan Ramesh | Naive Bayes, Identified the Modify the
etal., 2013 multilayer different higher system for
perception, predictive providing the
SMO, J48, and | variables and online learning
REPTree construct material and
algorithms algorithm for also find out
grading the higher | the various
secondary students | factors that
affected the
student’s
performance
4 Elakia et al., 2014 | Decision tree Classification Would
algorithms technique had been | examine
(C4.5 and used for predicting | different types
CART) carrier of high of techniques
school students and attributes
and also predicts | for predicting
the violation more accurate
behaviour of result
students
5 A. M. Shahiria, Data mining Studied the various | Develop the
W. Husaina, N. A | algorithms predicting model that
L Rashida, 2015 algorithms and find | predicts the
out best attributes | students’
that given the best | performance
result in prediction | using
meta-analysis

(continued)
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(continued)
S. | Type Author name and | Methodology Key findings Gap analysis
No. published year
6 P. Thakar, A. Data mining Analysed various | Identify and
Mehta, Manisha, | techniques types of apply various
2015 educational tools | data mining
and applications techniques for
that help in predicting the
performance more accurate
prediction result
7 Amjad Abu Saa, | Decision tree Constructed the Finding out the
2016 algorithms and | prediction model | more patterns
Naive Bayes on the base of for improving
model various attributes | the students’
that depends on the | performance
personal, family, | by applying
and social factors | the more data
mining
techniques on
the students
record
8 Annisa Uswatun | Feature Analysed the Using the more
Khasanah, selection different attributes | two attributes
Harwati, 2017 method, that gave the gender and
Bayesian accurate origin in
network, and prediction. The predicting the
decision tree study showed that | students’
algorithm first year performance
attendance and
GPA had the
important attribute
in accurate
performance
prediction
9 Aysha Ashrafa, Various data Identified the best | Finding out
Sajid Anwerb, M. | mining prediction method | more efficient
G. Khan, 2018 algorithms, and algorithm that | techniques for
classifiers, gave the accurate | accuracy in
classification result on the basis | result
algorithms, and | of comparison and
use of neural study
network in data
mining

(continued)
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(continued)
S. | Type Author name and | Methodology Key findings Gap analysis
No. published year
10 Atta-Ur-Rahman, | Clustering, Constructed the Including the
Kiran Sultan, C-mean, and model on the basis | some attributes
Nahier Aldhafferi, | Apriori of student interest | in the research
Abdullah algorithm and feasibility like student is
Alqahtani, 2018 working or not,
what could the
time table and
timing of
class? How
teachers will
evaluate the
marks
11 S. Urkude, K. Decision tree, Calculate how Same
Gupta, 2019 Naive Bayes, many students technology
and support complete their will applied on
vector machine | graduation and the large data
how much course | set and
rate achieved in develops more
which student attributes
enrolled related to first
year progress
12 K. K. Lay, A. Naive Bayesian | Classification Applying the
Cho, 2019 classifier model was used on | more
previous result of | classification
IT students for algorithms and
predicting division | add the more
attributes that
will give the
optimal result
13 Vairachilai S, Decision tree, | Identified the Applying and
Vamshidharreddy, | support vector | different analyse the
Avvari Sai Saketh, | machine dependent and data set to
Gnanajeyaraman | (SVM), and independent identify the
R, 2020 Naive Bayes factors and apply | students’
the various data performance in
mining algorithm | systematic
in which Naive manner
Bayes algorithm
predicted the best
grades

(continued)
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(continued)
S. | Type Author name and | Methodology Key findings Gap analysis
No. published year
14 R. Hasan, S. Classification | Analysed various | Develop the
Palaniappan, S. tree, random e-learning dashboard
Mahmood, A. forest, KNN, applications and would helpful
Abbas, K. U. SVM, apply various for teachers to
Sarker and M. U. | regression, algorithms. Apply | predict the
Sattar, Naive Bayes, the genetic student
2020 NN, and CN2 | algorithm and performance
rule induction | various and find out
components to the | the poor
result to reduce the | performers on
features the weekly
basis. Students
could also
calculate their
own
performance
15 F. Afrin, M. S. SVM, Predicted the Will add the
Rahaman, M. multilayer satisfaction of the | more aspects
Hamilton, 2020 perceptron, students in aspects | for predicting
decision tree, of course outcome, | the satisfaction
random forest, | professional of the students
decision table, | outcome, course like teaching
and KNN objective, and how | method,
to all learning teacher
things connect to | knowledge
the real world related to
subject, text
books,
syllabus, etc.
16 Ahajjam Tarika, | Regression Advised the This model
Haidar Aissab, F. | algorithm, students to take the | made for
Yousef, 2021 decision tree, preference of the Moroccan
and random subject by students so
forest algorithm | performance of after doing the
first year and some changes
aptitude test and in the existing
how will future model and will
grow with subject | work for
preference after Indian students
bachelors and
predicted the
grades after
deciding the
subject

(continued)
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(continued)
S. | Type Author name and | Methodology Key findings Gap analysis
No. published year
17 J. Dhilipan, N. Binomial Students recognize | More attributes
Vijayalakshmi, S. | logical the final grade and | will add to the
Suriya, Arockiya | regression, improve their database for
Christopher, 2021 | decision tree, academic improving the
and entropy and | performance accuracy of the
KNN classifier result
18 | Feedback D. Shrivastava, S. | General This system After modify
Kesarwani, A. K. | sentiment calculates the the system. It
Kadam, A. analysis overall feedback will use in the
Chhibber, N. algorithm, example course, hotels,
kumar J. kumar, multi-use subject teacher hospitals, etc.
2017 sentiment related and reduce
analysis the time and paper
algorithm work
19 Rajvee Patel, HTML, CSS,j |Evaluated the Adding the
Omkar Agrawal, | Query, My feedback online to | module of
Yash Gangani, SQL, reduce the student
Ashish manpower and feedback in
Vishwakarma, paperwork existing system
2018
20 R.R. Kamble, V. |HTML, CSS,j | Through this Develop more
V. Patil, P. R. Query, My module student modules for
Bhujange, P. M. SQL, Ajax with | easily modify the | making
Kolawale, N. A. | Xampp server, |feedback anytime | feedback
Kamble, 2019 php and faculty see process easy
his/her past
feedbacks easily
21 B. T. Agricola, . | ANOVA In this research, Will trained
J. Prins, and D. M. | F-ratios, researcher studied | the students
A. Sluijsmans, MSLQ, FAPQ | that verbal how to fill the
2020 feedback is more | properly
accurate than the | feedback form
written feedback
because it does not
create
misunderstandings

(continued)
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(continued)
S. | Type Author name and | Methodology Key findings Gap analysis
No. published year
22 | Subjective S. M. Patil, S. NLP Developer identify | Rebuild system
answer Patil, 2017 the important will give the
evaluation keyword, report to the
sentences in the students that
answer and gave how their
the weight answer will
according to the evaluate
presence and then
compare to the
users answer and
give the score
according to the
weight
23 P. Patil, S. Patil, V. | Nave Bayes, In this model, Some add-ons
Miniyar, A. cosine scanned sheet of done on the
Bandal, 2018 similarity, answer has been system that
machine taking and then will give the
learning tokenize the more accurate
answer in to words | result
and sentences and
the match to
already given
answer on the
basis of grammar,
keywords, cosine
similarity, etc., and
gave the
appropriate grade
24 Sakshi Berad, Natural In this admin insert | Develop the
Pratiksha language a question and system for
Jaybhaye, Sakshi | processing related answer and | giving the
Jawale, 2019 machine compared | marks to new
the user answer to | words and
the machine sentences
answer word by
word and gave the
marks according
the answer

(continued)



Towards Prediction of Students Educational Accomplishments Using ...

21

(continued)
S. | Type Author name and | Methodology Key findings Gap analysis
No. published year
25 R. S. Victoria D, | Optical In this model, Upgrade the
V. G. Vinitha P, character handwritten software for
Sathya R, 2020 recognition, answer extracted | evaluating the
natural by OCR and then | digits, broken
language comparison done | characters, and
processing, by the given images in the
machine answer that give subjective
learning the result on basis | answer
of sentence length,
keyword match,
and usage of words
26 Vineet Sanjeev NLP, regular In this system, A system in
Khalkho, Shoyab | expression, developer converts | which
Malik. S. K, S. cosine factor, the question and electronic
Rama, 2021 TF-IDF related answer in invigilator and
to regular student help
expression and module will
then generate the | construct
cosine factor and
then same method
done in user
answer and then
both results
measure by the
TF-IDF for
accurate result
27 A. Girkar, M. Natural Evaluate the Modify the
khambayat, A. language subjective answer | system for
Waghmare, S. processing, by comparing the | giving the
Chaudhary, 2021 | Naive Bayes, all these like more accurate
decision tree keyword matching, | result
classification cosine similarity,
number of words
and line in answer,
cosine similarity,
etc., to the faculty
answer, i.e. given
in the starting
28 | Posture J. Redmon, A. YOLOV3 In this user add the | Doing the
recognition | Farhadi more attributes in | more research
YOLOV3 to for clear
clearing the computer
computer vision vision
more clearly

(continued)
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(continued)
S. | Type Author name and | Methodology Key findings Gap analysis
No. published year
29 Quang Trung, VGG16 AND | Through the Developing the
Nguyen, Hoang VGG 19, postures and more modules
Tieu Binh, The adaptive gestures of the of adaptive
Duy, Bui, Phuong | learning student, the training system
Dung, N. T, 2019 students were
taking interest in
class material and
methodology or
not. It helped the
teacher to give a
lecture more
attractive to the
learners
30 Y. Zhang, T. Zhu, |SVM, Recognizing the Rebuild the
H. Ning, Z. Liu, | high-resolution | students was recognition
2021 network, S&E | attentive in the algorithm for
networks class or not adding new
through the poses at
different poses. In | different time
this student pose and
was compare to the | environments

already stored
poses of database.
This model
accuracy is 90.1%

5 Algorithms Used for Student Performance Prediction

Various classification and clustering algorithms have been used in student perfor-
mance prediction like KNN, SVM, neural network, machine learning, bino-
mial regression, random forest, Naive Bayes, multilayer perceptron, and Apriori

algorithm.

e The decision tree is a simple and easy algorithm for large and small database sets.
Its reasoning process has very easy to use, and it can be immediately transform
in decision rules (if-else). Many researchers used a decision tree algorithm for
prediction and some users got the best result. The paper used a decision tree and
got the best prediction [6, 7, 12, 16, 17].

e A Naive Bayes algorithm is a collection of classification algorithms in one place.
It has labelled training data sets for developing the database tables. The paper
used Naive Bayes and got the best prediction [5, 6, 9, 10, 14].
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e Support vector machine (SVM) acquires database and characterizes the hyper-
plane into two classes. The paper used SVM and got the best prediction
[8, 11, 18].

e Neural networks have interconnected nodes. Input nodes take the input, middle
layers process the input, and the output layer produces the result. The papers got
the best prediction [4, 7, 13].

e Binomial regression is similar to binary regression response that comes from
either success or failure. The papers got the best prediction [15, 19].

e Random forest s also a good prediction algorithm [20] that gave the best prediction
result.

6 Other Areas

Faculty and student feedback is more important area in 2020, and Bas T. Agri-
cola, Frans J. Prins, and Dominique M. A. Sluijsmans studied verbal feedback is more
accurate than the subjective and multiple choice feedback (30). Through subjective
answer evaluation calculates the accurate performance of students. In 2021, A. Girkar
et al. developed the system using natural processing language that gave the accurate
marks to the students in subjective answers [21]. Posture recognition recognizes that
student is attentive or not in classroom and helps in invigilation. In 2021, author
Yiwen Zhang et al. recognize the student gesture in classroom and analysed student
is attentive in classroom or not [22].

7 Summary

All researchers have researched educational data mining that is very useful in the
new era. Prediction through data mining has a vast area in the computer science
field. Through this research, researchers made predictions on students’ performance,
results, feedback, poses, grade, career, and provide satisfaction related to course
selection, job selection, and business selection. Finding out various sets like the
weak students, students who are comfortable/uncomfortable with class timetables,
class timings, students who have completed their graduation or not. Studied different
types of attributes that are helpful in prediction like status, father occupation, previous
results, attendance, interest in the subject, related family member’s education, and
other information. Through posture recognition, whether a student is interested in
a lecture or not and feedback is a more important part for teachers that help in
teacher self-improvement in various fields. In overall review process, Naive Bayes
and decision tree gave the best result.



24 M. Agarwal and B. Bhushan Agarwal

8 Future Scope

In education, everything relates to another thing like the result is dependent on the
acquisitive power of student, interest area depends on how the subject and expertise
on it that only come when the student learns the subjects taking the interest, place-
ment depends on the result, good feedback depends on the teaching methodology,
course objective, and the result and last but not the least, college ranking depends on
the student result, placement, and the feedback. Now the challenge is improve and
calculate the performance of college on the basis of improve the performance of weak
students, to prepare the students for interview, aware the parents about placement,
feedback, compute the college performance, and complete data analysis. Everyone
related to institute will do the progress (management, student, teacher, attendants,
and parents).
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Richa Gupta

Abstract The document depicts circularly polarised (CP) different geometries for
dielectric resonator antenna (DRA) like cylindrical shaped, cone shaped, and cone
over cylinder DRA using bow tie slots feeding technique and analysed for gigahertz
(GHz) applications. A comparative analysis of all three geometries is presented and
discussed. The proposed hybrid (cone over cylinder DRA) circularly polarised DRA
with bow tie slots feeding technique provides the axial ratio bandwidth of (1.14—
1.75 GHz) 40% and impedance bandwidth of (1-1.7 Ghz) 47.33% with highest gain
of 6.63 dBi and 77.33% efficiency. The results have been verified using CST and
HFSS.

Keywords Circularly polarised + Axial ratio - Bow tie - Hybrid

1 Introduction

Dielectric resonator antennas have gain popularity as they do not have metal parts,
which become lossy at high frequencies, dissipating energy. So, these antennas can
have reduced losses and be more efficient than metal antennas at high microwave
and millimetre wave frequencies. The circularly polarised antennas have numerous
benefits as compared to antennas employing linear polarisations and are becoming a
crucial skill for different wireless systems such as satellite communications, mobile
communications, global navigation satellite system, and wireless sensors. Dielectric
material does offer losses at all frequency bands. There is no way to forestall dielectric
losses neither are they negligible, but they can be managed by appropriate antenna
design that can furnish elevated gain and efficiency.

A bow tie antenna is a common adaptation of the more general biconical antenna.
It is a broad bandwidth antenna made from two triangular pieces of metal, each
fed at its tip. The bow tie antenna is a natural extension of the dipole antenna and
shares a similar radiation pattern and polarisation. The difference lies in that while
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the resonant frequency of a dipole antenna is solely specified by its length, the bow
tie antenna is specified by the angle between the two triangles. Since the variation
in distance between the two edges of the bow ties will change as you move up or
down the triangle, there exist many resonant frequencies for which the antenna can
radiate. An infinite bow tie would have infinite bandwidth, since the antenna would
look the same at any wavelength.

Numerous techniques like changing the shape of slot to enhance the AR band-
width of CPDRAs were described like hybrid cross slot [ 1] and spiral slot [2] offering
AR bandwidths of 24.6 and 25.5%, correspondingly. Circular polarisation is also
achieved by certain models of the DRA, e.g. stair-shape [3], trapezoidal [4], and
rotated stair [5]. Using RDRA’s outer-fed square spiral strip excitation, a circular
polarisation with a wide bandwidth of about 14% and an impedance-matching band-
width of about 11% were achieved [6]. The other technique to enhance axial ratio
bandwidth is to use multiple feeding technique. With single feeding, narrow axial
ratio bandwidth of 20% is obtained [7, 8]. The low gain is achieved in most of the
designs [9-11]. As per literature survey, much work needs to be done to enhance
bandwidth and gain of CPDRA [4, 10, 12-16]. Also, design should be made in such
a manner that gain remains almost stable for the desired band.

In this paper, a novel wideband circularly polarised DRA with different geometries
like cylindrical shaped, cone shaped, and cone over cylinder with bow tie slot and
multiple feeding technique is presented. Due to bow tie slot shape, wide axial ratio
bandwidth with high gain is obtained.

2 Antenna Geometry

Figure la—c depicts different geometries for dielectric resonator antenna (DRA) like
cylindrical shaped, cone shaped, and cone over cylinder DRA. Figure 1d presents
bottom view of design with four bow tie slots and eight ports. Dimensions for the
same have been portrayed in Table 1. All DRAs are fabricated using FR-4 epoxy
substrate with a permittivity €, of 4.4 and alumina for the dielectric resonator on top
submitting a permittivity of 10. The length of the bow tie slot is 36 mm. The antenna
exhibits circular polarisation and wide axial ratio bandwidth due to a bow tie slots.
The operating frequency of cylindrical DRA is described as

_ 3x 108 2<n>2+ w2
NG 2

where a is the radius of cylinder, ¢, is the dielectric constant for substrate, h is the
height of cylinder, and c is the speed of light.
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Fig. 1 Different geometries for dielectric resonator antenna (DRA); a cylindrical shaped, b cone
shaped, ¢ hybrid (cone over cylinder) DRA, and d bottom view of antenna (bow tie slots)

Table 1 Description of
dimensions marked in Fig. 1

3 Simulated Results

Name Value Unit Description

Dc 63.5 mm Diameter of cylinder
Fs 17.75 mm Distance between feed
Hc 22 mm Height of cylinder

Lb 36 mm Length of bow tie

Lf 64.40 mm Length of feed line

Ls 7.5 mm Slant length of feed line
SA 45° Deg Tilt angle of feedline
SLb 18 mm Slant length of bow tie
Wi 1.45 mm Width of feed line

Ws 160 mm Width of substrate

The performance of each dielectric resonator antenna (DRA) like cylindrical shaped,
cone shaped, cone over cylinder DRA, and bottom view of antenna with four bow
tie slots and eight ports is analysed, and the impact of changing shape on antenna
parameters like beamwidth, directivity, gain, impedance bandwidth, and axial ratio
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bandwidth are investigated and discussed. The introduced 3D models are simulated
using the finite element method (FEM)-based simulator, Ansys HFSS, and CST.
All the designs are optimised to operate at 1.5 GHz. The S-parameter for distinct
designs is offered in Fig. 2. Circular polarisation is observed in all three geometries
by feeding the design through bow tie slots. The existence of circular polarisation in
cylindrical geometry is captured in Fig. 3. The plot of axial ratio versus frequency for
all three designs is shown in Fig. 3. The bow tie slot fed cone shape DRA provides
highest axial ratio bandwidth of 43% and impedance bandwidth of 46% among the
three geometries with a gain of 3.82 dBi only and low efficiency of 32% only. The
hybrid DRA exhibits axial ratio bandwidth of 40% and impedance bandwidth of
47.33% with highest gain of 6.63 dBi and 77.33% efficiency. Figure 4a—c provides
the gain, axial ratio, and efficiency of all three designs. The gain is nearly steady for
the required frequency period.

The directivity pattern of various geometries displaying E and H plane 3 dB
beamwidth is submitted in Fig. 5. All the three geometries, i.e. cylindrical shaped,
cone shape, and cone over cylinder DRA exhibit same beamwidth in their E and H
planes. The change in beamwidth is obtained with change in geometry of antenna.
The cylindrical shaped, cone shaped, and cone over cylinder DRA provide E plane
3 dB beamwidth of 84.83°, 71.71°, 102.9°, respectively. The design provides same
beamwidth in both E and H planes. It can be determined that beamwidth is improved
with modification in the profile of the antenna. It has also been observed that
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Fig. 2 S;; versus frequency for different geometries for dielectric resonator antenna (DRA); a
cylindrical, b cone, and ¢ hybrid (cone over cylinder)
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Fig. 3 Cylindrical DRA circular polarisation at frequency 1.5 GHz
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Fig. 4 Simulated results a gain versus frequency, b efficiency versus frequency, and ¢ axial ratio
versus frequency for cylindrical C-DRA; cone CN-DRA, and hybrid (cone over cylinder) H-DRA



Fig. 5 3 dB beamwidth pattern for different geometries for dielectric resonator antenna (DRA); a
cylindrical, b cone, and ¢ hybrid (cone over cylinder)

by exciting the ports with different phase angles polarisation diversity, i.e. linear
polarisation (LP), left hand circular polarisation (LHCP), and right hand circular
polarisation (RHCP) can be achieved as demonstrated in Fig. 6.

Table 2 explains a reasonable assessment for the dissimilar geometries understudy,
contrasting their respective beamwidth, gain, directivity, and efficiency, impedance
bandwidth, and axial ratio bandwidth. Further, comparisons among past works within
the literature with the proposed DRA have been compiled in Table 3.

4 Conclusion

The method has been offered to obtain circular polarisation with wide axial ratio
bandwidth. Different geometries for dielectric resonator antenna (DRA) like cylin-
drical shaped, cone shaped, and cone over cylinder DRA using bow tie slots feeding
technique have been designed and analysed for gigahertz (GHz) applications. All
the three geometries are well analysed and presented. The proposed hybrid (cone
over cylinder DRA) circularly polarised DRA with bow tie slots feeding technique
provides the axial ratio bandwidth of (1.14-1.75 GHz) 40% and impedance band-
width of (1-1.7 GHz) 47.33% with highest gain of 6.63 dBi and 77.33% efficiency.
The designed antenna can be used for L band application.
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Fig. 6 Simulated polarisation results for LP, RHCP, and LHCP
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Table 3 Comparing the proposed design with past works in the literature

References | Technique | Freq Beamwidth (°) Gain (dBi) | Impedance | Axial ratio
(%) (%)
[1] Cross slot | 2.6 - - 5 28.6 24.6
[2] Spiral slot | 2.13 - - 4.52 25.5 -
[4] Trapezoid | 3.6 - 8.39 33.5 21.5
shape
DRA
[6] Outer-fed |4.2 80 36 4 11 14
square
spiral strip
feeding
technique
Proposed | Bow tie 1.5 102.90 |100.11 7.73 dBi 47.33 40
antenna feed (cone
over
cylinder
DRA)
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Handwritten Character Recognition )
from Image Using CNN L

Partha Chakraborty, Shanta Roy, Sadia Nowshin Sumaiya, and Aditi Sarker

Abstract Handwritten character identification has always been an intriguing area of
study in the realm of pattern recognition in image processing. Because of its numerous
applications, the requirement for identifying handwritten characters is growing every
day. Many scholars have defined their work in this field, and additional research is
being carried out to obtain high precision. In compared to other major languages such
as Bangla, there are numerous works in handwritten character recognition available
for English. The goal is to present a comprehensive, effective, and efficient method
for classifying and recognizing both Bangla and English letters. An extended convo-
Iution neural network (CNN) model has been suggested to recognize Bangla and
English characters. Character recognition is achieved through segmentation, feature
extraction, and classification. CNNs were recently discovered to be adept at English
text detection. A CNN-based Bangla handwritten character recognition system is
also being researched. A total of 23,040-character samples have been used, with
25% of the data having served as a test set and the remaining 75% having been used
to train the recognition model.

Keywords Convolutional neural network « ReLU - Pooling - Extraction

1 Introduction

Character recognition is becoming increasingly important in our digital age. Hand-
written character recognition is harder than printed character recognition. Hand-
written letters, written by various people, are not similar and vary in size and shape.
Approximately, 1.35 billion people speak English and 260 million people speak
Bangla worldwide. The size, form, and stroke of both Bangla and English hand-
written characters can be varied. As a result, a complex model such as CNN is
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required, which can automatically extract features from images without any explicit
description [1].

The extraction of features from the character set is the first step in developing a
handwritten character recognition system, followed by the use of learning tool(s) to
classify individual characters [2]. After characters are extracted, a validation engine
is utilized to distinguish the associated computer character. To train neural network
classifier, a source images training set is used. The trained network then does the
word identifications. In its own way, any neural network learns the properties that
separate training images. The ability of a computer to detect and interpret mean-
ingful handwriting input from photographs is referred to as handwritten character
recognition. The primary goal of this research is to develop an expert system for
handwriting character identification using a neural network technique [3].

The following are the primary goals of this article:

e Implement user friendly computer-assisted character representation.

e Develop a system to address the problem of accuracy in handwriting character
recognition systems.

e To investigate and illustrate neural network technology’s utility.

2 Related Work

Digitrecognition for handwritten Bangla deep learning [4] techniques for recognizing
Bangla digits using deep belief networks (DBN), convolutional neural networks
(CNN), CNN with dropout, CNN with dropout and Gabor filters, and CNN with
dropout and Gaussian filters are shown by Zahangir, Sidike, and Tarek. They tested
the method’s performance on the publicly available Bangla numeral image database
CMATERGdbD 3.1.1.

Convolutional neural network for handwritten character recognition in Bangla [2],
Mahbubar and Akhand developed an approach that uses CNN to categorize individual
characters after first normalizing the written character images. 20,000 handwritten
characters of complex styles and variants are employed.

A survey of handwritten character recognition techniques for various Indian
languages [5], Dholakia and Krupa, this paper is primarily process character recog-
nition and performance assessment for various Indian languages to recognize hand-
written characters. Some other authors have worked on various techniques in these
sectors [6-20]. The goal of this research is to convey a bundle of techniques for
preprocessing, segmentation, feature extraction, and classification.

3 Structural Model

If we look at our system, we will find 5 major steps that are performed for all the
characters. The structural model is Fig. 1.
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Fig. 1 Structural model of the system

4 Methodology

4.1 Preprocessing

First and foremost, the supplied image is transformed to grayscale. Binarization, size
normalization, morphological procedures, noise removal employing filters, thresh-
olding, skeletonization, thinning, cleaning approaches, and filtering mechanisms are
all performed [5]. It streamlines the processing of the input image in order to improve
the recognition system’s overall efficiency.

4.2 Segmentation

Only during the testing stage is segmentation done. It compares all points to the
average distance between segmentation points in the incomplete image to look for any
improperly included points. The method creates “super pixels,” which are numerous
picture segments. The purpose of segmentation is to make an image’s representation
simpler so that it can be analyzed more simply.

4.3 Feature Extraction

The procedure of converting input data into a set of features that can accurately
signify the input data is known as feature extraction. Elimination of aspect and
feature extraction is linked [21]. When the input data is too big to handle, it can be
reduced to a smaller set of features.
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4.4 Classification and Recognition

To classify the handwritten characters from the input image, a convolutional neural
network is utilized as a classifier. An input and output layer, as well as several hidden
layers, makes up a CNN [21]. Classification stage is where the recognition system
makes its decisions. The quality of the extracted features determines a classifier’s
performance.

4.5 Post-processing

Post-processing is the last phase of the character recognition system. It generates
structured text with the relevant recognized characters.

4.6 Dataset

For 96 Bangla and English characters, we generated a relatively big handwritten
dataset. Our produced dataset is 23,040 bytes in size, with 240 samples per character.
Because of the various writing styles, the dataset comprises a wide range of distinct
characters. Some of these character pictures have intricate shapes and are related
to one another [1]. The character classes that we chose for honor are listed below
(Tables 1, 2 and 3)

Table 1 Set of Bangla alphabets

o |or [ O|% | |6 | |a |&@ |s
& | |3 | |«¥ $ |® T |w |
L% |3 |v |Jo |9 |9 |2 [n |«
J |4 T |7 |e [¥ |w |¥ |¥ |
| |y |9 |=x |w [v |3 |s 2 3
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Table 2 Set of English alphabets

A B C D E F G H I
K L M N O P Q R S T
U v w X Y zZ

Table 3 Set of Bangla and English digits

o ) 2 © 8 ¢ Y q b R

0 1 2 3 4 5 6 7 8 9

4.7 System Architecture

The image input layer accepts handwritten character images in Bangla and English
with a dimension of 80 * 80 * 1.

Preprocessing the inputs is required for every model to provide the images
a consistent form before feeding to any classifier [1]. All of the images were
transformed to 32 * 32 pixels.

In the first convolutional layer, the input pictures are padded by zero padding
of size 1. After that, eight 3 * 3 * 1 kernels were used to extract eight different
characteristics. The convolution operation formula is if the kernel has m rows and n
columns (Fig. 2).

Z(e,y) =Yy Goni=1mj=11(x-D—))

We get a 32 * 32 * 8 feature map by stacking the activation maps. The ReLU layer
is then applied to our feature map. We used the ReL.U activation function to ensure
positive values as,

x, x>0
o ={5120

System then uses a max-pooling layer with a kernel size of 2 * 2. If the kernel
size is P * P, it will cover an area A of the feature map with dimension P * P.

The 1st layer’s features are then supplied to the 2nd convolutional layer, which
is subsequently fed to the 3rd convolutional layer. The flattened feature map is now
given to the fully connected layer. The soft-max layer determines the probability of
each of the predefined character classes.

Eventually, a classification layer follows the soft-max layer. A single epoch of the
training process is now complete.
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4.8 Working Sequence of the System

In the system, the author works with both Bangla and English characters. But
compared to English, Bangla is very much more versatile. The recognition process
is relatively difficult due to their diversity in shape and size. But using CNN, every
image is classified into layers and the system easily predicts the letter or digit (Fig. 3).

[ Input the character ]
Save the character as
Image
[ Preprocessing i Binarization, Normalization
& Thinning
[ Feature Extraction Training
Feature

|

[ Character Recognition ]

v

[ Post Processing ]

Fig. 3 Flowchart of the system

Classification
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5 Result and Discussion

5.1 Analysis and Comparison

Python 3 is used to implement the recommended approach. The input can be an
alphabet, a number, or a Bangla character. The data is preprocessed, scaled, and
standardized before being fed into the CNN classifier. Because the CNN classifier is
trained on the dataset, it can predict the input character.

The following table gives the comparison between some previous work. From
this table, we found that our system combined Bangla and English character (Table
4).

We used 75% of the data from each class to create the training set, and 25% of
the samples from each class to conduct the testing. We achieved a loss of 0.5579
when we used the CNN model on handwritten characters. After ten epochs, we had
an accuracy of 85.96 percent. The accuracy percentages suggest that our model was
properly trained with the training set (Fig. 4).

After analyzing the results, the author got some misclassified characters from
our validation set. The model performed well for classifying characters. But several
mistakes can also be made by humans. Majority of the erroneous classifications are
driven by errors in labeling. Owing to the vast deviation in writing patterns, such
character images are challenging to classify, even by humans.

Table 4 Comparison between different system

Index | Work Accuracy (%)

1 Convolutional neural network used for Bangla handwritten character | 85.36
recognition

2 Use extended CNN method for recognized Bangla character 92.25

Artificial intelligence neural network and image processing used for | 83.40
handwriting recognition

4 BornoNet: Bangla handwritten characters recognition 95.71% using | 95.71
convolutional neural network

5 Handwritten character recognition from image using CNN 85.96
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§ - ] X  prediction : ¥

0

Save

.? ﬁ . - 6 %  prediction : A

3 8 8 8§ 8 B

Save 0 20 40 60

Fig. 4 Input and output

6 Summary

Many regional languages around the world have distinct writing styles that HCR
systems may identify with the right algorithm and methodology. According to this
paper, the existence of unusual characters or similar shapes for many characters
makes handwritten character identification difficult. A cleaned image is created
by preprocessing the scanned image. Normalization and filtration are performed,
utilizing preprocessing techniques to provide a noise-free and clean output. Managing
our evolution algorithm with correct training, evaluation, and other step-by-step
processes will result in a successful system output with improved efficiency.
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6.1 Future Scope

In this research, the author combined both Bangla and English characters, for which
we had to work with a huge dataset. The versatility of the shapes of each character
made the model more complex. But we tackle the problem smoothly. The model
became confused when attempting to understand overwritten characters, and the
system failed to recognize the character. In the future work, it should be done to fix
the dataset and overcome the limitation of overwriting characters. Creating a baseline
model for handwritten characters, including numerals, basic characters, modifiers,
and compound letters, is trying to set audio for each character.

7 Conclusion

The primary goal of this study was to develop a system that would help in the classi-
fication and recognition of handwriting characters and numbers. In digital world, the
ability to recognize characters and numbers is crucial. Convolutional neural networks
(CNNs) can recognize visual patterns directly from pixel images with little prepara-
tion. As aresult, in this study, a CNN structure is studied without any feature selection
for Bangla and English handwritten pattern classification. The approach was evalu-
ated on a huge handwritten character dataset, and the results were compared to other
popular Bangla or English methods. On a standard dataset, we tested the performance
of CNN with a dropout and several filters.
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Traffic Scenarios and Vision Used Cases )
for the Visually Impaired Clients L

Bhoopesh Chaudhary, Vipin Rawat, Prateek Kumar, and Manisha Vashisht

Abstract The modern technology generates issues for visually impaired people as
well as provides the solution. Independent adaptation involves various difficulties in
individuals with visual impairment or blindness (VIB). Most phones are available for
people with VIB who use open applications in electronic stores. Few uses support the
free movement of VIB clients on safe transit across the street. Road signage disclo-
sure and verification (TSDR) is a cross-examination of VIB populations. Existing
research offers a variety of strategies for spotting a road sign in an open road area.
However, the building did not see the road sign clearly. This inspection solved the
issue of road sign verification to help VIB people to cross the road safely. Traffic ID
and verification ID are achieved using the novel random gradient succession with
momentum (RGSM), which extracts part of the novel shape. Finally, the CNN section
will be used to edit pre-programmed result margins, which, in turn, convert over a
traffic signal into an audio signal in both the editing phase and the test phase. Results
are tested for exhibiting gauges such as accuracy, identity, accuracy, F grade, Jaccard
coefficient, kappa, and dice coefficient. The results trial shows the most common
improvement at this limit in distinguishing the proposed structure from the current
methods. The proposed road signage identification framework includes a strong sign
that communicates and extends partial releases and application submissions. The
proposed game plan solves obstacles that are clearly perceived by sections of the
disabled community to facilitate independence. Facilities for visually impaired are
available but few support the free movement of such section traffic sign detection
can aid free and safe movement of visually impaired people across streets and roads.
They are providing them assistance as well.

Keywords Advance driver assistance system (ADAS) - Lane departure warning
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1 Introduction

According to the World Health Organization (WHO) [1], 254 million people are
tested to see if they are properly connected. Despite the decline in quality of life and
opportunity, visual impairment causes a one-size-fits-all decrease. We are moving
the PC vision parameters from Advanced Driver Assistance Systems (ADAS) to a
seemingly blocked road client to remedy this. But other ID item tests in the gridlock
cases of busy time are clearly weak, there is a very high proportion of research in the
ADAS field [2, 3]. After this, it makes sense to benefit from the advancement of driver
assistance and make it ideal for people who appear to be weak on foot. However, the
idea of trading is important when considering how the rates will not move without
any changes. Therefore, we collect cases where obviously disabled customers need
support. We do this by driving circles, always looking up by checking the traffic
conditions of those who are normally blocked. In circles, we use techniques from
human science, especially ace meetings using a cantered communication method.
We are focussing on advancing the current system as the ADAS has certain flaws
which can be covered by SVM. As shown in Fig. 1, it is a basic terminology how a
basic SVM and ADAS work [4].

Fig. 1 Basic image [nput image (RGB)
recognition N

[mage pre-processing

i’

Color filtering

Binary image -U

Color segmentation &
traffic sign detection

[mage cropping Jl Resize image

Feature extraction

< >

Traffic sign recognition
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2 Methodology

In any case, we filter out why we are leading the ace meet and look at the selected
interview release strategy.

2.1 Expert Interviews

Professional meetings’ hallmark is covering important issues that people who seem
to be declining apparently face in busy situations. In addition, we analyse traffic
situations where a camera-based assistance system may provide assistance to road
customers who may not be able to operate transparently. In dealing with the same
thing, we portray professionals as people who are honestly connected with a skill or
hard work who are sensitive to the various interactions of people who are obviously
disabled in terms of age, direction, and degree of failure [5]. As a procedure for profes-
sional meetings, we suggest that we issue cheaper discussions the way it is resolved
between account discussions and integrated rule. During the meeting, the occurrence
of requests is addressed to the dynamic accomplishment of the conversation between
the interviewee and the examiner [6].

2.2 Interview Guideline

We create a standard as a study of the collection of four required interview materials:

1. Acceptance and definition of our assessment.

2. Safety mode: Includes a game planner for the person being interviewed for
recording and recording.

3. Brief survey: Gather information about the person interviewed (age, direction,
calling) and clearly weak contact people (age distribution, types of visual deficits,
developmental discrimination).

4. Traffic situations: At the outset, we would like to ask the interviewee to mention
three things that greatly affect the weak people who are experiencing it during
busy times and we expect there to be differences in the issues of people of
different ages, directions, and levels of incontinence. By resolving problems, the
interviewer often shows unexpected news interviews [7].

5. Postscript.

3 Current Situation of Visually Impaired Road Users

This section introduces the evaluation of integrated professional meetings and shows
traffic conditions that we have removed from circles. Six instances were found in
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these circles. They can be grouped into three characters: portable situations (common
topic, local investigation), viewer situations (crossing the road, avoiding blocks), and
public transport conditions (boarding car, train station) [8].

For our further analysis, we are based on determined use cases. We see that there
are two usage scenarios associated with broader scenarios: traffic sign recovery and
TGGS. Acquisition of traffic signs is equally prone to ADAS and because of its
importance and flexibility, it is the main method of use from ADAS. The OCR and
departmental acquisition are interested in the topic and conditions of the open vehicle,
however, it is not discussed in ADAS. At the same time, there are no cases of ADAS
used in the subject or conditions of a public vehicle, but in and out of reference,
it refers to the acquisition of traffic signs. In the same way with circumstances,
however, there is a large number and a large number of cases associated with the
ADAS agreement [9].

Current issues faced by visually impaired are as follows:

3.1 Portable situations (local and common topic investigation).
3.2 Viewer situations (crossing road, terrain, blocks, obstacles, etc.)
3.3 Public transport (boarding and deboarding a car, train, or any public vehicle).

Such problems can be faced due to weather conditions, irregular sign boards’
wear and tear shapes, poor lighting, or any unexpected scenarios (e.g. tesla detected
a horse kart as a human as well as a car). A vast number of cases associated with
ADAS can be studied for further reference. We can assume certain cases as a general
example:

Case 1: A visually impaired person is easily lost due to their lack of awareness
which can stress them out easily thus they need a fully fledged system to make them
aware about their surroundings and their destination. Thus, it leads to the development
of apps and mobile devices to aid in this situation where they cannot navigate easily
and also announce the characteristics of their surroundings to protect them from
falling tripping and even any major mishap in case of elderly visually impaired. The
data needs to be updated simultaneously and regularly because if not updated, the
app or device may guide the person through the data in the database and can cause
discomfort for the customer.

Case 2: In this case, a visually impaired person must find a way to the entrances
or either question someone for the directions to it and even verify that they are
entering the right spot (entrance) or not. In this, it is pre-determined that the visually
impaired needs to navigate to a certain location. The apps and ADAS and SVM
system supported by GPS may enable an easier navigation to the spot or the address.
In this system, there is a large variety of flaws like the problem of navigation, i.e. the
connection to database may be interrupted or the entrances to the building they want
to enter may not be specified. The case means if a person visits hospital, they need
to recognise the hospital road sign in order to navigate to its entrance for this vision
use case we need Traffic sign detection for visually impaired.

Case 3: In this case, if a person needs to cross a busy road in order to make
that possible the recognition system needs to detect the zebra crossing and the traffic
light system (when the light goes red, green, and yellow). The impaired person either
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needs someone’s assistance to cross the road or need someone to tell where the zebra
crossing is and when does the light goes green. The customer may be unsure about
the condition of road, i.e. the width the traffic density and the relay distance. Traffic
light detection and crossing detection play an important role in such cases. We also
need to define a system which detects the light state at real time so that the person
knows when to cross.

Case 4: When crossing a road, the traffic density is a great threat for visually
impaired people. The roads are not always empty the density of road varies on the
conditions like traffic light state and working hours of the vicinity. What if the traffic
light goes down due to any reason like weather condition or power cut the device
will not be able to detect the signal when to cross the road thus need to measure the
density of the traffic in region. Overall, the system needs to detect any mobile vehicle
and signal if none so that all the conditions are met and person will be able to cross
the road with all precautions and safety guidelines.

Case 5: Obstacles may act as a major issue because they may interrupt the basic
path of the person and delay the flow of operation. Moreover, the impaired may lose
the direction they were walking, causing discomfort. The visually impaired person
needs to keep a watch of surroundings while even walking on a side walk in order
to prevent any obstacles they may collide into like rocks and other human beings.
Currently, such scenarios have been avoided by much physical means that are guide
dogs and white cane (sticks). In the worst case, a guide dog can run off and a stick
may fall causing the impaired person unable to even move or even find the lost asset.
The sense of direction and obstacle avoidance is a major issue in such cases.

Case 6: Public transport can be another issue for visually impaired like if a person
wants to board a bus, he/she needs to reach the bus stop in order to catch a bus. The
person waits for the bus to arrive generally at the entrance not in case of impaired
vision. In the worst case scenario, the client might not be able to navigate the bus
stop. They might not know the entrance of the vehicle and can even face the wrong
direction. The traffic sign detection works for the detection of bus stop signs and
GPS also enables to navigate the client to nearest bus stand.

Case 7: In case of public transport vehicles like trains and trams, it is difficult to
navigate a station and board the transport as the application needs to detect the track
and public density to prevent any mishap. If not standing at an appropriate position,
the client may trip over on the track and suffer fatal loss. The person needs to know
which platform they need to be at and when to board. Such cases can be resolved
using ADAS, GPS, and text to speech recognition.

4 Advance Driver Assistance System (ADAS)

Automatic vehicles and machines are all set and ready to operate along the roads.
Autonomous machines and devices use ADAS to move or drive/assist the movement
of aperson or a vehicle. Not only for visually impaired people but also for autonomous
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Fig. 2 ADAS block diagram

vehicles it is difficult to identify the traffic signs and analyse the obstacles. Missing a
crucial sign or obstacle can cause fatal damage or accidents hence cannot be ignored.

But even after the usage of autonomous assistance system using an integrated

camera due to some of the reasons, the detection system misses out on some traffic
signs:

1.

2.

Poor Illumination-Poor lighting either on the road on over the streets or footpaths
can cause ADAS to fail in the process of image capturing and lead to a hazard.
Traffic Density-The traffic available over the roads can lead to inability of the
system to recognize the signs properly.

Lack of concentration-The focus of cameras may vary at distances and lead to
generation of pixelated images thus causing failure in ADAS system.

The ADAS algorithm includes steps as shown in Fig. 2.

User request-This step focusses on the request generated by user or even
automatic request focusing on the visually impaired.

Data Input-The cameras based on user request either manual or automatic
captures the images of traffic signs.

Processing Signs-Then, the automated system focusses on the road sign by the
process called pre-processing and generates a boundary around the specific road
sign.

Post-processing or analysis-Then, the pre-processed image is compared to the
road sign database.

For example, use ADAs system in automated cars. In this, a camera is fitted on

the roof of the car or on the dash board to provide a clear view of the surroundings
and captures as refined images as possible.

Now, after capturing the images or the image acquisition, it follows 4 basic steps

[10, 11].
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Pre-processing

Detection

Recognition (i.e. comparing database)
And transmission.

Sl

5 Support Vector Machine (SVM)

Support Vector Machine (SVM): It is basically machine learning model with self-
learning capabilities and real-time processing. Basically, SVM has an external storage
for database in which it compares the sign in real time and also saves new results for
further reference. SVM is helpful for text and hypertext categorisation thus making it
easier to process the image and even faster. It works on vector spectrum, i.e. divides
the image into vectors of colours and compares each vector to data stored in database.
If the vectors cannot be recognized, it saves them for future reference.
Algorithm of SVM works on 4 steps-[10]

Data acquisition

Pre-processing

Feature extraction (using vector distribution)
Comparing them to database.

S

The following block diagram Fig. 3 as of article [12, 13] from references has been
given by Lin Hao which is based on the SVM vector detection method for pattern
recognition used average speed as the situation indicator.

It is used for congestion detection and traffic paralysis. First of all, the traffic flow
data is collected then the parameters are selected as per the user requirement; the
SVM then generates vector and pattern is selected as per the recognized model, and
the parameters are then optimized by training pattern recognition model and then the
patterns which are recognized are then tested by the vector images that have been
stored in the database. The vector uses the image capturing function for each and
every colour which is displayed on the sign boards and generates the output and then
displays it as per the user requirement. The vector finally stimulates the congestion
and helps the user to drive within the congestion using ADAS and SVM.

If the output generated is not present in the database, the machine learning assists
to store the unrecognized data for future reference.

6 Solutions from ADAS

We first investigated the ADAS route acquisition plans and considered possible door
openings to assist visually disabled people. With these lines, we provide the ADAS
deals with additional cover cases.
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As the current image detection and recognition system are flawed, we can improve
the system by combining both ADAS and SVM. Keeping a physical watch over, the
condition of the road signs and lighting to confirm that the images captured can be
easily analysed and accessed by the ADAS system.

6.1 Route Detection

To explore the case of using lane detection for the driver and apparently blocked the
viewer’s route, we really want to consider the different situations in which the lane
detection calculation can keep clients. For driver assistance, the central application is
the Traffic Warning System (LDWS), which measures whether the vehicle’s reception
is in the correct position. Experts interviewed point out one situation in which lane
detection can keep people who appear to be disabled from walking: crossing a road
can be difficult if they are aware of a road-sized experience and then admit that
there is a very attractive section. In additional circles with people from the goal
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gathering group, the term was coined: normal carrying can be improved by knowing
the previous route (e.g. twists).

6.2 Other Use Cases

Verification of traffic signals always involves two squares: disclosure and expo-
sure. Similarly, the following is used to combine the validation level. In order to be
accepted, there are one-way approaches that are considered diversity and position and
then later Al approaches, for example, processing vector support equipment (SVM).
Following the visual signals of the Kalman channels is worth careful attention to a
few points. For example, the following can be used to combine the results of a reve-
lation from different houses or to discard the effects not found in the middle edges.
Since the traffic signal game system is a problem for a standard article application,
corresponding statistics are used. Following partial release, SVM, neural networks,
and various techniques are used. Since road signs that indicate access routes are often
excused systems verification systems will solve this problem.

Vehicle acquisition in metropolitan areas suitable for the various areas where
the vehicle is being recorded, presented to it. The paper additionally contains a
haemodialysis test to identify a vision-based vehicle. Vehicle acquisition should be
seen as part of obstacle obstruction, as the various blockchain progression in ADAS
surrounds the fixed object environment. Apart from cars, pedestrians and bicycles
were spotted. Previous data regarding restriction area, variability, and shape is used
to suit models.

7 Future Work and Conclusion

7.1 Future Work

As the basis for our future research, it is fundamental to collect appropriate perspec-
tive conditions that may keep road clients who appear disabled and equally prone to
ADAS. Next, we examine the more outspoken conversations with people who are
obviously weak around their self-esteem. Preliminary reviews indicate that the results
of this paper will be reported and expanded to specific institutions. In order to evaluate
existing ADAS ratings and adapt to the changes introduced in the area of damaged
traffic customers, comparable video test game systems are required. To achieve this,
we created frameworks to improve coverage operating conditions from the driver and
standard view. In each case, they have seized it, despite obstacles, we can scarcely
imagine. Future work in the following field includes converting the recognized text
and traffic signs to voice commands detected and analysed by combining ADAS
and SVM system. As the basis for our future research, it is fundamental to collect
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appropriate perspective conditions that may keep road clients who appear disabled
and equally prone to road accidents. We can use text to speech synthesizer which
lets the Al-based devices to convey the detected signs to visually impaired people.

7.2 Conclusion

The following research paper focusses on the combination of two current existing
system to improve the traffic sign detection for VIB, i.e. combining ADAS and SVM
and the existing solutions for the following set of problems have been researched
thoroughly and have been analysed to generate a feasible model that can be used
for the visually impaired people and implement the following in hardware devices.
The model hence produces the voice commands after detecting and recognizing the
traffic signals that can be used by the visually impaired as an aid for recognizing the
traffic signs.
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Abstract In the monetary framework, banks assume a significant part and their
reality is basic to the strength of the economy. Banking organizations had played
a huge effect in the financial improvement of India since the country’s freedom in
1947. The financial area controls the greater part of the country’s monetary resources,
laying out it as the prevailing power in the country’s monetary business sectors. Banks
in India are encountering huge changes because of the monetary area changes that
are being executed dynamically the country over. This examination work means
fostering an effective and sufficient model for the financial business in India using a
measurable technique in light of the major proportions. It gives a concise measurable
investigation of the twelve bank-explicit factors for every 22 banks. It concentrates on
the hole in monetary execution between various banks by doing a similar concentrate
on the relapse strategies.
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1 Introduction

In this day and age, each economy is unequivocally dependent on monetary devel-
opment, it is a significant underlying part of the monetary area and expects a critical
part in the legitimate running of any economy. Trade, industry, and farming should
be supported with additional commitment and obligation since they are basic parts of
a country’s financial advancement. Thus, the improvement of a nation is personally
connected to the extension of monetary services [1]. As part of the current economy,
banks are no longer merely considered money merchants; they are now considered to
be development leaders. Branches of financial institutions serve an important role in
soliciting deposits and disbursing loans to a diverse variety of companies and sectors.
What is happening in the economy is mirrored in what is happening in the financial
system. The strength and efficiency of an economy’s financial system are reliant on
the existence of a sound and solvent banking system, which in turn is dependent on
the existence of a strong and efficient financial sector. In the case of a financial crisis,
a solvent banking system ensures that the bank will be able to meet its commitments
to its depositors as soon as possible. While the ongoing change process is in progress,
Indian banking addresses a chance to change into major areas of strength for a, and
energetic area that can execute its capabilities proficiently and really without placing
excessive expectations on government [2]. The overall financial emergency in 2007—
2008 has brought to the consideration of policymakers a large number of worries
relating to the proficiency and dissolvability of the financial business which was again
hit by COVID-19 [3, 4], in addition to other things. Endeavors are being made by
the Indian government and the Reserve Bank of India (RBI) to draw examples from
the emergency as it reaches a resolution. The RBI has been changing its strategies
to keep up with the steadiness of the economy’s estimating level. Different changes
are being pursued to expand the proficiency of the financial region in general as
well as the productivity of individual foundations. Accordingly, it is important that
Indian banks be assessed to execute restorative moves toward work on the all-around
well-being of the banking area [5]. This construction of paper continues as we play
out a short writing survey of the subject, then make sense of the wordings with the
legitimate conventional portrayal. We gather the information for the Indian financial
industry and afterward perform a factual investigation on the equivalent at last we
close the exploration with a future objective.

2 Literature Review

the central investigation takes a gander at an organization’s monetary standing, its
workers, its overseeing body, its money related status, its year report, its assest sheets,
its pay proclamations, as well as its geological and climatic circumstances, like
catastrophic events and political data [6]. Key examination utilizing measurements



Statistical Analysis in Indian Banking Industry 63

is carried out widely in research [7]. As to the Indian financial area, different articles
are distributed so far [8—11]. A factual relative examination between two Indian
banks was seen in [12]. The gathered manner of thinking of this study is to mine
and analyze the data of one of the vitally confidential Indian bank. Al calculations
were completely used to foresee the future worth of Infosys and Reliance, with the
prescient rate expanding if the different exchanging boundaries were tended to as
deterministic example data instead of as an irregular conveyance [13]. Statistics in
Russian banking sector was analyzed in [ 14] and similar analysis in Kenya, Palestine,
and Ukrain is seen [15-17]. Analysis in balance sheet figures for micro decision was
made in [18]. A proper statistical analysis for the Indian banking sector is yet to be
perused.

3 Terminologies

We present a few terminologies beforehand for the smooth flow of the paper. The
symbols used for the same are shown in Table 1.

3.1 Financial Ratios in Banking Sector
3.1.1 Price-to-Earnings Ratio (P/E)

The price-to-earnings proportion (P/E proportion) is the proportion of an organiza-
tion’s ongoing securities exchange worth to its earnings per share (EPS). Benefit
multiplier and worth multiplier are different terms used to depict the P/E proportion.
Officially,

Sp

= Eps M

3.1.2 Return on Capital Employed (ROCE)

It is a proficiency degree, which works out how successfully an association is using
making benefits capital. The benefit from capital used estimation is seen as one of
the most astonishing advantage extents and is regularly used by monetary supporters
to choose if an association is sensible to place assets into or not. Officially,

ROCE = EBIT )
" CE
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Table 1 Symbols used
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Symbols used in the article

Symbol Definition

P/E Price-to-earnings ratio

SP Share price

EPS Earnings per share

ROCE Return on capital employed
EBIT Earnings before interest and tax
CE Capital employed

ROE Return on equity

NI Net income

SE Share holder’s equity

P/B Price to book

CAR Capital adequancy ratio

MPPS Market price per share

BVPS Book value per share

CASA Current and savings account
AOCS Average outstanding commonshare
BC Bank’s capital

oS Operating costs

ol Operating income

D CASA deposits

TD Total deposits

RWA Risks weighted assets

PD Provisions related to unpaid debt

3.1.3 Return on Equity (ROE)

The return on equity is an extent of the advantage of a business as per the equity.
Since an investor’s value is to be determined by taking all resources and deducting
all liabilities, ROE is a profit from resources with fewer liabilities. Formally,

NI
ROE = — 3)
SE

3.1.4 Price to Book (P/B)

The Price to book, or P/B proportion, is a financial extent used to differentiate an
association’s current market value with its book value. The price-to-book (P/B) pro-
portion has been leaned toward by esteem financial backers for quite a long time
and is generally utilized by market examiners. Customarily, any worth under 1.0 is
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viewed as a decent P/B value, showing a possibly underestimated stock. Formally,

MPPS
= 4)
BVPS

3.1.5 Current and Savings Account (CASA)

The CASA ratio denotes the ratio of checking to savings accounts. To calculate a
bank’s CASA ratio, sum up the number of accounts in the bank’s current and savings
records. The CASA percentage is concerned with the current and bank account
proportion. The CASA ratio measures how much money is being held in current and
savings accounts as a monetary reserve. Formally

D
CASA = — (5)
D

3.1.6 Earnings Per Share (EPS)

EPS is determined by deciding an organization’s net benefit and designating that to
each extraordinary portion of common stock. EPS is at times known as the bottom
line— the final statement, both in a real sense and allegorically, of a company’s worth.
Stocks with an 80 or higher rating have the most obvious opportunity for progress.
In any case, organizations can support their EPS figures through stock buybacks that
decrease the number of exceptional offers. Formally,

NI
EPS = —— (6)
AOCS

3.1.7 Capital Adequacy Ratio (CAR)

Capital Adequacy Ratio is otherwise called Capital to Risk Assets Ratio, is the
proportion of a bank’s funding to its gamble. Public controllers track a bank’s CAR
to guarantee that it can ingest a sensible measure of misfortune and consents to legal
Capital prerequisites. It is a proportion of a bank’s capital. Formally,

BC
CAR = —— 7)
RWA

3.1.8 Cost to Income

Cost-to-income proportion is determined by isolating the working costs by the work-
ing pay produced, i.e., net interest pay in addition to the next pay. Cost-to-pay pro-
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portion is significant for deciding the productivity of a bank. Formally,

. oS
Cost to income = — (8)
Ol

3.1.9 Profit Growth

To work out profit growth as a rate, you take away the past period’s income from this
period’s income, and afterward partition that number by the past period’s income.

Formally,

current — previous
Profit growth = - )
previous

3.1.10 Net NPA

NPA stands for non performing asset. Net NPA to propels proportion is the proportion
of the Net NPA to the Net Advances. It estimates the nature of the credit of the
foundation and its general wellbeing. Net NPA is brought about by the low number
of arrangements for neglected obligations. The higher measure of Net NPA influences
the liquidity and productivity of the organization. Formally,

Gross NPA — PD
NetNPA= ————— (10)
Gross Advances

3.1.11 ROIC

Return on invested capital (ROIC) is an estimation used to evaluate an organization’s
effectiveness at allocating the capital under its influence to beneficial ventures. ROIC
gives a feeling of how well an organization is producing profits capital. Formally,

net income — dividends
ROIC = - (11)
debt + equity

3.1.12 PEG

The price/earnings to growth proportion (PEG proportion) is a stock’s cost/income
proportion (P/E proportion) isolated by its rate development rate. The subsequent
number communicates how costly a stock’s cost is compared with its profit Execution.

Formally,

P/E
PEG = — 12
EPS (12)
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3.2 Descriptive Statistics

Enlightening insights sum up or depict the qualities of an informational collection. It
is useful because it allows you to make sense of the data. Helps to explore and make
conclusions about the data to make rational decisions. Includes calculating things
such as

3.2.1 Mean

Arithmetic mean (also called mean) refers to the amount of all the observations

divided by the number of observations. Mathematically, if x;, x;, ..., x,, are the
n observations with f}, f2, ..., f, as their respective frequencies; their mean is
computed as
_ S0 foxs
X = —';‘f’ ’ (13)
2i=] .fl

3.2.2 Variance

Variance is the average of the square of deviations of the qualities taken from the
mean. Taking a square of the deviation is a superior strategy to get free of negative
deviations. Variance is characterized as:

-2
), XL filXi —X0)

Var(x) =0"= ‘*>=>"——— = (14)
n

3.2.3 Covariance Measure

Covariance Measure In probability and bits of knowledge, a covariance cross-section

is a square network giving the covariance between every game plan of parts of a given

sporadic vector.

DL i )0 — )
n

Cov(x,y) = (15)

3.2.4 Correlation

It is the proportion of how two factors are connected with one another. It is the
examination of the linear connection between two elements.

_ S — 00 — )
VEL i — 0T, (i — y)?

R =corr(x,y) =r (16)



68 H. Bansal et al.

3.3 Regression

It alludes to the examination of how one independent variable is reliant upon another
reliant variable.

3.3.1 Linear Regression

It goes under supervised learning. It performs regression assignments. It is the exami-
nation of the straight association among reliant and free factors. It is utilized to foresee
dependent factors utilizing independent factors. For Y on X, line of regression:

- roy -
Y -Y)=——-) 17
ox

3.3.2 Elastic Net Regression

Elastic Net is a notable sort of formalized straight relapse that unites two renowned
disciplines, unequivocally the L1 and L2 discipline limits. Elastic Net is an extension
of direct regression that adds regularization disciplines to the shortage work during
preparation. The coefficients of the model are tracked down through a general joint
effort that endeavors to limit the all-out squared blunder between the figures () and
the normal objective characteristics (y).

Loss = Zn; (yi — 9i)? (18)

12penalty = £/ 87 (19)

l1penalty = =/ jabs(B;) (20)
elasticnetpenalty = (o * 11penalty) + ((1 — &) * 12penalty) 201

3.3.3 Bayesian Ridge Regression

Bayesian regression allows a trademark framework to get through lacking data
or insufficiently appropriated data by shaping straight regression using probability
wholesalers rather than pointing measures. The outcome or response ‘y’ is supposed
to be drawn from a probability allocation rather than surveyed as a solitary worth.

Numerically, to acquire a completely probabilistic model the reaction y is thought
to be Gaussian appropriated around X,

X as follows

P(ylX, w,a) = N(y| Xy, @) (22)



Statistical Analysis in Indian Banking Industry 69
3.3.4 Polynomial Regression

Polynomial Regression is a regression calculation that models the relationship
between a dependent (y) and free variable (x) as a flat-out limit polynomial. The
Polynomial Regression condition is given under:

y=0bo+bixi +byxs+ -+ byx, (23)

4 Results and Discussion

We performed statistical analysis on 21 banks of Indian banking industry, i.e., HDFC
Bank, ICCI Bank limited, Kotak Mahindra, Axis Bank, IndusInd Bank Ltd, Bandhan
Bank Ltd., IDBI Bank Ltd., AU Small Finance Bank Ltd., Yes Bank, IDFC First Bank,
The Federal Bank Ltd., City Union Bank Ltd., RBL Bank Ltd., Equitas Small Finance
Bank Ltd., Karur Vysya Bank Ltd, CSB Bank Ltd., The Jammu & Kashmir Bank
Ltd., Ujjivan Small Finance Bank Ltd., DCB Bank, Karnataka bank and finally The
South Indian Bank Ltd. We analyzed each bank on the basis of following attributes
that are ‘Name of Bank’, ‘P/E’, ‘ROCE’, ‘ROE’, ‘P/B’, ‘CASA’, ‘EPS’ , ‘CAR’,
‘COST TO INCOME’, ‘PROFIT GROWTH’, ‘NET NPA’, ‘ROIC’, ‘PEG Ratio’.
The statistics for the attributes are shown in Table 2. We now analyze the correlation
between the attributes as shown in Table2. The following observations were made:
Positive correlation: The positive correlation lies between O to 1, excluding 0. ‘1’
indicates Perfect Positive Correlation which is indicated by light pink. In the heatmap,
light color units indicate positive correlation and as the color of the units get darker
the correlation coefficient tend to approach 0. So from the heatmap P/E and CAR,
ROCE and ROE, ROCE and P/B, ROCE and CASA, ROCE and EPS, ROCE and
ROIC, ROE and P/B, ROE and CASA, ROE and EPS, ROE and ROE and CAR,
ROE and Profit growth, ROE and ROIC, ROE and PEG ratio, P/B and CASA, P/B

Table 2 Figures
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Table 3 Comparative analysis between the regression models

H. Bansal et al.

Comparative analysis between the models

Type of model

Coefficients

Intercept

Mean squared error

Linearregression

1.25563942e—01
1.00281470e+02
1.63244074e+00
1.87285041e+00
—4.07889499¢+00
2.80953406e+01
3.96725676e—06
—9.14474316e—02
2.59512159e+01
—1.33399195e+00
—1.32383471e+01

—496.7632534431893

617.20

0.90

SGD

-2.44869926e+13
—1.61562406e+10
—3.76193128e+11
—5.91445868e+12
—3.07671413e+12
—2.84255401e+12
4.99402533e+16
—2.20491972e+13
6.70991220e+09
—6.25614599¢+11
—1.83034302e+11

—1.46703888e+11

2700e+13

440e—12

ElasticNetregression

1.18884514e—01
0.00000000e+00
4.29263124e+00
1.09400137e+00
—3.82817803e+00
2.33869970e+01
3.65869915e—06
—8.31874512e—02
6.35988277e+00
—1.14823475e+00
—7.96210393e+00

—382.211630898028

782.22

0.87

Bayesianregression

1.24292193e—04
2.68874383e—08
1.03002686e—06
7.38886217e—06
2.14195726e—-05
—4.50370094e—07
1.16666002e—07
—1.11324003e—05
—2.27862882e—07
7.49863743e—06
—1.74961486e—07

13.62245581035131

249.37

0.01

Polynomial Regression

—2.45642e—02
0.00000000e+00
3.76899955e+00
2.29829929e+00
2.92928778e+00
—3.82826712e+01
2.82899299e—03
—2.8292929e+01
2.59512159e+01
3.726272885e+00
—2.76282889e+01

83.87432526

83.6

0.96




Statistical Analysis in Indian Banking Industry 71

7 » 7 r
P /
Ve
6 ™ " ° 6 P
o 5 L = . o S V4
2 y
c = e
& i #*
= 4 L A & 4 A
: ” o
@ O Ve
T3 A S 3
= y = 4
b3 / g
& ’
o
& 3 @ 2 P
” //
14 @ 1{ ¢
o{® 0
. v 1 1 1 T T T T T T T v T
1 2 3 4 5 [ 7 1 2 3 4 5 6 f &
Experimental Traning Experimental Testing

Fig. 1 Plot of training and testing data with Polynomial model performance

and EPS, P/B and CAR, P/B and Profit growth, P/B and ROIC, P/B and PEG ratio,
CASA and EPS, CASA and Cost to income, CASA and PEG ratio, EPS and COST to
Income, EPS and ROIC has Positive Correlation. Negative correlation: The negative
correlation lies between —1 and 0. ‘—1’ indicates Perfect Negative Correlation. In
the heatmap, dark color units indicate negative correlation. So from the heatmap P/E
and PEG Ratio, ROE and NET NPA, P/B and NET NPA, CASA and NET NPA,
CASA and ROIC, CASA and CAR, CAR and NET NPA, P/E and CASA, PROFIT
GROWTH and PEG Ratio, NET NPA and PEG Ratio has Negative Correlation. Zero
correlation: The attributes/variables which do not have any correlation is indicated
by purple color from the heatmap. So from the heatmap P/E and ROCE, P/E and
P/B, P/E and EPS, P/E and ROIC, P/E to Cost to income, ROCE and CAR, ROCE
and Profit Growth, ROCE and COST TO INCOME, ROCE and NET NPA, ROE
and COST TO INCOME, P/B and Cost to income, EPS and CAR, EPS and Profit
Growth, EPS and NET NPA, EPS and PEG Ratio, CAR and Cost to income, CAR
and Profit Growth, Cost to income and Profit Growth, Profit Growth and NET NPA
has Zero Correlation. Next the regression models described in the previous section
are implemented to find a relationship between the factors or attributes and the
coefficients of regressions are generated with respect to the intercept, Mean squared
error and R? value as shown in Table 3.

The polynomial model is seen to have the best performance with the least mean
squared error and the best possible R? value. Figure 1 shows the performance plot.

5 Conclusion

This paper presents every one of the essential proportions connected with the financial
area and played out a factual investigation of the Indian banks. Relapse techniques
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were utilized to track down the connection between them. Polynomial relapse sup-
posedly is the best fit for the reason. In future, we will generally utilize this subtleties
to foresee a dark swan occasion like emergency.
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Smart Home Based on IoT by Using m
Machine Learning i

K. Lavanya and K. S. Archana

Abstract Smart homes have surfaced as the coming wave of technological advance-
ment. Itis a collection of smaller systems connected to home network and comprising
a variety of communication technologies which can assist inhabitants’ convenience,
security, safety, and comfort. This paper examines several IoT based smart house
approaches, which were divided as 2 categories depending on application: smart
home security system and smart home automation. We explored several sensors,
doors, and communication protocols utilized in IoT-based smart homes in this paper.
We also discussed about research problems and also open research objectives.

Keywords IoT - Survey - Machine learning - Smart home automation - Smart
home security system

1 Introduction

The Internet of Things (IoT) is the network of interconnected mechanical and digital
devices, items, people or animals, computing devices having UIDs (unique identi-
fiers), and potential to send information without needing human-to-computer/human-
to-human interactions. Human with the cardiac monitor implant, vehicle with built-in
sensors to notify user when tire level is reduced, or any other man-made or natural
object that has Internet Protocol (IP) address and therefore exchange data over the
Internet are all examples of things in the IoT. According to a report, approximately
fifty billion devices will be connected to the Internet by 2020, and this number will
grow rapidly over time [1]. Statista [2] predicts that IoT will capture an 3.9 to 11.1
trillion USD commercial industry by 2025. Figure 1 depicts the number of linked
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Fig. 1 Graph depicting the 100
total number of linked IoT
devices and the worldwide
ToT market to date, as well as
projections for the future.
Source [6]
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IoT devices and also global market for IoT systems in recent years, as well as future
expectations by 2025 [3-6]. As a result, study on [oT and its evolution and security
has gotten a lot of interest in the electrical and computer fields over the past several
decades.

Companies in a variety of industry sectors have been progressively using IoT to
work more efficiently understand customers better to achieve enhanced customer
service, improve decision-making, and boost the value of a company. By collecting
information from IoT devices and analyze this data for sensing and understanding the
environment, sophisticated systems can be made to improve standard of living, like
machine health diagnosis, localization and structural monitors, health monitoring,
and human body activities.

Machine Learning Techniques used:

Machine learning (ML) is utilized by IoT for data collection procedures to be
simpler and more dynamic. ML is a sophisticated artificial intelligence technology
that requires no explicit programming and outperforms in dynamic networks. ML
approaches train the machine to recognize different types of attacks and give appro-
priate defensive policies. Attacks were recognized at early stage in this situation.
Furthermore, ML approaches appear to be promising in identifying new attacks and
effectively dealing with them. As a result, ML algorithms give potential security
standards for IoT devices, making them more trustworthy and accessible than ever.

Classification: The goal of this activity is to determine which category the provided
observation belongs to. It includes data that has been properly specified.

Regression: This is similar to the classification problem, except the data is numer-
ical rather than categorical. When thinking about smart home, a choice must be made
on how to utilize or anticipate thermostat heaters with the same sensor qualities.
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IOT System:

Originally, IoT was feasible through machine-to-machine communications (M2M),
which involved connecting a device to a cloud and using it to control and gather data.
IoT devices on the network access sensor data via gateway. Without particular instruc-
tions from an individual, device to device communication is carried out. People may
set up devices and view data. Figure 2 is the example of a basic [oT system. Connec-
tion and real-time nature of IoT technologies provide several benefits, including cost
savings and increased productivity. Smart homes are a frequent application of IoT
technology, in which all gadgets are linked to Internet and contribute owner’s comfort,
security, and power efficiency. Wi-Fi and Bluetooth were widespread communica-
tion mediums, and Z-Wave and ZigBee were commonly used in home automation
communications. By combining smart home technologies with Al and ML, apps can
adapt to their surroundings. This allows energy usage to be handled appropriately
and provides some level of predictive maintenance. Figure 1 depicts a basic example
of IoT systems. IoT systems were composed of sophisticated web-enabled devices to
make use of embedded communication hardware, processors, and sensors in smart
device. These devices were linked to a single gateway or hub, which distributes data
over the entire network of devices, where it may be evaluated cloud or locally. As
they react on the shared information between themselves, the devices generally do
their tasks automatically. It is feasible for people to bypass the system’s succession
of autonomous loops and send direct orders and tasks to the devices.

IoT-based Smart home:

Smart homes, cellphones, automobiles, and other devices with sensors are among
the numerous IoT applications. Embedded actuators and sensors will be able to
be controlled remotely through the Internet thanks to a range of monitoring and
control methods. Because the devices record the customer movements, they may

Collect data ——— Collect & transfer data —— Analyze data & take action

loT device User
-
(Sensor) > Interface
loT device 10T hub oF IoT Analytics of Business
oT hub or lo
- - -— application
(Antenna) gateway
loT device Back-end
(Microcontroller) : e systems

Fig. 2 Illustration of how an IoT system functions, from data collection to action



76 K. Lavanya and K. S. Archana

predict the future behavior and deliver one step further to the consumer desire. As
a result, the gadgets provide the highest level of security, capability, relaxation,
luxury, and sustainability. These technologies can help inhabitants improve their
lifestyle by providing comfort, safety, and convenience. Furthermore, smart homes
are appropriate for consumers of various ages and financial levels. Smart home
technologies have become more economical and accessible to individuals of all
income levels as they have evolved. Furthermore, smart houses highlight the aging
population, who require greater care and help. It was unimaginable in prior decades
to believe that the house could be administered automatically even while the owner
was not present. However, with IoT, it is now achievable.

Using numerous actuators and sensors, [oT enhances the smartness of household
appliances. Various low cost sensors like passive infrared (PIR) and temperature
sensors were utilized to monitor environment factors and device status, which provide
information for the IoT doorway. Hardware and software are used to create doorway
devices. These devices serve as a hub for connecting numerous actuators and sensors.
Doorway acts as a connection point between Internet and IoT sensors. The user could
monitor and operate numerous actuators and sensors through these doorways. Data
is forwarded to users through the Internet which is stored in cloud or in database.
Arduino and Raspberry Pi are two of the most popular IoT doorways.

IoT communication technologies like ZigBee, Wi-Fi, and MQTT protocol were
utilized to link doorways and sensors. Figure 3 depicts an overview of IoT-based
smart home. To record smart home data, some researchers employed a database and
a web server. IoT smart home approaches were divided as 2 categories depending on
application: smart home security system and smart home automation based on IoT.

Smart Home Security systems based on IoT

One of the most significant concerns to a household is security. Researchers employed
IoT approaches to secure the home.

Fig.3 Smart home
overview
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Smart Home Automation based on IoT

7

Researchers employed a combination of actuators and sensors to monitor and operate
household appliances from far away. The end user of smart home automation could
monitor and handle various household appliances from anywhere and anytime.

2 Literature Survey

This section covers a wide range loT-based smart home applications in depth for
smart home automation, and smart home security system based on IoT and summary
is specified in Table 1.

Table 1 Summary on lot-based smart home automation and security systems

Refs. No. | Features Communication | Actuators, sensors, Storage
technique doorways
[7] Security alert Wi-Fi Webcam, Raspberry |-
Pi
[8] Security alert Wi-Fi USB cam, Raspberry |-
Pi
[9] Security alert Wired Webcam, PIR, -
Raspberry Pi
[10] Security alert IPV6, Wired Relay, Raspberry -
cam, motion sensor
(PIR), Raspberry Pi
[11] Door, light, fan Wi-Fi Cam, LDR, PIR, IR, |-
control Raspberry Pi, relay,
GPIO
[12] Various electric ZeeBee Capacitors, resistors, | —
devices current measuring
circuit board, sound
sensor, motion
sensor, humidity
sensor, temperature
sensor, Arduino pro
(ATMega32U4)
[13] Fire detection for RESTful Analog temperature | —
smart home sensor, Raspberry Pi
[14] Smart home MQTT protocol | Rotary sensor, Mobius server,
automation motion sensor, sound | MYSQL
sensor, Arduino
[15] TV, steamer, water | ZigBee Analog-to-digital MYSQL

boiler, rice cooker

convertors, low pass
filter, e-meter, laptop
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Authors presented an IP webcam security system to IoT-based smart homes in
[7]. IP webcam records live footage and sends signals to the Raspberry Pi whenever
it identifies an object. Current object images were compared to previously saved
images on the Raspberry Pi. When a mismatch is discovered, Raspberry Pi sends
alert email to specified address. The communication system was established using a
Wi-Fi module.

Authors introduced video streaming security system to the Internet of Things-
based smart home in [8]. Real-time video was captured using a USB camera, which
was compressed and delivered using the H.264 encoding and decoding technology.
The Raspberry Pi is utilized like a doorway, which gets streamed videos. By using
Wi-Fi module, doorway sends the collected video to a website. Low-cost sensor nodes
provide the user with information on environmental parameters like as humidity and
temperature.

The authors of [9] proposed IoT-based smart home security alarm. To send and
detect motions and objects, the author employs PIR and webcam, correspondingly.
The collected data was fed to Raspberry Pi that sends email for authorized person
only when recorded object does not match with stored object.

Authors suggested smart home security alarm in [10]. The PIR motion sensor has
been utilized to detect movement in this system, and the Raspberry Pi camera module
is utilized to record human images, which were then delivered to the Raspberry Pi
doorway. When a guest comes to the residence, user gets email notice from IoT
system. The user has the ability to unlock (or lock) the door at any time. A wired
medium connects the sensor and the devices.

To automate household appliances, the authors employed a PIR, light dependent
resistors (LDR), infrared sensor (IR), and a video camera in [11]. The smart house
employed IR sensors for monitoring and operate lights, a PIR sensor to sense human
presence, and an LDR to predict fire. Wi-Fi connectivity was used to link these
sensors to Raspberry Pi. The Raspberry Pi provides information to the web server,
which users can access through a mobile app or web interface. General-purpose input
and output (GPIO) and relay device are also included in the system, which may be
used to turn on/off fans and lights.

The authors of [12] employed a variety of IoT devices for analyzing environment
parameters as well to reduce energy use in school building. Electricity consump-
tion monitor is part of the system that is made up of a variety of IoT and electrical
components including current measuring circuit board, capacitors, resisters, and an
Arduino XBee module-board. The monitor analyzes the electricity consumption of
electric components and transmits the information to doorway. Arduino Pro Mini,
sound sensor, motion sensor, humidity sensor, temperature sensor, and other compo-
nents are included in the system’s environment comfort meters. The device monitors
a variety of environmental conditions and transmits the information to the doorway.
As a doorway, an Arduino Pro with an ATMega32U4 is employed. For data transfer,
model employs IEEE 802.15.4 (ZeeBee communication).

The authors of [13] employed an IoT approach to monitor and identify fire confi-
dence in a household. The Raspberry Pi was utilized as doorway device, an thermistor
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(analog temperature sensor) detects fire in building. ADC and DAC were imple-
mented using an 12C integrated circuit (PCF8591). To present and transport data
between devices and end users, a Representation State Transfer (RESTful) service
was employed. The fuzzy logic approach was utilized to identify fire confidence.
This technology assists the user in preventing fires in the home.

The authors of [14] proposed three intelligent smart house models based on IoT.
The first model gathers information from actuators and sensors. Second type func-
tions as server, integrating several devices, and monitoring overall data. Machine
learning and neural networks techniques are used to examine the data. The third model
offers a variety of services. These models are put to the test in a real-time smart home
app. Environmental characteristics in the residence were monitored using a rotary
sensor, motion sensor, and sound sensor which all sent information to Arduino board.
MQTT protocol was utilized for communications, and data was saved in Mobius [oT
platform using a MYSQL database.

Authors created a smart home electrical energy auditing system based on IoT in
[15]. By using smart electric meters, electrical equipment like rice cookers, water
boilers, steamers, and televisions were monitored in terms of currents and volt-
ages. Data acquisition (DAQ) devices of low pass filters and analog-to-digital (ADC)
converter transform device used data (current and voltage signals) to digital signals.
The ZigBee protocol is used to send signals from electronic devices to laptop (which
serves as doorway). Electrical device workloads were classified using neural fuzzy
classifiers, and events were discovered using a load monitoring approach built in
LabView. The recognized events and devices load are saved in MYSQL database in
web server. A web interface allows the end user to access the data.

3 Challenges

It is a technological difficulty to replace every wired devices to wireless ones. Ones
in any ordinary home without security its seems unsecured. This can lower the cost
of initial wire installation and increase the system’s scalability, as well as changing
the house’s instruction. Consider the scenario when hackers get access to your home,
open your doors, and deactivate your alarm system. Providing a solid security system
which detects any thieves/hacker who may enter your home is a different problem.
Another technological problem is that instead of adopting a single protocol like
ZigBee or Z-Wave, there are multiple protocols to construct a smart house. Smart
homes can sometimes waste more energy than they save. The problem in creating
a system is to improve the proposed model’s reliability so that it can be used on
a smaller or bigger scale. Developing a good sensor would necessitate more exact
data from the physical world, as well as the creation of data management systems to
handle and store data for subsequent analysis.
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4 Research Objectives

(1) To create an Android application for controlling basic electrical appliances
remotely, as well as monitoring and displaying environmental elements at home
and its surroundings.

(2) To install a sensor-based automation system in the house to detect motion and
intrusion.

(3) To avoid false alerts from the security system, a machine learning method for
distinguishing photos of home will be used.

Future Scope:

Many people are interested about smart home technologies. In the future work, I will
focus about all the aged people and handicapped people. They are happy to utilize
the smart home automation. With a minimal investment, they can use this automation
techniques.

5 Conclusion

Everyone is choosing for automation in today’s era of digitalization. Smart home
automation is a breakthrough in living standards that makes life at home more conve-
nient, comfortable, and cost-effective. When devices are connected to Internet which
is monitored and controlled from anywhere in the world. Smart home automation
systems could be controlled from any location. We looked at a variety of loT-based
smart home solutions in this paper. Smart house approaches are divided into 2 cate-
gories: smart home security systems and smart home automation. Different IoT
actuators, sensors, and communication technologies were addressed for smart home
automation systems. The limitations of smart home approaches based on IoT were
examined, as well as their future directions. This study will help in understanding
the architecture, current trends, difficulties, and future direction of IoT-based smart
home automation.

References

1. daCruz,M. A. A., etal. (2018). Performance evaluation of IoT middleware. Journal of Network
and Computer Applications, 109, 53—65.

2. Statista. (2019). Internet of things to hit the mainstream by 2020. https://www.statista.com/
chart/2936/internet-of-things-to-hit-the-mainstream-by-2020/.

3. Manyika, J., et al. (2015). Unlocking the potential of the Internet of Things. McKinsey Global
Institute, 1.

4. Juniper Research. (2015). Internet of things connected devices to almost triple to over 38 billion
units by 2020. http://www.juniperresearch.com/press/press-releases/iotconnecteddevices-to-tri
ple-to-38-bn-by-2020.


https://www.statista.com/chart/2936/internet-of-things-to-hit-the-mainstream-by-2020/
https://www.statista.com/chart/2936/internet-of-things-to-hit-the-mainstream-by-2020/
http://www.juniperresearch.com/press/press-releases/iotconnecteddevices-to-triple-to-38-bn-by-2020
http://www.juniperresearch.com/press/press-releases/iotconnecteddevices-to-triple-to-38-bn-by-2020

Smart Home Based on IoT by Using Machine Learning 81

5.

6.

10.

Statista, Technology & Telecommunication. (2019). Consumer Electronics, Source. HIS.
https://www.statista.com/statistics/471264/iot-number-of-connected-devicesworldwide/.
Tahsien, S. M., Karimipour, H., & Spachos, P. (2020). Machine learning based solutions for
security of Internet of Things (IoT): a survey. Journal of Network and Computer Applications,
161, 102630.

. Khanum, A., & Rekha, V. (2019). An enhanced security alert system for smart home using

1OT. Indonesian Journal of Electrical Engineering and Computer Science, 13(1), 27-34.

. Suneetha, P., & Venneti, K. (2017). Web based online Home Automation and security system

based on wireless Video Streaming using Internet of Things. International Journal of Science
Engineering and Advance Technology, 5(1), 7-12.

. Tanwar, S., et al. (2017). An advanced internet of thing based security alert system for smart

home. In 2017 International Conference on Computer, Information and Telecommunication
Systems (CITS), IEEE.

Anwar, S., & Kishore, D. (2016). IOT based smart home security system with alert and door
access control using smart phone. International Journal of Engineering Research & Technology
(IJERT), 5(12), 504-509.

. Pavithra, D., & Balakrishnan, R. (2015). IoT based monitoring and control system for home

automation. In 2015 Global Conference on Communication Technologies (GCCT), IEEE.

. Pocero, L., et al. (2017). Open source IoT meter devices for smart and energy-efficient school

buildings. HardwareX, 1, 54-67.

. Vujovié, V., & Maksimovi¢, M. (2015). Raspberry Pi as a sensor web node for home automation.

Computers & Electrical Engineering, 44, 153—-171.

. Jo, H., & Yoon, Y.I. (2018). Intelligent smart home energy efficiency model using artificial

TensorFlow engine. Human-centric Computing and Information Sciences, 8(1), 1-18.

. Lin, Y.-H. (2018). Design and implementation of an IoT-oriented energy management system

based on non-intrusive and self-organizing neuro-fuzzy classification as an electrical energy
audit in smart homes. Applied Sciences, 8(12), 2337.


https://www.statista.com/statistics/471264/iot-number-of-connected-devicesworldwide/

Develop Model for Malicious Traffic )
Detection Using Deep Learning L

Kaushal Kishor, Prabhjeet Singh, and Rhea Vashishta

Abstract Malicious traffic is a threat that creates an incident of security. Our paper
primarily focuses on the establishment of an intrusion detection system against
malware traffic with the help of ideologies such as neural networks and associa-
tion analysis through data mining and association mining rules on the grounds of
machine learning. We’d like to achieve this to create an automated environment
against the manual labor often seen as a challenge in intrusion detection systems.
The self-learning mechanism which is the prime feature of deep learning is used as
the focus to detect unknown or unauthorized access, and usually goes unnoticed.
The technology used in our project is based on deep neural networks and with the
use of modified datasets such as KDD Cup 1999. Along with this, we are collabo-
rating with DNN-4 model with a higher accuracy than all other DNNS, i.e., 83.74%
(Kim et al. in An intrusion detection model based on a convolutional neural network,
2019). The existing scenario with respect to other intrusion detection systems is quite
demanding, as most of the IDS are false alarm rates which can be countered by using
deep learning as it associates the difference between normal and abnormal traffic.
At the same time, other problems like low detection rates and unbalanced datasets
can also be excluded by using machine learning through generalization, training,
and testing the performance of IDS with the help of one of the latest technologies at
hand.

Keywords Intrusion detection system (IDS) - Deep neural network (DNN) -
Malicious traffic - Intruder
1 Introduction

The Internet is a flow of traffic that is data. Whenever we connect to the Internet, there
is an instantaneous flow of data. That is, data is sent and received over the World Wide
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Web. Not all of this data has to be good data, and there is a ton of bad data that needs to
be stopped. Basically, an attack is initiated by an unauthorized user called an intruder
[1]. An attacker could remotely access a computer over the Internet or remotely
disable services. The accuracy of intrusion detection requires understanding how
to successfully attack a system. Because computers and networks are programmed
by humans, errors can occur in both hardware and software. These human errors
and mistakes lead to vulnerabilities. First of all, the IDS system aims to detect all
these attacks and prevent malicious behavior of computers and networks. Detecting
malicious traffic is protecting your computer [2-4]. A literature review relevant to
our project is an Intrusion detection system (IDS), defined as a device or software
that monitors network or system activity and identifies malicious activity. Excellent
growth and use of the Internet increases concerns about how to safeguard digital
information. Various attacks on today’s world hackers use valuable information. Most
intrusion detection techniques and algorithms assist in identifying these numerous
threats [5]. The main purpose of this article is to provide an IDS tool development for
intrusion detection, intrusion detection method type, attack type, various tools, and
methods, research needs, problems, finals, and possible research goals. Detecting and
preventing an attacker’s invasion. The goal of our paper is to create an interactive
intrusion detection system based on deep learning and data analysis that prevents
malicious traffic from interfering with our systems [6].

2 Literature Review

Halimaa et al. used autoencoders with classifiers for intrusion threats. The DL
approach is trained using the NSLKDD dataset [7]. Similar to Abdulhammed et al.
and Kishor K. presented a hybrid deep learning approach based on auto-coding and
RF algorithms to focus on the problem of denial-of-service attacks in SDN. The
reported accuracy of the proposed approach reached 97.89% using the NSLKDD
dataset [8—10]. Also Alkasassbeh et al. applied deep autoencoder (DAE) for intru-
sion detection to detect malicious network traffic. Classifiers are used in the last
hidden layer to classify sample data according to normal or attack criteria. Greedy
methods were used to train deep learning models to prevent overfitting [11, 12].
Taher et al. have been proposed in the KDD Cup 99 dataset, which contains 2 convo-
lutional layers, 2 max pooling layers, 2 full join layers, and 1 classification layer.
However, the proposed approach does not allow detecting samples of a specific
class. Additionally, the average accuracies of Probe and R2L attacks are 68.98 and
62.56, respectively [13]. Elsayed et al. [14] efficiently trained an intrusion detec-
tion model with KDDCup 99 using LSTM [14]. Althubiti et al. [15] proposed a
DL approach using recurrent neural networks to protect against denial-of-service
attacks in SDN networks. The accuracy of the model studied reached 87% [15, 16].
Elsayed et al. [14] analyzed the performance of deep neural networks compared to
traditional machine learning methods. Experimental results showed that DNNs with
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three hidden layers outperform all other classical ML algorithms [17-19]. The devel-
oped a method to detect illicit attacks in IoT networks using the SVM algorithm.
The model is trained using several features derived only from the rate characteristics
of incoming packets. The extracted features are obtained by calculating the average,
median, and maximum values of the packet arrival rate features. The method used
was still not a promising solution [20]. The proposed model incorporates a long short-
term memory (LSTM) autoencoder into unsupervised learning. The proposed model
provides efficient results for the NSLKDD dataset, but fails to do soon the new attack
dataset [21]. The proposed an anomaly detection-based method to protect software-
defined networks. The presented composite material model is two step. There are two
stages to this model. An algorithm called the bat algorithm with various mutations to
reduce the number of features in a multivariate input. And the second stage uses radio
frequencies to classify network traffic into different classes by selecting features from
the initial stage [22]. Elsayed et al. [23] used the AdaBoost algorithm for anomaly
detection. Two feature selection algorithms are used to select common features from
the CICIDS dataset: ensemble feature selection and principal component analysis.
The observed results showed that the combination of AdaBoost and ensemble feature
selection gave better performance than AdaBoost with principal component analysis
[23]. Kishor et al. [24] used a LeNet5 model-based CNN with Softmax function to
develop a new classifier. The authors successfully achieved an accuracy of 99.74%
using the validation method [24]. Jahromi et al. [25] proposed introducing various
DTs along with an adaptive voting algorithm. The NSLKDD dataset is used to test the
proposed accuracy. Experimental results show that adaptive ML models give better
results than single algorithms. Prediction accuracy is improved when using multi tree,
the accuracies are 83.98% and 87.96%, respectively [25]. Rai et al. [26] investigated
the effectiveness of four different ML algorithms: SVM, RF, DT, and multilayer
perceptron (MLP) against DDoS attacks within the framework of the SDN concept.
Also, the performance of these methods in IDS classification is highly dependent
on the nature of the mining method [26]. This paper proposed two different detec-
tion systems to protect networks from malicious traffic. Signature-based methods are
implemented to detect known attacks, and flow-based anomaly detection is used as a
second approach to provide threat detection in network architectures. The anomaly
detection system uses neural network pattern recognition to evaluate the NSLKDD
dataset. However, the 2-IDS approach was more complex and increased the compu-
tation time [27]. Khan et al. applied CNN for exploration using the KDD dataset.
The calculated accuracies for SVM and DBN are 97.99% and 96.89%, respectively
[28]. Yong et al. improved intrusion detection performance on KDD datasets using
batch normalization. The best performance of the model is achieved when using two
convolution layers with kernels. Experimental results show and convincingly prove
that CNN is the best approach compared to deep neural networks and SVMs [29]. HU
et al. further improved CNNs with the ADASYN algorithm, which primarily aims
to handle unbalanced data by adding new inputs and preventing the system from
being biased toward frequent inputs. Advanced model CNN (SPCCNN) achieved
an accuracy of 85.49% with better accuracy than standard CNN on the test data
[30]. Xiao et al. presented an approach based on a CNN model using the KDDcup99
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dataset. They used principal component analysis (PCA) and autoencoder reduction
techniques to reduce input data features and prepare the input data for CNN require-
ments. We use PCA to obtain two sets of features and extract different sets from the
autoencoder. From the accumulated results, it can be concluded that the autoencoder
is more efficient in feature reduction than the PCA method [31]. Jiang et al. proposed
a hybrid model to learn spatial features by combining CNN and interactive long-term
short-term memory. It is an algorithm used to solve the problem of imbalance in data
and consists of a resampling method. Two datasets, NSLKDD and UNSWNBI15, are
used to evaluate the model. This model achieved overall accuracy of 85.67% and
74.62%, respectively [32]. Gu et al. [33] integrated SVM and sparse autoencoder
(SAE) for intrusion detection on the NSLKDD dataset. This engine provides feature
extraction and size reduction for unsupervised learning, while SVM is used for clas-
sification to improve model detection capabilities [33]. Khan et al. [34], particular
attention is paid to the use of deep learning methods that provide high performance
when the sample size of the labeled data is small. It has the ability to automatically
learn deep structures from raw data [34].

3 Proposed Model

The attacks can be identified as a result of the fact that the attackers are trying to give
the rules of the systems, which are the criminals, and easier access to, or correct,
any information, even to the destruction of the vehicle. Due to the inherent open
nature of Wi-Fi channels, the development of wireless technologies for the conduct
of any negotiation in terms of structures poses serious threats to the conservation of
the community, and in particular, security system, Wi-Fi wireless communication
systems, it can be projected with the aid of a joint network, and combat operations.
Taking into account the fact that, as its name suggests, it has a tendency to have a
tendency to be present on the machine hosting, the knowledge, and the mass of the
information age, a cyber security in a Wi-Fi network structures, it is very important
for the customers to get the community to protect a laptop and an understanding
of the attack. There are many different types of seizures and for cyber systems,
such as a flood, a distributed denial-of-service attacks, the batch-specific attacks,
and spoofing. To manipulate this type of attack flow for cyber security, scientists
have projected the number of responses. Most of the answers are: attack, detection,
and is one of the most effective methods, which provides a comprehensive, dynamic
security protection, a mechanism to be able to look forward to, you have to make it
and resist the attack. In particular, the attack detection, it can collect data from the
network of observations, gadget, status and behavior, and, in addition, with the help
of a gadget that allows the employee to him, and the detection of any unauthorized
use of the device for the clients and external attacks of intruders in the car.

The figure shown above depicts the internal working of the confusion matrix
used in our CNN model. Following these patterns, this paper researches the part of
Al approach (CNN) in investigator work transmission control convention affiliation
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traffic as ordinary or dubious one. Yet, abusing CNN is a costly strategy. In this
paper, combining 2 classifiers has been arranged, where counterfeit neural organiza-
tion (CNN) classifiers were used. Moreover, our arranged goal permits us to inspect
acquired characterization results. Exactness of the arranged goal has been contrasted
and elective classifier results. Examinations are directed with a totally extraordi-
nary organization association chosen from NSLKDD DARPA dataset. Observa-
tional results show that joining CNN method for intrusion identification might be a
promising course (Fig. 1).

The suggested system is made up of feature selection and learning algorithms.
The feature selection elements are in charge of extracting the most relevant char-
acteristics or attributes to identify the sample to a certain group or class. Using
the feature selection component’s results, the training set component constructs the
requisite intelligence or learning. The model is trained and becomes intelligent by
using the training dataset. The learnt intelligence is then applied to the testing dataset
to determine how well the model identified unknown data (Fig. 2).

This is a scatter plot graph which represents the true relation between the true
values of the dataset versus the predicted values that are evaluated.

Advantages of Proposed System:

1. It improves the accuracy of the result.

2. It analyzes the result of identifying most network traffic, reduces the workload.

3. The benefit of the usage of machine learning is that it is going to confirm whether
or not a code or a document is malicious or now no longer throughout a} very
little bit of time even as not the requirement of analyzing it in the course of a
sandbox to carry out the analysis.
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4 Result

We use various classifiers such as naive Bayer classifier, k-nearest neighbor, and
random forest to analyze the performance of the model. You can see significant perfor-
mance in multi-classification intrusion detection systems. Compared with the general
CNN, which relies on the characteristics of the content, the proposed CNNMCL can
suppress streaming content and can be adapted to learn the mutation detection func-
tion directly from the data. Therefore, the experimental results show that manual
feature extraction and unbalanced training can detect anomalies even in the absence
of data by CNNMCL. The best way to test the effectiveness of an intrusion detection
model is to evaluate how it can perform on new data that has not been seen before
and during training.

In the figure shown as model accuracy, it depicts two sets: train and test. Train set
consists of the 80% dataset, while the test set consists of the remaining 20% dataset,
and the graph represents the gradual increase in the training of raw data, while the test
set slightly runs parallel to it. The model shows how it trains the data while the model
extracts useful features which can be proved using the test set. In this, figure shows
the relative relationship between the success rates of recognizing faulty datasets in
comparison with the unknown faults which were missed. Observing the diagram, it
can be proved that the rate of loss decreases exponentially. According to the results
and observations, we were able to get a high accuracy of 97% (Fig. 3).
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5 Conclusion

There is still a lot of room for improvement in the proposed model as more time is
needed for training and testing areas that can be worked on in the future. CNN models
are better at detecting anomalies in traffic datasets to prevent false attacks by intrusion
detection systems (IDSs) than traditional intrusion detection systems when using the
same dataset. In the near future, we will try to add more features and ideas to improve
the accuracy and performance of our models. The classic intrusion prevention system
detects network traffic using trying to ensure based on a state of knowledge, which
has several drawbacks such as poorer accuracy and a high number of false alarms.
DNN and association analysis are used to power this system. The DNN can mine
deep network traffic characteristics and classify unknown traffic assaults. The reason
for this is because the DNN still has a minor false rate; thus, following segmentation,
we filter the classified data using feature matching to eliminate normal traffic that
has been misclassified as malware traffic.

6 Future Scope

In the near future, we will try to add more features and ideas to improve the accuracy
and performance of our model. Several approaches to machine learning and deep
learning have been used for their implementation. You can also use a stack-based
autoencoder approach to scale your operations to reduce computational resources.
You can also pay more attention to optimization of computation time. Therefore,
the future scope of the proposed method is to develop datasets that represent current
network traffic patterns, detect intrusions using anomaly detection methods, and
integrate them with automated systems to block intrusions.
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Mine Safety Monitoring System Based m
on WSN e

Avni Sharma, Arpit Kumar, Yamini Gupta, Aaradhya Nain, Rachit Patel,
and Ahmed Alkhayyat

Abstract Rapid infrastructure development and expanded automobile production
are helping India’s mining sector. With all of this, plus millions of people working
in mines, there is a considerable potential of mine hazards, resulting in substantial
losses of resources/assets and human life. The environment in underground mines has
a considerable impact on production, productivity, and safety management. Mines
must be constantly monitored, but human observation is dangerous; hence, mine
surveillance without human intervention is essential. As a consequence, a wireless
sensor network (WSN) is proposed for the safe and intelligent wireless monitoring
of elements that contribute to coal mine disasters, such as toxic flammable gases,
high temperature, humidity, and pressure, using low-cost and low-power consuming
NodeMCU. The proposed WSN identifies the parameters, and based on the criteria,
immediate notifications can be sent to any rising or possible threat arising, speeding
up the evacuation procedure. These real-time values are accessible through the live
status, password-protected dashboard. The system itself is an efficient, low-cost, and
low-power consuming as the used NodeMCU is inclusive of Wi-Fi module; therefore,
no need of external transceiver for communication.

Keywords NodeMCU ESP8266 - Wireless sensor network + Monitoring system *
TCP - IP - HTTP - SSE - VS Code - JSON - LittleFS - XAMPP - PHP

1 Introduction

Coal is extracted from the ground via coal mines. Coal is used to extract iron from
iron ore and to make cement in the steel and cement industries. Its paramount use
has always been to generate heat energy. Petroleum and natural gas have supplanted
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it as the world’s major energy suppliers. Surface and underground coal mining is
today a highly profitable and industrialized operation. Temperature, humidity, carbon
monoxide (CO), sulfur dioxide (SO;), and methane content in the air are the major
reasons that influence problems for miners working underground [1]. The increased
demand for coal results in a significant expansion of coal mines around the world.
As a result, the miners working in these mines are numerous, and their safety takes
precedence. While scientific improvements and firm safety regulations have reduced
coal mining-related deaths, accidents are still too common. Underground mine wiring
requires constant supervision, and the manual interference expected for this safety
precaution is extensive and time-consuming. So, our proposed system will monitor
the parameters, which are critical for safety, and it will then be transmitted on a
regular basis to the control room. The alarm is triggered if the measured values
exceed a specified limit [2]; data transmitted via wireless technology NodeMCU is
observed through the web server in the control room [3, 4].

Wireless technology is utilized to prevent disasters or explosions caused by a
breakdown in electrical wiring maintenance. The monitoring of these indicators is
crucial in ensuring the miners’ safety. A WSN is made up of spatially dispersed
sensors and one or more sink nodes. A WSN, unlike other network systems, has
its own design and resource constraint. Less processing power, a limited range of
communication, and storage issues are among the drawbacks. Many earlier used
systems have been using different microcontrollers such as Arduino Uno, MSP430,
CC253, STCT89S52, Atmega328p, AVR microcontroller, and MSP430 [1-9]. The
Arduino Uno microcontroller is used to monitor individual’s health. A smoke sensor,
aheartbeat sensor, and arespiratory sensor are used in the proposed system to monitor
the smoke in the mine area as well as mine workers’ health characteristics such
as heartbeat and respiration rate [1]. MSP430 is used in the mine gas integrated
sensor alerting system. It has the potential to be used in mine inspection [2]. The
wireless communication system consists of radio frequency data collectors, routers,
and a coordinator; therefore, the proposed system’s data collectors, routers, and
coordinators are built using Texas Instruments’ CC2530-based ZigBee development
boards. Three major components make up the complete system: sensor board tailored
to the application, low-power wireless data transfer system, and data collecting and
management [3]. The front and terminal two subsystems of a multipoint methane
monitoring and control system based on the wireless transceiver chip nRF2401 are
introduced [4]. Using Arduino Uno, a mine safety helmet is designed for real time
monitoring of mine parameters as well as usage of NRF24L.01 module for wireless
communication [5]. Specifications for a portable wireless indicator for underground
mines are given in [6]. This indicator was created by polling multiple access methods
and it can communicate with multiple transmitters at the same time and without any
data inconsistencies. Here, a smart safety helmet is implemented with the use of
Arduino Uno and Lab view is used for monitoring the carbon monoxide and methane
concentration [7]. The Atmega 328p-pu-based microcontroller board is combined
with the Xbee Shield to provide a multimode sensor platform [8]. In [9], the WSN
is based on AVR microcontroller for the surveyance of the parameters. Now, here
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Table 1 Major coal mining disasters over the years

Reference [11] Place Year | Fatalities | Reason of disaster
Benxihu Colliery disaster | Liaoning province, 1942 | 1549 Coal dust explosion
China
Dhanbad Coal Mine Dhanbad, India 1975 | 372 Coal dust explosion
Disasters
Upper Big Branch Mine | West Virginia, USA | 2010 |29 Coal dust explosion
disaster
Anjan Hill Explosion Maharashtra, India 2010 |14 Coal dust explosion
Raspotocje mine Bosnia 2014 |5 Earthquake
Gypsum Mine (Pingyi) Shandong Province, |2015 |75 Construction
China
Lalmatia open cast coal | Rajasthan, India 2016 |17 Landslide
mine
Diaoshuidong colliery Chongging, China 2020 |18 Poisonous gas leakage

represents a list of death tolls [10] caused due to various disturbances in the mine
environment (Table 1).

2 Proposed system

The sensing unit is considered first in our proposed system, followed by the complete
monitoring section or the coordinate unit. The proposed system’s basic architecture is
depicted in Fig. 1. The sensing unit consists of various sensors such as temperature
sensor, humidity sensor, pressure sensor, and an alerting device called buzzer or
alarm. And, coordinate unit has the control room where the web server or webpage
is present, showing the real-time values.

3 System Working

WSN is used in the complete perception, which receives underground parameters and
transmits it to a Wi-Fi and IP-enabled gateway for additional data communication
with the web server. The sensing unit is the most important part of the system. All
those components mentioned above are integrated to the NodeMCU (Esp8266). The
code for the proposed system has been compiled on the Arduino IDE. The sensors
detect harmful and inflammable gases such as carbon dioxide and carbon monoxide,
temperature, atmospheric pressure as well as humidity level. They sense a specific
level of parameters and transmit the information to the base station. If those sensor
values rise beyond a certain threshold, the NodeMCU will sound a buzzer connected
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Fig. 1 Block diagram of proposed system

to it. The data is then communicated to the monitoring section via Wi-Fi, TCP/IP,
HTTP, and SSE. The SSE feature allows the browser to receive automatic updates
from a server over an HTTP connection on a NodeMCU Web Server created in
Arduino IDE. Thus, in the monitoring section, a webpage is created using HTMLS,
CSS, and JavaScript for evaluating the sensed data, the login and register pages are
configured using XAMPP to provide a local host and server for the website, and
PHP is used as the backend scripting language. Firstly, a password-protected login
page will appear which can be accessed by the supervisor or the registered user only
by entering their credentials. When a user logs in to the dashboard, it is directed
to the coordinator. Furthermore, real-time data for the corresponding parameters is
displayed on the dashboard. The complete process flowchart is shown below (Fig. 2).

4 Results

4.1 Sensor Unit

Figure 3 depicts the proposed system’s implementation. The threshold or limit value
is received by the sensor. The microcontroller’s output decides whether the buzzer is
turned on or off. The results produced from the mining environment are constantly
updated on the IoT portal.

The MQ4 sensor threshold percentage is set 5% as shown in Table 2, i.e., because
the range between LEL and UEL is known as the flammable range, and as the name
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Fig. 3 Proposed system’s hardware prototype

implies this is when fire/explosions will occur. For methane, the LEL is 5% and UEL
is 15%, whereas 9% is considered the most volatile state of concentration.

For the MQ9 sensor, the threshold is set to be 450ppm (as CO is a toxic gas) and
the >450ppm causes nausea and dizziness or complete black out. Temperatures above
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Table 2 Threshold limit of sensing parameters [12]

Sensor name | Sensing parameters | Sensor range Threshold set | Health hazard

MQ4 Methane, natural 300-10,000 ppm | 5% > 5%-Asphyxiation
gas

MQ9 Carbon monoxide, 10-1000 ppm 450 ppm >450 ppm-Nausea,
LPG dizziness

>1000 ppm-Death
after one hour of

exposure
DHTI11 Temperature 0-50 °C 49 °C >49 °C-Hyperthermia
DHTI11 Humidity 0-80 °C 70% Dehydration, fatigue
BMP180 Barometric 300-1100 hPa - -

pressure

50 °C can cause hypothermia if the values from the DHT11 sensor are exceeded.
Similarly, the threshold range for humidity is set to be 70% as high humidity due
to rise in temperature of the underground mines causes dehydration, stroke, and
fainting.

There is some possibility for airborne contaminants to become more harmful when
barometric pressure rises, however, as ambient pressure rises, so do partial pressures
of other gases in the atmosphere, including oxygen. As a result, the higher barometric
pressure at a mining depth of 5000 m would have no effect on gaseous pollutant
toxicity [13, 14]. Therefore, for BMP180 which has the range 300-1100 hPa, does
not require threshold. The system was tested at household level to ensure that it
adhered to a defined range. When the readings collected from the sensors exceed
the defined threshold, the environment is considered abnormal, and the buzzer is
activated.

4.2 Monitoring Unit

As illustrated in Fig. 1, the data collected from the coal mining environment is regu-
larly updated in the monitoring area via NodeMCU. A password-protected dashboard
is constructed using Visual Studio Code for reviewing sensed data at the intersec-
tion of WSN and Wi-Fi gateway, as illustrated below [15]. The Wi-Fi gateway is
first initialized, after which it looks for and locates the secure network. As a result,
the allocated webpage has a distinct IP address and a buffer size for incoming and
outgoing data packets. As a result, obtaining sensor data and displaying it on the
webpage [16] (Fig. 4).

When a user logs in to the dashboard, it takes them to the live status page.
Furthermore, data for the related parameters is shown on the homepage (Fig. 5).
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Fig. 5 Live status page, which represents various gauges for monitoring the real-time live values

4.3 Comparison

The proposed system is compared with some existing mine safety and health moni-
toring systems to highlight some merits of the system. As the Table 3 shows, the
microcontrollers used by the existing systems are mainly Atmega microcontrollers
with different technologies like LoRaWAN, ZigBee, ASK, and NRF240 making it
expensive but we have used NodeMCU which has the feature of in-built Wi-Fi module
as the communication technology and is cheaper too. Wi-Fi-enabled devices, while
consuming more power, can send more data faster than ZigBee-enabled devices.
Also, in different regions, LoRa uses distinct frequency bands, whereas Wi-Fi is
universally standardized. The sensors used provide better accuracy of the mine
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Table 3 Comparison with existing system (involving mine safety and health monitoring)

References Microcontroller used | Technology | Sensor used Cost

[1] Arduino Mega 2560 | LoRaWAN | MQ8, heartbeat INR 2550
sensor, respiratory
sensor

[5] Atmega 2560 NRF24L01 |DHTI11, MQ4 INR 1600
[6] Atmega328 ASK DHT22, BMP180 |INR 2150
[8] Atmega328p-pu ZigBee Temperature, INR 6000

humidity, gas
sensors

Our proposed system | NodeMCU Esp8266 | Wi-Fi DHT 11, MQ4, INR 1300
MQ9, BMP180

parameters [17]. Thus, our proposed system is much better in terms of accuracy,
power, connectivity, technology, and cost.

5 Conclusion and Future Scope

The rising number of mining accidents occurring each year highlights the need to
implement effective safety measures for mine workers. To automate mine monitoring
and communication, an integrated system based on the WSN is introduced; the
suggested method improves safety, operational management, and lowers operating
expenses. The system has a monitoring system for the underground environment of
a coal mine that monitor’s data in real time and transfer it to the monitoring section.
It also has the benefits of easy networking, high adaptability and expansibility, and
inexpensive installation and maintenance costs, all of which are critical to the safety
production and intelligent level of mines. It is also a less expensive alternative due
to the use of low-power consumption wireless sensors and the inclusion of a Wi-
Fi module in the NodeMCU. It can, however, be changed to match the needs of
individual coal mines, depending on the environment. In comparison with standard
wire data gathering method, this technology is simple, inexpensive, and fast. The
web page is constantly updated with information on the mineworkers’ surroundings.
Hence, itis both affordable and efficient. Wireless sensor networks will be widespread
in the future, allowing future technology, the environment, and infrastructure to be as
smart as feasible. The range of our proposed system can be extended by constructing
a mesh wireless network. Wi-SUN protocol can be employed since it provides high
data rates and Wi-SUN-based network devices have a battery life of roughly 15 years.
The system’s size will also be reduced due to the flexible PCB.
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Comparative Analysis of Dual Metal )
Gate Fully Depleted SOI FET ek
With/Without 3-Doped Insulated Layer

for AF Application

Jay Prakash Narayan Verma and Prashant Mani

Abstract This paper presents and compares dual metal gate fully depleted SOI FET
with/without 3-doped insulated layer for thermal efficacy, scalability and analog/RF
performance. In the proposed device, a delta doped layer (DMG SOI FET-§) is
incorporated to boost its analog performance. Also, the proposed study analyzes the
effect on transconductance, and voltage gain from several structural characteristics.
The doped layer is seen to minimize the self-heating and enhance analog parame-
ters such as trans-conductance, output conductance and transconductance generation
factor over DMG SOI FET. Furthermore, the diminished short-channel impacts such
as DIBL, subthreshold swing and parasitic capacitances make the scaling possible.
The brief introduction of fabrication flow of DMG SOI FET-§ has been proposed.
The comparison has been done between DMG SOI FET-§ and DMG SOI FET, to
validate the advantages of the proposed structure for the realization of low power
and high-frequency applications.

Keywords Silicon-on-insulator - Dual-material gate

1 Introduction

The silicon-on-insulator metal oxide semiconductor field effect transistor (SOI-
MOSFET) has several distinct qualities, including decreased parasitic capacitance,
protection against electrostatic discharge, fewer short-channel impacts (SCEs), lower
noise and low subthreshold slope [1-3]. To overcome this difficulty, many topologies
have been proposed, including thin film fully depleted (FD-SOI), graded-channel
FD-SOI, halo-doped FD-SOI, ground plane FD-SOI and various gate designs. In
addition, they have outstanding compliance, higher resistance to radiation, lesser
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fringing capacitance, protection for latch up, high speed, high-temperature and high-
repetition execution. These attributes have inspired the ongoing research based on
SOl-integrated circuits (ICs). Partially or fully depleted SOI is MOSFETs which
have SiO, as an insulating layer compared to the silicon substrate, and based on the
width of the BOX are grouped as PD/FD depleted SOI (PD/FD-SOI). The device is
deemed fully depleted if the depth of the depletion region is equal to the thin layer
of silicon deposited as the channel region. In our proposed device DMG SOI FET-6,
we have incorporated a thin silicon layer thus making a fully depleted device which
can endure higher gate voltages [4]. To benefit from better SCIs in fully depleted
SOI, a very thin substrate should be utilized [5—7]. The SOI facilitates pairing in
thin substrate structures while reducing random dopants variations (RDVs) [8, 9].
As aresult, various low power and high-performance devices are being created using
the FD-SOI, which makes low threshold voltage possible [10—12]. This leads to the
existing need and interest in the FD-SOI devices as they seem very promising for the
future downscaling needs. The study of FD-SOI will also aid the intense competition
and the developing research societies [13—15].

Electrostatic coupling present among source-drain (S-D) and the channel is the
biggest hurdle in scaling of DMG SOI FETs [1]. To improve the performance, many
structures have been proposed, including thin film FDSOI, nanowire FET, Tunnel
FET [2]. Thin film FD-SOI seems to be the most lucrative of the options since it has
a planar structure and can be effective against the short-channel effects [3]. However,
few drawbacks like degraded channel mobility, larger miller capacitances and a risen
self-heating affect their use for analog applications [4-6].

Long et al. [17] in 1999 suggested a novel gate material engineering technique
known as dual-material gate (DMG)-FET that had positive impact on the carrier
transport efficiency along with the SCEs. The choice of the work functions for the
metal gates is done in a way such that work function for the part of gate (M1) closer to
source is kept greater than the one closer to the drain (M2) for an n-channel MOSFET.
The pattern is reversed for a p-channel MOSFET.

In this work, we propose a p-type doped delta film DMG SOI FET-4. The addition
of p-type delta doped under the channel hinders the fringing field lines initiating from
the drain and minimizes the random dopant variations triggered threshold voltage
variations. These factors along with the minimization of the SCEs including DIBL,
Vth roll-off and self-heating reduction make this device a suitable candidate for
downscaling. Gate material engineering in the DMG structure proposed in this work
effectively minimizes the SCEs and presents enhanced carrier transport efficiency
and improved transconductance. The potential step is formed within the channel
in such novel arrangements, imparting more consistency across the channel. Many
concerns, such as the influence of submicron on SOI, are yet to be calculated.
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2 Device Design and Structure

The thickness of the silicon layer and the channel doping determines the device
is partially/fully depleted on the SOI. In the fully depletion structures, the channel
doping concentration is often kept low in order to prolong the gate depletion zone
throughout the thickness of the silicon layer.

Figure 1la illustrates the two-dimensional cross-sectional view of our proposed
delta doped dual-material gate SOI FET structure. A BOX film (thickness = 30 nm)
is below the silicon substrate (thickness = 15 nm). To dope the source/drain of the
transistor, N-type material (1 x 10%/cm?) is used, whereas for the channel doping
which has a length of 60 nm P-type doping (1 x 10'®/cm?) is done. The device
design values are given in Table 1. As shown in Fig. 1b, the conventional structure
is calibrated to show that the simulation and model values of the SOI-MOSFET
structure are in accordance [16]. For the majority charge carriers, the recombination
and generation at the Si-Si and SOI intersection are accounted for utilizing the
Shockley—Read—Hall model [17].

(a)

s 5
T
.

(b) e

Drain Current (A/um)

102 ‘l' F = Conventional FD SOl MOSFET [16]

: " *  Simulation Work

e ! S
0.0 02 0.4 056 08 1.0

Gate Voltage (V)

Fig. 1 a Cross-sectional representation of DMG SOI FET-8 b experimental drain curve
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Table 1 Design parameters of delta doped DMG-FD-SOI MOSFET

S. no. Device parameters Values

1 Physical gate length 60 nm

2 Gate work functions (@y; and D) 4.3 and 4.1

3 BOX thickness (Thox) 30 nm

4 Silicon substrate layer width (tg) 15 nm

5 Gate oxide thickness (SiO; + HfO,) (I +1)nm

6 Source/drain doping value N-Type 1 x 10%%/cm?
7 Channel doping P-Type 1 x 10'%/cm3
8 Gate metal length (L and L) 30 nm and 30 nm

9 Doping value of p-type 8-layer 1 x 10"%/cm?

10 Thickness of ™-layer 5nm

The post-low-energy instilling selective epitaxy approach is utilized to construct
a p-type doped zone under the channel. Low-energy boron implantation is used in
this process to form the doped layer, which is then trailed by the development of an
undoped silicon epitaxial film.

3 Simulation Results Analysis and Discussion

The simulations have been performed in SILVACO ATLAS TCAD [3]. The simu-
lations have been performed on an n-channel DMG SOI FET with/without § doped
structured in TCAD tool. For a DMG SOI FET, the chosen work function values of
M1 and M2 are 4.3 and 4.1 eV, respectively.

1. Fabrication flow of DMG SOI FET-§

The suggested manufacturing steps for producing the DMG SOI FET device, which
employ a partly insulated oxide structure to build the final device structure. The
material utilized for doping is a p-type Si. The silicon film is then epitaxial developed
on this substrate, trailed by the deposition of SiO, and HfO, masks. After all of the
layers have grown, the Si layers from the active region are etched away to reveal
the film [18-20]. After removing the mask films from the non-exposed portion, the
silicon is developed through the device. Trench isolation and oxidation procedures
are employed to form the partial BOX beneath the source and drain. To do this, the
Si0; and HFO, mask layers are re-deposited.

2. I versus Vpg characteristics

Figure 2 depicts the output characteristics of DMG SOI FET with and without delta
doped for various Vg4s values. At various drain biases, drift—diffusion simulations
combined with the lattice heat equivalence were performed to achieve these proper-
ties [21-23]. It is clear from the figure that there is a considerable change in drain
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outcomes of both DMG SOI FET and DMG SOI FET-$. This variation in the output
is caused predominantly by the decline in the channel mobility owing to the thermal
impacts. Additionally, for DMG SOI FET-4, the output characteristics at Vg, = 1
and V4 = 1.2 are shown in Fig. 2.

3. Parasitic capacitance evaluation

Because parasitic capacitances, namely gate-source capacitance (Cgs) and gate-
drain capacitance (Cgq), are significant factors for analog frequency applications
[24], and these components must be obtained for both topologies.

Figure 3 indicates the variation of these capacitances with VGS for DMG SOIFET
and DMG SOI FET-3. Cgs in DMG SOI FET-§ is much larger than in DMG SOI FET,
as seen in the figure. The discrepancy in parasitic capacitances is mostly attributable
to device dimension modifications. Because the Miller capacitance between S/D and
the gate is large in the DMG SOI FET-delta doped structure, Cgs is high [6]. While for
the DMG SOIFET, the Cg is low as anticipated from the two-dimensional structures.
Likewise, the gate-drain capacitances in DMG SOI FET are almost identical, indi-
cating that the suggested alteration in DMG SOI FET does not significantly modify
the parasitic capacitances [22].

4. DC performance

Figure 4 depicts the fluctuation of the drain current as a function of VGS in a log
scale for DMG SOI FET and DMG SOI FET-3. The output current in the case of
DMG SOI FET is smaller than in the case of DMG SOI FET, as seen in the figure.



108 J. P.N. Verma and P. Mani

<)
~
1
—
Q
=

9

e

o
)
1

o
3
1

o
~
I

o
w
1

o
S
1

o
=
|

—=— DMG SOI FET
—e— DMG SOI FET-d

Gate-Drain Capacitance Cgs (fF/um)

0.0 T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
Gate to Source Voltage Vgs (V)
0.50
(b) —=— DMG SOI FET-d
045+ —e— DMG SOI FET

0.40

0.35

0.25

0.20

0.15 1

Gate-Drain Capacitance Cgd (fF/um)

00 02 04 06 08 10
Gate to Source Voltage Vgs (V)

Fig. 3 Change in a Gate-Drain capacitance Cgs and b Gate-Drain capacitance (Cgq) along Gate to
source Voltage (Vgs) for DMG SOI FET and DMG SOI FET-é for L = 60 nm



Comparative Analysis of Dual Metal Gate Fully Depleted SOI FET ... 109

The source/drain to channel contact resistance is the primary cause of this decrease
in driving current. The introduction of the delta doped layer reduces the contact
resistance at this intersection. This is due to the existence of a delta doped layer
beneath the channel, which improves the output current driving capabilities of DMG
SOI FET structure. Additionally, as illustrated in Fig. 6, the existence of the delta
doped below the channel cuts off the route of the fringing field lines emanating from
the drain and minimizes the short-channel effects of proposed structure.

5. Analog performance

The AF presentation of a device is attributed to the trans-conductance (gm), output
conductance (gd) and transconductance generation factor (gm/ID), which depends
inversely on drain current (/p) [18]. gm symbolizes the amplification produced by
the structure and I signifies the power dispersed to get that amplification, making
gm/ID a notable factor to study for AF performance [22]. Good transconductance
generation factor depicts greater function and efficiency of the device for analog
applications [23].

Using the first-order models of long-channel MOSFET theory, the gm/Ip in weak
and strong inversion zones may be calculated.

Figure 5 shows the change in gm/ID as a utility of the drain current for DMG SOI
FET and DMG SOI FET-§ for Lg = 60 nm. In a weak inversion section, gm/Ip in of
DMG SOI FET-§ is higher among the two because of the lessening in subthreshold
slope. Whereas, in a strong inversion section, gm/ID in both the cases of DMG SOI
FET and DMG SOI FET-§ devices is almost equal. This is mostly due to a decrease
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Fig. 4 I, versus Vg characteristics of DMG SOI FET and DMG SOI FET-§ in the log scale for
Lr =60 nm



110 J. P.N. Verma and P. Mani

25 —=— DMG SOI FET-3
—o— DMG SOI FET

20
*-\>/ 15 -
E10_
5_
0_

UL | T T T T

108 107 106 10 104 103

Ids (A/“m)
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in channel mobility (n) caused by heat effects in both DMG SOI FET and DMG SOI
FET-§ structures.

Figures 6 and 7 depict how gm and gd vary at different gate voltages for DMG SOI
FET and DMG SOI FET-4, respectively, for LG = 60 nm. gm and gd are calculated
from the small signal analysis done for the device. Based on the results, we can
say that at low gate voltages, gm and gd in DMG SOI FET and DMG SOI FET-§
devices are nearly identical, however, as the gate voltage keeps on increasing, the
DMG SOI FET’s gm and gd is found to be significantly lower in comparison with
DMG SOI FET-§ device [23]. The reason for the above is that for DMG SOI FET,
the S/D-to-channel contact resistance is higher which lowers the transconductance
of the device, while the addition of the p-type 8-layer in DMG SOI FET-§ leads
to improved gate control and enhanced gm. Additionally, at higher gate voltages,
in spite of the heightened gd in DMG SOI FET-§ devices than DMG SOI FET
device, the improved gm takes over [22]. It is worth noting here that higher gate
voltages increase the channel temperature which is known to reduce the channel
mobility which effects the gm of these devices but the occurrence of §-layer below
the channel in DMG SOI FET-§ helps to reduce this rise in temperature and hence
forms the reason for improved gm of this device.
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4 Conclusion

A comprehensive study of the DC and RF parameters of DMG SOI FET and DMG
SOI FET-§ devices based on identical structural parameters has been conducted via
ATLAS CAD tool. Dual metal gate engineering and metal S/D in DMG SOI FET
are found to lower S/D series resistance. However, a considerable improvement in
high-frequency analysis of DMG SOI FETs has been seen, and in order to reduce
the self-heating impact, a novel DMG SOI FET with a partial BOX under S-D
and a p-type doped underneath the channel is introduced. The conclusions drawn
from the drift—diffusion mechanism imply that the short-channel effects and para-
sitic capacitances are significantly reduced in DMG SOI FET-§8. Furthermore, as
compared to DMG SOI FETs, the drive current and analog frequency excellence
such as gm, gd, and gm/ID are greatly enhanced in the DMG SOI FET-4, indicating
the device’s appropriateness for AF applications. The suggested fabrication flow
of DMG SOI FET demonstrates that integrating the partial BOX with the p-type
delta doped underneath the channel not only decreases the heating impact, but also
enhances the proposed device’s outcome.
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Abstract A recommendation system is used by most if the industries nowadays as
it helps in increasing the sales in all. This is due to the personal touch a customer
gets because of the recommendations. A recommendation system is a technique
that helps in recommending products and other services to consumers using infor-
mation filtration. Recommendation systems can be of many types a few of them
being, collaborative filtering-based recommendation systems, content-based recom-
mendation systems, utility-based recommendation systems and more. During this
study we will be using collaborative filtering-based recommendation system along
with graph-based learning techniques like Gensim Word2vec and GraphSage. For
the collaborative filtering part we will take help of a correlation matrix and a pivot
table to get the relationship between the users and products and eventually finding
the relationship between different users. And in the graph learning models we will
be using the word embeddings created using the graphs made using the gathered data
and for the traversal of graphs we will be using deep walk and random walk algo-
rithms, and then using this information we have recommended the products to the
users. The assessment of each model is done on the basis of Personalization method.
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1 Introduction

An essential aspect of computer science is the recommendation system, which pre-
dicts what a user will like next. It is a standard benchmark for product designers
and engineers to explore various algorithms and feedback systems to find the most
effective, why they might be effective or ineffective, and how to optimize the system
[1]. Time is the most valuable thing in today’s world, and researchers do not have
much time to look for relevant articles in step with their research domain. Thus an
efficient filtering technique is required to make your mind up on the quality research
papers so that researchers’ time is commonly saved. A recommender system is an
information filtering method utilized in many places presented on websites [2] as
per users’ habits. The recommender systems use a few significant factors for making
their system: datasets, prediction rating supported by users, and cosine similarity [3].
We propose a research-paper recommender system employing a collaborative filter-
ing approach to recommend a user with the most straightforward research papers
in their domain in step with their queries and supported the similarities found from
other users supported their queries, which can help avoid time-consuming searches
for the user. In this paper, we will discuss some basic recommendation systems along
with a general overview of other types of graph methods. Finally, we will focus on
recommendations for a few practical applications (e.g., recommendations for recom-
mender systems or books) [4]. We survey the sphere of research-paper recommender
systems, aspiring to enable researchers to discover the status-quo of research-paper
recommender systems [5] and motivate the community to unravel the significant
urgent problems currently present hinder the effective use of research. We will have
a look at different models employed by recommendation engines.

There are many recommendation systems, as given below, but we have used col-
laborative filtering-based recommendation systems for our work. The collaborative
recommender system is a popular and mature technology made available to gather
or collect the ratings or recommendations of various objects for processing to make
personal recommendations for different users. In addition, collaborative filtering
majorly works on the assumption that the people who have bought a similar object
in the past will buy similar things in the future and will like similar objects as they
wanted in the past. The recognition of commonalities among the users is primarily
based on their scores and generates new tips based on inter-consumer comparisons.

Content-based Recommender System: It is a projection and prolongation of the
information filtering research. A content-based recommender gains an understanding
of the new user’s profile and the interests inflicted by that user based on the elements
present in objects or things that particular user has rated. It is a keyword-specific
recommender system here. In this type of system, the objects are stipulated primarily
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with the help of their corresponding features. Keywords are the word of identification
used to describe the items or things rated. Thus, in a content-based recommender
system, the things recommended to users are either similar to the things they liked
in the past or the ones they are currently examining, as it increases the percentage of
the item or service to be more likeable by the user.

Demographic-based Recommender System: This system classifies the users based
on their own attributes and makes suggestions on the basis of demographic classes.
A good deal of industries has taken up this method because it is very manageable
undemanding and easy to implement. Here, the algorithms used call for thorough
market research in the required areas or fields, along with this a short survey is neces-
sary for the collection of data for the categorization and classification. Demographic
strategies form “uman-to-human” correlations as part of collaborative ones yet imple-
ment distinct statistics. The advantage of this approach is that there is no need for it
does not require information on a person’s ratings, for instance in collaborative and
content-based recommender systems.

Utility-based Recommender System: A utility-based recommender system makes
a proposition based on the computation of the utility of every object for the person. In
this system, every enterprise may have a unique approach for arriving at a consumer-
specific utility feature and using it for the gadgets underneath consideration. Of route,
the nuisance for this sort of machine is how to create software for man or woman
users. The essential pros of an application-based recommender gadget are that it may
be a component of non-product attributes, consisting of vendor reliability and product
availability, in the software computation. Thus, it is feasible to test the real-time item
inventory and present it to the individual.

Knowledge-based Recommender System: Here, the recommender system indi-
cates items primarily based on personal wishes and alternative inferences. Knowledge-
based recommendation works on purposeful know-how: they realize how a particular
object meets a specific requirement of the consumer and may be the reason for the
relationship between a circumstance and a possible recommendation. Hybrid Rec-
ommender System: In this type of recommendation system, two or more kinds of
recommendation techniques are integrated into any of the two systems in a manner
that suits a particular enterprise. It is the trendy recommender system that many
companies try to use the most. This is because it has the qualities of more than two
recommender systems and gets rid of any weak point when the best recommender
device is used.

Graphs are [6] extensively implemented as a famous illustration of the network
composition of related records. Graph learning proves powerful for numerous tasks,
namely prediction, type, link, and matching. Generally, graph studying methods
draw out different relevant features of graphs with the aid of taking advantage of
system studying algorithms. Significant attention is given to 4 classes of already
utilized graph learning techniques together with matrix factorization graph [7]signal
processing, deep walk, and random walk.

Random Walk: The random walk is a mathematical [8] technique/model that
describes the movement of a particle in an external environment (i.e., outside any
physical constraints). This algorithm cannot predict future outcomes, but it can—in
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many cases—display how a system will behave as time progresses. In other words, the
[9] random walk algorithm can describe how systems evolve while simultaneously
modeling their behavior. It describes how we move from one graph node to another
on a random path.

Deep Walk: It is an [10] algorithm used for mastering unseen representations of
vertices in a network. These representations bring to symbolize the social illustration
amongst two different graphs. A randomized direction is used as a traversing tech-
nique to offer insights into localized systems within networks. These random paths
are then inturn used for training the Skip-Gram Language Model.

Skip-Gram Model: It predicts the following words in any sentence by avoiding
the repetition probability in the words we come across in a sentence. We will use the
Word2vec model and the cosine distance to calculate the probability. Some of the
graph learning models we used are Gensim Word2vec and GraphSage models.

2 Related Work

To get an insight on the work previously done on graph learning [11] we did a study
of a few other works on the same lines. Many different methods and analyses of
graph-based learning have helped us immensely in the analysis of the models used
[12, 13]

In 2009, the authors of the paper [14] created the first hybrid recommendation
system for research papers named Scienstein. This is made as an alternative to aca-
demic search engines. The authors also address the problem of better search engines,
especially in the research field, to find related papers. Scienstein combines implicit
ratings, detailed ratings, author analysis, citation analysis, and source analysis into
a recommender system. Scienstein performs better than academic search engines.

Authors of the paper [15] developed a collaborative filtering-based recommenda-
tion system for recommending the best papers to researchers in their field, thereby
helping them to save time and focus on research. The model finds similar users based
on their queries and recommends papers, thus avoiding time-consuming searches.
The model uses cosine similarity to find similar users.

Over 200 papers have been reviewed in the paper [16], which covers content-
based, collaborative, graph-based, and other recommendation systems. Most of them
are content-based recommendation systems. The paper also talks about the graph-
based recommendation systems and how the nodes are connected to give better
representation and better results. The author here wants to convey the importance of
providing complete details of the methodology of their paper.

This paper [17] created and tested a neural network-based clustering collaborative
filtering algorithm most commonly used in E-commerce recommendation systems.
The paper tries to solve the sparsity problem: n forming the nearest neighbor sets of
the chosen users, a collaborative filtering recommendation algorithm often results in
information deprivation. This problem can be solved using the neural network-based
collaborative filtering algorithm.
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Fig. 1 Dataset collected
'8 ataset coflecte electronics_data.head(10)

userld productld Rating timestamp

0 AKM1MP6P0OYPR 0132793040 5.0 1365811200
1 A2CX7LUOHB2NDG 0321732944 5.0 1341100800

2 A2NWSAGRHCPSNS 0439886341 1.0 1367193600

3 A2WNBOD3WNDNKT 0439886341 3.0 1374451200
4 A1GIOU4ZRJABWN 0439886341 1.0 1334707200
5 A1QGNMC601VW38 0511189877 5.0 1397433600

6 A3J3BRHTDRFJ2G 0511189877 2.0 1397433600
T AZ2TYOBTJOTENPG 0511189877 5.0 1395878400
8  A34ATBPOKGHCHY 0511189877 5.0 1395532800

w

A89DO69IPOXZ27 0511189877 5.0 1395446400

The authors of this [18] particular paper deal with the problem of unidentified
users of a commercial website. They have used an iterative algorithm to optimize the
utility function. The output of each iteration and the values of relative frequencies
of recommendations are recalculated at the next stage.

3 Data Collection

The data that has been used for testing different collaborative methods is taken from
the amazon. The data is been collected from 1996 to July 2014. The actual data
set contains product reviews and metadata. In this, case we have only used product
review data. The data is open source and available at [19] (Fig. 1).

4 Methodology

For the Traditional Method:

The main idea for the work is to pre-process the collected data and find out the
correlation between the users and the products. It then recommends N products to
each user and stores the results in the rec_products dictionary having the user as
key and a list of recommended products as values. We recommend products to users
different from those not rated/interacted with by that particular user. First, we find
similar users to the user using correlation, i.e., users correlating threshold value. Then
we find a set of products for those similar users, say setl, and a set of products rated
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by the user to whom we are recommending, say set2. Then we recommend products
in setl—set2 set to the user, increasing the personalization.

Now for the graph-based Methods:

After the preprocessing of the data, the data is converted into a graph using var-
ious functions, then extracting the nearest nodes for each user. Represent this in an
embedding. after this, a random walk function is used that takes NetworkX Graph
and a Node and generates a random walk for a given length and returns the random
walk (list of nodes traversed) Note: The same node may occur more than once
in a Random Walk. Then the graphs are generated for both stellar graph and net-
workX objects, and both the models (Gensim and Word2vec )are trained, and they
extract the user embeddings. After this, the same recommendation process is done
as mentioned in the traditional method.

4.1 Models Used

In this study, we will investigate collaborative filtering, a customary and valuable
asset for recommender frameworks. Collaborative filtering needs nothing [20] else
besides clients’ authentic inclination on a bunch of things. The verifiable information
would invariably be concurred by clients, especially those who have done it in the past.
As far as client inclination, it is customarily communicated by two classifications.
Particular Rating recommends clients’ inclinations in a roundabout way, for example,
site visits, clicks, buying records, standing by listening to a music track, and more.
On a sliding scale, the ratings given by clients indicate their liking for the product.
For further understanding, refer to Fig. 2.

Word2vec: Gensim is anatural [21] processing package that does “Topic Modeling
for Humans”. However, it is practical way more than that. If you are unacquainted
with the subject matter of modeling, it is a way to take out or draw out the required
subjects from large volumes of text. Gensim offers algorithms like LDA and LSI
and the critical sophistication to make tremendous topic models. Nevertheless, the
width and scope of facilities to create and compare topic models are remarkable
in gensim, plus extra convenient tools for text processing. It is a fantastic package
while working with different models and building other topic models. Also, another
enormous advantage of gensim is: that it facilitates you take care of huge textual
content files while not having to load the complete circulate into reminiscence. For
further knowledge, refer to Table 1.

GraphSAGE: It is an [22] iterative algorithm that learns graph embeddings in an
exceedingly specific graph for each node. The USP of GraphSAGE is that it had been
the primary algorithm to form inductive node embeddings in an unsupervised man-
ner. Rather Like in NLP, creating embeddings is incredibly useful for downstream
tasks. CNN uses these embeddings for various tasks. Before GraphSAGE, many
node embedding models were not supported by spectral decomposition/matrix fac-
torization methods. The problem is that Matrix Factorization methods are inherently
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transductive. The retraining of the model is recommended if a replacement node is

added to the graph later. For further understanding, refer to Table 1.

4.2 Model Development Process

4.2.1 Data and Graph Structuring

In the actual world, maximum items around us are explicitly or implicitly related; in
different words, we stay in a global of graphs. Such a feature is even extra prominent
in RS, in which the objects considered, including users, items, attributes, and context,
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Fig. 3 Recommendation model architecture

are tightly connected and impact one other through various relations, as shown in
Fig.3. In practice, numerous styles of graphs arise from RS’s statistics, which can
drastically contribute to the high quality of the recommendations. Graph learning
can learn complex relations as one of the most encouraging Al methods; GL has
shown extraordinary potential in inferring information implanted in various charts. In
particular, numerous GL strategies, like random walk and neural chart organizations,
have been created to get familiar with the specific sort of relations displayed by charts
and have exhibited to be very viable. Subsequently, utilizing GL to display different
relations in RS is a characteristic and convincing decision create node data is a pivot
table with rows as user Ids and columns as product Ids. The values filled in the
pivot table are the ratings given by the products by the users, refer to Table 2 create
edge data with the source as user id and target as product id showing the interaction
between the user and product Building graphs using the edge data and node data
created in the last steps.

4.2.2 Graph Traversal

Random walk: we traverse the graphs to understand their structure. The main idea
is to start a traversal at a random element of graph G for a certain length M for N
times, and the chances are high that the resultant vector for any other random walker
object would be more or less similar compared to starting a random walker object
that lies in a different community. Here a community refers to similar users based
on their interaction with the products.



Investigating Graph-Based Recommendations Systems ... 123

Table 2 Pivot table and correlation matrix used for models
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A random walk implemented on a graph effectively computes the similarity
between nodes and explores transitive associations between nodes. Assuming we
gave two sets of nodes one represents users, and the other represents items. The links
connecting nodes among those units constitute the transactions of customers. Then
collaborative filtering is used as an insular recovery on the user-object bipartite graph
and applies several activation techniques to create transitive relations between users
and items.

4.2.3 Graph Learning

Get word embeddings from the word2vec model which uses the output of the ran-
dom walk model [23]. Create node embeddings in which we have a corresponding
embedding vector for each user using the word embeddings obtained in the last step.
Create a correlation matrix among the users using the node embeddings procured.
Select threshold T. Find all the users corresponding to each user having a correlation
value more than equal to T. Create a set of all the products rated by those similar
users, say setl, and create a set of products rated by that particular user, say set2.
Calculate a list, L1 of all those products which are not in set2: L1 = set1—set2.
From this list, we select N products to recommend to that user

4.3 Evaluation Metrics

There are a few metrics for evaluating recommendation systems that can be used,
[24] namely Intra-list Similarity, Personalization, Coverage, and a few others. To
evaluate each of the methods used in this paper for the recommendations, the Per-
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Table 3 Personalization scores for all the models
Algorithm used Personalization score
Traditional collaborative filtering based model |0.8713
Graph based model word2vec 0.9976
Graph based model GraphSage 0.9725

sonalization score has been used. It is an excellent way to assess or judge any models
that recommend itemsa to users different from those already rated by them. It is the
dissimilarity or 1-cosine similarity between users’ lists of recommendations. For this
process, the personalization our recommendation system offers to the user in terms
of products is measured in percentage; the higher the personalization score, the more
the customized experience for every user, and the lesser the personalization score,
the lesser the personalization score customization experience for the user.

5 Results

We have used 1,048,576 data points for applying different approaches to provide
recommendations. We have used traditional collaborative filtering and two graph-
based approaches, Word2Vec and Graph Sage. The result of each approach is a list
of recommended products. For evaluating the recommendations of each model, we
have used personalization as an evaluation metric. Personalization tells how many
different products are recommended to the users, refer Table 3. A high personalization
score indicates that user recommendations are different, meaning the model offers a
personalized experience to each user.

Below is the personalized score of each approach model. As we can observe from
the above results, the graph-based model provided a higher personalized experience
to the user and performed better than the traditional collaborative filtering-based
recommendation system.

6 Conclusion

Indicating that graph-based correlations have a better advantage in recommendation
models. This project created recommendation models based on collaborative filtering
using general user-product rating correlation and graph embedding-based correlation.
Even though the general user-product rating gives a good personalization value, the
graph-based recommendation model has a better personalization value. We have
investigated this on the traditional collaborative filtering method using a pivot table
and the correlation of the users to products, Word2vec (graph-based model) and
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GraphSage (graph-based model) model. As per the results, the graph-based methods
performed better than the traditional method, and between the two graph models,
Word2vec gave us a better personalization score. In future work, we can investigate
the effect of graph representation algorithms on the recommendation system for
further study.

7 Future Work and Summary

We have investigated this on the traditional collaborative filtering method using a
pivot table and the correlation of the users to products, Word2vec (graph-based
model) and GraphSage (graph-based model) model. As per the results, the graph-
based methods performed better than the traditional method, and Word2vec gave
us a better personalization score between the two graph models. In future work, we
can investigate the effect of graph representation algorithms on the recommendation
system for further study.
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Movie Rating Prediction and Viewers’ m
Sentiment Trend Analysis Using L
YouTube Trailer Comments

Sandipan Sahu, Raghvendra Kumar, and Pathan Mohd Shafi

Abstract Movie is one of the biggest industries in the world. It is one of the
mainstream entertainment media. However, recent studies say only a few movies
succeeded or satisfied viewers. Movie makers are desperate to know the viewers’
reactions and sentiments to the movie. Maximum of the previous research works
ware on movie hit prediction. Significantly, few works accurately predict the IMDb
rating of an upcoming movie. Very few works analyse the viewers’ sentiment before
and after the movie’s release. In our research work, we extract the YouTube comments
of 80 selected movies. Then, we analyse the sentiment of each review comment using
the VADER lexicon. Next, compute the overall sentiment and predict the IMDb rating
of each movie. In the second part of our work, we investigate the viewers’ sentiment
trends pre- and post-release of the movie. We have achieved 0.4702 mean square
error and 0.519 is R2-score. Our observed results proved that the forecasted rating
of pre-released movies had the lowest error. Our analysis helps to support industry
decisions.

Keywords Sentiment analysis + VADER lexicon - Rating prediction - Mean
square error * R2-score
1 Introduction

Movie industries are one of the most fast-growing and most popular worldwide. The
movie industry is enormous; a large amount of investment is spent on every box

S. Sahu () - R. Kumar
Department of Computer Science and Engineering, GIET University, Gunupur, India
e-mail: sandipan.sahu@giet.edu

R. Kumar
e-mail: raghvendra@giet.edu

P. M. Shafi
Department of Computer Science and Engineering, MITADT University, Loni Kalbhor, India
e-mail: shafi.pathan @mituniversity.edu.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 127
D. K. Sharma et al. (eds.), Micro-Electronics and Telecommunication Engineering,

Lecture Notes in Networks and Systems 617,

https://doi.org/10.1007/978-981-19-9512-5_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-9512-5_12&domain=pdf
mailto:sandipan.sahu@giet.edu
mailto:raghvendra@giet.edu
mailto:shafi.pathan@mituniversity.edu.in
https://doi.org/10.1007/978-981-19-9512-5_12

128 S. Sahu et al.

office film. However, a few numbers the movies that achieved success. Uncertainty
is one of the significant problems in this industry. Predicting the IMDb rating of
an upcoming movie with significant accuracy is always beneficial for moviemakers
and producers [1-5]. IMDb rating generally expresses the success or popularity of
the movie. In the movie industry, promoting a movie is one of the essential parts.
Sometimes, positive hypes created by the promotion activity like the release of a
movie trailer could not persist after the movie’s official release. In today’s Internet-
connected world, people are very fond to use social media networks like Facebook,
Twitter, and YouTube to share their views on any recent topic [5-9]. YouTube is one
of the most famous motion picture mediums. Almost every released movie uploads
its trailer on the YouTube channel. YouTube review comments are one of the most
reliable sources to analyse movies trend before and after the movie’s release [10-12].

Significant research works have been done on movie hit prediction [13—15]. Most
of the works classify the problem into a binary problem (hit/flop), and a few works
classify the problem into a multiclass problem. However, minimal studies have been
performed to predict the movie rating with significant accuracy. Furthermore, the
viewer’s reaction before and after the movie’s release is also critical. Whether a
movie fulfils the audience’s expectations or not can be investigated by analysing the
trend of review sentiment pre- and post-release of the movie.

In this study, we have proposed a framework to predict the rating of the forth-
coming movies using sentiment analysis of YouTube trailer reviews. In addition,
we have also analysed the trend of audience sentiment pre- and post-release of the
movie.

To address the above problems, we extracted YouTube trailer reviews of 80 random
movies released in 2020 and 2021. First, we have scraped all the reviews of each
movie trailer. Next, we use the VADER lexicon as a sentiment analyser to extract the
sentiment of each comment, then build a framework to compute the overall sentiment
of each movie, and finally compute the predicted IMDDb rating. After that, depending
on the timing of the review comments (pre- or post-release), we have separated
them into two clusters. Finally, we investigate and analyse the sentiment of pre- and
post-release review comments and explore the trend of viewers’ opinions.

Our study shows that the proposed movie rating prediction approach is effective
and achieved a root mean square (RMS) error of less than 0.48. We also demonstrate
how viewers’ sentiment changes pre- and post-release of a movie.

e We offered a framework to predict the movie’s IMDDb rating by studying the
sentiment of YouTube trailer review comments.

e We also proposed a novel method of computing the exhaustive sentiment of a
movie.

The remaining part of this paper is organised as follows. Section 2 briefly reviews
state-of-the-art approaches to film forecasting and sentiment analysis. Section 3
outlines our proposed framework and discuss about dataset. In Sect. 4, proposed
method is described in detail. Section 5 presents the experimental results. Finally, in
Sect. 6, we have discussed limitation and the future work of the research study.
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2 Related Works

Movie success prediction is one of the challenging tasks. Since a massive amount of
investment is associated with movie making and movie productions, movie success
prediction is one of the critical research areas. The initial effort was performed
by Litman [16] and examined the attributes and their impacts on the box office
performance. The film industry keeps growing scenes Litman study. Due to the
availability of a vast amount of movie data and social media data, the movie is one
of the most important and rising search fields.

In movie success prediction, feature selection and use of attributes are the most
critical part of the study. In one of the current works, authors try to find the influence
of movie names on movie hits [17]. The most typical characteristic used for cast
members is whether the film casts star artists. The star power of actors has been
taken by actor incomes [18], previous award nominations [15], actor rankings [20],
and the actor’s number of Twitter followers [19]. Some past studies have analysed
the director’s success and tried to relate it with the movie’s success [21]. Some earlier
research has claimed that movies’ economic performance is not influenced by star
directors’ appearance [15], and directors’ power is not as significant as actors for
movie success [22]. Many researchers conducted research work using some derived
features related to key-rule performers and intrinsic movie features [23, 24].

Viewer-based features are about possible audiences’ acceptance of a film. As
the number of positive audiences for a movie increased, the likeliness of achieving
success increased. Movie response can be recovered from several types of media,
such as Twitter [25], trailer remarks [26], blogs [27], crowdsourced social media [28],
and movie reviews [29]. Similarly, in [30], they applied social media, YouTube, and
Twitter comment to predict potential audiences. Unfortunately, viewer-based features
are available only for late prediction.

Sentiment analysis [31, 32] is a strategy for computationally specifying and clas-
sifying customers’ sentiments into positive, negative, or neutral by analysing the
review comments. Hui et al. [33] offered a model utilising social media data from a
microblogging site. Using this information, the authors investigate the choice infor-
mation and find the likeness between online movies and TV shows. Kumar et al. [34]
apply sentiment analysis to user tweets and predict movie ratings. Dongjin et al. [35]
proposed a model by combining users’ review sentiment and rating scores to predict
movie ratings. Abhishek et al. [36] proposed a sentiment analysis model to predict
the movie rating by analysing tweeter review sentiment.

3 Methodology

Our research study aims to develop a model to predict movie IMDb ratings and find
the viewers’ opinion trends before and after the movie’s release. Since we predict
the rating (value) of a movie, it is evident that our problem is a regression problem.
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Fig. 1 Framework workflow

Therefore, our objective is to analyse the review sentiment and finally predict the
movie’s rating.

3.1 Framework

Generally, the movie’s trailer is published well before the movie’s release. Impor-
tantly, movie trailers are usually available on the YouTube channel. Viewers share
their opinions and thoughts about the upcoming movie by writing comments on the
trailer video. In our proposed work, we use these comments to predict the IMDb
rating of the movie ultimately.

The framework for predicting movie rating has the following steps (Fig. 1).

Extracts the movie trailer comments from the official YouTube channel.
Computes the sentiment of each individual review comment.
Calculates the overall movie sentiment.

Predicts upcoming movie ratings from the overall sentiment.

Sl

3.2 Data Set Description

In this proposed work, we have created our data set. The data set comprises review
comments on the YouTube movie trailer. At first, we selected 80 movies released
between 2020 and 2021. Next, the official trailer of each movie was identified
on the YouTube channel (https://www.youtube.com/). Then, we scraped all review
comments of each movie by using google script. In this study, we have taken
all comments chronologically from the beginning to the date of scraping. After
extracting all review comments of each movie, we make a partition into two separate
sets. One set consists of comments before the movie’s release, and the other consists
of all remaining comments until the day of the extraction. So for each movie, we have
two sets of review comments; one consists of pre-released comments and the second
consists of post-release comments. For each movie, we have extracted the IMDb
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Table 1 Example of YouTube trailer review comments of the movie The Starling

Reviewer name Comments Time

Shinku Soul Hey!!!!!!! Please make more series of tales of | 2021-03-21T17:15:49Z
arcadia please!! We want more>>>>>

Amar Ingole I think > I must watch this show & 2021-03-20T01:39:13Z

Deadwing Nine ‘Wonder what happened to all that &#39; 2021-03-19T06:50:28Z
alleged&#39; bribe money >...

Devashish Sharma | @Concepts these people bring are so awesome | 2021-03-11T12:52:14Z

rating and official release date of the movie from the IMDDb website (https:/www.
imdb.com/ accessed on 08 June 2022). Some examples of YouTube trailer review
comments of the movie The Starling are given in Table 1.

4 Proposed Methods

In our proposed work, we scraped YouTube review comments using Google script.
To predict the rating of a movie, we have used review comments only from the pre-
released set of comments. Unfortunately, bring out comments contain an enormous
amount of noise. We need to clean all the noise from the reviews. Our proposed
methods have the following steps. Figure 2 shows the steps of movie rating prediction.

1. Extract YouTube review data from the selected movie reviews. Separate into two
sets, pre-released and post-release movie reviews.

2. Take necessary action for cleaning and pre-processing the extracted review
comments to make them machine-understandable.

Movie YouTube Trailer

Extract Cleaning &
Reviews Pre-processing
Compound score (cs) Sentiment "
of each comments g anlysis VADER Lexicon

'

Overall sentiment

Predicted Movie
Rating (pr)

(os) of the Movie

Fig. 2 Framework of proposed methods
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3. Analyse the sentiment of each individual review by using the VEDAR lexicon.
Then, find the compound score of each review comment.

4. Compute the overall sentiment using all effective review comments of each
movie.

5. Finally, predict the IMDD rating of the movie.

Data cleaning and pre-processing is one of the most necessary steps to execute
sentiment analysis accurately. In the data cleaning process, data is cleaned by deleting
it. Data are corrected using several procedures like stemming, lemmatisation, etc., in
the pre-processing step. We have performed both data cleaning and pre-processing in
our review comments dataset to make the data ready for sentiment analysis. We have
executed multiple steps to clean the data. Table 2 presents different types of noise
that exist in the review comments such as, Stop words, repeating letters, weblink,
special characters, and emojis. We removed all the noise present in the reviews. Next,
lemmatisation is performed in the pre-process step. Table 3 gives some examples of
reviews before and after pre-processing.

Table 2 Example of types of noise in the review comments

Type of Example
noise

Stop words | The, an, a, in, are, as, at, be

Words more | 2pacccccecceecc is better perioddddddddddddd baby baby stole pacs style
than three | babyyyyyyyyyyyyyyyyyyy

same

consecutive

latter

Weblink May I know the background music name from < ahref = “https://www.youtube.
com/watch?v=n4Uv5VHRDZg&amp;t=0m33s” > 0:33 < /a> ¢...I just love it!

Special # @,!,%, %, .. **

characters

mojis O-vaw

Table 3 Example of reviews before and after pre-processing steps

Review before pre-processing Review after pre-processing
Is this Hunters Season2 @ < br > Anyway, I am This hunters season anyway excited
excited

> [ think this movie is a emotional + action movie | Think this movie emotional action movie

< ahref = “https://www.youtube.com/watch?v=Fft | Href YouTube watch stunned
SigeEIEM&amp;t=1m23s”>1:23</a > stunned
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Table 4 Values of four parameters of some example comments

Cleaned comments Positive | Neutral | Negative | Compound score
Looks really good hope movie trailer jitni acchi | 0.515 [0.485 |0 0.7485
Waste your time this boring chaotic with a 0 0.294 | 0.706 —0.9006

stupid ending

Basically, Netflix does not want people to sleep | 0.14 0.86 0 0.0772
always binge-watching

4.1 Sentiment Analysis

We analysed the sentiment using the VADER sentiment analyser from the nltk
package in this proposed work. VADER is a lexicon and rule-based tool for senti-
ment analysis. It is a very useful tool for sentiment analysis. VADER considers every
single word of a review, and by using its lexicon and rules, compute the overall
sentiment intensity of the review. Each review returns four component values as
positive, negative, neutral, and compound. The range of the first three components is
between [0, 1]. The compound score represents the overall sentiment of the review,
and the value is between [—1, 1]. It is a normalised value of the first three compo-
nents. Compound score “—1” represents extreme negative comment; similarly “ 417
represents extreme positive comment. A value near zero on either side of the number
line characterised a comment as a neutral comment. Using VADER, we compute the
sentiment score of each individual review comment. Table 4 presents the score of
each component for some example comments.

4.2 Overall Movie Score and Rating Prediction

Our next objective is to determine the overall sentiment of a movie. At first, we
compute the sentiment score of each pre-release review comment of the movie.
Since the compound score (cs) is the normalised value of the other three components
(positive, negative and neutral), we used the compound score as our deterministic
parameter. We have considered the compound score of each review to calculate the
overall movie sentiment (ms). Some comments do not carry any sentiments, like
purely neutral comments or junk comments; in that case, the compound score value
would be zero (cs = 0). We eliminate all the comments of a movie having c¢s = 0.
Finally, we computed the overall movie score (ms) using Eq. (1).

ms; = l/chs(r;) (1)
=1
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Table 5 Examples of some overall scores, predicted ratings, and IMDDb ratings

Movie name Overall sentiment | Predicted rating | IMDDb rating
The White Tiger 0.3404 5.6.7 6.7.1
BLACKPINK: Light Up the Sky 0.4085 7.7 8.7.5
Torbaaz 0.3474 9.6.7 10. 6.9
Sentinelle 0.0838 11.54 12. 4.7
Dance Dreams: Hot Chocolate Nutcracker | 0.5858 13.7.9 14.7.1

where ms; is the overall movie score of movie m;, p is total number of movie with
cs (r}) # 0, and cs (r}) is the compound score of the j th review of movie m;.
Overall score ranges between [—1, 1].

Finally, in the framework, we have computed predicted rating pr(m;) from the
overall movie score ms; of each movie m;. The movie score is scaled in the range
between [1, 10]. We have used Eq. (2) to calculate the predicted rating from the movie
score. Table 5 presents some examples of the overall movie score and predicted rating.

pr(m;) = {1 +os(m;)} %5 2

S Experimental Results and Analysis

In this research work, two separate modules are present to perform two different
responsibilities. First, we present a framework to predict the IMDb rating of an
upcoming movie by exploring the sentiment of the YouTube trailer review. Second,
we analyse how viewers’ opinion trends change before and after a movie’s release.
We have unsystematically selected eighty movies released in 2021-2022 and built
our dataset.

5.1 Movie Rating Prediction

In our research study, we analyse the movie review sentiment using the VADER
and TextBlob lexicon. Using both the lexicon, we performed the same process and
predicted the movie rating of our selected movies. In Table 6, we have given ten
examples of movies. In Table 6, IMDb rating, rating predicted by VADER, and
rating predicted by TextBlob have been presented. The rating predicted by VADER
is much more accurate than the TextBlob model.

Figure 3 shows the performance results of both the VADER and TextBlob models.
We have considered our problem as a regression problem. Compute the value of the
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Table 6 Comparative analysis of predicted ratings of VADER and TextBlob with IMDb rating

S1. no. Movie name IMDD rating Vader rating TextBlob rating
1 Ajeeb Daastaans 6.7 6.9 6.6
2 Thunder Force 4.4 5.2 52
3 Squid Game 8 7.1 6.3
4 The Devil All The Time 7.1 6.7 6.6
5 Irul 5.8 59 6.2
6 Mosul 7.2 6.8 6.7
7 I Care a Lot 6.3 5.8 54
8 Ludo 7.6 7.7 7.5
9 Mank 6.9 6.7 6.3
10 The White Tiger 7.1 6.7 6.4

mean square error, R2-score, root mean square error, and mean absolute error. In all
the parameters, VADER lexicon model performs better than TextBlob.

We have plotted IMDb rating, predicted rating using VADER, and TextBlob of all
eighty movies in Fig. 4. IMDb ratings are plotted in increasing order, from a small
value to a higher value. The plotted graph demonstrates that both the prototypes
performed relatively well in general. However, both models perform weekly at the
beginning when the IMDb ratings are low and at the end when the IMDD rating is
high. Still, compared to TextBlob, our proposed VADER lexicon performs better.
In addition, some specific movies, such as movies 17, 27, and 39, for which both
models predict significantly higher values than the original IMDb rating. In the same

Accuracy comparison

0.7
06
LHJ I I I
) .
0

=

o

Mean square R2-score Root Mean Mean absolute
error square error error
® Predicted Rating (VADER) 0.4702 0.519 0.672 0.5589
m Predicted Rating (TextBlob) 0.8546 0.153 093 0.7503

® Predicted Rating (VADER) B Predicted Rating (TextBlob)

Fig. 3 Comparative analysis of prediction error between VADER and TextBlob lexicons
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VADER, TextBlob & IMDb Rating
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Fig. 4 Comparison between predicted rating by VADER and TextBlob and IMDb rating

way for movies like 41, 55, 63 and 66, our proposed models predict a significantly
low value.

5.2 Movie Trend Analysis

We analyse the changes in the viewers’ sentiments pre- and post-release of the movie.
We observed that in our data set, out of 80 movies, in 30 movies, changes of positive
sentiment are more than 10. Figure 5 plots the percentage of positive sentiment before
releasing the movie (Pos_br) and the percentage of positive sentiment after releasing
the movie (Pos_ar) of all 30 movies. The figure shows that only movies 1, 6, and
28 have a higher percentage of positive sentiment before the movie’s release. All
the other movies have a lower pre-release positive sentiment. On the other hand,
movies 2 and 3 achieved a very high percentage of positive reviews after the movie
release. Figure 6 plots the percentage of negative sentiment before and after releasing
the same 30 movies. Expectedly, movies 2 and 3 have a low percentage of negative
reviews. Movies 1, 15, and 20 had a significant negative sentiment trend. On the
other hand, movies 26 and 27 were getting significant positive sentiment trends after
the movie release.

In the movie industry, some movie creates hype about the pre-released movie
with the help of the movie’s trailer and also using promotional activities, creating a
positive sentiment in the viewers’ mind. But after release, they could not sustain the
positive sentiment. Figure 7 presents five examples of movies where we observed a
maximum drop in positive sentiment after the movie’s release. For example, in the
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Fig. 5 Changes in positive sentiment before and after the release of the movie
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Fig. 6 Changes in negative sentiment before and after the release of the movie

case of the movie “The Match”, viewers’ positive sentiment percentage dropped by
32.04%. On the contrary, in some movies, viewers’ responded much more positively
after the movie’s release. Figure 8 shows five movies where we observed a maximum
increase in positive sentiment after the movie’s release.

Figure 9 presents five movies for which negative sentiment reduces significantly
after the movie’s release. For example, the movie “Bombay Rose” received a 20%
negative review, but after it was released, it reduced to only 3.92%. On the contrary,
Fig. 10 presents five movies for which negative sentiment increases significantly
after the movie’s release. For example, in the movie “London Hughes: To Catch a
Dick”, negative sentiment increases by 22.13%. In the movie “The Midnight Sky”,
it increases by 17.48%.
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Fig. 7 Reducing the positive sentiment trend after the release of the movie
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Fig. 8 Growing positive sentiment trend after the release of the movie

6 Conclusions and Future Works

A substantial amount of money and human effort is involved with each movie produc-
tion. But in the end, only a few of the movies got successful. Therefore, predicting
movie ratings is very important for moviemakers. In our research work, we analyse
each review comment and compute the overall sentiment of the viewers. Then, from
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Fig. 9 Reducing the negative sentiment trend after the release of the movie
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Fig. 10 Growing negative sentiment trend after the release of the movie

overall sentiment, we derived the predicted rating. Analysing the sentiment trend of
viewers is also a critical aspect for movie makers. Sometimes, positives decrease
after the release of the movie and at the same time may be negativity also increase.
We also observed some low-profile movies get popular after their release. Observa-
tion and analysis of viewers’ sentiment trends are essential for movie makers to learn
from their mistakes and realise the positive gear.
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Our proposed work predicts the movie rating of average movies with significant
accuracy. But it fails to achieve good accuracy when the movie has a high IMDb rating
or a very low IMDb rating. In future work, we plan to overcome these drawbacks
and need to attain high accuracy for all types of movies. In the second part, we study
viewers’ sentiment trends pre and post-release of the movie. In future work, we plan
to investigate and find the parameters responsible for movie success.
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Performance Evaluation of Hybrid )
FSO/RF Link Under NRZ Modulation e
Format

Shakshi and Himanshi Saini

Abstract NRZ is the dominant modulation method in commercial terrestrial FSO
system. This is because of its simplicity and flexibility to the natural nonlinearities
of the laser and the external modulator. In this paper, the performance of hybrid free
space optics (FSO) and radio frequency (RF) has been analyzed by employing NRZ
(non-return to zero) modulation format (non-chirped NRZ, chirped NRZ, alternate
chirp NRZ, vestigial sideband (VSB) NRZ). All these have been modeled using
optisystem software. The various performance matrices such as quality—factor (Q-
factor), bit error rate (BER) and eye height have been evaluated with respect to bit
rate and frequency. It has been observed that non-chirped NRZ gives best Q-factor
and BER as compared to other modulation formats.

Keywords Alternate chirp NRZ - BER - Chirped NRZ + Modulation -
Non-chirped NRZ - Q-factor -+ VSB NRZ

1 Introduction

Free space communication is the system, in which information is sent from trans-
mitter to receiver through air. This type of communication is line of sight commu-
nication. FSO provides higher data rate as compared with optical fiber. FSO has
wide range of application in cellular system, monitoring, security and broadcasting.
It is the quickest method of communication but while transferring the data it might
handle various weaknesses. There may be geometric loss, atmospheric loss due to
fog, haze and rain, misalignment loss due to pointing errors and many more. One
of the recent technologies to overcome the above loses is hybrid FSO and RF. In
this, if FSO system performance is degraded than RF system will work as backup.
The growing demand for high data rate and improvement in spectral efficiency has
opened the door to new modulation format which not only carry information but
also work on chromatic dispersion and nonlinearities. Modulation formats such as
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duobinary, alternate mark inversion (AMI), return-to-zero (CRZ), carrier-suppressed
return-to-zero (CSRZ) and NRZ belong to this advanced group. NRZ is the domi-
nant modulation method in commercial terrestrial FSO system. This is because of
its simplicity and flexibility to the natural nonlinearities of the laser and the external
modulator. The paper is organized as follows: Sections 1 and 2 give the introduc-
tion and literature survey, respectively. In Sect. 3, simulation setup is described.
Section 4 provides the result and discussion. Section 5 presents the conclusions and
future scope of our study.

2 Literature Survey

For transmitting heavy amount of information, we use some modulation techniques
like, non- chirped, chirped and alternate NRZ [1]. These formats are evaluated in
Malaysia, and result shows that alternate chirped NRZ works better as compared
with other techniques under different weather conditions [1]. Performance of various
modulations formats work under some parameters like Q-factors, BER and eye height
[2, 3]. For increase the quality, linear RoF (radio over fiber) system is proposed
with low intermodulation distortion using single-drive dual parallel Mach-Zehnder
modulator [4]. For high speed data transmission, modulators like push-pull MZ
modulator are used [5].

3 Simulation Setup

The simulation setup shown in Figs. 1,2, 3 and 4 is used to analyze and compare the
performance of chirped NRZ, non-chirped NRZ, alternate NRZ, VSB modulation
formats, respectively. Transmitter section consists of pseudo-random bit sequence
generator (PRBS) which generates data signal that can be modulated by employing
single-drive MZM. The modulated optical signal is transmitted over an optical fiber of
length 10km. In the receiver section, optical signal is detected by PIN photo detector
and analyzed by BER analyzer. Simulation parameters like layout, transmitter, Bessel
filter and single-drive MZM and receiver have been given in Table 1.

4 Result and Discussion

In the NRZ format, the pulse remains on throughout the bit slot and its amplitude
does not drop to zero between two or more successive 1 bit. Figure 5 shows the
eye diagrams for various NRZ modulation formats. It is observed that eye is clearly
opened for non-chirped modulation format. In Table 2, the results are summarized
for all NRZ modulation format at the data rates of 10, 15 and 20 Gbps. Table 3 gives
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Fig. 1 Non-chirped NRZ

Fig. 2 Chirped NRZ

Fig. 4 Vestigial sideband
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Table 1 Performance indices
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Layout parameters

Values

Bit rate

10 Gbps, 15 Gbps, 20 Gbps

Sequence length

128

Samples per bit 64
Number of samples 8192
Sensitivity —100 dBm
Resolution 0.1 nm
Transmitter parameters Values

PBRS bit rate

10 Gbps, 15 Gbps, 20 Gbps

CW laser power

0 dBm

CW laser frequency 193.1, 193.3, 193.5,
193.7,193.9, 191.7, 196.1 THz

Single-drive MZM parameters | Value

Splitting ratio 1.3

Modulator type Phase shift having voltage
1.5V

Bias voltagel —28V

Bias voltage2 —-1.1V

Bessel filter parameter Values

Frequency 193.085

Bandwidth 100 GHz

Depth 100 dB

Insertion loss 0dB

Order 1

Receiver parameters Value

Optical receiver photo diode | PIN

Cut off frequency

0.75* bit rate

the results of all NRZ modulation format at the data rates of 10, 15 and 20 Gbps.
Table 4 given the results for all NRZ modulation format at the data rates of 10, 15
and 20 Gbps. And Table 5 analyzed the results for all NRZ modulation format at the
data rates of 10, 15 and 20 Gbps.

Based on the result achieved in Table 2, it is seen that at 10 Gbps at frequency
196.1 and 193.1, the best values of Q-factor and less BER are obtained. At 10
Gbps, in case of non-chirped, the best value of Q-factor is 74.3756, at 15 Gbps, it
is reduced to 35.9057, and at 20 Gbps, it is 12.0114. In case of chirped, alternate
and VSB modulation formats the best values of Q-factors are 20.0828, 26.1193 and
57.5204, respectively. It is also observed from Table 2 that BER reduces more by
using non-chirped NRZ modulation format at high bit rate for long transmission
distance.
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(a)

Fig. 5 Eyediagram of hybrid FSO/RF system with a Non-chirped NRZ, b chirped NRZ, ¢ alternate
chirped NRZ, VSB modulation formats at 10 km fiber length

Table 2 Performance of non-chirped NRZ modulation format (2a) 10 Gbps (2b) 15 Gbps (2¢) 20

Gbps
(@)
Frequency (THz) Q-factor Min BER Eye height
191.7 63.2646 0 0.000371695
193.1 71.6662 0 0.00374911
193.3 66.6058 0 0.00373218
193.5 65.0382 0 0.00037291
193.7 62.8252 0 0.000373654
193.9 66.9874 0 0.000374813
196.1 74.3756 0 0.000374533
(b)
Frequency (THz) Q-factor Min BER Eye height
191.7 26.8391 5.63792e-159 0.000346755
193.1 33.3582 2.75045e-244 0.000352624
193.3 33.6562 1.23897e-248 0.000352976

(continued)
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Table 2 (continued)
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(b)

Frequency (THz) Q-factor Min BER Eye height
193.5 32.8607 3.97627e-237 0.000353603
193.7 32.9443 2.54796e-238 0.000353675
193.9 35.9057 1.23984e-282 0.000355167
(©

Frequency (THz) Q-factor Min BER Eye height
191.7 8.02401 4.23428e-016 0.00027382
193.1 9.0218 7.87658e-020 0.00025718
193.3 9.34258 4.0316e-021 0.000291068
193.5 9.41173 1.41829¢-021 0.000291068
193.7 9.39667 2.43854e-021 0.000289085
193.9 9.69673 1.36338e-022 0.000289963
196.1 12.0114 1.444e-033 0.000308611

5 Conclusion and Future Scope

The performance of non-chirped NRZ, chirped NRZ, alternate chirp NRZ, VSB
NRZ modulation formats has been analyzed in terms of the eye diagram, Q-factor
and BER for hybrid FSO/RF system. Simulation results indicate that non-chirped
modulation format works efficiently as it provides high Q-factor of 74.3756, less
BER and maximum eye opening at different frequency ranges for longer transmis-
sion distance as compared to other NRZ modulation formats at 10 Gbps. With the
rapid developments in technology and ever-increasing demand for higher speed and
capacity, some more hybrid techniques, namely OOK, DPSK, QAM, QPSK can be
involved for the better performance.
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Table 3 Performance of
chirped NRZ modulation
format (3a) 10 Gbps (3b) 15
Gbps (3c) 20 Gbps

149
(a)
Frequency (THz) | Q-factor | Min BER Eye height
191.7 13.7459 | 2.66275e-043 | 0.00028615
193.1 15.1149 |6.41016e-052 | 0.000296805
193.3 15.5295 | 1.08302e-064 | 0.00299925
193.5 15.9366 | 1.74912e-057 | 0.000302208
193.7 16.0346 | 2.64422e-058 | 0.000302613
193.9 16.7856 | 1.5406e-063 0.000306882
196.1 20.0828 | 5.19297e-090 |0.000323731
(b)
Frequency (THz) | Q-factor | Min BER Eye height
191.7 6.39892 | 7.54326e-011 |0.000178926
193.1 6.82538 | 4.29147e-012 | 0.000191761
193.3 6.90016 | 2.53966e-012 |0.000192815
193.5 6.96498 | 1.6058e-012 | 0.000195429
193.7 7.04204 | 9.29554e-013 | 0.000196478
193.9 7.07773 | 7.54326e-011 |0.000178926
196.1 8.52646 | 7.40952e-018 | 0.00023023
(0
Frequency (THz) | Q-factor | Min BER Eye height
191.7 491355 |4.40396e-007 |0.000141073
193.1 6.29297 | 7.73163e-008 | 0.00015635
193.3 5.18631 | 1.04918e-006 |0.000153532
193.5 541071 |3.06162e-008 |0.000163092
193.7 5.17928 | 1.08117e-007 |0.000153335
193.9 5.34666 | 4.35985e-008 | 0.000160222
196.1 6.33314 | 1.17725e-010 |0.000192977
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Table 4 Performance of
alternate chirped NRZ
modulation format (4a) 10
Gbps (4b) 15 Gbps (4c) 20
Gbps
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(a)

Frequency (THz) | Q-factor | Min BER Eye height
191.7 19.1569 | 3.91072e-097 |0.000139113
193.1 20.8328 | 8.71693e-097 |0.000141863
193.3 22.7291 | 1.08976e-114 |0.000144486
193.5 22.3828 |2.76906e-111 |0.000144919
193.7 21.171 8.55208e-100 | 0.000143091
193.9 20.8068 | 1.85314e-096 |0.000143414
196.1 26.1193 | 1.09607e-150 | 0.000149896
(b)

Frequency (THz) | Q-factor | Min BER Eye height
191.7 9.7658 | 7.65718e-023 |0.00010958
193.1 9.80979 |5.07093e-023 |0.000110793
193.3 9.72243 | 1.20675e-022 | 0.00010994
193.5 10.0318 | 5.49687e-024 |0.000112131
193.7 9.86873 |2.82611e-023 |0.000110758
193.9 9.91499 | 1.78699¢-023 |0.000110726
196.1 10.3089 | 3.20676e-025 | 0.000115006
(0

Frequency (THz) | Q-factor | Min BER Eye height
191.7 6.509 3.639¢-011 9.28962e-005
193.1 6.33244 | 1.13015e-010 | 9.18034e-005
193.3 6.09108 |5.21241e-010 | 8.74875e-005
193.5 6.3102 1.29265e-010 | 9.12517e-005
193.7 6.01703 | 8.23028e-010 | 8.67559¢e-005
193.9 6.13215 |4.0172e-010 | 8.80217e-005
196.1 5.92.95 |1.39888e-009 | 8.55488e-005
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Table 5 Performance of
VSB NRZ modulation format
(5a) 10 Gbps (5b) 15 Gbps
(5¢) 20 Gbps

References
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(@)

Frequency (THz) | Q-factor | Min BER Eye height
191.7 0 1 0

193.1 57.5204 |0 0.000339505
193.3 8.27415 | 6.41647e-017 | 1.29566e-005
193.5 1.93261 |0.266423 —2.7844e-006
193.7 0 1 0

193.9 0 1 0

196.1 0 1 0

(b)

Frequency (THz) | Q-factor | Min BER Eye height
193.1 30.4478 |5.69199e-204 | 0.00017752
193.3 6.49393 | 4.17839e-011 | 1.14529e-005
193.5 0 1 0

193.7 0 1 0

193.9 0 1 0

196.1 0 1 0

(©

Frequency (THz) | Q-factor | Min BER Eye height
191.7 0 1 0

193.1 9.10645 |3.74412e-020 | 0.000261574
193.3 4.93692 |3.93161e-007 | 8.48395e-006
193.5 0 1 0

193.7 0 1 0

193.9 0 1 0

196.1 0 1 0
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An Adaptive Opposition )
Learning-Improved Slime Mould L
Algorithm-Based Optimization Routing

for Guaranteeing Reliable Data

Dissemination in FANETSs

J. Sengathir, M. Deva Priya, A. Christy Jeba Malar, and Suma Sira Jacob

Abstract Flying Ad hoc NETwork (FANET) refers to a self-organizing wireless
network that facilitates easy, flexible and inexpensive deployment of flying nodes
termed as Unmanned Aerial Vehicles (UAVs). These UAVs communicate with one
another without the presence of any fixed network infrastructure. The routing process
isresponsible for achieving reliable coordination and cooperation among flying nodes
to establish reliable routes towards radio access infrastructure that corresponds to
Base Station (BS) of FANET. Routing protocols in FANETSs play an anchor role
in preventing network partitions and link disconnections to guarantee prolonged
route lifetime with minimized energy utilization rate. In this paper, an Adaptive
Opposition Learning-Improved Slime Mould Algorithm (AOLISMA)-based opti-
mization routing is proposed for ensuring reliable data dissemination among UAVs
with extended network lifetime and minimized energy consumption. This AOLISMA
routing approach utilizes two randomly selected search agents for determining
feasible direction and displacement that aid in better routing process. It adopts random
selection of search agents for restricting the limits of exploration and exploitation
to establish better balance during the process of routing. It also helps in attaining
a near-optimal or optimal route that prolongs network route lifetime. It specifically
utilizes opposition learning for adaptive increase in the exploration rate for identi-
fying feasible routes from which, optimal route can be selected based on an objective
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function for attaining reliable routing. The simulation experiments of the proposed
AOLISMA scheme conducted based on throughput, control overhead, mean delay
and energy consumption for varying mobility rates of UAVs confirm better perfor-
mance on par with the baseline GAR, ACOAR and ABCAR approaches taken for
comparison.

Keywords Flying Ad hoc NETworks (FANETS) « Improved slime mould
algorithm - Opposition-Based Learning (OBL) - Unmanned Aerial Vehicles
(UAVs) - Route lifetime

1 Introduction

Flying Ad hoc NETwork (FANET) is a kind of Mobile Ad hoc NETwork (MANET)
thatincludes an aircraft which acts as a converter for sending or receiving data through
wireless communication [ 1, 2]. In contrast to the traditional wireless network, FANET
establishes communication by transmitting data among themselves. In contrast to
MANET and Vehicular Ad hoc NETwork (VANET), it supports increased mobility,
distant communication and scarce node-positioning that are highly challenging in
designing routing protocols [3, 4]. It can be substituted at any time without support
from any static facility. A network can be set at any place to facilitate highly
efficient communication at the multi-aircraft system’s network layer [5]. With the
development of embedded systems and reduction of size of the electromechanical
systems, Unmanned Aerial Vehicles (UAVs) are capable of monitoring air, identi-
fying biological agents and targets, relaying communication owing to their reduced
cost, offering robust scalability, easy concealment and handling the challenges in
tracking [6]. FANET with micro-UAV acting as radar has drawn much attention from
diverse areas including academic, industrial as well as military. They are extensively
used in several military and civilian related applications.

Routing protocols play a dominant role in enhancing network performance and
ensuring efficient communication. FANETS can be represented as undirected graphs
with vertices representing nodes and edges representing links [7-9]. The nodes are
the same, while the links change with the inclusion and exclusion of communication
links [10]. An ideal route involves finding an appropriate set of vertices, such that the
corresponding set of edges are the ones with reduced cost and increased stability [11,
12]. For a network containing ‘n’ nodes, there are n! permutations of nodes. Route
direction in FANET is typically not limited, and hence, it is a pleasant combina-
tion [13]. The number of possible routes is n!/2n. In case exhaustive search is to be
carried out, all the routes should be found and compared to determine the optimal
route [14]. Determining an ideal route in a battery-powered FANET is challenging.
Usually, a usable route is determined and not an enhanced one [15, 16]. When an
intermediary node wants to communicate, the neighbouring nodes are regarded as
the next hop nodes in the route. Determining a stable and optimized route in FANET
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is NP-hard. Route determination in FANET is considered as a single-goal plan-
ning problem [17, 18]. Hence, it is feasible to employ heuristic algorithms for route
planning in FANETS.

2 Related Work

Ma et al. [19] have propounded a Velocity-Aware and Stability-Estimation-based
Multi-Path Routing Protocol that incorporates a route discovery and maintenance
scheme. During routing discovery, it sends Route REQuest (RREQ) packets through
trustworthy nodes based on the computation of co-direction degree, thus reducing
the routing overhead. It removes the theoretical error in finding the path stability. The
association of survival period amid neighbouring links plays a dominant role in estab-
lishing path stability. To deal with route maintenance, path similarity and residual
survival period-based multiple path selection scheme are proposed. It forwards
packets through chosen paths based on the multi-path selection scheme. The perfor-
mance of the velocity and stability-estimation-based protocol is found to be better in
contrast to the benchmarked protocols in terms of throughput, average delay, routing
overhead and convergence time of route discovery.

Based on the features of increased mobility of nodes in FANETs combined with the
characteristics of topology dependent class routing protocol, a Genetic Algorithm-
based Routing (GAR) protocol is propounded by Wei et al. [20]. It depends on
enhanced GA for route search by considering link stability, bandwidth and node
energy. GAR enhances selection, crossover and variation operators for rapidly finding
an enhanced route from source to destination by involving lesser cost. From the
results, it is evident that the scheme offers better throughput, stability and reduced
delay. GAR offers route stability, which in turn enhances network performance,
lifetime and network availability.

Node mobility imposes an increased challenge in FANETSs. Continuous Hopfield
Neural Network (CHNN) is used with Dynamic Source Routing (DSR) for finding
the route to support the movement of a node [10]. Owing to repeated topology fluc-
tuations, the protocol considers the routes independent of their quality. It considers
factors like hop count, link capacity and stability, energy, interference, etc. The node
is mapped to CHNN, and an optimal route is found by dynamic growth of NN state.
Search time is dynamically determined based on the time, and the state becomes
stable. DSR is optimized to get a stable route, thus improving the stability and
communication efficiency of the network.

Wei and Yang [21] have dealt with finding steady routes with increased efficiency
using Ant Colony Optimization (ACO). In a network with proactive routing, the
routes are constructed before data is sent. Proactive routing does not involve episodic
broadcasts, intermittent identification of link states and neighbour nodes. It initializes
pheromone along the edges in the network. Every ant arbitrarily chooses a node
and path by repeatedly using transition rules. During route selection, if an ant dies
before reaching the destination, it releases another ant to substitute the dead ant and
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determines the path. When an ant finishes routing, it updates the pheromone along
the chosen path based on local update. It determines the ant that finds the minimum
cost path and stability limit and employs global update rules to update the pheromone
along the paths.

AODV protocol does not focus on the cost, bandwidth and delay in the network,
and hence, the routing table includes only one path. Guo and Lv [22] have attempted
to enhance the AODV protocol by using Particle Swarm Optimization (PSO). PSO is
enhanced based on inertia weight, shrinkage factor, linear decline and chaos. ACPSO
determines ideal path and transmits data quickly, while Chaotic PSO (CACPSO)
is designed to enhance AODV protocol. The performance is analysed in terms of
network delay, packet delivery rate and route discovery frequency.

Hameed et al. [23] have addressed the dynamic issues by varying the choice
of relay to establish the significance of cooperative diversity scheme. Grey Wolf
Algorithm using Cooperative Diversity (GWCOOP) scheme is proposed for effi-
cient routing in FANETS. It is based on Grey Wolf Optimizer (GWO) that includes
social hierarchy as well as collaboration scheme. It implements grey wolves’ natural
posture to deal with flying node demands. It establishes cooperative diversity using 2
relays to withstand source to destination links. It outdoes BAT-COOP protocol based
on transmission loss, link delay, energy consumption as well as Packet Loss Ratio
(PLR).

Kaur et al. [24] have defined an approach which is based on FireFly Algorithm
(FFA). It applies the concept of FFA on FANETs where Geographical Position
Mobility-Oriented Routing (GPMOR) protocol aims to decrease the amount of hops
depending on Gauss Markov (GM) mobility model. It facilitates efficient routing of
packets.

Asthe nodes are highly mobile in FANETS, reducing the amount of delay in finding
routes is challenging. Da Costa et al. [25] have focused on this problem by offering a
routing mechanism called Q-FANET that is based on improved Q-Learning algorithm
which deals with reducing network delay in networks with increased mobility. The
proposed protocol involves reduced delay as well as jitter and offers increased Packet
Delivery Ratio (PDR) in contrast to other reinforcement learning-based protocols.

3 Proposed Adaptive Opposition Learning-Improved Slime
Mould Algorithm (AOLISMA)-Based Optimized Routing

In this section, the primitive details of the proposed Adaptive Opposition Learning-
Improved Slime Mould Algorithm (AOLISMA), its objective and fitness function
along with the process of routing and route maintenance in FANETS are presented.
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3.1 Primitive Details of AOLISMA

The Slime Mould Algorithm (SMA) is one of the significant function optimization
algorithms as it is capable of handling the balance between exploitation and explo-
ration for reaching near-optimal solution or optimal solution. This traditional SMO
algorithm uses two random search agents for limiting the rate of exploration and
exploitation, such that the displacement of the estimated solutions from the best
search agents can be possibly determined from the entire population. However, the
degree of balance between exploration and exploitation is not maintained to sufficient
level. Thus, an adaptive approach using Opposition-Based Learning (OBL) is used
for sustaining the balance between exploration and exploitation. In specific, OBL is
utilized for adaptive increase in the rate of exploration. It maximizes the exploitation
rate by replacing a random search agent with the best solution during the process of
position updation.

Consider that there are ‘n” number of slime moulds in the search space with ‘Lyy’
and ‘Ury’ as the lower and upper boundaries of searching. Then, the position of each
slime mould (search agent) is determined based on Eq. (1)

SM; = Lty +Rand (Uty — Lty) with 1 <i <n (D

Then, the food approaching phenomenon of slime mould completely depends on
the food smell in the air which is represented using Eq. (2).

SMuoc + SB1(Wsa (SM;* — SMP)), Randjo1} < Sprob

SB,.SM R 2)
2.SM;, andjo,1] > Sprob

SMy41 = L

where

SMIA and SM? 2 slime mould search agents that are randomly selected during the
process of exploration

t and t+ 1 Current and previous iterations

SMuoc Position of the slime mould search agent which possesses high
odour concentration,

Wsa Weight associated with the search agent

Sprob Selection probability

However, the slime mould selection characteristics of food completely depend
on ‘SB;’ and ‘SB,’ which range between [—a, a] and [0, 1] respectively. ‘Spyop” 18
determined using Eq. (3).

Sprob = tanh (SMf;, — OPp;() (3)

where,

SM’;it and OPp; Fitness value of the individual slime mould search agent and
optimal fitness value determined in the current iterations
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In particular, the value of SB, is computed using Eq. (4).

-2
SB, = [—a, a] witha = arc tanh( + 1) )
Tteryax

where
Iterpax  Maximized number of iterations

Moreover, ‘Wsya’ is calculated using Eq. (5).

1 + Randyo 1, 1og<g;:j3gi + 1), 1<i<?

I = Randyo iy log(42=R% +1), 4 =i <»n

Wsa = ®)

where,

Bri; and Wy Best and Worst fitness values possessed by slime mould search agent
in the current iteration (Itercy,y).

Finally, the smell index representing the fitness value associated with each slime
mould search agent is sorted in ascending order as it is included into the minimum
valued problem during path stability prediction.

Further, the wrapping food phenomenon of slime mould search agent exhib-
ited during the searching process is used for updating its corresponding position
as specified in Eq. (6).

Lty + Rand (Uty — L1u), Randjp 1 < BP[expr, expl)

SM;.H = SBS.SMt, Randm,” < Spmb (6)
SMyoc + SB; (WSA (Sl\/lfi — SM?)), Rand[o,” > Sprob

where

BP[expr, expl) balancing parameters considered for sustaining the balance between
exploration and exploitation.

In this proposed AOLISMA, the value of BP[expr, expl) is assigned to 0.03.

3.2 Improved SMA using Opposition-Based Learning

Opposition-Based Learning is added to SMA as the current solution of routing deter-
mined during the present iteration possesses 50% of probability of being farther
from the optimal solution when compared to the opposition solution. Thus, inclu-
sion of OBL aids in selecting potential individual solution in the search space and
focusses on accelerating the searching process towards potential convergence. It is
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also identified to maximize the degree of diversity in the population. If the number
of search agents in the population is ‘n’, then the population of SMA can be repre-
sented using SM; = (SMy, SMy, ..., SM,,). At this juncture, if the OBL algorithm

can generate an opposite population say SM; = <S/1\T1 SMy, ..., S/M\,,), then

SM; = L1y + Uy — SM; (7)

The fitness value corresponding to the current and opposition solution in the
population is computed. If the total number of solutions in the search space is ‘2n’,
then the individual solution with better fitness values is chosen as the new population
of the subsequent generation. Moreover, the OBL methodology mainly concentrates
on the ability of exploration. Thus, an elite chaotic searching scheme is adopted for
improving the rate of exploitation in the search space. In specific, the selection of elite
solution has the potentiality of improving the algorithm towards better exploitation
using chaotic mutation. The elite solutions are mapped in the search space within the
interval that ranges between 0 and 1 for determining the chaotic solutions as shown
in Eq. (8)

ESM! — Ly

CHInd,- —
' Uru — Lu

®)

Finally, a greedy selection strategy is adopted for ranking elite and chaotic solu-
tions such that the identified solutions with better fitness value are considered as the
new population for successive generation.

3.3 Objective Function Used in AOLISMA

In the proposed AOLISMA, factors like nodes’ energy, link bandwidth, link stability
and route availability are considered as the constraints of optimization for deter-
mining the objective function. AOLISMA concentrates on establishing balanced
node energy availability and good stability after optimization. The adopted objective
function depends on the fitness value of functions associated with the parameters of
residual energy (Res’;), available bandwidth link between nodes (BW ay,i1) and link
stability (Lsupiiticy) as represented in Eq. (9).

Objg, = Wi x Res + Wi x BWayait + W3 X Lgaplitity 9

where

Wi, W, and W3 Weight Adaptive factor that satisfies the condition, W)+ W, + W3 =
1.
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The value of ‘Lsgpiiliy’ is determined based on the strategy adopted in [12] and it
is expressed in Eq. (10)

—(xy +wz) + \/(xz +y2)r2 — (xz — yw)?
x2 4 y?

Lsapiitiy = (10)

where the parameters utilized for computing the value of link stability (Lspiitity) 15
determined based on [12]. Moreover, the route is determined to be optimized when
it possesses better node energy balance, bandwidth balance and good stability. Thus,
the objective function for optimized route (OPgryyee) i defined using Eq. (11)

OProute = Z Wi x Res'fg”. + W2 X BWauaii, + W3 x LKgubliity,, (11)
i,j

3.4 Fitness Function for AOLISMA

The adopted Improved Slime Mould Algorithm (ISMA) derives the fitness value
of each solution (feasible number of routes that can be determined in the network)
from the population for attaining an efficient search process. The fitness function
selection is determined to directly impact the algorithmic convergence speed, such
that optimal solution can be determined with accuracy. The fitness function for
AOLISMA is a maximization problem as it considers maximized residual energy
of nodes, maximum link bandwidth and highest network link stability during the
formulation of the objective function. Thus, the fitness function for AOLISMA is
defined based on Eq. (12)

Fitga (f) = Max(OPgoute)

= Max Z W] X RCS%U + Wz X BwAvail;j + W3 X LKStablililyij (12)
iJ

3.5 AOLISMA-based Route Searching Process

Initially, the source node S’ broadcasts the RREQ packets to the possible number
of paths in the network for initializing route discovery or route lookup process. The
source node sends the RREQ as a single broadcast packet which is received by the
complete set of nodes that are currently within the transmission range of ‘S’ at a point
of time. The broadcasted RREQ can identify the originating source and destination
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nodes for which route discovery is initiated. Whenever, another node receives this
RREQ, it completely exchanges the information associated with energy of nodes,
link bandwidth and link stability. When the node that receives the RREQ is identified
as the destination during the process of route discovery, it replies to the source node
with RREP packets. After the source node receives a RREP packet, the process of
route establishment starts based on AOLISMA-based searching. If the node that
received the RREQ packet is not the destination, then the process of route discovery
continues through the method of local broadcast using neighbour node information.
The AOLISMA-based route searching process involves the following steps:

Step1  Use network node IDentifier (ID) to initialize the number of slime moulds
(number of UAVs in the network), dimensions considered for evaluating
the optimal path determination, upper and lower thresholds, maximum and
current iterations

Step 2  Determine the adaptation value of each node with respect to each solution
based on OBL and elite chaotic methodology

Step3 Use Equation (7) for computing the population depending on OBL and
determine its fitness value for sorting them to determine the top solutions
that possess higher fitness value

Step4  Calculate the fitness value of each solution for identifying the worst and
best among them until the condition ‘Tterc,, < Iteryy,y’ is satisfied

Step S  Update the maximized fitness value of each routing path as the optimized
best fitness value using the weight updated through Equation (5)

Step 6  Update the opposition population using Eq. (7) depending on the parame-
ters of ‘Sprop’, ‘SB;” and ‘SB,’ respectively

Step 7  Sort the fitness value of solution determined in the current iteration after the
process of employing OBL such that elite chaotic searching methodology
can be implemented using Eq. (8)

Step 8 Itercyr = Itercyr + 1

Step 9  If ‘Ttercy, < Iteryay’ is satisfied, return to step 3

Step 10 Identify the optimal valued solution as the best fitness solution (optimal
route used for data dissemination)

4 Simulation Results and Discussion

The performance of the proposed AOLISMA routing approach and baseline
approaches is evaluated based on throughput, mean delay and control overhead with
different nodes’ mobility. The experimental validation of the proposed AOLISMA
routing approach is conducted using NS-3 simulator which is an open source network
simulator that runs over Linux environment. This implementation is achieved using
a hierarchical model with 100 nodes distributed over the grid area of 2500 x 2500 m.
This simulation is run for 1200 s with 500 m radius of communication. It is imple-
mented using a free space model with maximum number of CBR connections set to
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Fig. 1 Throughput of AOLISMA scheme for varying mobility of nodes

20. Moreover, Random Way Point (RWP) mobility and WaveLan are used as mobility
and transfer models for implementation, respectively.

Initially, Fig. 1 depicts the throughput achieved by the proposed AOLISMA
scheme and baseline CACPSO, GWCOOP, GPMOR and GAR scheme for varying
node mobilities. Independent of node mobility, the proposed AOLISMA scheme is
potential enough in determining optimized route using the objective function that
adopts energy, bandwidth and link stability. This determination of optimal route
by the proposed AOLISMA scheme maximizes throughput by delivering optimal
number of data packets to the destination. Hence, the proposed AOLISMA scheme
enhances throughput by 8.94%, 10.64%, 13.42% and 15.86% in contrast to the
baseline CACPSO, GWCOOP, GPMOR and GAR schemes.

On the other hand, Fig. 2 portrays the mean delay incurred by the proposed
AOLISMA and baseline CACPSO, GWCOOP, GPMOR and GAR schemes for
varying node mobilities. The mean delay time involved by the proposed AOLISMA
scheme is realized to be minimized as it adopts an optimized route between the
source and the destination node in a rapid rate with least cost. In addition, the
mean delay incurred by the proposed AOLISMA scheme is significantly reduced by
10.52%, 12.85%, 14.58% and 16.19% when compared to the baseline approaches.

Moreover, Fig. 3 demonstrates the performance of the proposed AOLISMA
scheme and baseline CACPSO, GWCOOP, GPMOR and GAR scheme in terms
of control overhead for varying node mobilities. The results prove that the proposed
AOLISMA scheme independent of mobility of nodes facilitate minimized control
overhead, since it adopts potential link stability factors during path determination and
includes a route maintenance strategy which always keep the number of retransmis-
sions of acknowledgement requests under control. Thus, the proposed AOLISMA
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scheme reduces the control overhead by 7.32%, 10.21%, 12.38% and 14.92% in
contrast to the baseline CACPSO, GWCOOP, GPMOR and GAR schemes.

In addition, Fig. 4 depicts the energy consumption incurred by the nodes in
the network during the implementation of the AOLISMA scheme and baseline
approaches for varying node mobilites. The results clearly confirm that the proposed
scheme consumes only a minimized amount of energy as it includes a path stability
determination scheme that takes hop and bandwidth into account. Thus, the proposed
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Fig. 3 Control overhead of AOLISMA scheme for varying mobility of nodes
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AOLISMA scheme reduces the utilization of energy by 9.32%, 11.86%, 14.29% and
17.91% in contrast to the benchmarked schemes taken for analysis.

5 Conclusion

The proposed AOLISMA scheme guarantees reliable data dissemination among
UAVs with extended network lifetime and minimized energy consumption. It adopts
two randomly selected search agents for determining feasible direction and displace-
ment that aids in better routing. It utilizes OBL and confirms adaptive increase in
the exploration rate by identifying feasible routes from which optimal route can be
selected based on objective function for attaining reliable routing process. The experi-
mental validation conducted using ns-3 simulator prove that the proposed AOLISMA
scheme enhances the throughput by 8.94%, 10.64%, 13.42% and 15.86% in contrast
to the baseline CACPSO, GWCOOP, GPMOR and GAR schemes. The results
confirm that the AOLISMA scheme reduces the control overhead by 7.32%, 10.21%),
12.38% and 14.92% in contrast to comparable approaches. As part of future scope, it
is decided to implement a sailfish optimization algorithm-based routing phenomenon
for FANET environment and compare its performance with the proposed AOLISMA
approach.
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Abstract Coronavirus is a highly contagious disease that infects humans. People’s
daily lives, their well-being and national economy are affected by this dangerous viral
disease. Though Reverse Transcriptase Polymerase Chain Reaction (RTPCR) test is
a commonly used technique for diagnosing COVID-19, it is costly and demands
more time and effort to determine accurate results. Clustered Regularly Interspaced
Short Palindromic Repeats (CRISPR)-based tests are still time-consuming, and
antigen/antibody tests can produce ineffective false-negative results. The motiva-
tion of this work is to develop a COVID-19 diagnostic system which can support
medical personnel, especially in regions where there are very few trained medical
personnel. Transfer learning (TL)-based COVID-19 diagnostic technique is proposed
to automate COVID-19 diagnosis and support medical capabilities. Chest X-ray
and Computer Tomography (CT) images are used to diagnose lung-related issues.
First, a median filter is applied as a pre-processing method which is used to remove
noise from the CT images. Image segmentation is done to extract areas of interest,
and Convolutional Neural Network (CNN) is applied to CT images to extract deep
features. The images are classified using TL-based Support Vector Machine (SVM)
model. From the results, it is evident that the proposed system offers an accuracy of
around 97.57%.
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1 Introduction

In the recent past, Coronavirus affected a huge lot of people, and many have lost
their lives. Unexpectedly, there is a widespread of the disease around the globe. Over
the last decade, several types of infectious diseases like SARS, MERS and influenza
emerged and existed only for a few days or months. But this viral infections last for a
prolonged period. Many researchers are working on this kind of viral infections, and
many of them have not been successful as the necessary antibodies are unavailable.
Due to the ineffectiveness of the system, more expectations are placed on images
which include plasma processing, X-ray and CT images [1, 2]. As the mortality rate
due to this disease is more, the burden of analysing this disease is increased.

The disease shows symptoms of throat illness, followed by respiratory prob-
lems. The patients infected with COVID-19 are expected to be quarantined, legally
screened and kept away from healthy individuals. This contamination follows a
chain cycle of getting transmitted from one person to another through interaction
with people infected with the virus. Healthcare professionals play a dominant role in
detecting this disease. Further, many techniques are applied to reduce the effects of
COVID-19. Clinical imaging is also a strategy for studying and predicting the effects
of coronavirus on the human body. Normal people and COVID-19 patients can be
examined accordingly using CT and chest X-ray images [3]. During the COVID-
19 investigation, a huge amount of information about CT images is collected from
patients infected with the virus. CNN is applied to investigate the deep features of CT
images [4]. The primary task is to acquire chest CT images of patients affected with
COVID by using CNN model [5]. Median filter is a non-linear method which is used
for removing unwanted noise from COVID-19 CT images. These images provide
many features that are very useful for analysis. In a CT scan, X-rays are sent through
the patient’s chest at different angles around the patient’s body, detected by a radi-
ation locator and converted into a high-resolution clinical image. To train a Neural
Network (NN) from the scratch, a large dataset is required. Restricted datasets are
only available, and TL is applied to determine precise and concise deep features from
the training dataset [6].

Artificial Intelligence (Al) is used in many medical applications and is most often
adopted because of its predictive capabilities and accuracy. This allows researchers to
make more informed decisions and improve their technical processes by increasing
the speed and accuracy of the strategic decision-making processes. Al enables the
automation of decision-making processes. It aids in revealing the deep features in
CT images for diagnosing COVID-19 [7-9].
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2 Related Work

The expenses, efforts and time required for regular RTPCR tests to identify COVID-
19 are more. Scientists apply Al-based algorithms to clinical trials like X-rays and
CT lung images and to diagnose the presence of the disease [10]. Some of the
recently emerging Al-based models which can diagnose COVID-19 from clinical
images show better performance [11, 12]. The datasets are examined, pre-processed
and segmented, and features are extracted, classified and tested. The TL technique
shows a substantial difference in the outcomes in contrast to traditional classifica-
tion [13]. The proposed system does not demand the creation of a separate model to
classify COVID-19 diseases as in the case of traditional classification. This simpli-
fies the herculean task by determining COVID-19 in contrast to an existing model.
Secondly, owing to noise, it is challenging to identify anomalous features in lesion
and tissue images.

Liu et al. [14] have designed a 2D thin matrix profile density network scheme for
detecting COVID-19 from chest CT images. COVID-19 is detected at two levels using
matrix profile technology. In the first level, CT images are smoothed and transformed
into one-dimensional images and then directly classified. Finally, the authors have
used VGG19 CNN model for comparison. Wang et al. [15] have proposed a method
that is applied on CT scan images related to pneumonia (with or without) to identify
the type of pneumonia including normal, COVID-19, any other lung problems caused
by viruses. Fan et al. [16] have designed a COVID-19 lung infection segmentation
deep network (Inf-Net) to automatically detect infected areas from chest CT images.
In contrast to X-rays, CT screening in this system is commonly preferred due to its
benefits including 3D view of lungs [17].

Wang et al. [18] have designed a weakly supervised Deep Learning (DL) frame-
work which uses a 3D CT scan image dataset for COVID-19 classification as well
as lesion localization. Segmentation is carried out using a pre-trained UNet. The 3D
lung image portion is sent to Deep Neural Network (DNN) which aids in predicting
the likelihood of the presence of COVID-19. Horry et al. [19] have demonstrated the
diagnosis of COVID-19 by applying TL on medical images including X-ray, ultra-
sound and CT scans. VGG19 CNN model is selected to experiment with the models
that have very limited and complex COVID-19 datasets. An image pre-processing
step is introduced to reduce noise in the image. The DL models emphasis diagnostics
rather than specific features. Zheng et al. [20] have proposed a Multi-Scale Discrim-
inative Network (MSD-Net) which provides multi-class segmentation of COVID-19
CT images.

Liu et al. [21] have proposed a combination of DL target identification and image
classification schemes used to screen patients’ COVID-19 CT images. It provides a
COVID-19 identification model based on the spatio-temporal sequence convolution
method. Li et al. [22] have proposed a training classification network using a few
COVID-19 CT images and an archive of negative samples. The system uses a self-
monitoring learning method to determine features from COVID-19 and negative
samples. Babukarthik et al. [23] have proposed a method using genetic DL CNN
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method. Itis trained from scratch to extract features and classify them into COVID-19
and normal regular images. Meng et al. [24] have provided a high-density connection
3D-CNN (DeCovid19Net) to predict disease potential in COVID-19 patients. By
combining CT scan images with clinical information, it is possible to forecast the
risk range of COVID-19 patients.

3 Proposed Architecture

A combination of deep features obtained using CNN and SVM-based methodologies
employed for classification is proposed for diagnosing COVID-19. The architecture
is shown in Fig. 1. SVM is used for classification instead of a DL-based classi-
fier because the latter requires a large dataset to train the model from scratch and
perform testing. The proposed scheme performs image segmentation by focusing on
the Region of Interest (Rol) of chest CT images.

The connected layers with deep features of the CNN model are determined and
passed to SVM for classification. Chest CT imaging method is commonly used in
medical and clinical practice for disease diagnosis, but image processing and review
are challenging. Image pre-processing techniques are implemented for inconsistent
detection which may include noise and scatters.

In this work, CNN is trained to detect inconsistencies in CT images. Initially, the
CT image is smoothed and converted into a single layer vector. Secondly, they are
passed to CNNs which are layered networks, where each layer produces a response.
Each layer extricates the deep features of CT scan images and passes them to the
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Fig. 1 Architecture of the proposed system
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upcoming layer. Deep feature layers and vectors are obtained to assist in further
diagnosis. Deep features are extracted and used in classification of images (COVID
or non-COVID) by using SVM [25].

3.1 Pre-processing

CT scan images include artefacts and impurities like beam hardening, variations in
image pixels, noise and scatter which have a greater impact on the accuracy of the
model. To deal with this issue, a median filter is applied to remove unwanted noise
and scatters from CT images, while preserving the edges. It is possible to enhance
the quality of the image by replacing every value with the neighbouring median.

The images are analysed quantitatively and pre-processed with and without image
registration which helps to align multiple CT images in both COVID and non-COVID
cases. Image convolution is performed after pre-processing to split the colour image
into channels. Channel images are used to create mask images which can separate
sensitive areas of blood vessels.

3.2 Image Segmentation

Edge detection is used to determine the parts in the CT scan image where the bright-
ness level present in the CT image changes abruptly [26]. From the observations, it
is clear that an edge that is present in an image may have a significant change in the
intensity of the image [27-29].

The abrupt changes of discontinuities that exist in the CT scan images are partic-
ularly known as edges. These problems in image intensity can happen because of
step or line discontinuities. With a stepwise discontinuity, the intensity of image
changes sharply from a value on one side of discontinuity to another on the other
side of the image. With line jumps, the intensity value of the image changes abruptly,
following which, it returns to the initial value over a short distance. However, in
real-world actual images, the possibilities of step and line edges are very rare. Actual
shape-related information of the image will be enclosed only on the edges.

3.3 Deep Feature Extraction

In a CNN model, the deep features from the connected layers are extricated and
are utilized for training. The functionality obtained from each CNN-based network
is used by the SVM classifier. Each pixel in the CT image is compared with its
neighbour. Hence, it is possible to add or remove, lighten or darken a particular
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pixel. This applies to the entire image, allowing to find, filter and adjust explicit
shapes.

A segmented image is a binary image with selected pixels that are marked as
‘1’ and non-selected pixels labelled as ‘0’. Morphological cleaning is used in the
proposed system which removes isolated pixels such as zero-enclosed binary pixels
seen in the segmented image.

Finally, the results of a CT scan image without pinholes have a selected pixel of
‘1’ and a non-selected pixel of ‘0’. From the experimental observations, it is seen
that the resulting image may contain non-selected pixels that can be filtered using
morphological filtering. After morphological filtering, some discontinuities are seen
among the selected pixels due to the presence of noise, and these broken segments
can be connected by considering the morphological distance bridge.

3.4 Support Vector Machine (SVM)-Based Classification

Classification is carried out by using the SVM algorithm which is a supervised ML
algorithm [30]. SVM based classification is applied on the deep features derived
using CNN for diagnosing COVID-19. It works relatively well for classes with well-
separated boundaries. Both linear and non-linear problems can be solved using this
algorithm, and it is suitable for many practical classification and regression problems.
This classifier is effective when the number of classes is greater than the number of
samples that exist in the model. SVM creates a decision line called a hyperplane
between two classes which decides the result from the separated line.

SVM is used in this proposed method instead of a DL-based classifier because the
latter demands a huge dataset to train and test the model. Deep features from the CNN
model are passed to the SVM classifier algorithm which creates a decision line to
separate the classes. Various deep features determined during the feature extraction
stage are used to classify images.

4 Experimental Setup and Results

The system is implemented using MATLAB 2014a DL Toolbox which has
a MATLAB Simulink model that helps to design simulation circuit by using
appropriate components to get the desired output.
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4.1 Dataset

The dataset images are taken from the Italian Society of Medical and Interventional
Radiology [31]. They provide open source and reliable COVID-19 CT and radio-
graphic lung images (Fig. 2). Figure 3 shows the outcomes of each stage followed
by classification with maximum accuracy.
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Fig. 2 Representative chest CT images of COVID-19

[l Dettismane G

LOAD MAGE PREPROCESSNG SEGMENT MAGE _
HPUT MAGE. PREPROCESSMG Sugmanted RO Ll i
FANCANS A \E
Entrepy =
\ 1 [ Lo o
= ._ = .. ~ ., 2 Vanarce -
Senocthrai 1
Kumasn s
Shewness La00
oM =
——— [
CLASSFICATION RESULT AFFECTED REGION I % ACCURACY In %
Comelaton e
Cond drsease 100 T Eneegy e

Fig. 3 Disease classification



174 P. Anantha Prabha et al.

Table 1 shows the ten COVID-19 images used as input images and the values of
the deep features calculated using MATLAB functions. The resulting features are
categorized into various properties such as mean, standard deviation, contrast, corre-
lation, energy, homogeneity, entropy, RMS, variance, smoothness, kurtosis, skewness
and ideal. These deep feature values can be used to categorize images as COVID or
non-COVID by using SVM which is a binary classifier. The proposed system offers
97.57% average accuracy.

5 Conclusion

The experimental evaluation of TL and image classification approach is presented
to detect COVID-19 positive cases and identify affected regions from chest CT scan
images. Furthermore, a TL-based approach that can be applied to extract precise and
concise deep features from training data is proposed. Techniques such as median
filters, morphological filters and image segmentation are used . In addition, the
importance of applying image pre-processing and image segmentation techniques on
medical images is emphasized. SVM classifies CT images based on deep features.
The proposed scheme addresses the challenges linked with the limited low quality
of COVID-19 CT scan image data. Since ML-based system is widely used in other
medical imaging works, this type of ML approach can be applied to the COVID-19
diagnostic process as well. The proposed approach can be improved by using the
COVID-19 CT images in conjunction with CT images of other lung conditions.

Extensive experiments convey that the proposed approach offers improved perfor-
mance with 97.% accuracy. From experimental observations, it is clear that the
proposed approach will have a substantial influence on controlling the spread of
COVID-19 by supporting rapid diagnosis. For now, some restrictions such as labelled
data for other lung diseases and limited number of reliable CT input images are
considered. Recently, image augmentation and feature-level fusion are shown to
dramatically enhance the performance of machine learning models. It is planned to
use these concepts in the future.
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Honey Badger Optimization m
Algorithm-Based RSU Deployment L
for Improving Network Coverage

in VANETSs

J. Sengathir, M. Deva Priya, A. Christy Jeba Malar, and S. Sam Peter

Abstract Road Side Units (RSUs) installed in roadside, and intersections in Vehic-
ular Ad hoc NETwork (VANET) play an anchor role in aggregating and exploring
intelligent data associated with vehicle traffic. These RSUs help in exchanging infor-
mation among vehicles and obtaining early warning messages to ensure safety driving
of vehicles. However, determining the number of RSUs and position over which
they must be deployed are vital due to high cost incurred in implementing and main-
taining them in the network. This problem of determining the number of RSUs
along with their positions of deployment is a multi-objective problem, since it neces-
sitates maximized coverage of network with minimized number of RSUs in the
network. In this paper, Honey Badger Optimization Algorithm-based RSU Deploy-
ment (HBOA-RSUD) scheme is proposed with a multi-objective fitness function for
improving network coverage in VANETSs. This HBOA-RSUD initially establishes
a static model for determining the complexity involved during the deployment of
RSUs in the urban road. Then, a multi-objective HBOA algorithm with sigmoid
function is applied over individual discrete values of fitness for identifying the posi-
tion of RSU deployment. It determines the new positions of RSUs for enhancing
the performance of the population and convergence speed. Experimental results of
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HBOA-RSUD confirm a maximized throughput by 21.38%, maximized network
coverage by 28.95%, minimized delay by 19.42% and reduced energy consump-
tion by 21.98% for varying number of RSUs in contrast to the existing intelligent
RSU deployment approaches.

Keywords Road Side Units (RSUs) + Vehicular Ad hoc NETwork (VANET) -
Honey Badger Optimization Algorithm (HBOA) - Network coverage + Vehicle
traffic

1 Introduction

Vehicular Ad hoc NETwork (VANET) is a form of Mobile Ad hoc NETwork
(MANET), wherein vehicles are considered as nodes. Research in VANETS is
booming due to its efficiency [1, 2]. It is a promising technology with the greatest
challenge of ensuring cost effectiveness by efficient deployment of Road Side Units
(RSUs). Developing efficient Intelligent Transportation Systems (ITSs) by estab-
lishing communication among vehicles is an important area of research [3]. ITS
supports by providing traffic safety, accident and danger cautions, and navigation
guidance. To gather and investigate traffic information, On-Board Units (OBUs)
and RSUs are the essential infrastructural components for VANETS [4]. The vehi-
cles in motion communicate with their nearest RSUs [5]. In vehicular infrastructures,
RSUs are the main components that gather and distribute information among vehicles
connecting them to the infrastructure. The RSUs communicate among themselves
and with the back-bone network including hospital, police station, traffic control divi-
sion or fire-brigade. VANET supports two types of communication namely, Vehicle
to Vehicle (V2V) and Vehicle to Infrastructure (V2I) communications [6].

Deployment of RSUs is expensive, and it plays a predominant role in sustaining
network connectivity. Design of an effectual RSU deployment approach that offers
high coverage and low deployment cost is of great significance. Positioning RSUs
play a dominant role in V2I communications [7]. To improve the accessibility of
RSUs, they should be closely deployed. Else, blind spots may occur wherein, vehi-
cles lose communication with the infrastructure. Substantial positioning of RSUs to
impeccably cover a larger area like a massive metropolitan is very pricy. To offer
better network coverage, the RSUs must be mounted at right places. The immo-
bile RSUs positioned along the roadside act as gateways or Access Points (APs)
[8]. Designing an accurate coverage protocol for positioning RSUs in VANETS is
challenging due to diverse service areas, multifarious mobility forms and resource
limitations. RSUs are positioned such that each OBU is capable of directly commu-
nicating with at least one RSU and there is no region without coverage. The region
where the RSU is to be positioned may not always be geometric in shape but may be
convex. Another significant challenge is reducing the communication delay involved
in V2I [9].
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Further, as network topology changes often, the irregular links among the
vehicles affect message propagation. RSUs help in extending vehicle coverage
and enhancing network performance. Nevertheless, non-optimal positioning of
RSUs lead to increase in power consumption and decrease in quality of network
performance [10, 11].

In this paper, Honey Badger Optimization Algorithm-based RSU Deployment
(HBOA-RSUD) scheme is proposed with the multi-objective fitness function for
improving network coverage in VANETSs. This HBOA-RSUD initially establishes a
static model for determining the complexity involved during the deployment of RSUs
in the urban road. Then, a multi-objective HBOA algorithm with sigmoid function is
applied over individual discrete values of fitness for identifying the position of RSU
deployment. It determines the new positions of RSUs for enhancing the performance
of population and convergence speed.

2 Related Work

Lin [12] have dealt with the positioning of RSUs in V2I communications, where the
problem is framed as a controlled optimization problem with an aim to diminish the
positioning cost under a constraint that all areas are covered. The RSU positioning
problem is taken as a binary integer programming problem. It is solved using branch
and bound technique. Initially, the road map is converted to a new graph which
includes numerous nodes. Throughout the process of conversion, some positions
may not demand coverage for vehicular communications or may not be appropriate
for RSU positioning. The positions of these nodes signify the candidates of RSU
positioning and it is ensured that all the locations are enclosed. Filippini et al. [13]
have used game theoretic tools to issue contents to vehicles through RSU-based
infrastructure. The changing aspects are analyzed using a strategic game, wherein
the operators accomplish their positioning decisions simultaneously, while a wide-
ranging game is employed with one operator as the deployment leader. The symme-
tries of the games are then evaluated as a function of parameters like capacity of
nominal infrastructure, interference and vehicle flows. They have focused on both
simultaneous and leader—follower deployment and have measured the incompetence
of equilibrium placements in contrast to the social optimum. This model predicts the
accessible equilibria as a function of the amount of traffic.

Tao et al. [14] have dealt with message propagation in VANET which depends on
efficient data forwarding. Cluster-based RSU Deployment (CRD) scheme with the
Traffic-Aware Power Control (TAPC) method is proposed by considering the features
of vehicle mobility along the highway to improve performance as well as reduce
energy involved in the RSUs. A data dissemination algorithm called Data-Driven
Message Propagation (DDMP) is also propounded. It is found that the proposed
scheme supports improved message propagation by involving less propagation
latency and energy.
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Cheng et al. [15] have dealt with the coverage problem prevalent in the positioning
of RSUs by proposing a geometry-based sparse coverage protocol called Geocover. It
considers the geometrical features of road networks, mobility patterns of vehicles and
resource restrictions. It takes the dimensions of road segments and performs buffering
to suit diverse kinds of road topologies. It finds the hotspots from trace files to portray
the mobility patterns and determine the valued road area that is to be covered. Two
different versions of sparse coverage are provided which consider budget and quality
limitations correspondingly. Genetic and greedy algorithms are used to deal with the
coverage problem. It is seen that the proposed scheme is dependable and scalable
for urban VANETSs. Sarubbi et al. [16] have proposed a genetic algorithm called
Delta-GA for dealing with the distribution of RSUs in a vehicular network. They
have focused on minimizing the number of RSUs along with communication from
the infrastructure supporting the network. It deals with QoS-based classification for
deployment in VANET. Delta-GA is a genetic algorithm for instances in contrast
to former algorithms. It is a deviation of Delta-R algorithm that forms the original
population and offers a specific behavior. The algorithm finds a solution with more
number of vehicles and then decreases the number of RSUs.

Kim et al. [17] have dealt with the reduction of cost of deployment of RSUs by
focusing on the spatio-temporal coverage. The mechanism focusses on organizing
RSUs on fixed locations, public transportation and wholly governable vehicles main-
tained by the government. A new approach is introduced to map the city into a
grid graph. The problem is formulated as an optimization problem, and an approx-
imation algorithm with polynomial running time is designed for the problem. The
performance ratio is seen to be half the possible ratio.

Wang et al. [18] have dealt with positioning of RSUs in 2-D urban or suburban
roadways. The centrality seen in a social network is applied to the problem of RSU
positioning based on which the significance of RSU position candidate is measured.
This centrality-based RSU positioning scheme is framed as a linear programming
problem with a goal of improving the complete centrality for a given budget. The
problem is portrayed as a 0/1 Knapsack problem, wherein the budget corresponds
to the capacity of the sack, the cost of positioning an RSU resembles the weight
of the item, and the candidate’s centrality is similar to the value of the item. From
the results, it is found that the proposed scheme yields better coverage time ratio.
Yeferny and Allani [19] have proposed a spatio-temporal coverage scheme for non-
safe VANET applications called Minimal Mobility Patterns Coverage (MPC). It
deals with illustrating the mobility patterns of vehicles from trace files and finding
the acceptable RSU locations so as to cover the mined mobility patterns by less
likely number of RSUs. This technique illustrates the mobility patterns of vehicles by
mining the correlations between the connections of vehicle paths against intersected
junctions. Acceptable RSU positions are found involving nominal transversals in a
hypergraph.

Gao et al. [20] have dealt with the One Dimensional RSU Deployment (D1RD)
problem involving uneven profit densities by designing optimal algorithms. The
features of optimal solutions comprise of RSU(s). Dynamic Limiting (DynLim)
deals with reducing the search space significantly by dynamically regulating search
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space bounds. OptDynLim based on DynLim scheme is proposed. Gao et al. [21]
have also proposed a scheme for dealing with profit involving limited number of
RSUs in road-network systems. They have developed a powerful RSU Deployment
Problem Model (RDPM) using Genetic Algorithm (GA) including road-network and
profit models. The road-network model deals with complex road shapes taking key
significant factors like lane number and popularity.

Patil and Ragha [22] have dealt with traffic evaluation, emergency distribution and
route finding. A decentralized identity managing protocol is propounded for emer-
gency vehicles. They have focused on deployment of VANET by ensuring identity
management to guard against exploitation of priority-based services. The trustwor-
thiness of the OBUs is ensured against reply attack, message integrity and Denial
of Service (DoS) attacks. Protecting against impersonation and preserving privacy
plays a substantial role.

As Long Term Evolution for Vehicle (LTE-V) involves less delay, more data rate
and offers more reliability, they are used in VANETSs. Nevertheless, RSUs in LTE-V
offer less coverage consuming more amount of energy for attaining long-distance
communication. Yang et al. [23] have designed Energy Harvest Road Side Units (EH-
RSUs) for low frequency areas instead of BSs which are fixed RSUs to lessen the
positioning and upkeep costs. EH-RSUs are self-powered and service time is influ-
enced by the battery capacity, speed of charging, service range and communication
load. The EH-RSUs model structure is based on communication load. An optimiza-
tion problem that reduces the cost of EH-RSUs and BSs is designed by considering the
radius of EH-RSUs as optimization variable. The pre-positioning algorithm solves
the optimization problem. Mahmood and Horvath [24] have considered message
dissemination speed on the highway, wherein messages are shared between vehicles
and also between the RSUs and vehicles. The optimum distance between RSUs and
the influence of speed on message dissemination are dealt with. Alert messages are
produced from a static source continuously. Based on the Markov renewal process,
the message passing process between RSUs is formulated and the speed of message
dissemination is found, thus providing a transient delivery of distance where the
message is accessible.

3 Proposed Honey Badger Optimization Algorithm-Based
RSU Deployment (HBOA-RSUD) Scheme

This proposed Honey Badger Optimization Algorithm-based RSU Deployment
(HBOA-RSUD) scheme completely concentrates on the process of deploying RSUs
in the intersections of urban road for attaining optimal network area coverage. It
typically focusses on the deployment of RSUs to minimize the number of traffic
intersections on the road. It aims at achieving maximized intersection coverage by
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deploying less number of RSUs, enhancing the potentiality of vehicles to deter-
mine traffic information in a timely manner, confirming smooth roads and guaran-
teeing vehicular safety. In specific, the proposed HBOA-RSUD scheme targets on
the process of deploying RSUs at road intersections as it can significantly reduce the
radius of communication and improve the rate of RSU utilization. However, only
some intersections possess RSUs as the problem under consideration targets on joint
communication mode.

3.1 Plan of Deployment

Consider an urban area within the city ‘C:’ which is the research object and then
establish a static model for investigating the deployment of RSUs in the network.
The mathematical model associated with the above stated problem is presented using

Eq. (1)

Min £l = "x;
i~ (1)
1—-|C
Min f? = 1=1Gd
"

suchthatx; € {0,1},1 <i <n,0< ) x; <n

i=1

where
n—total number of RSU deployed in the scenario

At this juncture, the value of the sigmoid function (S}) is used for checking
whether a specific RSU need to be deployed in a specified position or not. The specific
RSU in deployed in the intersection when the value of ‘Si;’ is equal to or greater
than 0.5. Otherwise, they are deployed in the road segment under study. In particular,
|Ck| and ‘r’ indicate the number of intersections enveloped by the communication
radius and transmission distance of deployed RSUs respectively. Moreover, ‘d; ;’
is the total number of intersections with ‘2’ as the streets’ percentage that are not
covered. In this context, the deployment matrix and the estimated distance between
two RSUs (i and j) in a specific urban road traffic can be visualized using

dany -+ day
Ppi(n x n) = 2
dapy + - dms)
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w, i and j are on the same road segments
di;j =1 —1, i and j are on different road segments 3)
0,i=j

From Eq. 3, it is clear that the adjacency matrix determined for RSUs deployment
in a specific context possesses the value of ‘w’, —1 and 0, respectively. In specific,
the value of the element associated with the adjacency matrix ‘d; ;’ is ‘w’, when the
RSUs say, ‘i’ and j’ exist on the same road segment. On the other hand, the element
of the adjacency matrix ‘d; ;* is ‘—1’, when they exist on the same road segment.
Otherwise, the distance is computed to be ‘0.

Further, the problem of RSU deployment on urban roads that should be handled
as specified in Eq. (3) consists of two objective functions, ‘ f!” and ¢ fxz’ which are
discontinuous in their characteristics. But both the functions are contradictory in
nature, since the first function, * fxl’ concentrates on maximizing the coverage area
enveloped by transforming it into a problem of minimization. But the second func-
tion ‘£’ completely concentrates on minimizing the deployment of RSUs on the
road segment. Hence, the objective function adopts the above-mentioned integrated
fitness values together to form a bi-objective optimization problem. This problem
of two-objective optimization can be ideally solved using a swarm intelligent multi-
objective meta-heuristic algorithm. Such classical algorithm always has the capa-
bility of solving the continuous problem in which the values of the initial and new
populations are real numbers. In the proposed scheme, the value of RSU deployment
is set to 1, when they are placed at the point of road intersection. On the other hand,
they have a value 0, when the RSUs are not deployed. In addition, this strategy of
RSU deployment is achieved using Egs. (4) and (5)

Xy = OSI;,[F<05 @)
1 Sy =05
i 1 :
SuE = T e with x;; € R @)

As per Eq. (4), the RSU is not deployed at the intersection when the value of
‘Sisp is less than 0.5.

3.2 HBOA-Based RSUs Selection for Achieving Reliable
Data Delivery

Once the RSUs are deployed over the optimized points of the road segment, HBOA
is utilized for selecting potential RSUs that aids in attaining reliable data delivery
between the source and destination vehicular nodes. This HBOA algorithm used for
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selecting RSUs is proposed based on the inspiration derived from the foraging char-
acteristics of honey badger contributed by Hashem et al. [25]. The HBOA algorithm
comprises of two modes namely digging mode (it smells the food source) and honey
mode (just follows the honeyguide bird). These modes are analogical to the process
of selecting potential vehicular RSU nodes based on the factors of delay, RSUs cost,
bandwidth and packet forwarding capability (digging mode) and the honey mode
(selection of RSUs which are already utilized during previous transmission of data
packets). Thus, these modes are adopted in the proposed HBOA-RSUD scheme for
the selection of RSUs during the process of delivering packets to the destination
nodes. Mathematically, the steps incorporated into the adopted HBOA algorithm is
presented using the phases of exploration and exploitation as follows.

Initially, the candidate solutions (the feasible selection of RSU set) that could be
determined in the network are represented as shown in Eq. (6).

hit hiy -+ hig
Bt B - v

Cou=| 272 ™ (©)
hat hgp -+ hga

where

h;j—*‘q’ number of search agents that select optimized RSUs between the source
and the destination nodes with respect to ‘d’ dimensions

Step 1: In the phase of initialization, the positions of the honey badger search
agents (size of ¢ population) are determined based on Eq. (7).

hj = Ly + Rand; x (Ugy — Ly;) Rand, (7)

where
h;—i - th honey badger search agents’ position

RandlfRandom number which varies between 0 and 1
Uty L1g—Upper and lower threshold to be explored in the search space

Step 2: After the process of initialization, the intensity associated with the concen-
tration strength of the food source and its distance to the i - th honey badger search
agents’ position is determined using Eq. (8).

; Sst
I'« = Rand P — 8
rs e x 47 dps_uB ©

where

Sst—Strength of food source (optimal RSUs)
drs—_ps—Distance between the food source and the i - th honey badger search
agent



Honey Badger Optimization Algorithm-Based RSU Deployment ... 187

In this case, Inverse Square Law is used as the motion of the i - th honey badger
search agent completely depends on the degree of smell realized by the food source.
In specific, the value of ‘Ssy’ and ‘drs_pyg’ is determined based on Egs. (9) and (10)

Sst=hi —hit ©))

drs—us = (hps — hiyg) (10)

Step 3: In this phase of density factor updating, a parameters (DFyp) presented
in Eq. (11) is used for controlling time varying randomization that attributes toward
better transition from exploration to exploitation.

—ltercuy
DFy, = CgTe( TerMax )

1D
where

C%,—Constant which is set to default value of 2

In addition, ‘Iterc,,’ and ‘Itery,y’ indicate the current iteration and maximum
number of iterations, respectively.

Step 4: In this local optimum escaping process, a flag (FLgy,) (presented in
Eq. 12) is used for changing the direction of search in a more rigorous manner for
determining the high opportunities of solutions in the search space.

1, If Rand; < 0.5

FL =
Expl —1, Otherwise

(12)

Step 5: This process of updation of search agents’ positions comprises of digging
and honey phases. In the digging phase, the Cardioid motions are utilized for deter-
mining the better updating process of search agent with respect to the food source
(optimal RSUs under selection) as specified in Equation (13).

hNew = hrs + FLExp1 X HBapitity X Irs + FLgxp1 X Randy x DFyp x drs_nB
X [(Cos (27 - Rands)) x (1 — Cos(Randg))]| (13)

where

hrs—Food source position
HB apiiy—Ability of the search agent during the process of exploration
Randy, Rands, Rands—Random numbers which ranges between 0 and 1

In this case, the value of ‘HBapjiy’ in default is assigned the value of 6. The
random numbers are used for confirming better exploration.

In the honey phase of HBOA, the updation of search agents’ positions is achieved
using Eq. (14)
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hNew = hgs + FLgyp x Randy x DFyp, x drs—nB (14)

However, this search process is impacted by the time variant search properties
incorporated by the HBOA search agent in the search space.

Finally, the application of HBOA aids in determining the optimal number of RSUs
through which data can be forwarded from the source to the destination nodes in the
network.

4 Simulation Results and Discussion

The experimental validation of the proposed HBOA-RSUD scheme and the compet-
itive Geocover, Delta-GA, CRD-TAPC and MPC approaches are conducted using
EstiNet simulator for varying number of vehicular nodes and RSUs in the network.
The simulation environment comprises of 100 vehicular nodes with number of RSUs
ranging from 4 to 20 depending on the requirements of data dissemination.

Initially, Figs. 1 and 2 present the throughput and network coverage facilitated by
the proposed HBOA-RSUD scheme and the competitive Geocover, Delta-GA, CRD-
TAPC and MPC approaches for varying number of vehicular nodes. The throughput
in the network is realized to be significantly higher as it adopts HBOA algorithm
for selecting optimal RSUs from the network during data delivery. It also adopts
sigmoid function for achieving the deployment of RSUs in specified road inter-
sections for maximizing network area coverage. Thus, the proposed HBOA-RSUD
scheme improves throughput under different vehicular nodes by 11.86%, 14.59%,
17.16% and 19.81% in contrast to the competitive Geocover, Delta-GA, CRD-TAPC
and MPC approaches respectively. Moreover, the network coverage guaranteed by the
proposed HBOA-RSUD scheme for varying number of vehicular nodes is improved
by 12.72%, 15.84%, 18.28% and 21.21% in contrast to the competitive Geocover,
Delta-GA, CRD-TAPC and MPC approaches.

Further, Figs. 3 and 4 demonstrate the performance of the proposed HBOA-RSUD
scheme and competitive Geocover, Delta-GA, CRD-TAPC and MPC approaches
in terms of mean delay and average energy consumption for varying number of
vehicular nodes. The proposed HBOA-RSUD scheme incorporates the benefits of
Cardioid movement during the digging phase which prevents the delay of packets
from source to destination nodes. It also adopts different smell intensities and random
coefficients which help in selecting only energy efficient RSUs during the process
of reliable packet delivery, thereby minimizing the consumption of energy in the
network. Hence, the proposed HBOA-RSUD scheme reduces the mean delay by
14.28%, 17.22%, 19.84% and 22.39% in contrast to the competitive Geocover, Delta-
GA, CRD-TAPC and MPC approaches for varying number of vehicular nodes. In
addition, the proposed HBOA-RSUD scheme with varying number of vehicular
nodes involves reduced average energy consumption by 16.56%, 18.94%, 21.52%
and 24.84% when compared to the competitive approaches taken for investigation.
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Fig. 2 Network coverage of the proposed HBOA-RSUD scheme for varying number of vehicular
nodes

In addition, Fig. 5 depicts the network coverage attained by the proposed HBOA -
RSUD scheme and the competitive Geocover, Delta-GA, CRD-TAPC and MPC
approaches for varying number of RSUs. The network coverage is identified to be
maximized by the proposed HBOA-RSUD approach as it selects only RSUs with
high bandwidth offering capability and low installation cost during data transmis-
sion process. Thus, the proposed HBOA-RSUD scheme involving varying number
of RSUs maximizes the network coverage by 23.29%, 26.84%, 29.12% and 32.16%
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in contrast to the competitive Geocover, Delta-GA, CRD-TAPC and MPC approaches
taken for investigation.
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Fig. 5 Network coverage of the proposed HBOA-RSUD scheme for varying number of RSUs

5 Conclusion

The proposed HBOA-RSUD scheme confirms better network coverage with mini-
mized number of RSUs deployed in the network for minimizing the cost of deploy-
ment and maintenance. It establishes a static model and estimates the complexity
involved during the deployment of RSUs in the urban road. It further uses multi-
objective HBOA algorithm with sigmoid function and determines the position
of the urban road over which RSUs can be optimally deployed. The exper-
imental results of HBOA-RSUD involving different vehicular nodes confirm
21.28% improved throughput, 28.95% better network coverage, 19.42% minimized
delay and 21.98% reduced energy consumption. Moreover, the proposed HBOA-
RSUD scheme involving under varying number of RSUs also confirms a maximized
network coverage on par with the baseline RSUs deployment approaches. As part
of future, it is planned to develop a pity beetle algorithm and compare its perfor-
mance with the proposed HBOA-RSUD scheme in heterogeneous and homogeneous
environments.
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Map Drawing Approach for Airport m
Connectivity Using Coloring Algorithm L

Neha Singh and Jyoti Srivastava

Abstract Graph theory is one of the most significant ideas. It has wide applications
in our daily lives. Graph coloring is one of the concepts of graph theory. On the basis
of the basics of requirements, different coloring methods are used. In deconstructing
avionics, airport connectivity is the most important and crucial component. It has
been used in various studies to see how showcase development affects air terminal
improvement and how to arrange change so that it is recognized with showcase
development. Several graph coloring methods have been developed in graph theory.
In this paper, through the use of graph coloring shows the connectivity between
domestic and international airports in India. In India, the total number of airports
is 134, and 64 have domestic status, while 22 others have international status. This
paper proposes an algorithm that connects the domestic and international airports.
This paper uses the real-world graph and maps as well as a case study to set up its
adequacy and constraints. This paper examines many academics’ publications and
methodologies for map design and airport connection networks.

Keywords Graph theory - Graph coloring + Airport connectivity - Domestic
airport + International airport

1 Introduction

One of the most important, well-known, and studied subfields of graph theory is
graph coloring. Various studies and books in which coloration is explored, as well
as the issues and conjectures linked with it, provide evidence of this. Various fields
of study are being described and solved [1]. Graph coloring is described as using the
fewest colors possible to color the nodes of a graph while ensuring that no two neigh-
boring nodes have the same color. One of the most helpful models in graph theory
is graph coloring. It is been used to tackle issues with school schedules, computer
register allocation, e-bandwidth allocation, and a slew of additional issues and more
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applications [2]. Graphs are commonly recycled to represent interrelationship data
surrounded by entities [3].

Graphs have been used to represent a variety of situations, including references in
scientific articles, movement between public relations switches, and aviation passes
between urban areas. The resulting visual representation can encompass tens of
thousands of knobs and margins, as these challenges grow in size [4]. Many strategies
for displaying abstract datasets have been proposed by researchers. They frequently
utilize graphs with nodes and links to represent item relationships, and graph drawing
allows us to see these relationships [5].

Inbothrich and developing countries, air travel has become increasingly important
as a form of transportation. Air travel is often safer and faster than other modes of
transportation, despite its comparatively high cost [6]. The runway is analyzed and
measured on a regular basis in terms of traveler and movement volume, as well
as operational performance. These metrics are useful, but they do not provide quick
insight into the amount of air convenience or airport competition in air transportation
networks. An acceptable connectivity statistic is necessary to assist policymakers and
airport management in measuring and monitoring network performance against that
of other airports [7].

Competition encompassed by runways is heating up on a universal and local level,
and several are aggressively elaborating their scope or updating their apparatus in
order to position themselves as hub runways [8]. At the turn of the twentieth century,
the aviation sector began to actively compete with one another. Not only the airline
company, but even the airport itself seeks to outsmart the competition in order to stay
afloat. Airports are in the business of connecting their region to the rest of the globe,
working with airlines to do so. The stronger the airport’s international connections
are, the more appealing it becomes to its consumers and, more importantly, the more
competitive it gets [9].

The air shipping system has a major brunt on economies, collective change, and
national progress at the regional, domestic, and global levels. This is supported by
policymakers’ and the media’s focus on issues related to its efficiency and safety. Asa
result, it is fun to look into and analyze distant airfield networks in terms of function-
ality and relatedness. Furthermore, the industry’s rapid development has been fueled
by the continued growth and liberalization of air transportation networks around
the world [10]. Air transportation connections promote worldwide engagement,
stimulating globalization, and encouraging social and economic progress [11].

Graph theory is used in a lot of the work on airport network connectivity. This
method has been used on a variety of networks, including social, communications,
neural, transportation, and so on. Any network can be defined as a collection of
nodes connected by links [12]. One of the most important measures of a country’s
economic growth is its transportation infrastructure [13]. The necessity of timetable
coordination for network airlines and airline alliances managing hubs cannot be
overstated [14].

One of the most significant services provided by air traffic control agencies is
traffic management. The following are the departments that make up Air Traffic
Control: civil/military coordination, operations, standards, airspace planning, and
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technical evaluation in search and rescue [15]. Fuzzy logic is used to forecast weather
due to a certain weather state as part of the airport’s daily routine work. Engineers and
air traffic controllers could profit from the ability of the developed fuzzy solution
to predict weather in real time. The function forecasting approach establishes an
airport’s current weather conditions, so the air movement authority may create a
closing output that is one of two relevant or unsuitable for flight operations [16].

The remaining paper is categorized into several parts: Part 2 contains the literature
review. Part 3 defines the problem statement, methodology for the airport connectivity
approach and also defines the designing algorithm and procedure for the proposed
algorithm. Part 4 discusses the result of the approach. Part 5 brings the paper to a
close. Part 6 defines future scope.

2 Related Work

Hu et al. [3] proposed a calculation process for a close to ideal color task of a double
impact graph, utilizing a novel branch, and bound technique enforced to an area
disintegration of the coloring array. They allow models to show the methodology in
genuine charts and pictures, just as a client consideration to set up its viability and
conditions.

Cui et al. [4] describe a peculiar geometry-based edge grouping structure that can
gather corners into packs to minimize general corner intersections, their technique
utilizes control work to direct the edge grouping operation; corner groups can be
shaped by constraining all corners to go over a few authority focuses on work.

Zhang et al. [7] presented a network approaches connect various components,
such as speed and also restricted disciplines, too directly for an association’s idea.
They discovered that over the assessment period, Chinese air terminals had a mind-
boggling increase in air arranged.

Usami et al. [8] provide opinions on air terminal prime and departure availability
surrounded by private and universal travelers benefiting from knowledge gained
from traveler development research. They detail an in-depth analysis of air terminal
decisions and traveler development on international flights departing from adjacent
cities. They employ a random utility econometric model.

Suwanwong et al. [9], they outline the process of evaluating airport connections.
They now use the NETSCAN Connectivity Index to assess network units. This allows
the NETSCAN model to be used to evaluate the Don Mueang International Airport’s
availability. The reason for choosing this model is that it is both mainstream and
reliable.

Bagler et al. [10], they advocated looking into India’s air terminal system as a
complicated weighted system. They study India’s airport system, which is a mind-
boggling system that talks to India’s local common avionics framework. They analyze
India’s airport network as a complex system, comparing and contrasting its many
equity and topological partners.
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The different types of airport connectivity and coloring approach are shown in
Table 1.

The results of all of the following studies are utilized to determine the various
coloring and connecting methods used for airport connectivity. The results of the
preceding surveys, as well as other types of connectedness and coloring approaches,
are shown in Table 1. The goal of this study is to find an air terminal building that

Table 1 Different types of airport connectivity and coloring approach

Ref. No | Method Result
[10] Time-dependent minimum path Their findings demonstrate that the fastest
technique links have similar routing parameters and
circuits times
[12] Time-dependent minimum path It gives result to be leveraged to enable a
approach new traveler approach known as self-help
hubbing
[17] Force directed, spring-embedding In this, both methods produce nearly
approach Lombardi design with exceptional at
produce near excellent angular decision
and the balancing boundary placements
[18] Multilevel agglomerative edge bundling | In this, the proposed technique is far faster
algorithm than previous methods
[19] Gradient descent algorithm The results demonstrate that apply Lab
color administered in improved color
choice and similarly good color
assignment to the apex of the region chart
[20] Collins—Stephenson circle packing Their findings contribute significantly to
algorithm our understanding of planar Lombardi
drawings
[21] Edge distance and color embedding They provide the following findings: a
graph edge distance metric, a graph edge
coloring method, and graph edge study
[22] Shortest path length and quickest time According to the study, there are great
approach logic to operation relatedness
measurements instead of typical
amount-based approaches for both
accessibility and centrality evaluations
[23] Fuzzy multi-criteria decision-making The fuzzy MCDM technique is a
techniques promising and realistic ruling formulation
mechanism for gauging runway utility
aspect, according to the research
[24] Fuzzy-based procedure The fuzzy bunch approach defines the
uncertainty in runway membership
[25] Fuzzy logic In comparison with the values determined
by expert judgment, good outcomes were
attained
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can be customized. This study demonstrates an important method for improving the
dynamic and creation of a manner of discovering’s arranging activity.

3 Problem Statement and Methodology

The connectivity between India’s domestic and international airports is being devel-
oped using the graph colouring technique. An arrangement to investigate a better
beginning colouring strategy for connecting international and domestic airports in
India. This paper proposes the use of colours to help distinguish between domestic
and international airports. In this paper, used method that establishes connectivity
with colors. The proposed approach connects the every domestic and international
airports of India using the graph coloring and airports connectivity methods. The
model implemented in Eclipse IDE.

3.1 The Approach for Designing Algorithm

Figure 1 depicts the method to designing an algorithm.

3.2 Procedure for Proposed Algorithm

This phase gives the source place and destination place of airports. In case, if the
source and destination flight is not match, then display message no any flight is
available, if match, then show message path is available and color the direct and
indirect flight path between sources to destination. We show the multiple path routs
from source to destination and select the best path rout. This process is repeated until
reach the destination. The steps involve are as follows:

Step1: First step selects the source place and destination place of flights.

Step 2: The second step matches the both places—

I. If match both places is false, then show message no flight is available.
II. If match both places is yes, then generating multiple path and find the best path
from source to destination flights.

Step 3: Third step shows the multiple path from source to destination.

Step 4: Fourth step connects direct flight from source to destination and also
connects the indirect flight from source to destination.

Step 5: Fifth step shows the direct flight from green color path and shows indirect
flight from red color path.

Step 6: Six and final step shows all direct and indirect flights routes in table form.
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Select Source Select Destination
Place Place

| |

Match Both False
Place ?

l True
Show message

Generates multiple links and find Noiftight

best path from source to destination

|

Show multiple paths from soure to destination
and color routes through graph coloring

}

Display all routes in table form

l

Stop

Fig. 1 Proposed approach

4 Results

In given result, we show the connectivity between the domestic and international
airports in India through graph coloring method. In result, we show that direct and
indirect connectivity of domestic and international airports flights and connectivity
flights places show in table form.

Figures 2, 3, 4, and 5 show which green line shows the direct connectivity between
sources to destination flights, red line shows the indirect connectivity between sources
to destination flights, and table shows which places where direct and indirect flight
connectivity will be indicated and all the flights data store in database.
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Fig. 3 Connectivity between Delhi and Mumbai flights

5 Conclusion

The work aims to design better initial coloring methods for finding total number of
airports in India so that the connectivity between domestic and international airports
should be established. Our aim would be to design and develop a method for coloring
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Fig. 4 Connectivity between Kolkata and Chennai flight
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Fig. 5 Connectivity between Mumbai and Gorakhpur flights

connectivity between domestic and international airports. It is more essential to color
neighboring airports with more specific color. We explained the better initial coloring
methods for finding total number of airports in India. It gives fundamental network
on a national, territorial, and global scale. This work creates alternative design of
airport.
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6

Future Scope

In the future, this research also can be deal with some following points:

The connectivity method can also be used to increase the number of connectivity
exchanges.

Connectivity of airport can also be updated by researchers.

In the future, the algorithms can be derived for the hard and soft deadline coloring
also.

We can improve the coloring and connectivity approach.
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L2 Teachers’ Strategies and Students’ m
Engagement in Virtual Classrooms: e
A Multidimensional Perspective

Hung Phu Bui

Abstract Student engagement refers to students’ attention and involvement in affec-
tive, social, cognitive, and metacognitive processes. Student engagement can be influ-
enced by social factors, the learning environment, and pedagogical strategies and is
closely related to the learning outcomes. This study investigates (1) the strategies
employed by Vietnamese EFL teachers in online classrooms, (2) the extent to which
these strategies influence student engagement, and (3) students’ preferences. A set
of three questionnaires was administered to 442 participants (200 teachers and 242
students). Data cleaning showed that responses from 22 participants (7 teachers and
15 students) were invalid and therefore excluded from data analysis. The remaining
data were projected to SPSS 26 for analysis. Results show that the Vietnamese EFL
teachers used a wide range of strategies to engage students in online learning. Strate-
gies to engage students emotionally and cognitively were found to have the strongest
effects. Students preferred the strategies employed by their teachers which engaged
them affectively, socially, and cognitively.. The findings suggest implications for
online classroom practices.

Keywords Affective - Cognitive - L2 student engagement + Social + Teacher’s
strategies * Virtual learning

1 Introduction

1.1 Rationale for the Study

Student engagement is defined as “the adhesive, or mediation, that connects signifi-
cant contexts-home, classroom, classmates, and children’s society, in turn, to factors
that contribute” [1, p. 3]. It is a heightened state of attention and involvement in
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which participation is reflected in cognitive, social, behavioral, and emotional dimen-
sions [2]. Student engagement is believed to be influenced directly or indirectly
by the family background, school, and the classroom learning atmosphere and has
direct effects on student outcomes. Because the learning and teaching environment
influences students, teachers’ support intention to engage students in learning are
considered critical to students’ success in school [1, 2].

In language education, an increasing body of research is interested the effects of
student engagement in learning. Engagement can help students actively commit effort
and attention to second language acquisition and learning [3]. The main factors for
second language development are learners’ interest and desire to engage with learning
opportunities and the expenditure of effort while learning. Student participation has
grown into a goal-oriented learning process and a measure of personal accountability.

Teachers are considered to have an essential role in student engagement. Different
groups of students may need to be engaged in the learning process differently.
Teachers should understand students’ psychological development, needs, expecta-
tions, and desire to apply appropriate techniques to engage students in learning prop-
erly. Teachers’ techniques to inspire pupils and assist learning are crucial markers of
effective learning environments.

The current literature shows that online learning exhibits to be problematic in Asia.
Asian students do not get engaged in public talks as their face can be threatened,
which can obstruct their interaction with teachers and peers [4]. Their engagement in
classroom interaction is, therefore, passive; they usually hesitate until they are asked
to do [5]. To increase interaction between the teacher and students and between
students and students, most, if not all, schools employ computer-mediated commu-
nication [6]. However, to a certain extent, a lack of interactivity is found in the current
literature on online learning, which may lead to boredom in the classroom. Also, it
is inadequate training for online pedagogy that might make teachers unaware of
strategies to engage students in learning in the classroom [7].

1.2 Research Aims

This study explores the strategies used by Vietnamese L2 teachers to engage students
in virtual learning and students’ preferences for their teachers’ strategies. It seeks to
address the following research questions (RQs): RQ1. What strategies do Vietnamese
EFL teachers employ to engage students in online learning? RQ2. To what extent
do Vietnamese EFL teachers’ strategies engage students in online learning? RQ3.
Which strategies (involved in the questionnaire) do Vietnamese EFL students prefer?
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1.3 L2 Students’ Engagement in Virtual Learning

In second language (L2) education, student engagement is referred to as “a state of
heightened attention and involvement, in which participation is reflected not only
in the cognitive dimension but in social, behavioral and affective dimensions” [2,
p- 51] putting forward the importance of task-based interaction, which can promote
affective engagement. Accordingly, interactional behaviors can generate students’
positive emotions. Interaction is a negotiation of meanings in which interlocutors
exchange their knowledge and experience, which can provide opportunities for
language production. During the interaction, students can clarify, elaborate, and
exchange their opinions [8, 9], resulting in students’ academic achievements and
knowledge development [10].

Student engagement is not restricted to learning in the classroom. Students can
learn both inside and outside the classroom [11]. While in-class engagement in
learning usually refers mainly to the teacher’s pedagogical techniques to promote
students’ participation in a controlled manner, out-of-class engagement in learning
gives students autonomy and flexibility to complete their assigned works [11].

Student engagement is a multidimensional concept, with three main dimensions:
affective, behavioral, and cognitive [3]. Affective engagement refers to students’
emotions generated from classroom activities. Interest in learning can be an indicator
of students’ positive emotions. Behavioral engagement, generated during the learning
process, can be detected through observations. It is of two main subtypes: passive
and active [12]. A typical example of passive engagement is students’ attention to
activities. Activities, such as asking questions and making effort, are instances of the
active type. Students’ awareness of their responsibility by setting goals is an example
of cognitive engagement. These types of engagement are interconnected because
students can behave positively when they are interested in classroom activities [12].

However, interaction is not confined to social interaction. According to sociocul-
tural theory, external mediation (from interaction with the outside world) serves as
the means by which internal mediation is achieved. “Mediation involves (1) medi-
ation by others in social interaction, (2) mediation by self through private speech,
and (3) mediation by” artifacts (tasks and technology) [13]. Therefore, interaction
includes interpersonal and intramental activities. The three processes of mediation
result in knowledge development. From interaction with the outside world, people
receive input which is then mentally processed through private speech to develop
personal knowledge.

The arguments above distinguish social engagement from interactive engagement.
Social interaction and interaction with tasks and artifacts (tasks and technology)
should be classified into behavioral engagement, but the intramental process should
be categorized into cognitive engagement. In mediation by artifacts, people may
interact with tasks and technology. Regarding online learning, artifacts can refer to
learners’ interaction with a task assigned by the teacher or with technology. This inter-
action can be facilitated by synchronous and/or asynchronous computer-mediated
communication [6].
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Hiver et al. [14] suggested that student engagement can consist of three main
dimensions but can be extended to have more than four. A literature survey shows that
metacognition, regulation of one’s thinking, is an essential factor in second language
acquisition and learning. It may mediate the learning process [15]. According to
Haukas [16], metacognition, a dynamic system, can contribute to language learning
achievements.

To engage students in learning, teachers can employ diverse strategies. Teachers
may turn the classroom into a social context in which teachers and students can
exchange knowledge and experience to foster “interactiveness and the relationship
between learners in interaction, as reflected in learners’ mutuality and reciprocity,
affiliation, willingness to interact with peers, supportiveness, scaffolding, and assis-
tance” [3]. Helme and Clarke [17] suggested the use of self-regulation strategies
to engage students cognitively and the use of collaborative tasks, “completing peer
utterances; exchanging ideas; making evaluative comments; giving directions, expla-
nations, or information; justifying an argument; and making gestures and facial
expressions” as effective strategies to engage students in learning. As dimensions
of engagement are interdependent, one strategy can be used to increase different
types of student engagement.

To sum up, a survey of the literature indicates that little is known about strategies
employed by English as a foreign language (EFL) teachers to engage students in the
online language classroom and students’ preferences for their teachers’ strategies in
Asian contexts. As there has been a growing interest in online teaching and learning
worldwide in recent decades, investigations into these concerns would help enrich
the literature in student engagement and contribute to effective online teaching and
learning.

2 Research Methods

The current quantitative study employed questionnaires to collect data. First, the
researcher sent an email invitation to L2 teachers to delve into the strategies they
employed to engage students in learning in the classroom. Second, the pool of strate-
gies revealed by the teachers was used to develop questionnaires administered to
students to explore effects of these strategies on their engagement and their beliefs
of the strategies.

This study employed the purposeful sampling strategy. With the approvals of
the administrations of three universities in Vietnam, 442 participants (200 teachers
and 242 students) were involved. They all experienced online teaching and learning
during the COVID-19 pandemic. The student participants were taught by the teachers
involved in this study.

The current study employed a set of three questionnaires corresponding to three
research questions (RQs). They were designed on a Likert scale of 1-5 and were
based on the proposals and research by Philp and Duchesne [2]. Questionnaire 1
investigated the strategies employed by L2 teachers to engage students in learning
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(see Table 1). This questionnaire, on a Likert scale (1 = least frequently used and 5
= most frequently used), was administered to the teachers (n = 200). Questionnaire
2, in a Likert scale (1 = engaged the least and 5 = engaged the most), investigated
the degree to which the teachers’ strategies engaged students in learning (see Table
2). Questionnaire 3, on a Likert scale (1 = least liked and 5 = most liked), was about
students’ preferences for teachers’ strategies (see Table 3). Questionnaires 2 and 3
were administered to students (n = 242). Before the main study, the questionnaires
were first tested with 100 participants (50 teachers and 50 students) who were not
involved in the main study. The results from the pilot testing showed that all the items
were rated greater than 3 out of 5 in the Likert scale. In the main study, all of these
questionnaires were administered online during the COVID-19 pandemic lockdown.

The researcher first cleaned the data collected from the questionnaire [4].
Responses from 22 participants (7 teachers and 15 students) were excluded as they
were invalid (choosing two options for one item and leaving items unanswered).
The remaining data (n = 420), collected from 193 teachers and 227 students, were
projected to SPSS 26 for analysis. Regarding the objectives of the study, descriptive

Table 1 Vietnamese EFL teachers’ strategies to engage students in online learning

Category (n = 193) Mean SD Reliability
Affective engagement strategies 391 0.69 0.76
Social engagement strategies 4.81 0.53 0.83
Cognitive engagement strategies 4.70 0.59 0.87
Metacognitive engagement strategies 4.41 0.79 0.73

Author source

Table 2 Vietnamese EFL students’ engagement in online learning

Category (n = 227) Mean SD Reliability
Affective engagement strategies 4.76 0.62 0.81
Social engagement strategies 4.74 0.63 0.78
Cognitive engagement strategies 4.34 0.73 0.83
Metacognitive engagement strategies 4.35 0.67 0.75

Author source

Table 3 Vietnamese EFL students’ preferences for strategies

Category (n = 227) Mean SD Reliability
Affective engagement strategies 4.64 0.70 0.79
Social engagement strategies 4.61 0.69 0.84
Cognitive engagement strategies 4.67 0.70 0.82
Metacognitive engagement strategies 4.28 0.71 0.73

Author source
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statistics were examined to answer the RQs. Reliability (internal coefficient consis-
tency) was also used. The results show that the reliability of the whole questionnaire
and each category was greater than 0.7.

3 Results

3.1 RQI. What Strategies Do Vietnamese EFL Teachers
Employ to Engage Students in Learning in the Online
Classroom?

The results showed that Vietnamese EFL teachers used a wide range of techniques to
engage students in online learning (see Table 1). They engaged students in socializing
activities the most frequently (M =4.81; SD =0.53), followed by cognitive strategies
(M = 4.70; SD = 0.59), and metacognitive strategies (M = 4.41; SD = 0.79).
They engaged students emotionally the least frequently (M = 3.91, SD = 0.69).
Strategies used for affective engagement were inclined to reducing anxiety rather
than increasing students’ excitement.

3.2 RQ2. To What Extent Do Vietnamese EFL Teachers’
Strategies Engage Students in Learning?

Analysis of data collected from Questionnaire 2 showed the effects of the strategies on
students’ engagement in online learning (see Table 2). In general, students engaged in
emotional activities the most (M = 4.76, SD = 0.62), followed by social engagement
strategies (M = 4.74, SD = 0.62). They engaged in the activities that required
cognitive processes (M = 4.34, SD = 0.73) and metacognitive processes (M =
4.35, SD = 0.67) the least.

Comparisons of results in Tables 1 and 2 showed that students engaged cognitively
least often, although their teachers employed strategies for cognitive engagement the
second most frequently. Also, although the teachers employed strategies to engage
students emotionally the least often, these strategies engaged students more than the
other strategy group.
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3.3 RQ3. Which Strategies (Involved in the Questionnaire)
Do Vietnamese EFL Students Prefer?

Analysis of data collected from Questionnaire 3 showed students’ preferences for
teachers’ engagement strategies (see Table 3). Overall, the students liked the activities
that engaged them in cognitive processes (M =4.61, SD = 0.70), generated positive
feelings (M = 4.64, SD = 70), and required socializing (M = 4.61, SD = 0.69)
the most. They liked activities that required metacognitive processes the least (M =
4.28,SD = 0.71).

4 Discussion and Conclusions

The current study investigated the strategies used by L2 teachers to engage students
in online learning, the extent to which these strategies affected their engagement,
and their preferences for the teachers’ strategies in the context of Vietnam during
school closures from the COVID-19 pandemic. Inspired from the perspective that
L2 student engagement is a multidimensional construct, including affective, social,
cognitive, and metacognitive engagement, this study provided results about strategies
employed by L2 teachers, effects of teachers’ strategies, and students’ preferences.
Learner engagement should be a key concern in second language acquisition and
learning, enhancing students’ academic achievements.

Results showed that Vietnamese EFL teachers used a wide variety of techniques
to engage students in online learning. They engaged students in socializing activ-
ities and cognitive processes most frequently. Several studies also found that L2
teachers seemed to engage students socially and cognitively more often than in
other processes. However, L2 teachers should not disregard students’ emotional and
metacognitive engagement [2]. It might not be a good idea to separate these dimen-
sions as they intersect; one type of engagement can affect others [3]. Teachers can
use corrective feedback [18] and formative assessment strategies [19] to facilitate L2
learning.

Also, strategies used by L2 teachers were found to influence students’ affective and
cognitive engagement the most. During the cognitive and social processes of inter-
action in which negotiation of meanings occur [3], affective engagement may take
place at the beginning, and students focus more on social and cognitive engagement
in which they exchange information, pay attention, and are conscious of knowledge
transformation [20]. Emotional engagement can affect L2 production and socializing;
they can hesitate to communicate with peers and teachers if they experience negative
feelings [3]. Regarding the relationship between interaction, input, and output, social
engagement functions to facilitate the learning process [15]. It might be possible for
teachers to engage students in L2 learning by using scaffolding strategies in online
classrooms [21] and facilitating interaction between peers [6].
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The third research question asked about students’ preferences for teachers’ strate-
gies. They preferred affective and cognitive engagement strategies. Their preferences
may have influenced their engagement to a certain extent. It can be seen from Tables 2
and 3 that they preferred teachers’ strategies to engage them in emotions the second
most, and they also rated their affective engagement the most often. According to
Dao et al. [3], “positive emotions can create conditions for learners to attend to other
aspects of interaction”. Engagement can foster students’ concentration on tasks and
peer socialization [20].

This study shows two main limitations. First, employing a quantitative approach,
this study mainly depended on questionnaires to collect data. The absence of qual-
itative data shows a lack of in-depth analysis. Further, research can collect data
from interviews with teachers and students to delve into their beliefs. Second, data
analysis mainly focused on descriptive statistics. Further, research can validate the
questionnaires with a larger sample size.
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on Insurance Fraud Detection

M. Shanthini and Bhuvana Sanmugam

Abstract Annually, around one trillion in premiums are gathered by the insur-
ance market, which engages over a thousand enterprises globally. Insurance fraud
is when a person or group presents bogus insurance claims to receive compensa-
tion or privileges that they are not obligated to, and it costs the insurance business
tens of billions. As a corollary, the insurance industry faces a challenging burden
in detecting insurance fraud. Examining and identifying fraudulent elements is a
common existing approach to detecting fraud, but it requires a long time and is tedious
since it might lead to inaccurate results. The focus of this research is to develop an
automated machine learning classification framework with the best imputation tech-
nique for detecting fraud claims. As a result, the logistic regression-based iterative
imputer coupled with XGBoost classifier achieved the highest accuracy of 90% in
this comparison research.

Keywords Fraud detection + Classification framework - Imputation technique -
Machine learning - Logistic regression-based iterative imputer + XGBoost
classifier + Fraud claims

1 Introduction

Artificial intelligence (Al) and efficient machine learning (ML) are two of the top
ten strategic technological innovations that multinational companies are using to
reimagine their operations for the digital era. The insurance industry is no exception,
with technological advancements allowing for new means of service delivery as well
as more data collection opportunities that can lead to better risk identification and
mitigation techniques [1].

Effective fraud management [2] is now being adopted by the insurance industry.
Technically and logistically, detecting insurance fraud is difficult. Insurance fraud
detection has traditionally relied on specialist investigation and review [3]. Payment
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delays resulting from a protracted investigation have a negative influence on the
services offered to insurance clients and their satisfaction [4]. Hence, there is a
critical need to improve processes that can assist the insurance business in identifying
potential suspected frauds, so that other claims may be processed quickly while the
detected incidents can be thoroughly investigated [4], which can save dollars for
insurance firms [3].

This research seeks to find the optimal imputation approach coupled with a
machine learning classification framework to assist insurers in making choices. In
this study, the missing values in the dataset were filled using several imputation
strategies such as iterative imputer, categorical imputer, and KNN imputer, and the
commonly used machine learning classification models such as logistic regression,
random forest, decision tree, Gaussian Naive Bayes, XGBoost, K-nearest neighbors,
and AdaBoost were employed to make the final prediction if a claim is a fraud or
non-fraud. In addition, the synthetic minority oversampling technique (SMOTE) was
used to eliminate the class imbalance in the entire dataset.

The remainder of this paper is organized as follows: Sect. 1 includes the introduc-
tion. Related works have been discussed in Sect. 2, and the proposed methodology
is discussed in Section 3. Implementation is described in Sect. 4. Section 5 discusses
the result of the approaches implemented; Sect. 6 contains the conclusion followed
by summary and future scope in Sect. 7. References are added at the end of the paper.

2 Literature Review

According to the survey, there are a variety of methods for predicting fraudulent
claims. Each approach has its distinct feature. The goal of this study [5] is to construct
a prediction model for identifying motor insurance fraud using a machine learning
approach. To solve the problem of an imbalanced dataset, this work employs the
Synthetic Minority Over-sampling Technique (SMOTE) and undersampling tech-
niques. With Min—Max, the new dataset has been standardized so that all of the
features have ranging between zero and one. The recommended classifiers such as
multilayer perceptron (7P), decision tree C4.5, and random forest (RF) were applied
to the dataset. To evaluate the model’s performance, the confusion matrix, ROC
curve, and features such as sensitivity are used. According to this study, Random
Forest outperformed other classifiers with 98.5% accuracy. In terms of fraud cases
and feature selection, the scope of this study is limited. To improve it, more fraud
cases and features can be included, such as past historical claims, the policyholder’s
marital status, driver rating, and the base policy. By incorporating more ensemble
learning classifiers like XGBoost, CatBoost, and AdaBoost, as well as applying
optimization approaches, the model can be enhanced.

This research [6] proposes a machine learning technique for detecting fraudulent
claims. The suggested solution uses the adaptive synthetic sampling (ADASYN)
method and SMOTE to decrease dataset imbalances. support vector machines (SVM)
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were then used to classify the claim cases. The variables in the dataset are a combina-
tion of integers and nominal variables. The dummy encoding strategy was suggested
as a pre-processing step for nominal variables. The ADASYN algorithm dataset
outperforms the SMOTE algorithm, according to the findings. The total accuracy
of the SVM went from around 93% to over 98%. Instead of employing statistical
processes, this model can be improved by implementing various balanced tactics
based on a better understanding of the data patterns.

The gradient boosting method (GBM) was used to create a prediction model for
auto insurance claims data in this study [7]. In data pre-processing, to deal with
missing values, the company used several strategies such as removing them entirely,
substituting them with the most seen value, and so on. The dataset was considerably
skewed, so the SMOTE algorithm was utilized to fix it, and then it was divided
into train and test sets in an 80-20 ratio. A gradient boosting technique with the
Bernoulli loss function was the prediction model developed. The model included a
total of 100 decision trees, and any decision tree chosen had a maximum depth of 5.
Each model’s forecast was given a weight of 0.03. With an F1-score of around 98%
and an accuracy of 99%, the results were outstanding. Industry professionals used
extreme value theory (EVT) to cross-validate this technique.

In the field of anomaly detection, this paper [8] uses nearest neighbor-based
methods (distance-based and density-based) and statistics methods (interquartile
range) to build a prediction framework to detect the existence of a fraud. The impact
of applying feature selection was investigated using genetic algorithms and param-
eters from WEKA tools. CsfSubsetEval was the attribute evaluator in the feature
selection process, and GeneticSearch was the search method. The accuracy value
increased from 94.4 to 99.9% when the distance-based approach was combined with
the genetic algorithm, the density-based method-enhanced to 82.0 from 35.2%, and
the interquartile range method improved to 98.0 from 92.1%. The ideal sample for
fraud detection, according to the conclusion of this paper’s experiments had gone
through a feature selection process utilizing a distance-based technique.

Unlike earlier approaches, the dataset was encoded using one-hot encoding and
label encoding techniques. Then, SMOTE was used to balance the biased dataset,
and the dataset was segmented into training and testing parts using the 70/30 rule.
The most important aspect of this research is that it compares experiments using
different modeling methods to detect fraud claims coupled with different imputation
strategies to treat missing values. Finally, the imputation strategy that works best with
the classification technique to forecast fraud claims in the dataset was discovered in
this study.

3 Imputation and Modeling Methods Proposed

The major purpose of this study is to use multiple imputation procedures to impute
missing values in the dataset and then apply various modeling approaches to the
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new imputed dataset to determine the optimal one for spotting bogus claims. The
implementation of the proposed approach is indicated in Fig. 1.

The insurance fraud dataset is loaded initially. Various data visualization methods
were used to identify missing values, outliers, and class imbalances in the dataset.
The numerical data is encoded before the imputation methods are applied. Table 1
shows the various imputation procedures used to clean the data.

After the missing values were filled in, the dataset was then balanced using
SMOTE and split into training and testing samples. Different classification modeling
approaches as shown in Table 2 were used on the training sample to adapt the algo-
rithms to acquire insights, and then the prediction step was performed on the testing
sample.

The metrics [2] used to assess each model’s performance are as follows:

e Accuracy-a metric for determining how far a classifier is successful.
e Precision-defined as the percentage of relevant retrieved occurrences.
e Recall-defined as the fraction of relevant items retrieved.

] the Insurance Claims Dataset
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Fig. 1 Implementation flow diagram of the proposed approach

Table 1 Imputation

. Imputer Estimator used in imputer
strategies implemented
KNN imputation k-Nearest neighbors
Iterative imputation (MICE) Logistic regression

Random forest regressor

Decision tree regressor

Categorical imputation Frequently occurred
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Table 2 Different classification models implemented

Classification models Description

Random forest classifier In order to increase forecast accuracy, this method uses the
averaging technique [9]. In this study, the parameters are tuned
using the Grid Search algorithm

Decision tree classifier The outcome feature is determined using the model’s decision
rules acquired from the data attributes [10]. The maximum
depth of the tree was taken as 10

XGBoost classifier Different models are grouped to fulfill the same task in this
technique [11]

Gaussian naive bayes classifier | It’s a collection of supervised learning methods based on
Bayes’ theorem and the “naive” assumption of conditional
independence among each set of features given the class
variable’s value [12]

AdaBoost classifier It is a meta-estimator that keeps fitting classifier copies to the
dataset by altering the poorly classified weights [13]. It is
implemented with base estimators such as decision trees and
random forests

KNN classifier By calculating the distance between the points, KNN captures
the concept of similarity and predicts where fresh data will
appear [14]. The n neighbors were taken as 5

Logistic regression classifier Its used to predict the likelihood of a specific class [15]. As the
output variable has two classifications, 0 for non-fraud and 1
for fraud claims, a binary classification logistic regression
classifier is utilized

e F1 score-the harmonic mean of precision and recall.

4 Implementation

The study’s insurance claim fraud detection dataset taken from Kaggle was derived
from a real-world auto insurance organization which is made up of 39 data charac-
teristics and 1000 rows. As shown in Fig. 2, non-fraud cases outnumber fraud cases
by more than three to one, i.e., there were 753 non-fraud and 247 fraud claims.

Insured age, policy state, insured education level, authorities contacted, incident
severity, and other features are the input, and the output is fraud reported having
classes 0 and 1 that represent the legitimate and the fraud cases, respectively. The
variables in the dataset are a blend of 17 numerical types and 22 categorical types. The
missing values were present in categorical variables such as police report available,
collision type, and property damage.

As demonstrated in Figs. 3 and 4, respectively, data visualization using bar plots
and pie charts of several parameters such as fraud reported by incident type and
fraud reported by incident severity was done. These graphs show the relationship
between the features and aid in outlier detection in the dataset. Figure 3 highlights
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Fig. 2 Fraud versus FRAUD VS NON-FRAUD
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that single vehicle collisions and multi-vehicle collisions had more reported cases of
fraud than the other kinds. Figure 4 depicts that the severity of the occurrence with
major damage had more fraud recorded.

Then, label encoding and one-hot encoding techniques were used for data prepro-
cessing. Using the various imputation methods indicated in Table 1, the missing
values in the encoded dataset were filled. Then, the SMOTE algorithm which is a
sort of data augmentation for the minority class was used to balance the new imputed
dataset [16]. The balanced dataset was then divided into training and testing groups
with a 70:30 split, respectively. The data was trained and tested using classifiers
described in Table 2. The random forest classifier’s hyperparameters were tuned
using the grid search technique. The classification report which included measures
such as the f1-score, accuracy, precision, and recall was used to assess each model’s
performance.

Fig. 3 Pie chart showing FRAUD REPORTED BY INCIDENT TYPE
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Fig. 4 Bar chart showing FRAUD REPORTED BY INCIDENT SEVERITY
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5 Experimental Results

Table 3 shows a comparison among several imputation procedures coupled with
classifier model prediction based on accuracy.

For random forest regressor-based iterative imputer and logistic regression-based
iterative imputer, the XGBoost classifier has the maximum accuracy of 90%.

Table 4 and Fig. 5, respectively, demonstrate the performance metrics and the
precision-recall curve for the XGBoost classifier with random forest regressor-based
iterative imputer and the XGBoost classifier with logistic regression-based iterative
imputer.

However, as seen in Fig. 6, the logistic regression-based iterative imputation takes
less time to fill in the missing values than the random forest regressor-based impu-
tation, making logistic regression-based iterative imputer coupled with XGBoost
classifier, the best model for predicting insurance fraud claims.

6 Conclusion

Many factors must be considered when determining whether or not an automobile
insurance claim is fraudulent. There are numerous fraud recognition indexes [3].
When there are biased train and test sets, machine learning classification algorithms
perform poorly. To improve the performance of the algorithms, it is critical to balance
the datasets [6].

The results reveal that datasets imputed with random forest regressor-based
iterative imputer and logistic regression-based iterative imputer, integrated with
XGBoost classifier modeling approach to detect bogus claims gave better results
yielding the highest accuracy of 90% compared to other imputation-based modeling
strategies coupled with classification methods. It could be discovered that the
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Table 3 Imputation methods with classification models Based on Accuracy (in %)

M. Shanthini and B. Sanmugam

Models KNN imputer Categorical Iterative imputer
imputer Logistic Decision tree Random
regression regressor forest
regressor
AdaBoost 87 87 88 87 89
with DT
estimator
AdaBoost 87 86 89 89 89
with RF
estimator
Random 85 87 87 86 86
forest
classifier
Decision tree | 86 86 87 87 86
classifier
XGBoost 89 88 90 89 90
classifier
GNB 55 57 57 56 56
classifier
KNN 66 65 66 68 67
classifier
Logistic 60 58 60 58 54
regression
classifier

Table 4 XGBoost classifier with random forest regressor-based iterative imputer and XGBoost
classifier with logistic regression-based iterative imputer—metrics

Random forest regressor-based Logistic regression-based iterative

iterative imputer imputer

Precision Recall F1-Score Precision Recall F1-Score
0 0.89 091 0.90 0.89 0.90 0.90
1 091 0.89 0.90 0.90 0.89 0.90
Accuracy 0.90 0.90

logistic regression-based iterative imputer outperforms the random forest regressor-
based iterative imputer in terms of imputation time taken. Therefore, the Logistic
Regression-based Iterative Imputer integrated with the XGBoost classification algo-
rithm produced the best outcome in detecting fraudulent claims, with overall
accuracy, precision, recall, and F1 score of 90%.
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7 Summary and Future Scope

Finding the appropriate Iterative Imputer combined with the classification model is
the main goal of this research work. The dataset used included 1000 samples and 39
features comprising a mix of categorical and numerical data types. It also had a signif-
icant skew. The relationship between the features was explored using a variety of data
visualization techniques, and the missing values were located. After data encoding,
missing values were imputed using several imputers, including KNN, categorical,
and iterative imputers. The SMOTE technique was then used to balance the imputed
dataset. For the purpose of classifying the claims as fraudulent or not, various clas-
sification models, including random forest (RF), logistic regression, AdaBoost with
decision tree-based estimator, AdaBoost with the random forest-based estimator,
XGBoost, decision tree (DT), KNN, and Gaussian Naive Bayes, were used to an
unbiased dataset. With an overall accuracy, precision, recall, and F1 score of 90%, the
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logistic regression-based iterative imputer combined with the XGBoost classification
algorithm achieved the best performance in identifying fraudulent claims.

In future work, to balance the dataset and test the performance, additional
balancing approaches, such as undersampling and oversampling, can be applied. The
performance of the classification strategy could be further enhanced by ensemble
modeling techniques like stacking classifiers and voting classifiers. Future claim
processing and documentation activities could be digitalized by integrating the
top-performing classification model with an iterative imputer and a web application.
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Autonomous Health Care Robot )

Check for
updates

K. Umapathy, S. Omkumar, D. Muthukumaran, S. Chandramohan,
and M. Sivakumar

Abstract The spread of corona virus has been intensive across the globe for the past
two years. Medical services are one among the most vital things which can save the
people with proper treatment and care. But, the doctors and hospital staff can also
have a chance of getting affected with this virus during the treatment. So, robotic
implementation can be a big boon in patient monitoring and healthcare services so
that human interaction can be reduced with the virus affected patients to a large
extent. This approach is not only useful in patient monitoring, but also in treating the
patients and helping the staff over there in the hospitals with the robots started making
their own mark. The proposed robot includes a Raspberry Pi controller along with
appropriate sensors and motor drivers will assist the hospital staff and the patients
for updating the patient details, dispatching the medicines in time, and informing the
hospital authorities for any abnormal conditions of the patients.

Keywords Patient monitoring + Artificial intelligence + Mechatronics - Machine
learning

1 Introduction

The robotic automation along with human intelligence and expertise in medical field
can increase the efficiency and ability of the services to a large extent. In recent
days, the robots were developed in large number for functioning in hospitals like
helping the patients to take medication by remainders, updating the details of their
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health parameters to the hospital authorities, and also the instructions of the doctors
to the patients in the wards. Moreover with the help of advanced technology, many
research and development organizations had built advanced robots to sense the tumors
and other health issues just by scanning and helping the doctors in surgeries. This
development of robotic involvement in health treatment leads to a great change which
can improve the success rate because of their clear vision and perfect placement. In
these type of robots, there are many things to be involved, constraints to be considered,
and technologies to be implemented and integrated as a single system.

The embedded systems integrated with mechatronics will help the robot in its
motion and artificial intelligence to learn things and make decisions on its own based
on the situations, and internet of things to establish the wireless data transfer from the
robot to detect objects and other things. Here, the robot was developed for assisting
the hospital staff and the patients in making its own prominent role by updating
the patient details, dispatching the medicines at prescribed time, and informing the
hospital authorities of any abnormal conditions of the patients. Various health services
provide medicines across the globe. But, increasing concentration of medicines will
amount to risk. This has to be avoided in the care of primary. To create a correlation
between risks and solutions, robots are employed to act in the hospital environment.
By this robotic automation, dispensing of medicines is made simple and patient
waiting period is reduced substantially.

2 Literature Survey

Wissam presented about intelligent medicine dispenser system to make it easier for
elderly patients to take their medicines on time [1]. Automatic pill reminder provides
an alerting mechanism using buzzer and display for the concerned person to take his
medications on time without help of others [2]. Health complications like prolonged
disease and late recovery can be resolved by intelligent medicine dispenser, which
will remind patients to take their medicines at the right time [3]. A medication
reminder device includes modules for continuous medical tablet reminders and pill
module [4]. D. Ravi in his paper [5] enunciates the deep learning application in
health industry. An embedded application is employed for the detection of intruder
in a particular area using a similar arrangement [6]. Pang in his article explains
the industry 4.0 application in health care industry [7]. A robot-based auto guided
vehicle supplies medicines to the patients based upon the instructions given [8]. Rios
in his article [9] highlights the importance of using an intelligent vehicle for home
and industrial purposes including medical services. This system [10, 11] collects
information about the environment using a robot and prevents the colliding of objects
automatically. Muthukumaran points the formation of health cloud by which a lot of
medical services can be provided to the patients on time [12]. A point alert system
and an android-based health monitor also operate in the similar fashion [13, 14].
Ryan enunciates the survey of robots employed for various medical services [15].
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3 Materials and Methods

The proposed system is to dispense the medicines in the patient wards automatically
by using the data entered in the database. It checks the details regarding the time
to deliver the medicine, type of medicines to be delivered, and also information
regarding the wards to be visited. The data regarding bed vacancy is automatically
updated in the database. Smart bed system is also implemented for patient monitoring
purpose. Now robot is reset. With information available in database, it has to load
medicines in the respective pill boxes and wait for the time to deliver the medicines.
Once the times arrive to deliver the medicines, it will select a track towards the
patient’s place by the following method of line follower, where path is represented
in black line to detect the obstacles on its way. Robot uses IR sensor which sends
the signal and receive back the signal only if black line is detected. In this way robot
moves in appropriate track to reach patient room. And also, robot uses ultrasonic
sensor for obstacle detection, by sending and receiving the signal back only if obstacle
is detected on this way.

If any obstacle is detected ultrasonic sensor send the signal to robot, which will
stop its moment until obstacle is out of its way. It starts moving in the path and
reaches the patient room. After reaching the patients room, it will look after the
patient, and once patient is detected, it will capture the patient. Now, it will compare
the patients face with the data present in the database. Earlier it is required to add
the data regarding the patient in database which includes patient photo too. If data
matches, the respective pill box opens. Once the patient received the pills, the pill
box closes, and by following the method, it reaches every ward and dispenses the
medicine as per requirement and following the same path system returns to its home
position. Smart bed system is also implemented for patient monitoring purpose.
The parameters like temperature and heartbeat of the patient will be continuously
monitored and automatically updated in the database, so that the doctors have an
idea about the variations in health conditions of the patient which will help to predict
the abnormal conditions of the victims. Figures 1 and 2 illustrate the schematic and
flowchart of the robot system.

Figure 3 shows the detection of track made by the robot. The robot system includes
Raspberry Pi 3, real-time clock, two sensors—one for sensing ultrasonic and another
for infrared and a driver for motor. The module of real time clock is employed to
decide the time arrival of robot for providing medicines.

4 Results and Discussions

The following are the various steps involved in the system design-
Step 1: System to be enabled.
Step 2: Time needed if system needs to dispense the medicine.
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Fig. 3 Robot path detection

Step 3: Robot moves from reset position towards the place where patient is
available after specified interval of time.

Step 4: The medicines are provided, after patient is recognized. Patient face is
recognized with the help of tensor flow. Initially, all the patients have to be captured,
and save the data along with patient name. So with the help of tensor flow it will
recognize the patient and display along with the name as shown below. Now this data
is compared with the data in database. When captured data matches with that of data
in database it will dispense the medicine as per requirement. Once tablet is received
by patient, pill box is closed and robot moves to its reset position (Figs. 4 and 5).

5 Conclusion

This paper proposed a real-time health care system by which on-time medicines can
be issued to the patients without any time delay for fast recovery. Moreover, it is
accurate in dispensing medicines to the patient compared to the human consultant,
and it has alog system to keep track of all the medicine intake of the patient for future
references. Furthermore, this robust system can send alerts to the in-charge doctor for
any problem while intake of medicines by the patients. This way the system is more
accurate toward the health care of the patient. Our robust model includes features
such as economical, accurate sensing operation, reliable database, and a controller
to update data in the cloud database. With the help of a cloud database any changes
in the medicines or addition of new patient details can be easily be introduced which
leads to a quick recovery. As a means of enhancement in the system, medicines can
be given to elderly patients at homes periodically without the need to depend on
other people.



232 K. Umapathy et al.

Fig. 4 Working prototype

Fig. 5 Processing and detected, Moving Forward
output display detected, Moving Forward
detected, Moving Forward
detected, Camera activated
Bed number 1 is detected

Patient name is S.Divya

21 years, suffering from Jaundice
Iron_xt medicine was dispensed
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ThingSpeak-Based Garbage Monitoring m
and Collecting System L

K. Umapathy, S. Omkumar, D. Muthukumaran, S. Chandramohan,
and M. Sivakumar

Abstract Managing waste is one among the bothering factors in the present situ-
ation. It is our bound responsibility to look for an organized mechanism to sort
out this problem. Hence, there is a need for smart systems with appropriate frame-
work in tackling everyday garbage which includes major chunk of waste material of
cities. This contributes to various environmental issues like global warming, envi-
ronmental pollution, and health complications. This paper explains the prototype of
a smart dust bin, where opening of dustbin occurs in the presence of human being.
The occupancy of the dustbin is provided as an alert to mobile of the user. The smart
dustbin is designed to give the exact percentage of occupancy of waste in the form
of LCD display by employing a software application named as ThingSpeak.

Keywords Arduino - GSM - Dustbin - Ultrasonic Sensor - ThingSpeak

1 Introduction

IOT connects the objects relevant to a network. The technology is to transfer the
flow of data within the network objects. IOT connect and activate the devices like
ultrasonic sensor, rotating devices, controllers, etc. Generally, trash bin is employed
for managing and storing of wastes. The tendency of human is to throw the waste
in and around the dustbin if filled completely. To prevent this sort of situation, [OT
technique is employed to keep the dustbin identify the level of occupancy with smart
notification. This helps to keep the environment very clean. A regular dustbin is
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meant for putting the waste. A smart dustbin includes certain electronic components
to indicate the waste level. It is very much productive in comparison with a normal
dustbin. The distance and the occupancy of the dustbin can be measured using an
ultrasonic sensor and ThingSpeak application. This smart dustbin provides a message
whenever bin is filled. The important requirement is that there must be a strong carrier
signal for sending the messages promptly.

2 Literature Survey

Wissam presented about intelligent medicine dispenser system to make it easier for
elderly patients to take their medicines on time [1]. Automatic pill reminder provides
an alerting mechanism using buzzer and display for the concerned person to take
his medications on time without the help of others [2]. Health complications like
prolonged disease and late recovery can be resolved by intelligent medicine dispenser,
which will remind patients to take medicines at the right time [3]. A medication
reminder device includes modules for continuous medical tablet reminders and pill
module [4]. D. Ravi in his paper [5] enunciates the deep learning application in
health industry. An embedded application is employed for the detection of intruder
in a particular area using a similar arrangement [6]. Pang in his article explains
the industry 4.0 application in health care industry [7]. A robot-based auto guided
vehicle supplies medicines to the patients based upon the instructions given [8]. Rios
in his article [9] highlights the importance of using an intelligent vehicle for home
and industrial purposes including medical services. This system [10, 11] collects
information about the environment using a robot and prevents the colliding of objects
automatically. Muthukumaran points the formation of health cloud by which a lot of
medical services can be provided to the patients on time [12]. A point alert system
and an android-based health monitor also operate in the similar fashion [13, 14].
Ryan enunciates the survey of robots employed for various medical services [15].

3 Materials and Methods

This paper suggests a system for garbage monitoring based on the concept of IOT
thereby creating a smart bin. There are certain demerits with the existing systems. The
important one is unhygienic conditioning of air due to improper disposal of waste.
The system proposed will eliminate all the above demerits and provide an optimum
solution without affecting the surrounding. Moreover the smart bin employs a web
page to indicate the completion of dustbin in an effective manner. The percentage
of occupancy is indicated by sending a message to the user about the status of the
dustbin. The status is not having any specific margin percentage of occupancy, which
was an added advantage to the existing method. Figure 1 shows the block diagram
of the smart garbage system, and Fig. 2 shows the flowchart of the system.
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Fig. 3 Hardware components used

The components both hardware and software used in the system are as follows:

ESP32 Development Board
16x2 LCD

HCSRO04 Ultrasonic sensor
SIM900A GSM Modem
Buzzer

SG90 Servo motor

12 V Power supply

Arduino DE Software
THINGSPEAK IOT Platform

Figure 3 shows the various hardware components used in the system, and Fig. 4
illustrates the schematic layout of the garbage system.

These smart bins are equipped with appropriate sensors to monitor the weight
and waste level thereby providing separate ID’s for unique identification. The aim is
reduction of human involvement with improvement in the vision of the smart city. The
important advantage of this system is appropriate reduction in pollution of air. The
completion of dustbin will often lead to an unacceptable scene leading to movement
of animals. In addition, the status of the bin can be intimated to the office of contractor
for immediate cleaning of the place. Since IOT is connected, live information about
the bins can be provided then and there. Hence, a good management of waste system
is vital for preventing the spread of contagious diseases in the society (Fig. 5).

4 Results and Discussions

The main objective of this system is to execute the garbage monitoring and collection
operation smoothly in order to make the system more efficient. Figures 6 and 7 explain
the actual performance level of the smart dustbin by using ThingSpeak where the
level of the garbage dustbin with date is monitored on a regular basis and notification
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16X2LCD

Buzzer

HCSR04

m‘s SIMS00A GSM

SGS0 Servo motor

Fig. 4 Layout of the system

Fig. 5 Development of the system

is provided to the cleaning vehicle directly. Figure 8 shows the performance analysis

with ThingSpeak coding.

5 Conclusion

The system proposed in this paper will guide the society for easy management of
wastes thereby reducing the human efforts and make the surroundings neat and tide
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for a better living environment. The system makes the implementation of Swachh
Bharat Mission easier. The system takes care of cleaning it properly at regular time
intervals, when the level of occupancy becomes maximum inside the bin. If cleaning
is not done in time, then appropriate messages will be given to concerned person
for immediate action. Thus, the system guides the people to keep the environment
clean and simplifies the management of waste. As an extension work, the bins can
be equipped with a GPS where location, position and emptying of bins become very
easier.
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?

: <LiquidCrystal.h>
LiquidCrystal lcd(32, 33, 25, 26, 27, 14);

#define SECRET_SSID "dustbin®  // replace MySSID with your WiFi network name
12 #define SECRET_PASS "12345678" // replace MyPassword with your WiFi password

12 #define SECRET_CH_ID 1562250 /] replace 0000000 with your channel nusber
13 #define SECRET_WRITE_APIKEY "SGHSCWACOMAPNEXG®  /J/ replace XYZ with your channel write API Key

ar ssid[] = SECRET_SSID; // your network SSID (name)
har pass[] = SECRET_PASS; [ your network password
keyIndex = @; [/ your network key Index number (needed only for WEP)
client;

PO R2Ig R c B Qv B BEAREB O vrouamy i B

Fig. 8 Performance analysis with ThinkSpeak coding
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Technology-Assisted Teaching )
during the COVID-19 Pandemic: L2 oo
Teachers’ Strategies

and Encountered Challenges

Mai Khanh Chau® and Hung Phu Bui

Abstract Technological advancement has changed the landscape of education by
providing technological tools and opportunities for distance learning. Recent research
has explored different aspects of online teaching, but few studies have examined the
strategies employed by Asian second language (L2) teachers in the online class-
room and challenges they encountered. This study extends this research line by
investigating the pedagogical strategies which Vietnamese L2 English secondary
school teachers employed in online teaching and challenges they encountered from
applying these strategies. Individual semi-structured interviews were conducted with
eighteen randomly selected EFL teachers from ten secondary schools in Tra Vinh
Province, Vietnam. The study adopted a content-based approach to data analysis.
Results showed that the teachers used a diversity of pedagogical strategies regarding
classroom management, instruction delivery, students’ engagement, and interac-
tion. During the teaching process, they dealt with four main types of challenges:
technological, pedagogical, organizational, and psychological. The findings suggest
implications for online teaching and teacher education for online language teaching.

Keywords Asynchronous - Challenges - EFL teachers + Pedagogical strategies -
Remote teaching « Synchronous

1 Introduction

Recent studies show that online education has become a popular option and a global
trend. Assisted by technology, online education has demonstrated some benefits and
challenges. Teachers now can access advanced digital technology and have chances
to apply software to improve their information technology skills. To date, students can
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contact experts online, have time flexibility, choose a diverse range of course types,
participate in large communities, and practice self-regulation. However, the online
teaching and learning modality has several drawbacks, including challenges from
internet browsing, computer compatibility, technical training, socioeconomic factors,
assessment methods, and heavy workload. It requires teachers and students to have
relevant skills to achieve expected outcomes and necessary facilities and learning
environments [1].

The emergency shift from traditional (face-to-face) to remote learning in response
to the COVID-19 pandemic is called emergency remote teaching (ERT), defined as
a temporary transition of instructional delivery to an alternative delivery model due
to crisis circumstances [2]. This unprecedented shift exhibits potential challenges
for teachers and students due to insufficient training and preparation. Hughes [3]
suggested teacher training courses in necessary technological and pedagogical skills
for remote teaching. Also, students may face challenges from a lack of necessi-
ties for remote learning (personal space, Internet access, and devices). Social isola-
tion and lack of social interaction between teachers and students are also a source
of challenges, which require students to familiarize themselves with self-regulated
learning and acquire necessary skills.

2 Literature Review

Effective online teaching and learning is an overly specific procedure that can be seen
in roles, competencies, and approaches to career development as well as in curricula,
pedagogy, assessment, and the nature of the interactions between the participants.
Garrison and Anderson [4] stated three interdependent aspects that frame the educa-
tional experience, including social, cognitive, and teaching presence. Teaching pres-
ence is essential to a quality learning experience, providing the foundation for social
and cognitive presences through curriculum, course design, direction, guidance, and
facilitation. Carrillo and Flores [5] reviewed the literature in a total of 134 empir-
ical studies and found that teaching presence supports social and cognitive presence
to achieve specific learning outcomes. Ahmed and Opoku [6] explored L2 teachers’
teaching strategies regarding interacting with students, learning new tools, constantly
seeking feedback, investing time in preparation, sharing cameras, empathizing with
students, sharing experiences, repeating concepts, and recording lectures. In general,
these studies gave implications for new digitally supported pedagogical practices in
the post-pandemic era.

Recent studies have highlighted the challenges of digital transition in applying
remote strategies during the COVID-19 pandemic. Giving students access to the
necessary technology and the internet is a major challenge for educational institu-
tions, teachers, and students. Also, in some studies, racial, economic, and resource
disparities and teachers’ insufficient preparation significantly impact student learning
outcomes. Other factors include students’ and teachers’ low digital literacy to use
digital libraries, teachers’ heavy workload in converting learning content, the sudden
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arrival or interruption of family members, friends, or pets, and the compatibility with
hands-on experiments. Kopp et al. [7] made five common assumptions as barriers
to the digital transformation of higher education institutions related to change, pace,
technology, competencies, and financing. Shamir-Inbal and Blau [8] explored the
pedagogical, technological, and organizational challenges encountered by teachers in
the digital learning environment. These researchers suggested training courses for
teachers to overcome these challenges. Similarly, Ahmed and Opoku [6] added
psychological factors faced by students and teachers are significant challenges in
decreasing teaching and learning quality. The results showed that teachers’ efficient
communication and teaching styles, proficient use of technology, and adaptable,
amiable, and supportive attitudes were unprepared for sudden transformation.

Although educational issues emerging in remote teaching during the pandemic
have been explored, strategies employed by Asian EFL secondary school teachers
and the challenges they encountered are relatively neglected. Given the possibility of
similar unexpected situations and school closure in the future, the education system
might need to get back to previous experiences found in this study to prepare for better
remote language teaching. EFL teachers may need professional and technological
training in digital technologies. Explorations into EFL teachers’ strategies and their
challenges can provide implications for classroom practice development and teacher
training. This study seeks to address the following research questions:

RQ1. What pedagogical strategies did Vietnamese secondary school EFL teachers
employ in remote teaching during the COVID-19 pandemic?

RQ2. What challenges did Vietnamese secondary school EFL teachers encounter
from applying their pedagogical strategies during the COVID-19 pandemic?

3 Methodology

This study included 18 teachers from ten secondary schools in Tra Vinh Province. At
these schools, English was a required foreign language in the national curriculum,
with 5 periods (45 min each) per week; however, it was reduced to 2 or 3 periods per
week. The decrease in teaching and learning hours was supposed to reduce teachers’
and students’ sufferings due to the pandemic in the place.

The first researcher sent an email to all secondary school EFL teachers in the
place. Twenty-eight teachers replied, and twenty of them volunteered to partici-
pate in the study. Two teachers later withdrew, resulting in 18 remaining partic-
ipants (7 males and 11 females, aged 38-59) in the study. After receiving their
email consent, the researcher contacted the participants to arrange interviews. The
researchers informed them of ethical considerations and their rights as participants.
For identity confidentiality, they were anonymized as T1-18 in the data report.

Data were collected at around the end of May and the beginning of June 2022,
after the government’s announcement of the New Normal Era in Vietnam. This study
employed a prompt semi-structured interview strategy. The interviews, conducted in
person and on Google Meet video calls, lasted about 25 mins each, all of which
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were recorded for data analysis. During the interviews, the researcher interviewer
and participants used Vietnamese, and the participants’ responses were confirmed
and clarified to increase trustworthiness. The interview protocol was composed of
two main sections: (1) pedagogical strategies teachers employed in remote teaching
and (2) the challenges that teachers encountered from applying these strategies. The
interview scheme, piloted with three teachers in the first phase to increase research
reliability and validity, was based on Ahmed and Opoku [6] and Shamir-Inbal and
Blau [8]. After the pilot study, no further change was made to the interview scheme.
The participants involved in the pilot study were not involved in the main study.

Data collected from the interviews with the teachers were analyzed by using the
theme-based approach. The process was inductive to find out emerging themes and
sub-themes. They were first transcribed by the first researcher. Then, she read and
reread transcribed contents to code data. This step was mainly based on content,
not affected by the participants’ language. The codes were modified and refined to
eliminate redundancy and overlap, as well as to develop themes [9].

4 Results

4.1 Pedagogical Strategies Employed by Vietnamese
Secondary School EFL Teachers in Remote Teaching

The teachers used various applications to connect with students’ parents and students
outside the classroom to respond to information quickly. For the management inside
the classroom, the teachers collaborated with the Information Technology staff to
check students’ attendance. In addition, they imposed strict classroom rules which
required students to attend class fully, log in time, turn off or turn on the microphone,
open the camera, and randomly call students to answer questions or give comments
on the lesson to regain their concentration. For schoolwork, all teachers (n = 18)
assigned tasks to students by using different support tools such as email, Google
Drive, Zalo, online books, or websites to implement assignments. Most teachers (n
= 16) thought that assignments should be divided into different levels of students’
competence. As T6 responded:

In my opinion, for students in rural areas, I was concerned about how to assign tasks to each
group so that they could promote their capacity. For example, group A would be assigned
the tasks differently from group B, which had slightly more limited capacity. In addition,
with the same knowledge goal, I adjusted the content of lessons to match their abilities.

The teachers devised appropriate teaching strategies, depending on their techno-
logical and pedagogical competence and the class size. Most teachers used online
resources and multimedia applications such as Google, Azota, Kahoot, Quizizz,
Youtube, and websites to add pictures, quizzes, or short videos to illustrate their
instructions. They shared useful materials with students and guided them in self-
study at home. All teachers received and gave feedback from their students with
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synchronous and asynchronous modes through videoconference, email, phone, Zalo,
or Facebook. They gave feedback in the form they received from students. Regarding
comprehensive instructions to their students, they only focused on the core content
and common daily vocabulary, provided illustrations for complicated structures or
questions, and translated them into Vietnamese if necessary. Most teachers (n =
16) used verbal praise when students performed tasks well, encouraged students to
speak, engaged students to interact by giving peer feedback, and organized group
work discussions. T1 said:

In K-12 online, I divided the students into small groups of 4-5 students to practice. Most
students did well; only a few were shy and rarely attended. I used Google Drive for writing
so they could look at their friends’ work and help each other correct it.

Overall, EFL secondary teachers adopted various pedagogical strategies in remote
teaching, including classroom management, instruction delivery, students’ engage-
ment, and interaction. However, their strategies mainly stemmed from their personal
opinions. Their responses showed that insufficient training hindered their teaching,
and they did not know why they applied such strategies.

4.2 Challenges Encountered by Vietnamese Secondary
School EFL Teachers From Applying the Pedagogical
Strategies

All teachers (n = 18) said that the primary technological challenge occurred from
unstable and intermittent internet connections. 