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Abstract Breast cancer is observed as the most dominant disease availed in women
across the globe. It has been studied that if diagnosed early, the mortality rate can be
reduced. Among different modalities such as mammography and ultrasound, ther-
mography is proving to be a successful one which helps to detect the tumor at an
early rate. It functions by recording the surface temperature of the required area,
and with the help of images consisting of different colors, it helps the doctors to
interpret the tumor region. Feature reduction process helps in removing the multi-
collinearity between the different features thus resulting in less computation time to
process. In this study, unsupervised-based nonlinear feature analysis is performed
for which different methods are applied based on feature reduction, viz., t-SNE,
LLE and KPCA. Different classification models such as random forest and decision
tree are applied for classifying between healthy and unhealthy breast. Thus, features
obtained by kernel principal component analysis (KPCA)method and classified with
random forest give a good accuracy of 89.49%.
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1 Introduction

Among many diseases, cancer is observed to be one such type where the cells in the
human body grow abruptly [1]. It can occur in any part of the human body. Among
many cancers, one of the most occurring is breast cancer. It is analyzed that it occurs
more often in women as compared to men. The cells form a tumor which invades
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its surrounding tissues [2–4]. Mortality rate can be reduced for breast cancer, if the
cancer is diagnosed early. However, many different modalities have been taken into
consideration for the detection of breast cancer such as ultrasound, mammography,
magnetic resonance imaging (MRI,) X-ray and thermography. Thesemodalities have
helped in reducing the mortality rate from 30 to 70% by assisting the radiologists
and physicians in diagnosing the abnormalities [5].

Mammography is among one of the modalities which helps in detection of breast
tumor. It may help in detecting the cancer for an interval between one and half years
to four years [6]. It may increase the future chance of growth in cancer. It does not
work well for the dense tissues [7, 8]. Ultrasound is considered as an adjunct to the
mammographywhich is done for women having dense breast tissue. Several research
has claimed that ultrasound breast imaging inwomenwith dense breasts and negative
mammograms has elated cancer detection rate [9]. Studies have observed that there
is lower sensitivity rate for women with dense breast by using mammography. It
has been observed that the application of ultrasound screening results in detection
of otherwise occult cancer, irrespective of the women having high risk with dense
breast or not [9].

Among all the above mentioned modalities, with a decade research, it has been
reported that thermography has proved to be one of the early diagnostic modalities.
It helps in early detection by 10 years which leads to an immense increment in the
survival rate [10]. With the thermal camera, breast thermography detects the tumor
by recording the temperature of the surface. By placing the thermal camera in front of
the patient, the images are captured appropriately as shown in Fig. 1. This modality
is contact-free, non-ionizing, non-invasive and radiation-free in nature [11]. This is
suitable for women breast implants, with every age, all breast densities and after
surgery monitoring. The vascular heat radiated by that breast surface is measured by
the infrared radiation. The increase in local vascularization, the tumor is indicative
of high metabolic rate. The normal and abnormal thermogram can be distinguished
based on the asymmetric heat pattern between the left and the right breast [12–14].
Physicians analyze the subjects for different abnormalities, but sometimes it becomes
difficult to detect the same throughnaked eyes. So, different computer-aideddetection
(CAD) systems provide additional assistance in finding the information from the
thermograms [15, 16].

Thus, in this study, the work has been carried out on the nonlinear feature reduc-
tion techniques for detection of breast cancer between healthy and unhealthy breast
which reduces the computational cost as compared to the linear reduction techniques
efficiently and hence improving the predictions. Here, while preserving the original
distances between the data points, the lower dimensional representation is attained.
The transformed images obtained are segmented into left and right breast manually.
Further, from these segmented images, gray-level run length matrix (GLRLM) and
gray-level co-occurrence matrix (GLCM)-based features are extracted. From the
matrices, a total of twenty-seven features are extracted. Further, feature reduction
techniques are applied, viz., t-SNE, LLE and KPCA for the features extracted. The
different features obtained by applying the reduction techniques are taken for the
classification by applying two classifiers, viz., random forest and decision tree.
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Fig. 1 A thermal camera capturing image of the patient and stored as a thermogram

Further, the work is organized as: related work described in Sect. 2. Section 3
describing breast cancer methodology and Sect. 4 discusses experimental result
analysis. Section 5 thus concludes the proposed work.

2 Literature Survey

For applications of data analytics, large amount of day results inworsening the results;
hence, redundant data must be minimized [17, 18]. So, this section emphasizes on
the state of the art by different researchers for the detection of breast cancer using
thermograms.

Borchatt et al. have detected presence of cancer by using the temperature range
on region of interest (ROI), eight-level posterization by quantizing the higher tone,
standard deviation and the mean temperature. Further, feature extraction method
was applied from the breast quadrants and entire image as well by extracting the
aforementioned features. Further, support vector machine (SVM) was applied which
obtained 86% accuracy [19]. Milosevic et al. had computed twenty GLCM-based
texture features. Further, Naïve Bayes, k-nearest neighbor (KNN) and support vector
machine (SVM) classifier were applied. The classification performance for breast
cancer detection was computed by fivefold cross-validation. Among different classi-
fiers, KNN classifier gave better result as compared to the other two classifiers, viz.,
SVM and Naïve Bayes [20].

Ali et al. have extracted texture features based on the statistical features first-order
and second-order (GLCM) features. They performed and analyzed the accuracy of
their model by applying the SVM classifier for normal and abnormal breast. They
applied four different scenarios and compared their results. Every scenario consists
of different proportions of training and testing images. It was observed that the first
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scenario performed better than other scenarios. They applied different kernel func-
tions for the different scenarios and obtained a highest accuracy of 85% for statis-
tical features for linear and quadratic kernels. By applying quadratic and polynomial
kernel functions for GLCM-based features, they obtained a highest accuracy of 80%
[21]. Jakubowska et al. have applied wavelet transform on the breast images. Further,
they have applied PCA and LDA for dimensionality reduction methods for reducing
the number of features. These transformed images with dimensionality reduction
methods are further classified with the multi-layer perceptron classifier [22].

Resmini et al. applied dimensionality reduction technique, viz., principal compo-
nent analysis (PCA). A total of sixteen features were chosen and further classified
with the SVM classifier implementing on WEKA tool. Their methodology attained
an accuracy of 82.14% with specificity and sensitivity of 25 and 91.7% [23]. Gogoi
et al., applied Mann Whitney Wilcoxon test and further obtained 84.75% of the
highest accuracy by applying support vector machine (SVM) [24].

In this work, significant features are extracted from the three feature reduction
techniques. The t-SNE technique gives three most important features; LLE gives ten
features, and KPCA gives 7 most important features. These obtained set of features
are further classified with random forest and decision tree classifiers.

3 Breast Cancer Methodology

3.1 Dataset

In this study, the dataset used is from an online source available at Database
Mastology Research (DMR), Brazil [25]. The dataset consists of 56 subjects each
with 20 different positional temperature matrix among which 19 are healthy and 37
are unhealthy. The Thermal camera FLIR SC-620 is used for capturing the thermal
image of the subject.

3.2 Proposed Approach

The breast cancer detection between healthy and unhealthy breast thermograms is
carried out as shown in Fig. 2. Primarily, the breast images are obtained from the
dataset available in the form of temperature matrix as shown in Fig. 3 in prepro-
cessing. The images are further segmented between left and right breast using the
manual segmentation method. Further, by applying GLCM and GLRLMmatrix, the
features are extracted from the images [26].
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Fig. 2 Steps of the proposed work for detecting healthy and unhealthy breast thermograms

3.2.1 Feature Reduction

Feature extraction often yields the redundant data resulting in worse performance
of the models leading to curse of dimensionality. So, this calls for the removal of
the features that are less important or irrelevant. This is done by feature reduction
techniques.

The resultant of applying dimensionality reduction techniques is a meaningful
representation of the reduced data which is obtained by transformation of the high-
dimensional data into relevant dimensionality. This reduced dimensionality accounts
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Fig. 3 a A subject with healthy breast thermogram and b a subject with an unhealthy breast
thermogram

for minimum parameters which are needed for observing the properties of the
required data [27]. It facilitates among different fields, viz., visualization, compres-
sion of high-dimensional data and classification. This work concentrates on three-
dimensionality reduction techniques, viz., t-SNE, LLE and KPCA. Each of them is
described as follows:

a. t Distributed Stochastic Neighbor Embedding (t-SNE)

t-SNE technique simultaneously retains local and global structure of the data. For
both, high-dimensional and low-dimensional space, probability similarity points are
computed. It is observed that, results obtained from applying t-SNEmethod are good
for linear and nonlinear data [28]. It makes the visualization of the data better and
clear. In this work, n components with 3 are taken into consideration for feature
reduction.

b. Locally Linear Embedding (LLE)

LLE starts with finding the nearest neighbors for all sample and further computes set
of weights. It is an unsupervised dimensionality reduction method, which preserves
the originality of the local features. Further, for finding the lower dimensional
embedding points, it applies the eigenvector-based technique [29].

c. Kernel Principal Component Analysis (KPCA)

It is a nonlinear form of PCA, which helps to solve the more complicated correlation
among the different features. The decision boundaries are described by the nonlinear
functions. It helps to project the high-dimensional data from the original data with
less computational time. This is also known as nonlinear feature mapping [30].
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3.3 Classification and Performance Parameters

The classification of breast thermograms is analyzed by applying the tree-based
learning algorithms. It is observed that tree-based learning algorithms enhance the
models with easy interpretation, stability and high rate of accuracy. It works well for
nonlinear relationships and is adaptable for solving problem efficiently.

3.3.1 Random Forest

It is a supervised learning algorithm and consists of different trees which leads to
ensemble learning method. It measures the importance of feature relatively while
making the predictions. The various input variables are recorded enabling the higher
number of observations for making predictions [31].

3.3.2 Decision Tree

It is a supervised learning method based on conditions for every feature-based split
present in the dataset. The decisions are resulted from the tree-like structure. The
process starts from the root node and ends with the leaves giving the predictions after
computing all the features [31].

3.3.3 Performance Parameters

The different parameters of a classification algorithm are visualized by a table known
as confusion matrix. It describes the relationship for a set of test data given the
true values. The values are determined with the help of four data elements, viz., as
described below (Fig. 4).

True Positive (TP): It predicts the true value for the actual true value.

Fig. 4 A confusion matrix
to evaluate the performance
metrics Yes No

Yes True Positive False Negative

No False Positive True Negative
Actual

Predict
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Table 1 Different parameters for observing the performance of the random forest classifier

Classifiers Sensitivity (%) Specificity (%) Precision (%) F1-Score (%)

t-SNE 86.91 62.50 81.96 84.36

KPCA
LLE

89.58
91.42

89.32
61.72

94.17
84.19

91.82
87.65

Table 2 Different parameters for observing the performance of the decision tree classifier

Classifiers Sensitivity
(%)

Specificity
(%)

Precision
(%)

F1-Score
(%)

t-SNE 63.83 79.77 62.76 63.29

KPCA
LLE

89.10
89.07

82.28
59.11

89.51
74.77

89.30
76.38

Table 3 Accuracy parameter
for different set of features
obtained from two different
classifiers

Classifiers Decision Tree (%) Random Forest (%)

t-SNE 74.22 78.66

KPCA
LLE

86.57
76.38

89.49
82.22

True Negative (TN): It predicts a false value for an actual true value.
False Positive (FP): It predicts a true value for an actual false value.
False Negative (FN): It predicts a false value for an actual false value.

The values of performance parameters, i.e., accuracy, specificity, F1-score, sensi-
tivity, specificity and precision are computed based on two different classifiermodels,
i.e., random forest and decision tree as shown in Tables 1, 2 and 3.

4 Experimental Result Discussion

In this proposed approach, feature reduction-based work is carried out between three
techniques mainly: t-SNE, LLE and KPCA. Each technique has reduced the features
to different dimensions: three features from t-SNE, seven features from KPCA and
ten features from LLE. These features are further applied individually for classifying
among the healthy and unhealthy breast. Decision tree and random forest classifica-
tion methods are applied, for each set of features obtained from the abovementioned
methods for classification.

In Table 1, the accuracy of the two different classifiers is shown which gives an
observation that KPCA has given better set of features when classified with random
forest classifier with an accuracy of 89.49% as compared to other two dimensionality
reduction techniques.
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Fig. 5 A chart representing the accuracies obtained for both the classifiers

Among all the four parameters calculated for the random forest classifier, it is
observed that the precision value of the set of features obtained from KPCA reduc-
tion technique gives a highest value of 94.17% as mentioned in Table 1. This gives
an analysis that the true positive rate calculated fromKPCA set of features is good as
compared to the other two reduction method. It selects the most significant eigenvec-
tors and eigenvalues giving the low-dimensional representation of the data objects.
The sensitivity rate for t-SNE and LLE method is high which determines that the
false-positive rate is more. It also accounts for catching good number of actual cases
of the disease.

The precision rate for decision tree is high, i.e., 89.51% as compared to other
performance parameters for the KPCA set of features obtained. The sensitivity rate
for both the other techniques is higher viz. t-SNE and LLE as compared to KPCA
set of features as shown in Table 3 (Fig. 5).

5 Conclusion

From the above proposed work, it is concluded that kernel principal component
analysis feature reduction technique gives better set of features when compared with
other two techniques, i.e., t-SNE and LLE with the highest precision rate of 94.17%
for decision tree classifier and the highest accuracy of 89.49% for random forest
classifier for classifying between healthy and unhealthy breast. In future work, deep
learning methods will be applied to obtain better prediction for detection of breast
cancer.
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