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About This Book

The International Healthcare Informatics Conference (IHIC 2022)! is an annual
international conference started this year looking at the increasing health concerns
due to the COVID-19 pandemic. This is a sister conference of the International
Semantic Intelligence Conference (ISIC 2022).> THIC 2022 has been held during
May 17-19, 2022, in hybrid mode at Sri Sri University, Cuttack, Odisha, India.

The COVID-19 pandemic has hit all the industry verticals ranging from banking,
financial services and insurance (BFSI), government and defense, health care, manu-
facturing, retail, media and entertainment, transportation, energy and utilities, and
others (travel and hospitality and oil and gas). All these listed organizations make
use of information technology (IT) in one way or the other. The health industry
also utilizes the complete tech-space in order to facilitate the required services. The
International Healthcare Informatics Conference (IHIC 2022) offers the healthcare
industry the means to stay ahead of the emerging threats to the well-being of humans.
Itprovides a platform to the students, academicians, researchers, scientists, engineers,
and industrial experts to share their knowledge and ideas in this field with the wider
community for the benefit of mankind.

This book constitutes the proceedings of the 1st International Health Informatics
Conference (IHIC 2022) held at Sri Sri University, Cuttack, Odisha, India from May
17 to 19, 2022. THIC 2022 has four top-shot invited researchers as advisory. Being
a sister conference of ISIC 2022, the participants of IHIC 2022 enjoyed the keynote
talks and the tutorial sessions of ISIC 2022 as well. Allin all, the conference witnessed
six keynote speeches and four tutorials. All the speakers are multi-diversified in nature
across the whole world and are esteemed experts in their field. The main conference
organization has 13 chair members, whereas there are approximately 54 technical
program committee members from various countries globally.

Uhttps://www.ihic.semintelligence.org/.
2 https://www.ifis.uni-luebeck.de/~groppe/isic/2022.
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Xvi About This Book

IHIC 2022 has been conducted in hybrid mode. Only high-quality manuscripts in
the area of the conference are accepted for final publication by virtue of review and
selection process. Every manuscript was reviewed by three to four reviewers with an
acceptance rate of 50%. The volume comprises 78 manuscripts.



Message from the Host Institution

The organizing committee is delighted to present the high-quality papers presented
in the first Annual International Health Informatics Conference (IHIC 2022), a sister
conference of International Semantic Intelligence Conference (ISIC 2022) being
organized by Sri Sri University, Cuttack, Odisha, during May 17-19, 2022. The title
was chosen based on its emergence and need of the hour in the current as well as
next decade. Health informatics sector is considered as a pivotal area of research
under the domain of computer science, social science as well clinical and public
health practices. All these diversified fields need to be intertwined for different types
of problem-solving purposes in order to cater to the needs of medical and health-
care practitioners. Clinical and public health informatics field has also seen a shift
from a traditional silo approach to an integrated approach in collection, dissemi-
nation, and analysis of structured and unstructured information for overall health
protection goals. Artificial intelligence, machine learning, and deep learning with
its automated intelligent cognitive knowledge can be thought of as an assisting tool
to the existing healthcare tools. The powerful technologies can be used to handle
prearranged healthcare data, whereas unstructured healthcare datasets are managed
by text mining and natural language processing. Also, rapid increase of healthcare
data leading in the formation of outsized data is easily managed by big data and
IoT-based methods.

IHIC aims to bring together researchers, practitioners, and industry specialists to
discuss, advance, and shape the future of automated intelligent healthcare systems
by virtue of Al, machine learning, deep learning, big data, and IoT. IHIC 2022
covers all dimensions of health informatics sciences in its three tracks, namely
the research track, the trends and perspectives track, and application and deploy-
ment track. The research track covers areas such as Al, machine learning, deep
learning, natural language processing, semantic web, cloud computing, Internet of
thing, data mining and knowledge discovery, semantic and web technology, hybrid
systems, agent computing, bio-informatics, and recommendation systems applica-
tions to healthcare sector. The trends and perspectives track explores the state of
the art in the mentioned disciplines. The applications and deployment track show-
cases the latest advancements and applications of technologies in healthcare sectors
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xviii Message from the Host Institution

with an intention that whenever any technology or methodology originates from the
research community, its challenges and benefits are explored by its concrete usage
in a practical setting and also sets the stage for its visibility. The “Call for Paper” for
this conference was announced in the first week of September 2021, and we have
kept a very deadline for paper submission, i.e., March 15. We have received 124
papers, which were considered for review and editing. Out of these 124 papers, 34
papers were accepted for the presentation and publication, which are covered in this
proceeding. I am sure the participants must have shared a good amount of knowl-
edge during the three days of this conference. I wish all success in their academic
endeavor.

For Sri Sri University

st

Prof. (Mrs.) Rajita Kulkarni
President



Keynote Talks

ISIC 2022 witnessed six keynote talks in six different topics.

a.

Title: Applying Knowledge Graphs for Data Analytics and Machine Learning
Speaker: Dr. Ernesto Jiménez-Ruiz (Lecturer, City, University of London)
Video Link: https://youtu.be/KSAKSOvCMHs

Title: Detect, Characterize, and Accommodate Novelties in Al systems.
Speaker: Bharat Bhargava (Purdue University, Indiana, United States)

Video Link: https://youtu.be/XWq8I-rv94U

Title: Leveraging Artificial Intelligence and Machine Learning in Pandemics
using COVID-19 as a Case Study

Speaker: Sven Groppe (University of Liibeck, Germany)

Video Link: https://youtu.be/GAnCOktljFU

Title: Responsible Al for National Security

Speaker: Amanda Muller (Artificial Intelligence Systems Engineer and Tech-
nical Fellow Northrop Grumman Mission Systems)

Video Link: https://youtu.be/PKPhCtG3EDo

Title: Semantic Intelligence: The Next Step in Al

Speaker: Sarika Jain (National Institute of Technology Kurukshetra, India)
Video Link: https://youtu.be/r18vXwkt57Y

Title: Industrial Internet of Things and Digital Health Ecosystem: A Finnish
Perspective

Speaker: Rajeev Kanth (Savonia University of Applied Sciences, Kuopio
Finland)
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Pre-conference Tutorials

[HIC 2022 witnessed four pre-conference tutorials.
1. Tutorial 1: Building Domain-Specific Linked Data Applications

Presenters: Sarika Jain, National Institute of Technology Kurukshetra, India; Pooja
Harde, National Institute of Technology Kurukshetra, India; Ankush Bhist, Univer-
sity of Delhi, India; Nandana Mihindukulasooriya, MIT-IBM Watson Al Lab,
Cambridge, USA

Duration: 3 Hours

Video Link: https://youtu.be/X9Y6snFFdUs, https://youtu.be/vpOADh4ghSE,
https://youtu.be/8M5Xd9haF8k

2. Tutorial 2: Knowledge Infused Reinforcement Learning for Social Good
Applications

Presenters: Manas Gaur, Research Scientist, Artificial Intelligence Institute, Univer-
sity of South Carolina; Kaushik Roy, Ph.D. Student at Artificial Intelligence Institute,
University of South Carolina

Duration: 2 Hours

Video Link: https://youtu.be/A5SzrWBDxCY

3. Tutorial 3: Knowledge Base Question Answering

Presenters: Nandana Mihindukulasooriya, MIT-IBM Watson AI Lab, Cambridge,
USA

Duration: 1 Hour

Video Link: https://youtu.be/2BknPDxaGUE
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XXii Pre-conference Tutorials

4. Tutorial 4: Modeling Epidemic Dynamics Thru Contact Networks

Presenters: Dr. Sharanjit Kaur, Acharya Narendra Dev College, University of Delhi,
Delhi, India; Ms. Kirti Jain, Department of Computer Science, University of Delhi,
India; Dr. Vasudha Bhatnagar, Department of Computer Science, University of Delhi,
India

Duration: 3 Hours

Video Link: https://youtu.be/fwQccwh3EgU
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Sarika Jain graduated from Jawaharlal Nehru University (India) in 2001. Her
doctorate, awarded in 2011, is in the field of knowledge representation in Artifi-
cial Intelligence. She has served in the field of education for over 21 years and is
currently in service at the National Institute of Technology Kurukshetra (Institute of
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AICTE, DRDO, DST, and MHRD. Among the awards and honors, she has received
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Soft Computing Methods er

Pallavi Mishra and Sachi Nandan Mohanty

Abstract Real-world problems associated with healthcare domain are dynamic and
non-deterministic in nature. Traditional analytics models are no longer effective for
diagnostic processes and frequently require a large amount of computation time for
decision-making, which cannot be sustainable in a technology-driven world. Soft
computing methods, such as neural networks, machine learning, fuzzy logic, not
only deal with the existing environment, but are also highly self-adaptive in terms
of predicting and classifying new diseases that appear in the existing environment.
As a result, these techniques are extremely beneficial and effective for use in the
healthcare system. In this paper, we proposed a weighted averaging ensemble tech-
nique to perform supervised multi-level classification of dermatological diseases.
Our experimental results show that the proposed method achieved significant better
results than individual classifier models.

Keywords Erythemato-squamous diseases * Soft computing techniques - Neural
networks + Ensemble classifiers

1 Introduction

Dermatology is the medical specialty that deals with skin, hair, and nails in their
broadest sense. Skin disease has become a major issue for people all over the
world [1]. Psoriasis, seborrheic dermatitis, lichen planus, pityriasis rosea, chronic
dermatitis, and pityriasis rubra pilaris are the most common erythemato-squamous
diseases (ESDs) [2]. Most of these ESDs have similar clinical symptoms such as
erythema (skin rashes) and scaling (dryness) in the early stages of the disease, but as
the disease progresses, it begins to develop other clinical features, making it difficult
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for dermatologists to determine which class of disease the patient has [3]. There-
fore, it is a critical and challenging task for the medical experts (dermatologists) to
distinguish them clinically in order to prescribe the proper treatment and medica-
tions. In many cases, steroids and antifungal medications are commonly used to treat
various types of skin problems. This type of treatment is harmful to society since
it increases the negative effects of local drugs like steroids, which are only effec-
tive at suppressing diseases rather than curing them permanently. As a result, this
real-world challenge has been a focus of research, with many researchers aiming to
construct sophisticated models that will aid medical experts in correctly classifying
and diagnosing skin disorders based on symptoms for the benefit of the healthcare
domain.

Until now, skin diseases were diagnosed so on the basis of the proficient doctors’
long-term experience as well as the outcomes of clinical and pathological tests.
Automatic detection or diagnosis of many diseases based on a list of symptoms can
vastly improve and speed up the diagnostic procedure. Researchers have already
conducted extensive research on this problem for the detection and recognition of
various types of dermatological diseases.

Skin diseases have become a common ailment afflicting individuals of all ages.
The early-stage identification and recognition of the symptoms would aid in proper
diagnosis of the sickness would aid in the design of effective health management
[4]. There has been a lot of interest in employing expert systems to conduct medical
diagnosis and prescribe successful therapies in recent years. The development of
a medical expert system as a knowledge base employing various soft computing
approaches such as naive Bayes [5], neural networks [6-8], fuzzy systems [3], genetic
models promises to be a viable way for diagnosis and possible therapy.

With the evolution of soft computing techniques [9] and their successful applica-
tion in healthcare field, the researchers put their efforts in developing a robust model
using soft computing techniques to examine how these complexities of skin diseases
diagnosis can be handled effectively. Soft computing techniques form a baseline for
the development of computational intelligence (i.e., to build a sense of reasoning
power) as like human brain. It has various components like neural network, support
vector machines, fuzzy computing, genetic algorithms, etc. The unique feature of
soft computing approach is its adaptability to uncertainty in the data and holds good
for imprecise and partial truth and approximation input data. Due to the fact that the
symptoms of skin diseases are uncertain and imprecise, therefore, the application of
soft computing techniques would be proved significant in developing a model for
classification [9].

Many research works based on skin disease classification have mainly imple-
mented classifier models such as neural networks, support vector machines [4],
nearest neighbor, naive Bayes and achieved good accuracy. However, the combi-
nation of two or more classifier models (i.e., ensemble concept) has been proved
effective over individual models in terms of performance.

In this paper, the proposed work is based on ensemble classifier which includes
artificial neutral network, K-nearest neighbor [10], and support vector machine
for skin disease classification. The dataset collected from UCI repository has 366
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Ta.ble.l Class distribution of Class code Class of diseases No. of samples
skin diseases

1 Psoriasis 112

2 Seborrheic dermatitis 61

3 Lichen planus 72

4 Pityriasis rosea 49

5 Chronic dermatitis 52

6 Pityriasis rubra pilaris 20

instances with 6 target classes as shown in Table 1 [2, 3, 5] to prove insights regarding
the number of patients suffering from different dermatological diseases. The dataset
contains both clinical and biopsy, i.e., histopathological features as symptoms to
classify the disease based on those symptoms. The challenging part lies in the fact
that the earlier symptoms tend to vary and show symptoms of other type of skin
diseases at subsequential stages, causing ambiguity for the experts in diagnosing the
exact diseases at the early stage of the skin diseases.

The number of samples represents the total number of patients suffering from the
corresponding class of diseases which again falls under either of 6 types of class
codes.

2 Literature Review

Many studies on the diagnosis of erythemato-squamous diseases [3] have been
conducted in depth by many researchers utilizing various models and approaches.
The findings of the studies are summarized below.

The author [1] used bagging, AdaBoost, and gradient boosting classifier
approaches to create an ensemble classifier using six different machine learning algo-
rithms as separate classifiers for skin classification. When compared to individual
classifiers, the model claims to achieve better results in ensemble mode.

The performance of CHAID decision trees [2] (DTs) for the analysis and diag-
nosis of ESDs is evaluated in this study. In terms of statistical accuracy, specificity,
sensitivity, precision, true positive rate, true negative rate, and F-score, the predic-
tion accuracies of these models are compared to the artificial neural network (ANN).
Bagged ensemble surpasses other modeling methods in tests, according to the results.

A unique approach for the classification of erythemato-squamous diseases in an
integrated fuzzy neural structure [3] (multi-input and multi-output) based on the
Takagi-Sugeno-Kang (TSK)-type rule. The inference system’s overall performance
was empirically assessed in terms of classification accuracy, yielding a total accuracy
of 98.37%. When compared to the results of other algorithms developed by other
academics in the same domain, it was clear that the proposed algorithm was far
superior.
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An optimized support vector machine (SVM) was used to create an automatic
erythemato-squamous illness identification system [4]. The swarm optimization
algorithm, elephant herding optimization, was used to modify the parameters of
support vector machines. When compared to the accuracy of other ways found in the
literature, the prepared method excels and produces superior outcomes. Multi-layer
feed-forward was used in this research. To categorize dermatology diseases, a neural
network was deployed to a dermatology dataset retrieved from the UCI repository
site. Working with a neural network that uses backpropagation for classification and
prediction issues, algorithms offer the best results. It also has the ability to generalize
and be applied to real-world issues.

On 366 occurrences of erythemato-squamous illnesses datasets, the study [5]
employed naive Bayes, multi-layer perceptron, and J48 decision tree induction to
create predictive data mining models. The baseline prediction performance of the
classifiers was also evaluated using tenfold cross-validation and a set of performance
criteria. The naive Bayes algorithm fared best, with a precision of 97.4%, followed by
the multi-layer perceptron with a precision of 96.6%, and the J48 with a precision of
93.5%. Author [6] used soft computing techniques such as artificial neural networks
and support vector machines to create models. The performance of ANN is more
accurate for two hidden layers than SVM with RBF kernel, according to the results
analysis.

To categorize dermatology illnesses, a multi-layer feed-forward neural network
[7] was deployed to a dermatology dataset retrieved from the UCI repository site.
For classification and prediction tasks, an artificial neural network using a back-
propagation algorithm delivers the best results. The author [8] used ANN model
for diagnosing skin illness and achieved 90% accuracy. Rambhajani et al. [9] has
surveyed on various machine learning algorithms on dermatology dataset and by
comapring past studies, the author concluded that nearest neighbor and naive bayes
algorithms performed well with 99.25% accuracy. The paper [10] describes a unique
approach for erythemato-squamous illness differential diagnosis. Fuzzy weighted
preprocessing, nearest neighbor (KNN)-based weighted preprocessing, and a deci-
sion tree classifier are used in the proposed method. Using 20-fold cross-validation,
the used decision tree classifier, fuzzy weighted pre-processing decision tree classi-
fier, and KNN-based weighted preprocessing decision tree classifier achieved classi-
fication accuracies of 86.18, 97.57, and 99.00%, respectively. Vijaya [11] focuses on
non-melanoma skin cancer and classifies types using support vector machine (SVM)
to predict disease types effectively. Preprocessed skin lesion photographs are used
to extract chrominance and texture attributes, and a training dataset is created.

Voting feature interval (VFFI5) is a new classification method created and applied
to the problem of differential diagnosis of erythemato-squamous disorders. The
domain comprises patient records with a known diagnosis [12]. The VFI5 classi-
fier learns how to distinguish a novel case in the domain given a training collection
of such records. VFI5 is a notion represented by feature intervals on each feature
dimension individually. The VFI5 method uses real-valued voting to classify data.
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Each feature participates in the voting process equally, and the predicted class is deter-
mined by the class that obtains the most votes. The VFIS5 classifier’s performance is
empirically assessed in terms of classification accuracy and running time.

3 Dataset Description

The dataset used in this study is taken from UCI machine repository Giivenira and
Demirdza [12]. This dataset is labeled (i.e., target values are present) and intended
to classify various erythemato-squamous diseases [5]. There are 35 variables in
this dataset, 34 of which are linear and 1 of which is nominal [1, 2]. Since the
classes of the skin disease as mentioned in Table 1 are liable to share similar clin-
ical features of scaling and erythema, thus identifying and diagnosing erythemato-
squamous ailments can be challenging in dermatology. The six forms of skin illness
include psoriasis, seborrhea, lichen planus, pityriasis rosea, chronic dermatitis, and
pityriasis rubra [2]. One of the most prevalent therapies for these disorders is biopsy
(i.e., tissue examination) [5]. In the early stages of a disease, a disease may have the
characteristics of another class of disease, which is another challenge that derma-
tologists face when diagnosing these diseases. Patients were first analyzed using 12
clinical features, then 22 histological traits were assessed using skin disease samples
[2]. The samples were examined under a microscope to identify histological features.
If any diseases are discovered in the family, the family history attribute in the domain
dataset is set to 1 (one), and if none are discovered, the value is set to 0 (zero). The
patient’s age is used to determine age characteristics [2]. Every additional clinical and
histological trait was assigned a numerical value between 0 and 3 (0 = no features;
1, 2 = comparative middle values; 3 = highest value). The dataset of erythemato-
squamous diseases has 366 occurrences and 35 attributes. Table 2 [3] summarizes
the contents of the aforementioned attributes.

4 Proposed Work

The concepts of different classifiers used in the proposed work need to be explained
to acquire insight knowledge of functioning of models (classifiers) for their efficient
implementation in the classification of dermatological diseases.

4.1 Artificial Neural Networks

Artificial neural network (ANN) [7] is a mathematical model that consists of number
of artificial neurons interconnected each having associated with weights that can be
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Table 2 Summary of erythemato-squamous disease dataset

Classes Clinical attributes Histopathological attributes
C1: psoriasis fl: erythema 12: melanin incontinence
C2: seborrheic dermatitis | f2: scaling 13: eosinophils in the infiltrate
C3: lichen planus 3: definite borders 14: PNL infiltrate
C4: pityriasis rosea f4: itching 15: fibrosis of the papillary dermis
C5: chronic dermatitis f5: Koebner phenomenon | 16: exocytosis
C6: pityriasis rubra pilaris | f6: polygonal papules 17: acanthosis
f7: follicular papules 18: hyperkeratosis
f8: oral mucosal 19: parakeratosis
f9: knee and elbow 20: clubbing of the rete ridges
f10: scalp involvement 21: elongation of the rete ridges
f11: family history 22: thinning of the suprapapillary
f18: hyperkeratosis epidermis
f34: age 23: spongiform pustule

24: munro microabcess

25: focal hypergranulosis

26: disappearance of the granular layer
27: vacuolization and damage of basal
layer

28: spongiosis

29: saw-tooth appearance of retes

30: follicular horn plug

31: perifollicular parakeratosis

32: inflammatory mononuclear infiltrate
33: band-like infiltrate

used for both classification and regression. The concept of neural network has been
derived from the functioning and mechanism of human brain.

It functions with three layers, namely (i) input layer; that receives the input data,
(i1) hidden layer; this layer is computational or processing layer, and (iii) output
layer; it provides the final output [8] (Fig. 1).

The input layer transmits the information to the node of hidden layer and output
layer, where actual processing takes place. The training phrase of the model starts by
first assigning random values to weights for interlink between input variable to hidden
node and hidden node to output node in feed-forward neural network. The output of
each neuron is calculated by linear summation of inputs value and its corresponding
weights and finally performing a linear or nonlinear activation function (i.e., sigmoid,
tanh, ReLU, etc.) to control the output of model.

The activation functions on the output layer are chosen based on the nature of
classification or prediction problem, i.e., either binary classification or multi-variate
classification task. In case of neural networks, the architecture is drawn so as to apply
activation functions on only hidden layer(s) and output layer (Fig. 2).

Different training algorithms are available such as Levenberg—Marquardt algo-
rithm, which is one of the best-known algorithms in artificial neural network. The
feed-forward neural network is used for training phrase where output of all nodes is
calculated. Finally, output layer gives the overall output of the neural network.
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Fig. 1 Feed-forward neural network [6]

Fig. 2 Activation functions
in neural networks [7]
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Mathematically, the output is calculated as:

n
y = activation function Z X;.w; + bias @))
i=0

where x;: ith input value; w;: weight of the ith input

The difference between the actual output and the obtained output is the error of the
model. In order to minimize this error, gradient descent technique is used to update
the weights till the error gets minimized. The error is calculated using minimum
square error as loss function

Error = min( actual output — obtained output)? 2)

The process of error minimization is possible using backpropagation approach.
In this paper, error calculation is done using mean square error (MSE).



8 P. Mishra and S. N. Mohanty

4.2 K-Nearest Neighbor

K-nearest neighbor (KNN) is another classifier model that does not require any
explicit training for generalization of data points. It is one of the simplest classifiers
that discovers the unidentified data points using previously known data points (i.e.,
nearest neighbor) and classifies them according to the voting system of their neigh-
bors measured by a distance function. This distance function must minimize [10]
the distance between the similar group of data points, while maximize the distance
between dis-similar data points belonging to different classes. Many distance-based
functions have been implemented such as Euclidean distance, Manhattan distance.
The selection of the best distance function is one of the major factors that affect the
KNN performance.

4.3 Support Vector Machine

Support vector machine is a supervised machine learning algorithm that supports both
classification and regression analysis. It works well for binary classification where
the hyperplane in a multi-dimensional space separates the different class levels.
The decision factors for deciding the hyperplane are carried out by various kernel
functions. The kernel functions play a significant role in transforming the input data
into higher-dimensional form so that the decision boundary can be formed with the
help of hyperplanes that classifies the data into distinct groups (Fig. 3).

Fig. 3 Maximum-margin
hyperplane [6]
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4.4 Proposed Model

Our proposed model is based on weighted averaging ensemble classifier technique.
The ensemble classifier combines different classifiers such as artificial neural network
(ANN), K-nearest neighbor (KNN), and support vector machine (SVM). The main
objective of this proposed model is to improve the classification accuracy of the
model using weighted averaging ensemble technique, where the higher weightage is
assigned to the model whose performance is the best among other classifiers. Initially,
the weight values (between 0 and 1) for the individual soft computing classifiers are
assigned based on their accuracy value. The detailed working mechanism of the
proposed model is explained using followed steps.

First step: Data normalization.

Second step: Splitting of dataset into training and testing data in the ratio 70:30.

Third step: Training phrase of three soft computing classifiers (ANN, KNN,
SVM).

Fourth step: Evaluation of model on test data.

Fifth step: Accuracy obtained for each of the classifiers using formula.

R TP + TN .
ccuracy =
Y= TP+ TN +FP+FN

Sixth step: Once accuracy is known for each of the individual classifiers, then
accordingly, weightage would be assigned.

Seventh step: Highest weigh value is assigned to the one having best accuracy, and
second highest weightage is given to the model having accuracy lower as compared to
the best one. Likewise, weights are assigned to each one of the individual classifiers.

Eighth step: Now, since ensemble model is the combination of all three classifiers,
so the weighted average technique would provide with best result in terms of accuracy.

The schematic representation of the proposed model is shown Fig. 4.

ANN Wi
N
E
N
] KNN E
ip M Y —
W3 B
L
E
SVM

Fig. 4 Proposed model
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Fig. 5 Comparison of accuracy of existing models and proposed model

5 Experimental Results

The proposed model described in Sect. 4.4 was implemented in MATLAB. The ESD
dataset, which included 366 patient records and was retrieved from the UCI repository
(erythemato-squamous dataset description, 2016), was used for training and testing.
To find the best-suited classifiers, three individual classifiers were tested utilizing
data samples. The ensemble’s classifiers were trained and tested using tenfold cross-
validation, with ninefold for training and onefold for testing. In terms of statis-
tical correctness, the individual models’ prediction accuracies are compared to the
ensemble classifier. The weighted ensemble outperforms other modeling methods,
according to the findings of experiments. The ANN achieved 73.43% accuracy, KNN
outperformed ANN by achieving 94.5054%, and SVM achieved 96% accuracy.
The ensemble classifier (i.e., proposed model) performed outstandingly by
achieving 96.3% accuracy, thus making the ensemble classifier model, the best
model for classification. The results obtained by our proposed model (i.e., ensemble
classifier) are compared against all three individual classifiers as shown in Fig. 5.

6 Conclusion

This paper proposed an ensemble classifier model based on artificial neural network
(ANN), K-nearest neighbor (KNN), and support vector machine (SVM) with a
view to achieve better accuracy in diagnostic process of dermatological diseases.
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erythemato-squamous dataset [2] obtained from UCI repository includes all 34
attributes and 366 instances. Experiments were conducted using individual classifiers
(ANN, KNN, SVM), and finally our proposed model (i.e., ensemble model) is exper-
imented and compared with baseline models. The accuracy obtained by the ANN
is 73.43%, while KNN improved the classification with accuracy 94.5%, and SVM
outperformed with accuracy 96%. The overall accuracy obtained by the ensemble
model is 96.3%. Thus, the type of dataset taken for the study determined the compe-
tence and performance of data mining techniques by using ensemble techniques.
The accuracy of the classification can be further improved by using convolutional
neural networks (CNN) and transfer learning technique to improve the accuracy of
the result.

References

1. Verma AK (2019) Classification of skin disease using ensemble data mining techniques. Asian
Pacific J Cancer Prev APJCP 20.6
2. Elsayad AM (2018) Analysis and diagnosis of erythemato-squamous diseases using CHAID
decision trees In: 2018 15th International Multi-Conference on Systems, Signals and Devices
(SSD), IEEE
3. Idoko JB (2018) Fuzzy neural system application to differential diagnosis of erythemato-
squamous diseases. Cyprus J Med Sci 3.2:90-98
4. Tuba (2017) Support vector machine optimized by elephant herding algorithm for erythemato-
squamous diseases detection. Proc Comput Sci 122:916-923
5. Danjuma K (2015) Evaluation of predictive data mining algorithms in erythemato-squamous
disease diagnosis. arXiv preprint arXiv: 1501.00607
6. Parikh (2015) Diagnosing common skin diseases using soft computing techniques. Int J Bio-Sci
Bio-Technol 7.6:275-286
7. Patel (2017) An empirical study of applying artificial neural network for classification of
dermatology disease. Indian J Sci Technol 10
8. Kabari LG (2009) Diagnosing skin diseases using an artificial neural network. In: 2009 2nd
International conference on adaptive science & technology (ICAST), IEEE
9. Rambhajani M (2015) A survey on implementation of machine learning techniques for
dermatology diseases classification. Int ] Adv Eng Technol 8.2:194
10. Polat K (2006) The effect to diagnostic accuracy of decision tree classifier of fuzzy and k-NN
based weighted pre-processing methods to diagnosis of erythemato-squamous diseases. Digit
Signal Process 16.6:922-930
11. Immagulate I (2015) Categorization of non- melanoma skin lesion diseases using support vector
machine and its variants. Int ] Med Imag 3.2:34-40
12. Giivenira HA, Demiréza G (1998) Learning differential diagnosis of erythemato-squamous
diseases using voting feature intervals. Artif. Intell. Med. 13:147-165



A Novel Yoga-Based Practice Protocol )
to Quantify Stress After Performing L
Attention Task Using Non-invasive

Technique

Apurva Gupta, Virender Kadyan, and Shirley Telles

Abstract Intoday’s era stress has become an integral part of everyone’s life. Expe-
riencing stress for longer period of time can create adverse effect on human physi-
ology. To avoid its adverse effect, it is extremely important to understand physiology
of stress. Also, it is very crucial to address all techniques which can help to deal with
stress. Yoga is one of the scientific ways to reduce stress which has no side effect, but
there is a lack of availability of properly detailed protocol. In this paper, a protocol
is being detailed to quantify stress. This detailed protocol can guide researchers
to design their own protocol which is very important for developing strong and
result-oriented yoga-based study. This paper will discuss from yoga-based practices
selection to participants selection to duration of practices to device used (parameters
chosen) and some other minor but important parameters.

Keywords Yoga-based practices (YBPs) - Alternate nostril yoga breathing
(ANYB) - Data analysis + Multi-modality - Single modality

1 Introduction

Stress is present in everyone’s life on daily bases. Irrespective of age, it can be
experienced from young children to old-aged people. Due to which current century
is known as “stress era”. Experiencing stress for shorter time period is beneficial as it
can improve performance, prepare to fight, and sometimes create excitement. But if
person experience any stressor very frequently and for longer period of time than this
may lead to pathogenesis of chronic diseases like high blood pressure, depression,
hypertension, diabetes, psychiatric diseases, or cancer [1].
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Stress can occur due to any unwanted situation. These situations can be experi-
enced from physical environment, due to mental instability or emotional conditions
and could lead bodily or mental stress. Stresses can occur due to any external event
(from the social situations, environment, or psychological) or internal events (from
a medical procedure or illness). Stress is responsible to initiate the “fight or flight”
response, a complex reaction of endocrinology systems and neurologic [2]. Based
on the review of the literature elicited in [3], stress could be classified into three cate-
gories: 1—according to the nature of the stressor (psychological stress, physiological
stress), 2—its impact on individual person (negative distress, positive eustress), and
3—according to the duration of stressor (chronic stress or long-term stress, acute or
short-term stress).

There are n number of techniques available to deal with stress. Some of them
are categories under clinical ways like taking some medicine, supplements, or going
through with some clinical treatment, whereas some are categories under non-clinical
ways to deal with stress like any form of physical exercise, good diet, having a strong
social connection, doing meditation and yoga, being positive, and listening music

[4].

1.1 Clinical Ways to Reduce Stress

It includes taking pills, some physiological therapy, consulting to psychiatric, and
it could be others as well. One of the clinical ways is to take GABA supplements.
GABA refers to gamma-aminobutyric acid, and it is neurotransmitter or chemical
messenger in brain which actually blocks some specific kind of signal in brain, which
is responsible for anxiety, depression and provides a calming, resting state to mind
[5]. People take GABA supplements to treat all disorders which are due to low GABA
levels such as depression and anxiety [6].

1.2 Non-Clinical Ways to Reduce Stress

1.2.1 Yoga-Based Practice

Yoga is an ancient Indian philosophy which is associated with three dimensions of
individuals’ body, mind, and soul to improve physical, mental, and spiritual health.
Meaning of yoga is addition of all these three dimensions (body, mind, and soul) as it
combines or works on all three dimensions. The practice of 6 yoga consists of a set of
physical postures to maintain for specific period of time called “asanas”, a voluntary
control of breathing called “pranayama”, a voluntary concentration of thoughts called
“meditation”, and repeated recital of phrases called “chanting/mantra” [7]. There are
so many works done to know the efficacy of yoga to improve physiological parameters
of person.
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This paper is proposing yoga practices-based protocol which includes asana,
breathing, and meditation. There are lots of evidences available to proof the effi-
cacy of yoga in reducing stress. This protocol is designed to know the efficacy of
yoga-based practices even after performing attention task. This work would able to
tell that which yoga practice is able to minimize quantified stress after performing
attention task.

2 Yoga and Stress Management

According to the ancient philosophy of India, yoga is an orthodox and non-invasive
system of maintaining a healthier body that is aimed to “cut the seed of sorrow before
it sprouts” to attain moksha. According to Srimad Bhagwat Geeta, yoga is defined
as [8].

“yogah karmasu kaushalam”, i.e., yoga is performing excellence in action.

“samatvam yogamuchyate” (Bh. Geeta 2/47), i.e., balanced state in all life
situations like joy or sorrow.

“tam vidyat dukha sanyogaviyogam yogam sangyitam” (Bh. Geeta 6/23), i.e.,
yoga is detachment from miseries.

Despite its magnanimity in its core philosophy, twentieth-century population has
emphasized the usage of yoga to promote health and as a tool for stress management
along with the non-invasive approach to prevent and cure certain ailments. The philos-
ophy of yoga emphasizes on an individuals’ health condition with a primary focus
on the present, by excluding past and future worries they have or may experience.
Modern clinical sciences have explored this fact and made it evident when yoga is
used as a means to reduce stress with the synergistic enhancement of complex human
body structure. Yoga has been used not only to improve physiological and psycho-
logical parameters but has also been effective to manage stress, anxiety, depression,
negative thoughts, to improve mental health, and to increase positive thoughts [9].
In recent years, yoga has become a tool for stress management not only in India but
also in Western countries. The effectiveness of yoga to reduce stress has been proved
clinically. Availability of clinical evidence proves the usage of yoga breathing to treat
stress disorder, depression, and anxiety. In a study conducted by Shohani, 12 sessions
of hatha yoga practice can reduce stress, depression, and anxiety significantly when
given to 52 women 3 times per week [10]. In another study [11], 80 employees were
categorized into two groups (yoga group and control group), and it was observed that
16 weeks of power yoga session (1 h, twice a week) can decrease stress, depression,
anxiety, and insomnia significantly. In another study [12], mindfulness yoga interven-
tion (yoga asana, pranayama, meditation, and mindfulness education) was carried out
to address stress. Clinically, yoga has been proved to reduce physiological markers
of stress which include heart rate, heart rate variability, cortisol, and systolic blood
pressure by regulating the hypothalamic—pituitary—adrenal system and sympathetic
nervous system [13].
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Fig. 1 Basic building model of quantifying physiological and psychological stress using non-
invasive technique

3 Methodology

3.1 Study Design

This protocol has been designed keeping multi-model framework in center. In this
study, not only psychological data will be capture but also physiological parameters
will also be captured. Also, some practices will be given as a single modality, and
one practice will be given as multi-modality. A systematic representation of proposed
protocol is defined in Fig. 1.

3.2 Yoga Practices

Protocol includes asana, pranayama, and meditation. In total, 6 interventions will be
given as mentioned in Table 1. Protocol includes shavasana, ANYB, and Om chanting
as single-modality yoga practice and MM as a multi-modality yoga practice which
is a random combination of all these 3 yoga practices (shavasana, ANYB, and Om
chanting). Spine rest and quite sitting are taken as a control sessions. Therefore in
total subject will be given 6 interventions and one orientation session.
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Table 1 Protocol intervention list

Intervention number Intervention name Intervention duration (min)
Intervention_1 Shavasana 15
Intervention_2 ANYB 15
Intervention_3 MM 15
Intervention_4 Spine rest 15
Intervention_5 Quite sitting 15
Intervention_6 Om chanting 15

Table 2 Inclusion and exclusion criteria

Inclusion criteria 28 < =Age< =48

Familiar with basic yoga practices

Indian citizen

Willing to visit laboratory 7 times each for one hour for data collection
If female at 7th day after completing menstrual cycle

Exclusion criteria Any psychiatric disorder
Performing yoga daily

Not willing to sign consent form
Any major surgery

Age < 28 and age > 48

3.3 Participants

Participants are selected from the age range of 28-48 years. Proper inclusion and
exclusion criteria were made which are mentioned in Table 2.

3.4 Data Collection

To make it strong study, it is considering both physiological and psychological data.
Under the category of psychological parameters to quantify stress, this protocol is
using STAI, and under the category of physiological parameters, blood pressure and
HRYV are being recorded. In every session, data collection procedure will be done in
the following given order from every subject:

Pre-STAI collection

Pre-recoding of HRV for 5 min

Pre-recording of BP

HRYV recording during 15 min intervention.

Post-HRV recording while performing attention task for 5 min
Post-BP recording

Post-STAI collection

Q@ -0 a0 oW



18 A. Gupta et al.

3.5 Safety Consideration and Consent Form

Participants will be given all rights to withdraw if they would not feel comfortable at
any stage of intervention. Along with consent form, participants will be given partic-
ipants’ information sheet where detailed description is given all about intervention
like benefits of taking intervention, risk involved with study, all procedure from
starting to end and other things. Also, confidentiality of identity of each participants
will be maintained.

4 Discussion

4.1 Effect of YBP Using Physiological and Psychological
Data

Evidence shows that yoga is effective in reducing stress, but some studies have been
conducted only via considering physiological data (plasma cortisol, b-endorphin,
interleukin (IL-6), tumor necrosis factor [TNF], blood pressure, heart rate vari-
ability, and others), whereas some studies have been conducted only via considering
psychological data such as survey-scale PSS, STAI, Lovibond’s stress scale.

To make this study strong, scientific, and justifiable, we aimed to collect both
physiological and psychological data. Physiological parameters will be captured
that keep most of the variables constant which can change the physiology of person.

4.2 Effect of YBP Using Single Modality and Multi-Modality
Approach

Yoga practices are effective when given as a single modality or as a multi-modality.
There is a lack of detailed description (practices, duration, and sequence) available
when yoga intervention is given as a multi-modality. Also, there are number of
parameters which are being considered to make protocol/intervention more string
and effective like number of subjects, duration of intervention, length of duration,
age range, control session, and others.

This protocol is strong due to several research points such as yoga intervention will
be given as single modality and multi-modality; both physiological and psychological
data will be captured; control session is being considered; and to avoid physiological
variance, age range is kept closure, focusing to know the immediate effect of yoga
intervention. Comparison is being presented in Table 3.
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5 Conclusion

To strengthen the yoga-based research territory, it is important to build strong and
well-defined protocol. This protocol is strong having multiple significant factors
which includes single modality and multi-modality, significant number of subjects,
combination of physiological and psychological parameters, short temporal scale
intervention (this will help to know the immediate effect of yoga intervention), inex-
pensive, and non-invasive. To increase the practicality and adaptability of protocol,
time scale of all intervention is kept 15 min. This protocol will help other researchers
to build strong protocol. Also, this protocol can also be strengthened by doing some
amendments which is kept for future research work.

Acknowledgements I would like to thank Mr. Sachin Sharma, Patanjali Research Foundation, for
providing his valuable input during designing protocol.
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and Mukta Jagdish

Abstract Analysis of sentiment and opinion mining is the space of examination
that investigates considerations, discernments, appraisals, practices, and feelings
of individuals from the composed language on products, administration associa-
tions, human issues, occasions, points, and different traits. The main agenda of this
paper is to depict the sentiments of people using deep learning algorithms and tools
by classification methodology in categorizing polarity into positive, negative, and
neutral.

Keywords Sentiment analysis - Machine learning * Social media

1 Introduction

Generally, sentiment analysis is the application of natural language processing and
is also known as emotional extraction. Analysis of feeling can be achieved by the
use of processes, specifically lexicon, and system gaining knowledge of Internet
has end up ubiquitous in our lives these days [1]. Social network evaluation and
text mining are used to conduct contextual modeling and knowledge extraction.
Analyzing sentiments is to classify a given text into three lessons: goal, subjective,
and polarity.

Analysis of emotions faces many limitations. The first challenge is a phrase of
opinion taken into consideration could be fantastic in one case and dangerous in
some other [2]. The second task is to explicit critiques in lots of approaches and to
use traditional textual content processing to become aware of the difference among
portions of textual content that do not exchange [3]. First, records are dynamically
collected via web scraping, and then the polarity of opinion wishes to be analyzed.
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This paper provides a survey of sentiment evaluation on various domain names
along with fitness merchandise, home equipment, eating places, movies, instructional
gadget, political evaluations, e-commerce, food safety, and economic assessment [4].

2 Sentiment Analysis in Various Domains

2.1 E-Commerce

It is not quick to Forecast sales of latest and present products, the usage of each
numeric and textual data from customer evaluations. Types of algorithms used NLTK
and SVM [5]. The NLTK corpus library includes sentences with positive and negative
polarities scores that are used to train the version, that’s then evaluate the usage of
the SVM classifier.

2.2 Emotion Recognition in E-Learning Systems

The approach of taking a pre-educated CNN, putting off in the long run linked
layers, and using the outputs of CNN’s penultimate layers as feature representation
for images is known as switch mastering [6]. The deep CNN can still extract standard
image functions like edges through freezing the weights of the convolutional layers.
It might also help migrate classification records from an already skilled version on a
specific dataset to the brand new dataset. During the improvement of facial features
popularity system based on CNN, the system detected diverse feelings. The device
changed into able to locate faces and classify emotions with greater accuracy [7].

2.3 Online Product Review

Current approaches to online product reviews typically make empirical assumptions
about the products of interest’s sentiment characteristics, but they do not have enough
detail about relative consumer preferences. Traditional machine learning techniques
involve manual learning of the function, which takes more time and effort to predict
product feedback [8]. CNN and the attention-based gated recurrent unit network are
the algorithms involved.
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2.4 Fake News Detection

Fake information determination and categorization based on medical posts on Twitter
using just text. Personal experience is also needed to deduce the broader meaning of
statements containing sarcasm, irony, and metaphor. One of the problems in identi-
fying fake news on social media is labeling fake news manually, and misinformation
disseminated by trusted news sources is difficult to identify as fake news. The algo-
rithms used are LSTM, RNN, and CNN [9]. The approach of taking a pre-trained
CNN, putting off in the long run linked layers, and the use of the outputs of CNN’s
penultimate layers as function illustration for photos is called transfer mastering [10].

2.5 Student Feedback

As the dimension of a phrase grows wider, traditional methods of assessing the
relationship between words fail—the method before concentrates all of the phrases
and produces the aim, that’s a time-consuming operation [11]. The high-quality
and accuracy of the results are solely structured on manual feature selection. The
multi-head attention fusion model, glove an LSTM are the algorithms involved.
Attention takes sentences, transforms them into a matrix with the words from one
sentence forming the columns and the words from the other sentence forming the
rows, after which suits them to discover suitable meaning. In machine translation,
this is extraordinarily beneficial; it is better than before. The multi-head attention
fusion model of word and glove and cove context embedding for LSTM is used. The
multiple head attention mechanisms are used to capture the importance of each word
and offer the importance of context words to predict the target automatically [12].

The rest of the application domains that depend on deep learning algorithms
like CNN, LSTM, NLP, and so on are movie review, restaurant attribute classifica-
tion, employee profiling framework, educational data, health-related tweets, financial
review, multi-domain reviews, online product review, political review, hotel review,
revealing fake news, sentiment classification with GST tweet data, estimate business
sentiment from news texts, predict crisis related posts in social media, telemedicine
demographic pattern, customer review, assessing the relationship between physicians
and patients, medical comments, predicting the academic performance of students,
emotion recognition in E-learning systems, prediction and analysis of financial time
series, stock market prediction, public comments on hot topic, topic recognition, trip
advisor, detecting personal intake of medicine from Twitter, predicting intensities of
emotions and sentiments using stacked ensemble, personality detection, sarcasm
classification, public opinion on work from home during COVID-19 pandemic,
symbolic and sub-symbolic Al for product review, sentiment analysis on social media
during COVID-19, food review, drug review, online travel product review, Amazon
product review, and product review [13].
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3 Methodology

Methodology consists of data acquisition, data preprocessing, deep learning model,
sentiment classifications, and evaluation (Fig. 1).

4 Discussion

Table four summarizes how the numerous classifier models used in numerous domain
critiques had been evaluated. The accuracy of the E-commerce application product
evaluation developed by means of classifying it with four unique metrics is 94%. In
classification, consistency and accuracy are given by means of a big data collection
and accuracy is 99.3%. The class model uses CNN and individual vector section
pooling as data, and the end result accuracy is 88%. The classifier accuracy is expected
the usage of a confusion matrix and the precise and wrong class of the full range of
take a look at information instances, with a result accuracy of 78% (Fig. 2 and Table
1).

Precision, recall, F'1-score, and accuracy were obtained using four steps in auto-
mated detection and sentiment class, yielding a result accuracy of 98%. A compara-
tive analysis based on the accuracy of different models is shown in figure. On small
datasets, LSTM outperforms CNN on health-related datasets. CNN s have proved to
be an effective solution; however, they require huge records due to many parameters.
As an end result, CNN does now not reach excessive precision inside the case of
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Table 1 Deep learning
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Model Vs Accuracy (%)

SVM, MLP CNN+
Character+ classifier LSTM,
Seg Pool Polarity
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multi-domain Bi directional |dentification

Daisuke Katayamaa.

et.al Dholpu ria
Author Deep learning models | Accuracy (%)
Wang LSTM, NLTK 93.5
Conover et al. LSTM-RNN 974
Esparza et al. SVM, MLP 79
Tanushree Dholpu ria | CNN 99
Qiao Pan et al. CNN + Character + | 88
Seg pool
Vandana Jha Multi-domain 76
classifier
Katayamaa Bidirectional LSTM, |93
polarity
Identification

small datasets. Since small datasets are often vulnerable to the specifics of training
information and random initialization, overfitting is a significant problem. It is not
easy to see how CNN can only function well with vast data to ensure that the proposed
model is robust. If the dataset is unbalanced, CNN compares outcomes first with two
positive and non-positive classes, positive, non-positive, and neutral. In LSTM, there

are both positive and negative effects (Figs. 3 and 4; Tables 2 and 3).
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Tabl.e.2 Classification, Classifier Precision (%) | Recall (%)
precision, recall
LSTM, NLTK 88 90
Logistic regression 87 99
CNN 99 99
CNN + Character + Seg pool | 88 86
KNN 76 75
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Table 3 Dataset, methods, precision, recall, and accuracy

Dataset Methods Precision | Recall | Accuracy
Twitter-2 CNN 0.98 0.93 0.96
Classes: Positive and non-positive

Kaggle classes: Positive and non-positive LSTM-RNN |0.98 0.94 0.97
Twitter: Positive, negative, and public dataset | CNN 0.84 0.92 0.95
Kaggle: Positive, negative, and public dataset | LSTM-RNN | 0.95 0.98 0.98

5 Conclusion

A comparative study of the deep learning models associated with the techniques
of meaning classification is provided in this paper. Deep learning concepts have
achieved a significant perception in the research areas using multiple classifica-
tion methods and techniques. This paper comparatively assesses different classifi-
cations and deep learning models by analyzing method performance using metric
parameters such as precision, recall, and accuracy. With downloaded sentiment
prediction datasets from platforms such as Amazon and Yelp, many algorithms for
analyzing feeling and classification are introduced. The paper also includes a survey
on different models implemented from 2015 to 2019, where a different set of algo-
rithms were proposed in each paper. Deep learning models like autoencoders, deep
belief networks, CNN, RNN, and classifiers like SVM, Naive Bayes, logistic regres-
sion, KNN, ANN, MLP, etc., are studied. Observations of possible solutions are seen
in the tables provided, including the advantages and disadvantages. The classifiers
and algorithms specified that deep learning models have important implications in
the analysis of sentiments.
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Vemula Greeshma, Chennaboina Rahul, and Vemula Harini

Abstract Frequency sensing is a dynamic exploration region in cognitive radio
organizations that begins the compelling information splitting between authorized
and unlicensed cognitive network clients. Increasing the likelihood of identifying
phony alerts is a hasty test of a major chunk of the heinous detecting strategies.
The research offers the KHWO-ACNN-based organization as a spectrum detecting
approach. The abandoned range is not fixed in stone using the proposed technique,
which promptly allocates the free range groups to the key clients with the purpose
of limiting the postponement due to the effective working of the combination place.
The Eigen-esteem-based helpful detecting is executed in the intellectual radio for
compelling detecting. The examination of the proposed technique is progressed based
on presenting measurements such as bogus alert rate probability and detection of like-
lihood probability. The proposed spectrum detecting strategy out-flanks the current
strategies that yield a most extreme probability of likelihood and least bogus alert
rate probability as 0.9805 and of 0.009.

Keywords Frequency sensing - Cognitive radio networks

1 Introduction

Cognitive radio is a climate which comprehends the environmental elements and
knows about its own current circumstance. Intellectual radio is utilized to limit the
impedance which improves the range use by unique re-arrangement. In the cognitive
radio networks, there are two sorts of buyers. They are the authorized users and unau-
thorized users. Cognitive radio is an innovation which allows the unauthorized users
who do not have the permit to get to the range of the authorized users. The unautho-
rized users in cognitive radio networks sub-partition the channels of authorized users
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as sensible openings. The unauthorized users detect the exercises of authorized users
in these openings for a brief time frame and therefore, access those openings when
inactive that are named as range opening of void areas. Accordingly, ensures that the
unauthorized users access the authorized groups without intruding on the authorized
users. In light of the strategies of the range versatility, cognitive radio users pull out
their individual channel, when the essential clients come back, guaranteeing the need
of essential clients and also, it guarantees these assurance of essential client’s trans-
mission. Cognitive radio utilizes a spectrum detecting technique, known as unique
range access strategy, to deal with the accessibility of the range and thus, to limit
the issues because of ghastly blockage. Spectrum detecting is the critical capacity
in cognitive radio organizations to such an extent that it empowers the unauthorized
users to track down the unused range groups with permit and accordingly, to shield
the primary user’s transmission (Fig. 1).

2 Results

In order to increase the possibility of recognition and reduce fictitious caution, we
established the idea of spectrum detecting in cognitive radio organizations. Utilizing
the krill herd whale improvement computation, this probability of likelihood and
probability of bogus warning rate are separated. Based on our findings, we can
conclude that the krill herd whale improvement computation provides us with the real
upsides of probability of likelihood and probability of false alert rate when compared
to other strategies like GLRT, MMED, and MED. Here, we put up a channel model
and use a method to carry out foreign detection in the CRNs. The channel model is
dependent on the transmitter and information signal used for channel correspondence.
In order to ensure that the spectrum sensing is ready for correspondence, phantom
detection works to prevent delay and correspondence cross-over. Using the FC, which
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produces information on the ranges the PUs cover, it is possible to detect the presence
of free spectral groups. The FC gathers information about the SUs’ occupancy of the
range from them. Finally, the optimal tuning of the vacant groups is carried out once
the vacant groups are discovered using the suggested KHWO-based ACNN. The
effectiveness of the built-in approach for extraterrestrial detecting is guaranteed by
the analysis of recognition likelihood and bogus alert likelihood. For the suggested
technique, the chance is high, but the risk of a false alarm rate is low. Regarding
the gamma’s worth of 0.85, the proposed technique’s possibility of likelihood and
possibility of bogus alert rate are found to be 0.9805 and 0.009, respectively.

2.1 Probability of Likelihood

The ratio of the whole number of identified ranges to the total number of freely
accessible ranges in the CR climate is known as the possibility of likelihood of
the accessible range. The possibility of likelihood metric needs to provide strong
motivation for the expansion of the display.

Total ber of identified t
Probability of likelihood == — o0t 07 ICCNMTACE SPECTUIS 4
Total number of unused spectrums

2.2 Probability of Bogus Alert Rate

Better execution is evidenced by the chance of false alert rate’s more modest value.
The proportion of the total number of ranges incorrectly identified as the accessible
range to the absolute groups in the range is known as the false alert rate in the
recommended strategies.

Number of falsely identified t
Probability of bogus alert rate == dimiber o7 TaneTy 1Centified spectums

2
Total number of unused bands 2

3 Explanation

The proposed model of the cognitive radio framework utilizes the unified helpful
framework detecting that is portrayed and the idea of cognitive radio is to deal with
the radio range lack through the distinguishing proof of new ways for getting to the
unused frequency bands. The cognitive radio organizations comprise of the autho-
rized users and the unauthorized users alongside their individual transmitters and
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a concentrated fusion center [1]. The best technique for identifying the presence
of the involved or empty range depends in the location of the authorized users [2].
The unauthorized users notice the authorized users who will use the specific band
prompting the discovery of the involved or empty frequency bands [3]. The funda-
mental thought process of the spectrum detecting is to decide the empty frequency
bands for the correspondence and allot these empty frequency bands ideally with
no impedance to the authorized users [4]. At first, the authorized users impart their
utilization data to the primary user transmitter, which communicates the data to the
fusion facility [5]. Thus, the fusion facility centers collect the request information
from unauthorized users, checks the frequency bands used by authorized parties,
and reports the information regarding the availability of the spectral groups [5]. The
accessibility of the empty frequency bands depends on the energy-based spectrum
detecting [6]. When a client requests a band for communication, the cluster really
examines the availability of the empty spectral band or collects the information from
authorized parties and reports it to the vacant spectral band to ensure that there is
no cross-over or delay in communication [7]. The energy regulates what spectrum
ranges or networks are accessible [8]. The information signal is given to the ‘T’
number of transmitters, which is then given to the ‘I’ number of receivers. From
here, the data is given to the fusion center. The commotion, Eigen esteems, KHWO
calculation, and ACNN are processed to the fusion center.

3.1 Actor Critic Neural Network (ACNN)

The discrete-time memory-less multi-input multi-output model is used to calculate
the energy measurements. The sensors are used to collect data from users and send it
via transmitters along the transmission line. The yield from the recipients is combined
with the additional material turmoil and delivered to the ACNN block, which does
the dreadful detection.

3.2 Actor

The presenter employed a specific method known as a neural network, and the actor-
critical network slots in as an operator module using the neural organisation with the
single convolutional. The operator component’s contribution conveys the data from
the test insights and the Eigen benefits of the network scenario. Along these lines, the
input and concealed layer’s progressive calculations add to the yield, which forms
the contribution to the critic layer.
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3.3 Critic

This layer appreciates the actor layer’s yield as well as the actor layer’s contributions
to foreseeing the free unearthly band. The variable loads are used to run a smooth
prediction with greater precision.

3.4 Krill Herd Optimization

This optimization depends on crowding conduct of the krill crowd that depends on the
natural and ecological cycles. The goal of the krill herd calculation is to increase krill
thickness while searching for resources that are calibrated to global optimum. Every
krill proceeds in this manner while the interaction of the inquiry, keeping in mind
the greater thickness and global optimum. The target work’s base value suggests a
high thickness krill group and supply are nearby to the krill. The development cycle
is illustrated as follows: In the first step, the krill population is established, and the
krill group takes shape. Poaching is indeed a cycle that reduces krill thickness and
ensures less space between the krill and the food source. The distance between the
krill and where the food should be at all times determines the fitness in the krill herd
calculation, where it should be less. The development of the krill is dependent upon
three key factors, such as rummaging behavior, irregular dispersal, and development
dependent on the other individual krill.

3.5 Whale Optimization

The mound-back whales’ foraging actions can affect whale optimization. Gray
whales can identify their predator’s location and enclose it. The placement of arbitrary
configurations serves as the foundation for whale optimization. The whale optimiza-
tion takes the current arrangement as the objective arrangement and moves forward
on the interaction dependent on the present arrangement because the initial area of
optimal arrangement is unknown. At every emphasis, the situation of the pursuit
specialist is refreshed by either arbitrarily picked specialist or the best arrangement.
This interaction is rehashed until the best arrangement comes to. The whale opti-
mization calculation is more aggressive when contrasted and different techniques
and it can tackle the additional difficult issues. The whale optimization calcula-
tion benefits from a decent equilibrium between investigation and double-dealing,
which assists this calculation with tracking down the worldwide optimum. Whales
are found in gatherings and show the uncommon hunting conduct named as the
scrounging conduct called bubble-net taking care of strategy.
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3.6 KHWO-ACNN

This calculation hinders assembly to the worldwide ideal and it targets processing
the ideal loads so that it could come into actor and critic layer of ACNN. There are
four stages in the KHWO-ACNN calculation. They are

Initial population: The instatement will be initial procedure which introduces size
of the population which alludes to loads of ACNN. Fitness Evaluation: A wellbeing
metric is determined by the base value of error, which is determined by the yield
from the pundit/entertainer layers as well as the ground truth. The wellness metric
should be a starting point.

Updating the weights: The weights are updated by utilizing the proposed calcu-
lation. Whale enhancement is utilized for the position update and is changes as per
the krill herd calculation. The proposed position update improves the union of global
optima to the point that the ACNN’s versatile loads can be deduced.

Completion: This interaction is repeated as many times as possible until the global
ideal arrangements are discovered.

4 Conclusions

4.1 Analysis Using 20 Users

For 20 users, the probability of bogus alert rate is 5% and the probability of likelihood
is 0.98 for GLRT, 0.8 for MMED, 0.9782 for MED and 1 in this technique.

Probability of Detection
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4.2 Analysis Using 40 Users

For 40 users, the probability of bogus alert rate is 5% and the probability of likelihood
15 0.9489 for GLRT, 0.5757 for MMED, 0.7816 for MED, and 0.99 in this technique.
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An IOT-Based Advanced Health m)
Monitoring System L

Ghaatki Vaishnavi ®, Ramavath Kavitha®, and E. Vijaya Babu

Abstract 10T is fastest transforming technology in the healthcare market; in this,
healthcare start-ups have become the thanking factor for all of us. Because of our
busy schedules and our daily lives, monitoring the health of patient is quite a chal-
lenging task. Many people, especially those in their senior years, should be tested
frequently. In these situations, we provide the ingenious target which is capable
of automating the task with ease. The gadget utilizes a web server to provide a
smart patient health tracking system which is capable of allowing the monitoring of
patient health data such as heart beats per minute, oxygen levels in blood, human
body temperature, room humidity, and temperature. From this model, a modern-
ized IoT-based advanced health monitoring system using ESP8266 web server is
proposed. An oxygen level measuring sensor also known as pulse oximeter sensor
named MAX30100/102 monitors both the heart beats per minute and oxygen levels
in blood of a patient. LM35 checks the human temperature. Similarly, DHT11 is a
sensor that detects the room temperature and its respective humidity of a patient’s
room.

Keywords DHT11 + Enormous * Esp8266 - LM35 - MAX30100

1 Introduction

The world’s population is rapidly growing. Cities that are accommodating a growing
population suffer an extensive urban living pressure. Despite the fact that the overall
needing resources in medication and provisions in bigger cities have been developing
on a case-by-case basis, but still the supply is not being adequate and worth. The
massive sheer on the city and the officials to look over the health care is substantially
an awakening idea to technological advancements to find the appropriate solutions
for the most challenging tasks.
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Modern technologies have increased in healthcare systems with respect to the
provocative lives all over the world. We have seen an increase in attraction for wearing
sensors in recent years, and thereby, those type of appliances have become more
accessible and affordable to the users. Scientists looked advanced their ideas in
using such miniatured devices that bring up an exotic outset in the applications of
medication and health monitoring of such.

Doctors play an essential role in health check-ups in the traditional manner, which
takes a long time for registration, appointment, and then check-up.

People nowadays procrastinate check-ups due to busy schedules which may abso-
lutely result in delay. The proposed method can somehow overcome this challenge
by reducing time. IoT is exploring industrial domains such as automation and control
biomedical to improve health care. [oT is employed in personal health care facilities
in addition to hospitals. This model helps us in detecting various factors like blood
oxygen saturation levels, heartrate, body temperature, and humidity of the room.

It is an emerging technology that can help all of us get the next level of health
care. It ensures that patients can carry or embed economical, dependable, and handy
gadgets, allowing for errorless association. The detecting devices will lead to contin-
uous capturing of signals, which will then be associated with key functional charac-
teristics and relayed over a connectionless network. Now, the generated data will be
saved, refined, and examined in conjunction with current medical information. From
this, a better prognosis and advised early therapy with the allowed records of data
can be made. This research allows the model to predict disease diagnosis even in the
absence of doctor. Machines may also be coped to organize with required capsules
and tablets based on a comprehensive review of medical databases, in addition to
prediction.

One’s physical well-being has always been a paramount factor and is a concern
in which the advancements of technology have rapidly been increasing in. Just like
the subtle castigation occurred in the recent years of the deadly virus COVID-19
has badly blasted various factors like economy. It is obvious that how the incident
reflected awareness in terms of the importance of health care. In the outlook of certain
state of affairs, it is absolutely the greatest thought to surveil the patient’s prefect
using remote health technology. So, the Internet of things is one of the best solutions
to overcome the issue.

The applications in the vision of health care are one the most necessary in the
field of Internet of Things (IoT) applications that have been made available to the
globe. To say in a word, however, Internet of Things is being used very efficiently to
connect modern medical resources and give individuals with appropriate and helpful
healthcare services. Patients’ health can be continuously monitored using modern
sensors that can be worn or inserted in their bodies. The data hence collected can be
made into a procedure of analyzing, aggregating, and mining in order to diagnose
the disease in the early span of time. The processing algorithms assist clinicians in
personalizing treatment and also makes sure to decrease the cost requirement in the
health care with increase and beneficiary outcomes.
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1.1 Literature Survey

Wearable monitoring sensors are given to the patients that measure ECG, blood
oxygen levels, temperature, breath analysis, sweating, etc. [1]. Diseases can be deter-
mined with ease and involves huge machinery devices that may not be flexible to
use. (not suitable for rural areas where there is no proper health care systems).
From [1] requires a compulsory doctor’s assistance. The disadvantages from [1] are
that flexibility, affordance, and not suitable to manage everywhere. A lightweight
access control system that may be used by healthcare [oT devices to provide delicate
allocation, fast suspension, and transactional data confirmation.

The model [2] is the best typed with higher ordered features for cloud-based
technology that we are aware of. To upload PHIs to HSP, sheer IoT devices solely
use similar encoding. Furthermore, this study is the first to define and address the
cloud reciprocity problem, [2] which is a possible security risk. The model comes up
with a promising foundation for cloud-based PHI systems, according to the produc-
tion ranking. WBAN—wireless body area network comes into the picture where it
consists of wearable sensors for accession, end-to-end processing of data, transmis-
sion and reception, and association to the sensor layer. Whole recorded data is made
out of a unit using a BT connection to the server. Also, only a couple of param-
eters like temperature and heartrate are measured in [3] Data is sent through the
Internet here. The introduced model and [3] have a point common that both use
Internet connectivity for data sending. For end-to-end secured connection start with
huge assets restricted healthcare sensing devices, this method [4] presented a sheer
secured protection protocol.

The computationally intensive processes are delegated to strongly establish in
the vicinity of the healthcare sensing devices using a proxy-based technique. The
protocol’s energy consumption gives the best out of the daily basis. The whole
description of the design, development, and testing of the depth sensor and feed-
back which is simple, light, and low-cost. As shown in prior work, [5] the model has
shown to cope up with the limitations such as processing power, signal comprehen-
sion in a noise interference environment, and bulky gear. This model [5] was shown
to detect the existence and setups faced in the navigation path, and let know the safest
route for the safest navigation to the user during testing. The design is a combination
of both CoAP and IEEE service/DIM which can be used on healthcare devices. In
IoT situations, [6] this is employed. They also demonstrated a comparison of HTTP
and 11,073 DIM performance with the help of CoAP.

They also used CoAP to assess performance. When it comes to the profusion of
packets in a single HTTP request, using JSON, [6] you may track transactions, packet
loss rate, and syntax, as well as XML. Finally, they came to the conclusion that CoAP
is capable of in comparison with HTTP, only a few packets are transmitted. In terms
of quality, exploitation of resources, they claimed that XML is inferior than HTML
compared to JSON.

In the cloud, the health parameter data of individuals is properly stored with all
kinds of security and protection, as well as the reduction of hospital stays for routine
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examinations. It’s critical that health and sickness can be tracked. Any doctor, at any
distance, can diagnose you.

An Internet of Things (IoT) device is used in this paper [7]. It is created in such a
way that the system which monitors the health is purely based on web. The system
is in place. Temp of body, humidity of the room, and rate at which heart beats
measured with sensory technique is used for temp measurements. The sensor data
is subsequently transferred to a medical server through the Internet. Communication
over the airwaves after then, the data is received in an electronic format [7]. Smart
phone, personal ones, is provided with lot platform. With the help of when the
doctor receives the results, he or she diagnoses the condition. The study [8] carefully
summarizes and expands on existing evidence and practitioner literature on big data
platform implementation and mHealth outcomes. IoT wearables. In the context [8]
of the healthcare industry, which is dominated by women, the focus is on patient-
centered solutions.

Implementation of a big data platform with the establishment of a big data plat-
form, itis feasible to investigate diverse, autonomous, ongoing, and changing systems
information (HACE). The amount of data gathered by the sensors will be enormous.
HACE will be followed by the data. Big data, on the other hand, can be beneficial,
handle a lot of data, a lot of variation, and a lot of speed. It is possible to attain
veracity. Implementation [8] of a big data platform is a measure of how much big
data is being used by healthcare providers, for storing and analyzing patient informa-
tion. It is difficult to foresee the chronic disorder in initial stages. The advantages of
an IoT-enabled remote health monitoring system over traditional health monitoring
are significant system. It is critical to collect accurate raw data in a timely manner.
However, [9] it is more important to investigate and the resources. Raw data in order
to extract additional valuable data, such as connections between things and services
to allow for a web of things or a service-oriented Internet. Darshan and Anandakumar
[9] IoT in the healthcare system, as well as a review of previous work carried done
on this study topic for which a proposal has been made. Notification from e-mail
which give alerts signals, checking through the website in Internet fir monitoring of
remote data as well as the name and dosage of any prescription medicines.

Display of doses It has the potential to reduce human error. The majority of the
health state of the participants is an important component of this system. The patient
could also be observed from the comfort of his or her own home. During a semi-
major illness, essential action could be performed. The possibility of human mistake
during data collection could be high. As sensors are utilized to collect health data,
this [10] will be effectively decreased. Because email alert notification and website
visits for remote data monitoring through the Internet are dependent on the correct
capacity of the Internet, this system requires a sufficient amount of bandwidth. The
suggested [11] system’s goal is to determine acceptability, validity, and usability. As
a result, the technology has been put to the test with real patients in a medical setting
at Khulna University. Khulna Medical Center is located in the Bangladeshi city of
Khulna. The outcome of the experiment is given here, along with a photograph taken
during the experiment. The acceptance, validity, and usability tests are all assessed
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by the same person. A few survey questions additionally, data transit and response
time.

The system [11] is scrutinized. With the advancement of technology, it is to be
expected that Internet access would be available everywhere. Furthermore, low-cost
sensors are simple to integrate with any system. To provide global information service
in addition, these sensors have less power consumption and ability to execute work
as well as larger machine, machineries for measuring health. We’ve attempted to
create one. A technology that can be used to remotely monitor a patient’s condition
taking the necessary efforts to improve one’s health. The purpose of this system will
collect data from patients in an automated manner.

The Internet of Things (IoT) technology has recently advanced to the point where
all objects are now connected. We might claim that the Internet of Things (IoT) has
been identified as the next technological revolution. To name a few, [12] Internet
of Things applications include smart parking, smart homes, smart cities, and smart
environments in industrial settings, as well as irrigation and health monitoring. The
healthcare industry is one of these applications, since patient health metrics are moni-
tored. The efficiency of medical equipment can be monitored and improve by Internet
of Things by monitoring of patient’s health in real time where specific sensors collect
data from the patient. Because this technology digitally senses and transmits patient
health data, it decreases manual involvement and, as a result, human errors. Patient
parameters are transmitted through medical equipment via a gateway, where they are
stored and evaluated in the Internet of Things. Kubal and Chandrashekarappa [12] the
monitoring of all patients from multiple locations is one of the major obstacles in the
introduction of Internet of Things for healthcare applications. Thus, in the medical
industry, the Internet of Things provides a solution for effective patient monitoring
at a lower cost, as well as a reduction in the trade-off between patient outcome and
disease management. The biomedical parameters are saved on a website [13] that
can be utilized as a medical history for the patient in the future.

Several patients can have their gadgets registered. To the server, and can use
accounts to retrieve their settings logging in (each account has a distinct threshold
value set by the user) after a thorough examination by a doctor. When the value of
the currency is when a physiological parameter surpasses a predetermined value, the
doctor or career is notified by SMS and e-mail. This a reliable method that can be
used to keep track of a person’s health. Patients who are elderly or unwell who are
unable to visit the hospital on a regular basis. In emergency situations, they demand
constant assistance. This system’s goal is to make it portable, so it [13] won’t get in the
way. The ECG electrodes were implanted in the appropriate location to monitor the
patient’s ECG, and the [14] obtained signals were transferred to IBM Bluemix cloud.
The genuine article on the Bluemix dashboard, time ECG graphs were produced for
a set amount of time the value of the ECG signal at any given time. Gauge was also
used to display the information.
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2 10T in Healthcare System

IoT has been one of the rapidly growing branches in the sector of Data Science and
Information Technology. It has become the progress for wireless communications
recently, and is extensible on Internet. It has capability to connect to some extent
of sensors to the Internet like infrared, identification (radio frequency), etc. Among,
IoT has a pivotal part in Medicare. The world has now become to where a lot of
people lose their lives due to many various diseases. In fact, the deadliest virus
called COVID-19 has already been spread and is being spread.

According to some reports, people dying with chronic diseases are on an average
of 60 grown while people are putting efforts in maintaining a healthy life, IoT helps
as the common point in the field of health care systems. IoT links to the physical
world. Here, physical world means household appliances like, thermostats, human
body, construction, etc. On initiating some of the IoT technologies in this sector will
literally progress the quality of people’s lives and their personal knowledge. Some
of the applications are as follows:

Keep track on health: There are some various wearable devices that are capable of
detecting basic activities like stress management, BPM and health-based progress
like apple that provide smart watches. This may lower the source of supply but is
very different with respect to other devices that are present in hospitals.

Health information uphold: IoT helps in referring medicine consumption from time
to time. Devices like ECG, pulse oximeter and sphygmomanometer can improve the
measurement and monitoring resulting in accurate outcomes.

Support and Service: 10T is capable of connecting network systems and vehicles
like cars. For suppose, if someone meets with an accident, the location and direction
of the tragedy can be recorded and sent to the respective support systems like traffic
sector and emergency where in one has a possibility to get well.

Big Data collection: 10T is capable of generating big data health. The enhancement
is done with respect to the progress and growth of health care systems in IoT. It
consists of 5 and 3.3 V supplies. The 3.3 V is used to supply for heartrate sensor
(MAX30100) and ESP8266 Wi-Fi module. The power supply can be given from
gadgets like, laptop, power bank, etc. (Fig. 1).

It consists of 5 and 3.3 V supplies. The 3.3 V is used to supply for heartrate sensor
(MAX30100) and ESP8266 Wi-Fi module. The power supply can be given from
gadgets like, laptop, power bank, etc.

The block diagram shown above has several temperature sensors; the temperature
once blocks, they can be categorized as Arduino UNO board, regulated power supply,
IoT-based Wi-Fi module, buzzer, smart phone, and sensors.

1. Arduino UNO: Arduino plays a vital role in the description of the design. Here,
the Arduino Uno-based microcontroller board is typically used for processing
and control unit.
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Fig. 1 Block diagram

2. Regulated Power supply: This block is mainly for supplying power to the
Arduino-based microcontroller board and other modules as well. This regulated
power supply consists of 5 and 3.3 V supplies. The 3.3 V is used to supply for
heartrate sensor (MAX30100) and ESP8266 Wi-Fi module. The power supply
can be given from gadgets like, laptop, power bank, etc.

3. ESP8266 Wi-Fi module: The ESP8266 is an IoT-based WI-FI module which
works on TCP/IP integrated protocol stack. The role of ESP8266 here in the
design is to work as a Wi-Fi hotspot with a particular SSID and password in
order to check the respective parameters from the default browser obtained from
the code.

4. Sensors: The sensors in the design are used to detect the body parameters like
human body temperature, room humidity and temperature, spo2 and heartrate of a
human body. They are connected with the Arduino board. The sensors used in the
design are MAX30100, LM35, and DHT11. Max30100 is capable of detecting
heartrate and spo2 levels in a human body. The LM35 is capable of detecting the
human body temperature. The DHT11 is capable of detecting the room humidity
and temperature of the patient staying. The sensors act as the input modules
in the design, while the heartrate sensor of 3.3 V operates interface using 12C
serial communication. In case of body temperature sensor, the temperature once
recorded is converted into the equivalent voltage. For this, the LM35 module
operates at 5 V DC.

5. Buzzer: The buzzer in the design beeps at the proportionate of the heartrate of
the human body.

6. Smart Phone: The smart phone plays an important role as to record the values of
the parameters checked from the sensors with the default browser obtained from
the webserver.



48 G. Vaishnavi et al.

An ESP8266 is an IoT-based model of Wi-Fi. The ESP8266 is an integrated
chip which consists TCP/IP. This permits access to any Wi-Fi coverage through any
microcontroller. The ESP8266 is basically a dual mode operator. The two modes it
can carry is unloading Wi-Fi functions and application hosting. The advantage with
ESP8266 is that it comes pre-programmed internally with some of its AT commands
which will obviously make the work easier to directly connect it with the Arduino
and can utilize the ability of the Wi-Fi.

ESP8266 module is a bit expensive with respect to its growth and community usage
which is often the rarest disadvantage of it. The module itself calls it as integrated due
to its limitless processing and storage capacity through the GPIOs it has. Its degree is
permitted to short outraging circuitry along with the front end which is often designed
to occupy the smallest area on the PCB. The ESP8266’s RF adjustment permits it to
work under all circumstances, and hence, no extra part of the RF is required (Fig. 2).

The schematic diagram that is referred above helps in explaining the interfacing
of every component with the sensor that measures heartrate and the microcontroller.
Firstly, the regulated power supply of + 5 V has to be given to the Arduino port by
any means of USB connector.

The LM35 sensor has to make a connection with the AO pin in the Arduino board.
Similarly, the DHT11 sensor that is used for room temperature and humidity has
to make a similar job to the A2 pin of the Arduino. Max30100 sensor has to be
connected to the A4 and A5 i/o pins that is used to measure both heartrate and spo2
levels. Finally, the ESP8266 Wi-Fi module has to be connected to the A0 pin. A
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Fig. 2 ESP8266 module



An IOT-Based Advanced Health Monitoring System 49

buzzer is also placed at D6 pin of the Arduino board to proportionate the sensors.
This work can be implemented using the following set of software:

1. Express PCB—for designing circuit PIC
. C compiler—for compilation part
3. Proteus 7 (Embedded C)—for simulation part in order to obtain the IP address
apart from the default browser available for the ESP8266, we need to cross check
and compile the code in the Arduino software for that particular IP address.

3 Results Obtained

So, in this model, while obtaining results from the web server, we have got numerous
variations of parameters with respect to different health conditions of every person
disease distributions and patterns (Table 1).

The values have shown up to be accurate while measuring all of the factors like
heartbeat rate, oxygen spo2, body temperature, room humidity, and room tempera-
ture. We have also cross checked with different rooms in case of room humidity and
temperature (Fig. 3).

Table 1 Data results

Parameters Values
Heartrate 92 BPM
Oxygen Spo2 95%
Body temperature 80°
Room humidity 20%
Room temperature 23°

Fig. 3 Project setup
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Fig. 4 Project setup along with parameters data

Hence, it’s been concluded that this method is often called an efficient way to
diagnose the disease quickly. The obtained results from the web server can be shared
over a network by an IP address to someone who is close to the patient, by which
the chance of intimating happens (Fig. 4).

Throughout the system design, we noticed various variations that helped us
tracking the right results. This technique is very much helpful in the conditions like
outbreak of COVID-19 where there is no possibility of contact from one person to
other. Thus, designing this system has many advantages like, non-contact hygiene,
affordance, ease of use, and one’s self knowledge to check his/her own personal
check of the body. This model gives the overall flexibility to the user and one can
recommend (Fig. 5).

While discussing the advantages and disadvantages of the design, features like,
accurate heartbeat rather than the shown one, apt and cost-free design, quicker
response, less power consumption and ease of design and installation come under the
advantages. Drawbacks like limited distance and sensitive interfacing with respect
to heart beat sensor to the microcontroller are post valid to the future scope of the
design.

4 Conclusions and Future Scope

The vital features of the components used are designed and developed in an efficient
manner. The design made reasons for each and every component used. Also, the
usage of higher order functionalities with the ICs has made the design successful.
So, finally here, we reviewed various parameters check using branch of data science
‘IoT’ along with the help of ESP8266 web server. The body temperature, blood
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Fig. 5 Data results obtained
on phone

Smart Healthcare
Monitoring System

Farameter
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Humidity
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pressure, spo2, room humidity, and temperature are prime parameters to diagnose
the disease, and hence, we can conclude that IoT is being rapidly increased in various
applications out of which healthcare are one of them. To let technology, move a step
forward with the branch of data science indeed makes it a way more efficient and
ease for use. We highlighted comparative analysis and visualization of data using
the web server ESP8266 for more accuracy and flexibility. For more future analysis,
affordance for every user increases with the increase in usage. This project can also
have a scope of extension by using RS485 that may make use of wired supply but
that can somehow increase the distance. Many wireless technologies like Zigbee can
be used that improves the ease of using wired connections.

Meanwhile, the doctor’s role is crucial as to pay more of an effort in a long
run to encourage patients and help them to make use of RPM. Needless to say, the
drawback of this technology is that the substantial accuracy of the devices used.
More the imprecision, more the effect of RPM exists.
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Fault Tolerance in Vehicular Cloud )
Networks: Link Failure and Malicious i
Node Detection and Reconfiguration

Sandeep N. Kugali, Bibhu Kalyan Mishra, Sneha Kadadevar,
Piyush Kumar Pareek, and Malaya Malla

Abstract Vehicular cloud networks (VCNs) are becoming more popular these days
due to their applicability in multifarious applications across the globe. The VCNs
are alternative application of the cloud computing domain that is an arrangement of
the cloud as well as Vehicular Ad Hoc Networks (VANET) technologies. Primarily,
the VCNs are made of diverse clouds namely the infrastructure cloud, conventional
information technology (IT) cloud, and vehicular cloud. Failure of link and malicious
node detection are becoming a major issue nowadays due to the increasing traffic
across the globe. Some of the major problems with VANET are routing, security, and
privacy that demands more attention and pragmatic solutions in order to minimize the
chances of accidental situations on the road. In this paper, a novel model is proposed in
order to resolve the existing issues related to the fault tolerance in the VCNs, i.e., link
failure and malicious node detection and reconfiguration. This test was performed on
the CloudSim simulator on a personal computer having 64-bit operating system and
8 GB (RAM). The results are observed with a high degree of precision and compared
with Heterogeneous Earliest Finish Time (HEFT) algorithm in order to validate the
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proposed model. Although, there has been carried out extensive examination in this
sector during the last decade, but there is a pragmatic scope of more research in order
to explore the full potential of this domain.

Keywords Link failure - IoT - Node - Traffic - VANET - VCNs -+ Vehicle -
Dynamic architecture

1 Introduction

The Vehicular Ad Hoc Networks (VANETS) are considered one of the biggest real-
life applications of multifarious popular ad hoc networks wherein the nodes may
be represented with the help of fast traveling vehicles [1]. Nowadays, smart cities
are becoming one of the best methods of viable urban expansion that is made of
the sensor networks as well as Internet of things (IoT) and many more components
[2]. Secure transportation is becoming tougher in large cities where traffic is in huge
amount and demands more attention toward new models and systems in order to
effectively maintain the traffic and make roads safer during traveling [3]. Intelligent
transportation systems (ITS) are in high demand nowadays across the globe form the
safety perspective of automobiles on road during traveling. The VANET is primary
element of the ITS that may increase the overall efficiency of exchanging information
over the road’s traffic [4, 5].

VANET is different class of network where each automobile may exchange on-
road information namely vehicle accidents or the jam by vehicles on road onward
[6]. Communication can take place in two separate ways in the VAN ET, one is
the vehicle-to-vehicle communication and another way is vehicle-to-infrastructure
communication, where each automobile separately establishes a communication link
with each other through the existing infrastructure over a road or highway accord-
ingly [7]. Figure 1 shows the diagram for the VANET infrastructure. Figure 2 shows
how VANET makes safer roads and assure fewer or no accidents. Figure 3 shows
how VANET provides more efficient driving and letting the d river know about the
traffic. Road safety is becoming one of the major issues in various areas nowadays
and demands effective solutions in the modem world. The VANETs demand higher
mobility as well as position awareness of automobiles which participate in communi-
cation processes [8]. All automobiles must have accurate location coordinates of all
automobiles within network in order to handle any emergency condition [9]. There
would be huge no. of heterogeneous intelligent automobiles. Effective management
of heterogeneous automobiles as well as sporadic relations is critical challenge now
a days in the arena of VANETSs [10]. There are gigantic demand of several sensors
that must be integrated within the automobiles, and cloud would acquire as well as
process such acquired data prior to allocation with certain portion s of networks [11].

The VANETS usually utilize a mutual medium in order to establish a communi-
cation link, and therefore, media access control (M AC) scheme drawing has been
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Fig. 3 How VANET provides more efficient driving and letting the driver know about the traffic

considered major problem nowadays [13]. There are multifarious technologies inves-
tigated during last decade namely Time Division Multiple Access (TDMA), as well
as Carrier Sense Multiple Access (CSMA) and many more; IEEE 802.11 accepted
CSMA rooted MAC for many applications of the VANET [14]. There are encoun-
tered multifarious essential task in the sector of VANETS in order to maintain Quality
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of Service (QoS) [9]. There is still an enormous requirement of such kinds of the
networks that reduces the delay in more pragmatic way as well as highest connec-
tivity time offers the QoS to the users [15]. For proper transmission and reception of
the data packets via various nodes, a more efficient as well as pragmatic algorithm
is highly demanded in modern world.

In the VANETSs domain, any pragmatic routing algorithm is an optimal routing
method that has very less delay, mini mal capacity must be required for system as well
as lower computational complexity. There is a conducted multifarious investigation
by the investigators in the field of VANETS for implementations of novel methods in
numerous networks topologies for satisfying each property in a pragmatic way [16,
17]. Figure 4 shows the multiple applications of VANET in fun and entertainment
such as text messaging and MP3 download. Figure 5 shows the diagram of the smart
vehicle. There are installed multifarious components such as positioning systems
and many more as depicted.

RSU

Fig. 4 The multiple applications of VANET in fun and entertainment such as text messaging and
MP3 download

Event data recorder (EDR)

Forward radar Positioning system

Communication
facilitg_

\ Rear radar
Computing platfnrm\-\

Fig. 5 The diagram of the smart vehicle. There are installed multifarious components such as
positioning systems and many more as depicted
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2 Literature Review

Zeadally et al. carried out an investigation on Vehicular Ad Hoc Networks (VANETS)
in their research paper. Rapid innovations in infrastructure, applications, and
networking technology have made it possible to build and introduce a wide range of
diverse kinds of networks in variety of settings. VANETS are one specific framework
that has attracted more attention d u ring last decade. The VANET is becoming one
of the most dynamic field for research as well as deployment and standardization
as this comprising huge potential in order to enhance the vehicles as well as road
protection, improves the overall efficiency of the traffic, and provides much ease to
the drivers and all the passengers. Enormous research has been performed in this
field in recent years in order to explore pragmatic ways of existing issues encoun-
tered by multifarious researcher during last decade. In this paper, authors provide
detailed overview on the VANET and its applications in various fields as well as
offers advantages over other networks [18].

Yang et al. conducted a research in the field of vehicular network in their research
paper. In this paper, authors discussed about the impact of broadcasting in vehic-
ular networks as it is becoming one of the pragmatic fields due to huge demand
by researchers during the last decade. It is becoming very tedious task to deliver a
message to multifarious vehicles instantly due to the inefficient network bandwidth
and traffic congestion over the wireless network. Such problems are becoming very
common nowadays a demand more attention to develop novel models and infrastruc-
ture in order to efficiently handle such critical situations in most efficient manner. In
this paper, authors highlight the current issues of link failure during the emergency
and critical situation when communication is necessary in emergency situations [19].

Chen et al. explored a review paper on the topic of VANET in order to highlight
the current routing problems. This paper provides a detailed overview on the VANET
current problems related to the link failure during the communication and how it can
be resolved in pragmatic manner in the future in order to improve communication
among several automobiles over the road to avoid accidental situations immediately.
This survey paper is a detailed examination of existing issues encountered in arena
of VANETSs by multifarious researchers. Moreover, authors describe the main ideas
of the current technologies that could be beneficial for the researchers in order to
develop the novel model and methods in less lime without comprising huge and
costly infrastructures [20].

3 Methodology

3.1 Design

Vehicular Ad Hoc Networks (VANETS) are considering hot exploration domain
during last some years. There are multifarious separate characteristics namely highest
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dynamic topology as well as movement. The VANETS are attracting huge atten-
tions toward more research in order to determine and resolve existing threats in a
very pragmatic manner. It is a special form of MA 1 T and it provides vehicle-to-
vehicle communications and vehicle-to-infrastructure communications. Nowadays,
VANETs are utilizing armed automobiles as the network nodes. The controlling as
well as effective administration of network links surrounded by automobiles as well
as setup is becoming key encounter. Some of intermittent links because of highest
movement of automobiles or higher packet damage within vehicular links should be
escaped. There are multifarious threats and risk challenges that are related to secrecy
of multiple users data as well as their positions in certain areas. There is a need to
develop and implement some kinds of the infrastructure that must permit multiple
users for deciding which kind of the data or an information must be shared and what
must be reserved. Figure 6 shows the Vehicular Ad Hoc Networks (VANETS) archi-
tecture. Figure 7 shows the design of the proposed model. Figure 8 illustrates the
message propagates to the destination using a number of intermediate links. Figure 9
shows if vehicle mobility causes links to break, message rerouted using a different
path.

(t9))

Roadside : -
base station
“
5 S Emergency
event
Inter -vehicle
- communications
Vehicle-to-roadside
communications

Fig. 6 The vehicular ad hoc networks (VANETS) architecture
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Fig. 9 If vehicle movement cause links to disruption, message rerouted using a different path

3.2 Instrument

This experiment was conducted on CloudSim simulator installed on a personal
computer having a system configuration of 64-bit operating system, 8 GB RAM,
and Windows 10. The simulation procedure was carried out with a high degree of
precision to validate the measured results in an efficient manner. CloudSim simu-
lator is basically a framework that is utilized for certain works such as modeling
or simulation process of the cloud infrastructure. The CloudSim simulator is open
source software utilized globally for the testing of cloud infrastructure or multifar-
ious services. This simulator was written in the Java programming language. This
software allows developers as well as scientists to test several cloud applications
according to the requirement. The CloudSim is one of the most pragmatic and easy
to u se simulation toolkit nowadays which supports modeling as well as simulation
of main functionality of the cloud platform, namely tasks line, event process, cloud
entities creations, message among diverse entities, and several others. This software
allows to the users for testing of application services in repeated as well as in a
controlled environment.
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Table1 The selected S. No. | Parameter Value
parameter values for the
simulation procedure of the 1 No. of the vehicle 4-25
experiment 2 No. of the tasks 25

3 Startup time 3(s)

4 Workload 15-65

5 Communication capacity 6-12 (Mbps)

6 Task degree 0-2

7 Computing capability 4-9 (MIPS)

8 Velocity 8-18 (ms)

9 Traveling distance 0-150 (km)

10 Service failing probability | 0-1.0

11 Data of communication 1-35 (Mb)

12 Radio boundary distance 3000-5000 (m)

13 N 0.90 x 107 to 1.10 x

1073
14 22 0.00-107*
15 23 0.06

3.3 Data Collection

The selected parameter values for the simulation procedure for the proposed model
are illustrated in Table 1. The total number of the vehicles were considered in between
4 and 25, and no. of the tasks were taken 25 for the testing purpose. The startup
time taken 3 s initially and communication capacity were 6—12 Mbps. The testing
procedure was performed with high security in order to eliminate the chances of the
error and to validate propped model accurately.

3.4 Algorithms

There has been done extensive development in the field of wireless communications
constantly with time. The VANETSs are becoming one of the demanding and prag-
matic technologies in the arena of wireless communication in comparison with other
existing technologies. The VANETS are playing a key role in modern communica-
tion systems because of the faster handovers, availability of the network, secrecy,
robustness, safety, and many more features for advanced applications. The VANET
technology has grown but certain issues still demand more attention in order to make
networks more vigorous. In this paper, novel algorithm s are investigated for the
route discovery (in case of link failure), route maintenance, node failure as well
as for node replacement in an efficient manner in comparison with existing HEFT
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algorithm. The HEFT algorithm has various drawbacks with modem communica-
tion systems such as inefficient distribution of the task and many more. The primary
notion behind existing HEFT set of miles is that one rank is to be evaluated for each
task within Directed Acyclic Graph (DAG). The existing HEFT algorithm works
in two diverse segments; initially, the rank value must be evaluated, and in later
segment, the processor task is completed. In order to resolve the aforementioned
drawbacks, new algorithms are proposed in this paper. The fault tolerance within the
VCNs, i.e., failure of the link and malicious node detection as well as reconfiguration
is becoming a critical issue nowadays.

® Route Discovery Algorithm:
Rreq: Route Request, Rrep: Route Reply, : all nodes, Nd: destination node, s:
source node
If pkts are transported for source to target

{
Broadcasting Rreq. to N

if (Ns = Nd)
{
Send Rrep to Ns
}
Else

Broadcast Rreq to neighbor nodes

}
® Route Discovery Algorithm (considering Link Failure):

If pkts are available to forward

Until destination node is not found

If no link failure present

Add current node inside the route
Else if link fails

Find the neighbor node and send Rreq
If destination node found send Rrep

SIS e

~

® Route Maintenance:
Rerr: Route error

1. If there are nodes failure, then inform the Ns through sending Rerr
2. Create a fresh parallel track from Ns to the Nd
3. Handover these pkts which are in buffering at the time of connection failure
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e Node Failure Detection Algorithm:
d1: time before taking decision that node is failing d2: time after taking decision
that node is failed

Transmit a small message say notice
Waiting for d1

If no reply from neighbor nodes then after
Neighbor node is dying

End if

Pause for d2

Drive to 1

NoWnAE RN~

e Node replacement Algorithm:

1. If dying nodes are determined then

2. For every N belonging to directed links do

3. Transmit data message of movement

4. End for

5. Find any extra node, end if

6. If chosen auxiliary then

7. Display to safeguard the functions dying node
8. [Ifits directed neighboring the list is blank then
9. Continue some time

10. Arrival to its location

11. Endif

12. Endif

Vehicular Ad Hoc Network (VANET) is becoming most demanding technology
nowadays across the globe as it resolves the existing issues of link failure and mali-
cious node detection and reconfiguration in an efficient manner. In this paper, a
novel model is presented for fault tolerance in vehicular cloud networks in order to
reduce the average execution time as required in present systems due to technolog-
ical advancements. This testing procedure was executed on the CloudSim simulator
with a personal computer that has a system configuration, 64-bit operating system,
8 GB RAM, and Windows 10. The results are measured with the highest precision in
order to accurately validate the proposed model with minimum error as required for
modern communication devices. The simulation was done for each task allocated to
vehicles.

During the simulation, service execution in vehicular cloud networks was consid-
ered invariable. That means the relationship between each of the tasks was confirmed
prior to the simulation commencement. Thus, each of the task degrees that are
utilized to specify no. of children’s tasks was persistent for the simulation proce-
dure. Figure 10 shows the avg. service execution time of proposed algorithm and
existing HEFT algorithm. As seen from this figure, execution time of proposed
algorithm is reduced in comparison with the values of the existing H EFT algo-
rithm that is set as limit for the services achievement by utilizing the proposed
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Fig. 10 The average service execution time of proposed algorithm and existing HEFT algorithm

algorithm. Figure 11 depicts avg. service fails likelihood on the no. of the vehi-
cles. It is seen that service fail likelihood of proposed algorithm is much lesser in
comparison with the existing HEFT algorithm. The likelihood of existing HEFT
algorithm is nearly 4.98% wherein the likelihood of proposed algorithm is nearly
1.9%. Figure 12 shows avg. service fail likelihood depending on the velocity of
the vehicle in vehicle-to-infrastructure communication. Figure 13 illustrates avg.
service fail likelihood depending on the velocity of the vehicle in vehicle-to-vehicle
communication. Figures 12 and 13 clearly show that average service fail likelihood
depending on the vehicle speed in the vehicle-to-infrastructure and vehicle-to-vehicle
communication, respectively. The measured results demonstrate that proposed algo-
rithm minimizes avg. time of execution for overall service in a pragmatic manner
in comparison with the conventional Heterogeneous Earliest Finish Time (HEFT)
algorithm.

4 Conclusion and Implications

The vehicles connectivity fault problem would lead to miscarriage of the services
of the vehicular cloud networks (VCNs) in intelligent transportation systems (ITS)
that is making the overall transportation very unsafe nowadays as the no. of vehicles
are increasing rapidly across the globe. In order to resolve this huge problem, a
novel model is presented in this paper for fault tolerance in VCN. The proposed
algorithm for the validation of the suggested model is pragmatic in comparison with
the traditional Heterogeneous Earliest Finish Time (HEFT) algorithm that is. safer
as required for modern systems. The service fail likelihood of proposed algorithm is
much lesser in comparison with the existing HEFT algorithm.
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Fig. 11 The average service fails likelihood on the no. of the vehicles
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Fig. 12 The average service fail likelihood depending on the velocity of the vehicle in vehicle-to-
infrastructure communication

The likelihood of existing HEFT algorithm is nearly 4.98% wherein the likelihood
of proposed algorithm is nearly 1.9%. The avg. service fail likelihood depending on
the velocity of the vehicle in vehicle-to-infrastructure communication as well as
for vehicle-to-vehicle communication is optimal and pragmatic. Moreover, several
random parameters were taken for the simulation procedure for the optimal valida-
tion such as velocities, overall distance for the traveling, communication capability,
workload, and many more. The measured results show that the proposed algorithm is
pragmatic for the detection and reconfiguration of the node and link failure. Although,
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Fig. 13 The average service fail likelihood depending on the velocity of the vehicle in vehicle-to-
vehicle communication

extensive research has been carried out in this field during the last years, but there is
enormous scope for more research in order to explore the full potential of this sector
to find pragmatic solutions.
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Abstract Medical dataimpacts a vital role in the diagnosis of cancer disease. Redun-
dant and irrelevant featured genes are two different parameters that minimize the
machine learning model’s performance. Feature selection (FS) plays a crucial role in
enhancing model performance. FS is used to attain good classification accuracy by
reducing the overall computational cost of the machine learning model. In this paper,
a three-stage filter wrapper model is proposed. The first phase consists of 4 different
filters. An ensemble feature subset is generated using the output of the individual
filter. The optimal feature subsets are input to the DOP algorithm. Experiments are
carried out with six different benchmark datasets with various dimensions. The per-
formance of the proposed model was evaluated with one of the well-known classifiers
called the support vector machine. The empirical results indicate that the proposed
model performed better than the accuracy of the individual filter with metaheuristic
DOP-SVM.
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1 Introduction

Feature selection (FS) is considered as a crucial stage of data pre-processing in the
domains of machine learning (ML) and statistical data analysis. It is used to discover
the subset of relevant features or attributes that boosts the model’s performance [1,
2]. So the FS helps researcher to focus on the selected feature subset instead of deal
with whole high-dimensional dataset which are normally high dimensional in nature
with out losing the salient features. The technology enhancement not only helps the
medical practitioners to recognize the stage of the disease; in other way, it generates
large amount of data without any regularities. So the data cleaning plays a major role
to recognize the disease [3]. While dealing with high-dimensional datasets, it take
huge time to access each subset features. Three basic approaches of feature selection
such as wrapper, filter, and embedded are preferred by the researcher to identify the
efficient feature from the high dimensional datasets. In this current scenario, hybrid
is the most preferable approach by the researchers [4, 5].

In filter approach, the classification model is not taken into consideration, it only
focus to recognize the most featured subsets by rejecting the least statistical signif-
icant attributes. But reverse mechanism is adopted in wrapper. Here, the featured
subsets are chosen according to the machine learning model. Depending on the eval-
uation criterion, some researchers use search operations with the wrapper. Embedded
approach is quite similar to the wrapper, but here, the feature selection is performed
at the same time of model training [6]. As the classifier is dataset dependent, so in
some case, it may not provide the expected result. Hybrid approaches are the combo
operation of both filter and wrapper. Hybrid approaches provide most accurate and
less execution time as compared to wrapper, as each and every machine learning
algorithms have own advantages and disadvantages, it is the important task to chose
the suitable one keeping eye on the weakness also.

After reviewing the characteristics of different feature selection approaches,
we have proposed a 3-stage FS model for our work. We have considered 4 filter
approaches in the first phase, correlation filter is used in the second phase, and DOP
algorithm is used as wrapper to detect the featured subset genes. Individual filter is
applied to each dataset, and the union of all filter is taken into consideration to prepare
the common one for evaluation with classifier like SVM. The main motto behind the
multi-filter FS is, as filter having own evaluation criteria, if we consider one filter,
then there may be a chance that important feature may left. So in this study, we focus
multiple filters to provide a opportunity that none of an important feature should
miss, which may degrade the accuracy proposed model. And using correlation filter
is used to remove low correlated features, and finally, it may considered as input for
the doctor patient optimization algorithm (DOP) to achieve high accuracy.

For our experimental study, we have taken high-dimensional microarray datasets
such as leukemia [7], SRBCT, Tumors_9 [8], breast cancer [9], colon cancer, and lung
cancer [10]. Datasets for this study are downloaded from www.gems-system.org and
UClI repository https://archive.ics.uci.edu. While dealing with medical datasets, it is
important to select the optimal feature subset out of high dimension which provide
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the better opportunity to accurate and easy diagnosis of the disease and less no’s of
medical tests may require.
Original contribution of the paper

1. Three stage wrapper filter wrapper model is designed. Where the 1st phase consists
of 4 different filters. Ensemble feature subset is generated taking the output of the
individual filter into the consideration.

2. In the 2nd phase, the optimal feature subsets are inputted metaheuristic DOP
algorithm.

3. In 3rd phase, classifier like support vector machine (SVM) is used to study the
non-bias performance of the proposed model.

4. After rigorous literature survey, we found that various researchers used multi-
filter (MF) feature selection approach for different wrapper algorithms, but this
will be the first ever research done with DOP algorithm with cancer datasets.

The flow of work progress is follows: The motivation and existing related work
are presented in Sect. 2, and proposed model description is briefed in Sects. 3 and 4
contain the details of the datasets used in this experimental purpose along with result
analysis. Section 5 concludes the study with future scope.

2 Background Study

FS plays a important role to enhance the performance of the model by deploy-
ing various metaheuristic approaches. In this section, it presents the different novel
approaches used by various researchers according to the nature of the dataset.

A 2-tier model is proposed by Deng et al. [11], in which XGBoost algorithm
is used to rank the feature genes from the dataset during the first phase. Then, the
author deployed a multi-objective GA (MOGA) which is used to identify the optimal
features. The experimental results prove that the proposed model able to detect 54
no’s of optimal genes with 98% accuracy using SVM classifier. The author in [12]
proposed a hybrid approach with a combination of PCA-SVM. This model achieved
an accuracy of 94.17%. A multi-tier filter with wrapper model [13] is developed to
detect the feature subsets from the high-dimensional datasets. Out of 4 filters and
classifiers, SNR-WOA combination achieves the accuracy of 99.48% with ANN
classifier. The author [14] proposed a hybrid PCA-ANN-GA based model, in which
PCA is used for dimension reduction by identifying best 10 highest eigenvalues.
Then, ANN-GA is used to select the optimal genes. Salem et al. [15] presented a
hybrid IG-GA-GP model for classification of microarray datasets. In [16], MS-FS
is used as filter and high ranked features taken into consideration for simple voting
scheme for classification.

We reviewed similar existing hybrid models of different researchers in the liter-
ature survey for detection optimal feature subset from the microarray datasets. We
have motivated to propose a novel frame work based on multi-tier architecture along
with multiple filters and wrapper method to recognize the most significant genes.
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2.1 Filter-Wrapper-Based FS

The main concept behind the filter methods is divided into 2 parts such as ranking and
evaluation. Ranking process can be performed using different heuristic such as joint
mutual information (JMI), maximum relevance minimum redundancy (MRMR),
ReilefF, and information gain (IG). The subset features are selected based on ranking
concept. Still, there is not consistent acceptance that the selected feature subset will
provide best solution. So the performance of the can be tested with a wrapper method.

2.2 Doctor and Patient Optimization Algorithm

Doctor and patient optimization algorithm was proposed by Dehghani, Mohammad,
et al. on the year of 2020 based on the treatment procedure of a doctor toward the
patient [17]. The overall procedure patient is divided into three basic phases such as
(1) vaccination, (2) drugs assignment, and (3) surgery. In this optimization technique,
the phase 1 vaccination is consider as population which is used for preventing the
disease. Then, phase 2 and 3 deal with the drug assignment to the patient as per the
desired disease and if need surgery may be taken into consideration, respectively.
The population for patient (P) consists of ith no of patients, where pfl presents dth
feature of the ith patient. Suppose there are N no of patients in the population. In
this algorithm, population is evaluated in three phases such as mentioned above. For
processing for all three phases, below equations are taken into consideration.

d 2 ﬁt;l (D)
ose; =2 —
ﬁtgest
fit; — fit
ﬁt? _ . worst )
Zj:l(ﬁtj — Jfworst)
Sworst = max(fit) and  Pyorse = P (location( fyorst)) €))
fbest - mln(ﬁt) and Pbest - P(location(fbest)) (4)

Equation (1) presents the dose provided to the ith patient. Normalized fitness value
of the ith patient is presented in Eq. (2). Equations (3) and (4) present the fitness
function of worst ( fyorst) and best patient ( fpest) and position of worst ( Pyerst) and
best (Pyest) patient, respectively.

In the vaccination phase, the patients in the community are vaccinated to avoid
the disease in near future. The simulation of the this phase presented in Egs. (5) and

(6).
Vac? =rand x (dose; x Pid - pgvorst) )
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vac! = rand x (dose; x p? — pl.) (6)

Here, the dth dimension of the ith patient for the vaccination process and p¢_ ., and
pi. . presents the dth dimension of worst and patient respectively. And rand is a
random value which lies between 0 — 1.

In the drug assignment phase, the doctor prescribes the drug to the patient as per
requirement of the disease. This is done as per the previous condition of the patient.
The overall simulation is presented in the below Egs. (7) and (8).

d? = rand x (p, — dose; x p?) (7

l

®)

P — P +d;, iffit(P; +d;) < fit;.
.y otherwise.
Here, dl.d is the dth dimension of ith patient, and p{fesl is the dth dimension of best
patients.
Surgery is the last option preferred by the doctor when first two phases are not
sufficient or in case of any serious conditions. With surgery, the condition of the
patient grows with surgery. This simulation of the phase 3 is mentioned in Eq. (9).

2 0'9F€est (9)

0.6 X P; + 0.4 X Ppeg, if anesl
P,‘ == 1
P, otherwise.

The pseudo code of MFS-DOP is stated as below.

Algorithm 1: Doctor and Patient Optimization Algorithm.
1: Input the filtered feature subset out of 4 filters using rank aggregation method.
2: Begin DOP algorithm.
3: Initialization of patient population (P).
4: for Every time step 1: max iteration do

5:  Evaluation of fitness function is done.

6:  Using equation 3 and 4 update fy,orsrs fests Poest aNd Pyyorss

7. Using equation 2 update the fitness value ( fit/").

8:  for for all i=1:N do

9: Using equation 1 update dose;.

10: Update the value of P; in all three phases using equation 7,8,9.
11: loop end

12: Save the value of fp.s; and Pp,y;.
13: Iteration loop end

14: Save the best solution

15: End of the algorithm
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2.3 Ensemble Techniques for Individual Filter Output

In this study, four different filters are used to identify the feature subset described
in Sect.3. As different filters use their own statistical method to detect the feature
genes, and we have to prepare an optimal feature subset with top N features which
are significant in nature.

Let us consider the nos of datasets was D, nos of filters used in this study was
F. The gene set D, which contained the top N genes in L datasets, was obtained as
follows (where S was assumed to be more than N):

1. Suppose G =gy, g2,..., & and D' = ¢.

2. Use the filter F; to calculate the statistical value and rank them, where i € i =
1,2,...,F.

3. Select the N top ranked features of individual filter and add it to D and delete the
N genes from G.

4. Prepare the union of the F filters genes by removing the duplicate and prepare
the final dataset D’.

3 Proposed Model

Figure 1 presents the workflow of the proposed model. The proposed model consists
of 3 phases/tiers. In the first tier, it presents the multi-filter ensemble feature selection
model which consists of 4 filter approaches using rank aggregation to evaluate the
high ranked feature subsets. In tier 2, the evaluated high ranked feature subset is feed
as input to the DOP algorithm to identify the optimal feature subset. Later in tier 3,
the performance of the MFS-DOP is evaluated using classifier such as SVM (Fig. 2
and Tables 1, 2).

4 Experimental Study

The proposed MFS-DOP algorithm was implemented on the bench marked microar-
ray cancer datasets. The overall experimental analysis is done through MATLAB
2013(b), 8 GB RAM with Windows 10 operating system. As per the Sect. 2.3, the
MEF-FS is done using Java. Then, a top ranked dataset is prepared as input for the
new metaheuristic algorithm called DOP. In this study, we have compared the perfor-
mance of the proposed model which is compared with individual filter. The accuracy
of the different datasets is performed with different range of gene subset such as 10,
20, 30, 40, and 50. The range of the accuracy achieved while tested with the indi-
vidual filter is 71-99%. For SRBCT dataset, MFS-DOP-SVM achieved the better
accuracy of 98.36%. In case of Tumors9 and Leukaemia3, the accuracy achieved by
the proposed methodology is 97.98% and 92.63%, whereas 99.44%, 97.81%, and
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Table 1 Accuracy evaluation with SVM classifier
Dataset Method Number of gene subsets
10 20 30 40 50
SRBCT Relief-F-DOP-SVM 92.52 96.44 96.56 96.19 96.52
IG-DOP-SVM 88.84 79.66 89.36 83.08 88.07
mRMR-DOP-SVM 87.94 88.01 84.97 86.34 92.36
IMI-DOP-SVM 92.19 91.81 90.91 96.39 95.37
MFS-DOP-SVM 97.06 98.36 97.69 96.34 97.99
Tumors_9 Relief-F-DOP-SVM 88.94 89.67 90.68 94.89 93.78
IG-DOP-SVM 91.69 90.89 88.67 87.09 84.97
mRMR-DOP-SVM 94.52 93.12 95.05 97.81 96.17
IMI-DOP-SVM 90.68 94.89 93.78 89.67 88.94
MFS-DOP-SVM 97.98 96.89 95.37 94.01 93.03
Leukaemia3 | Relief-F-DOP-SVM 86.83 84.34 85.65 81.39 82.96
IG-DOP-SVM 74.07 75.06 72.98 79.13 82.36
mRMR-DOP-SVM 80.36 82.93 84.59 86.16 87.96
IMI-DOP-SVM 83.96 91.39 88.18 83.66 89.03
MFS-DOP-SVM 89.34 87.61 94.85 92.63 96.94
Colon Relief-F-DOP-SVM 97.44 98.89 96.84 97.46 97.91
IG-DOP-SVM 91.31 90.49 90.39 89.89 94.17
mRMR-DOP-SVM 82.66 86.33 88.46 89.06 88.39
IMI-DOP-SVM 81.75 79.09 74.54 78.26 77.08
MFS-DOP-SVM 95.83 98.66 97.94 99.44 98.66
Lung Relief-F-DOP-SVM 87.03 96.39 94.59 98.65 88.03
IG-DOP-SVM 97.73 98.61 97.72 99.81 89.46
mRMR-DOP-SVM 97.84 98.93 96.88 99.18 98.21
IMI-DOP-SVM 96.39 91.09 96.17 93.39 90.87
MFS-DOP-SVM 95.63 97.81 97.04 96.97 97.81
Breast Relief-F-DOP-SVM 93.23 80.06 93.39 90.81 88.69
IG-DOP-SVM 99.81 89.46 94.17 93.64 97.81
mRMR-DOP-SVM 81.06 89.39 93.39 87.96 94.39
IMI-DOP-SVM 99.18 98.21 87.98 97.02 93.98
MFS-DOP-SVM 95.89 92.37 94.04 93.19 95.81

95.89% in case of colon, lung, and breast cancer, respectively. Even if the results are
not so good, but it is quite impressive in comparison with individual filter combine
with DOP-SVM.
As per the literature survey,in comparing with existing approaches, the result of
the proposed model is not good. But it is quite close to expected one. Due to page
limit constraint, we unable to share the comparison table. This is the first ever study of
the DOP with cancer dataset. Addition of different approaches or tuning the different
parameters of the SVM may enhance the performance of the model [18-20].
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Table 2 Accuracy evaluation with SVM classifier

Dataset TLBO-SA |IG-MBKH |R-ACO BSFLA- ALO R-SMO-
PSO SA-SVM
DS 95.31 - 95.06 - 94.79 96.79
DS, 96.98 - - - 87.41 98.11
DS; - - - - 88.17 95.91
DS4 99.87 - 99.50 94.91 89.57 99.21
DSs 99.01 96.47 94.00 - - 96.98
DSe 95.31 100 95.80 95.78 87.39 98.45
DS, 99.54 100 - - 91.44 96.78
DSg 99.91 100 - - - 94.31
DSo 99.52 - - - - 99.45
DSio 99.13 - 89.20 96.76 89.44 99.11

5 Conclusion

A first ever MFS doctor patient optimization algorithm is used to identify the infor-
mative genes from the high-dimension microarray benchmark datasets. The overall
experiments are carried out with 6 different datasets. To obtain high quality result,
DOP algorithm is used based on the concept of patient treatment assignment con-
cept. From the experimental study, we found that implementation of ensemble filter
algorithm enhances the feature selection process in comparison with single filter. The
performance of this model is not better than the existing models but quite efficient
and accurate. The improvement can be achieved with tuning various parameters of
SVM and DOP which may be taken into consideration.
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Abstract Computer-Aided Diagnostic (CAD) techniques use image-based catego-
rization as an effective method. Existing approaches rely primarily on structure,
coloring, texture-based, and mixtures. The majority of these is issue-specific and
demonstrate complementary in medical images, resulting in a scheme that cannot
represent high-level problem functional requirements and has impoverished proto-
type generalization capability. Modern deep neural networks have made it possible
to build an edge model which can generate the best classification categories from
primary healthcare image data. The Disease Diagnostic Model utilizing Fine-Tuned
Intensive Learning (DDM-FTIL) classification offers superior characteristics gener-
ated from a convolution neural network (CNN) with some classical characteristics.
Adaptive mean filtering and adaptive histogram are used to strengthen and optimize
the pixel density. We use the Gabor filter to convert the improved images. The char-
acteristics are retrieved by the Gray-Level Co-occurrence Matrix (GLCM) as well
as Local Binary Pattern (LBP) descriptors before classing the DDM-FTIL classifier.
Oral cancer areas were segmented using morphometric approaches.

Keywords Convolutional neural network * Deep learning + Image processing -
Feature extraction
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1 Introduction

Mouth cancer is the most common are among the most life-threatening diseases.
Cancer disease kills one person out of every six. According to the WHO, cancer is
the second largest cause of illness and death worldwide. According to the research,
mouth cancer patients die from oropharyngeal cancer. Oral cancer, often known as
mouth cancer, affects the lips, jaw, tongues, and neck. Mouth cancers come from
cigarettes, drug use, massive alcohol drinking, and a hereditary type of disease.
Improved therapies like radiotherapy and chemotherapeutic have now become acces-
sible. However, the mouth cavity must pick early to preserve a person’s life. For soft
tissue prognostic, the MRI-scan method appears to be ideal. Use many classification
algorithms to separate the areas of aberrant images.

Feature extraction, binarization, sector growth, and morphology analysis are the
main approaches to image separation. Clusters, model evaluation, and probabilistic
approaches are sophisticated segmentation techniques. The literature includes seven
different techniques for the method of image separation including a segmentation
method that depends on the edges, in which the shift in pixel intensity of the image
plays an important role. It finds the image’s edges and connects them to the bounds
needed to split the relevant areas. It performs effectively with photos that have suffi-
cient contrast. However, it is not suitable for a large number of edges. The thresh-
olding technique divides the images based on the threshold value. A histogram is a
visual depiction with different intensities. Therefore, it will not necessitate the use
of any primary variables. The disadvantage of this method is that it is dependent
on the maxima. A basic approach to clustering the images based on specific criteria
of location is another method used for image separation. A zone is a collection of
dots having comparable qualities in an image. It is even more noise resistant and
performs much with comparable requirements, although time and space-consuming.
Clustering of images can also be done based on some standard criteria. The informa-
tion pieces are grouped depending on how comparable they are. It comes in handy
in practical systems. For example, it is not easy to sort out the method to determine
the degree of membership. Watershed algorithms employ geometric inferences, in
which the intensity depicts the valley, and each zone has a water flow. As a result,
the findings are much more consistent, and the borders discovered are unbroken.
However, it necessitates complicated gradient computations. As a result, we use the
DDM-FTIL classification throughout the work. Even techniques that rely on partial
differential equations are the most efficient solution for interval-based tasks is to
implement the dataset using differential calculus. The downside to this approach
is that it is computationally complicated. Finally, the techniques based on neural
networks are used. A neural network is a set of neural connections linked by their
weight. For active learning, the artificial neural network replicates brain activity. It
is perfect for healthcare photos.

The discussed methods of image separation also depend on the accuracy of the
imaging technique. In the realm of healthcare, digital imagery is hugely signifi-
cant. Modern medicine continuously evolves as new imaging modalities such as
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image pre-processing, augmentation, and evaluation become available. The ability
to split images in identifying contaminated areas is an essential feature of diagnostic
imaging. We utilize the imaging produced by an X-ray, C-scan, ultrasonic, MRI, and
PET to diagnose and identify various illnesses and make high standard vision. X-rays
are electromagnetic fields are that captivate the body’s natural interior components.
The radiation dose received is insignificant. This is because the frequency of soft
X-rays is only 10 nm in size. The computerized tomography incorporates informa-
tion from many X-rays to provide a complete version of the body’s architecture. It
delivers a three-dimensional cross-sectional image of the organism. Magnetic Reso-
nance Imaging is a powerful magnetic field that captures images of interior parts
with radioactivity radiation. Unlike CT-scan and PET, it employs radiation expo-
sure. However, it does have a great deal of spatial and temporal resolution. As a
result, they seem to be very effective at spotting soft tissue cancer cells, tendons,
and bone fragments. Positron Emission Tomography is a nuclear reaction scanning
that employs specific dyes that incorporate radioisotopes. Such detectors aid in the
detection of illness in the chest and abdomen.

All images were downloaded in JPG format from the Kaggle database during the
first stage [1]. After that, we did color normalization before feeding the dataset into
the deep neural network. We used an available online collection of images of the
mouth and tongue for the disease identification system. These classifications were
discovered in the cancer records. We only created two sections of a vital organ, the
lips, and tongue, enabling cancer detection considering the time restrictions.

2 Related Works

Through an assessment of long-term results, Youssef et al. [2] employed the Face and
Mouth Tumor Track to diagnose, cure, maintain, and detect mouth cancer. It employs
a revolutionary feature selection algorithm known as SVM, based on a hierarchical
model, to identify the best characteristics in a group of photos. Chan et al. [3] inte-
grated deep neural networks and textural maps. In a single model, the ROI was used
to designate the malignant spots found dynamically. The standard error values of the
textured image are computed using a sliding window. These values are employed
to develop a textured map divided into several patches and supplied into the deep
convolutional model as data input. The morphology watersheds approach was devel-
oped by Anuradha et al. [4]. To categorize aberrant oral MRI images and locate and
segment cancerous areas, watersheds, and markers using watershed segments tech-
niques. The authors used a watershed segmentation method to solve 85.2% segmenta-
tion performance and a marker-regulated watershed segmentation method to achieve
90.25% segmentation results. Ghosh [5] suggested a unique Neuro-fuzzy categoriza-
tion approach for data analysis. A generic bell-shaped association function was used
to fuzzify the inputs. It made use of a fuzzification matrix, which assigned a degree
of association to each group or class. Jung et al. [6] employed an optical coherence
tomography approach for detecting and characterizing cancer areas in mouth MRI
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images. The researchers scattered the original mouth MRI image to improve the
classification performance and segmentation accuracy.

In addition, the researchers assessed the effects of linear and semi-categorization
techniques. Ram et al. [7] suggested a computer-assisted method for detecting and
classifying malignant areas in MRI images of the mouth. The scientists catego-
rized the original mouth MRI-scan either as healthy or malignancy epithelium
diseases based on the percentage of cancer-infected areas in mouth MRI images.
Zare et al. [8] created an ongoing classification scheme that generates four classifier
models using distinct categories to improve accuracy—making Healthcare images
at an increased pace due to fast improvements in healthcare technology. Physically
watching these photos is too expensive, and it is prone to errors. Consequently, an
accurate categorization employs information directly collected from visuals. Before
merging the photos into a unified platform, one popular way is to break them into
divisions and independently obtain visual information from each section of a loca-
tion. Xu et al. [9] create a method that completes elevated jobs like detection and
segmentation with little labeled training data and excellent features visualizations.
This research investigates the effectiveness of finishing elevated discussions with
minimum summarizing and outstanding features analyses for healthcare images.
In healthcare image segmentation, visuals like organelles have primary diagnostic
functions. SIFT and HARR, two previously discovered features, we cannot fully
characterize these atoms. As a consequence, the importance of features extracted
cannot overstates. Wan and Wang [10] suggest that effective feature descriptions and
closeness measurements are crucial to the extract effectiveness of a content-based
image retrieval (CBIR) technology. Despite centuries of study, it remains one of
the most challenging open challenges that significantly inhibits the development of
accurate CBIR systems. The most severe problem has been identified as a semantics
gap among pixels from a low-resolution image by computers and formal semantics
evaluated by people. By exploring deep networks to gain knowledge characteristics at
various levels of complexity from necessary data, deep learning techniques facilitate
a scheme. To realize complex jobs that substantively trace basic tactile model param-
eters of outcome without focusing on pertinent domain expertise. Krizhevsky [11]
et al. Present object recognition algorithms use machine learning considerably. We
can enhance their positions by gathering more samples, developing more effective
methodologies, and utilizing the most potent anti-techniques. They recently obtained
previous studies containing tagged photos numbered hundreds of thousands. Simple
identification activities could be solved effectively with datasets of this length, espe-
cially by adding tag transformations. Li et al. [12] developed a tailored deep neural
network to categorize lung image patches. This prototype used only one convo-
lution layer to conquer the generalization error and retrieve in-depth features. It
delivers the highest categorization efficiency concerning SIFT features, local binary
characteristics, and unsubstantiated pattern recognition using a restricted Boltzmann
machine. The researchers developed a basic deep neural network model called prin-
ciple component assessment networking (PCANet) that has been employed by Zeng
et al. [13] paired with the spatial transmission data of color images to attain province
classification performance in multiple datasets [ 14]. The authors used a CNN learned
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by ImageNet to describe specific sorts of diseases in chest X-ray images [15]. By
mixing features retrieved from the CNN with handmade characteristics, they could
attain the most remarkable accuracy results. Shin et al. [16] talked about how transfer
learning may help with medical imagery. They also demonstrated their findings in
identifying thoracoabdominal lymph nodes (LNs) and categorizing lung infections.
For lung cancer identification, Rakotomamonjy et al. [17] used the dispersion change,
which was initially proposed by Bruna and Mallat [18], to mine features paired with
LBP and LQP, which were demonstrated to be resilient to tiny displacements in the
images. They also tested the results and efficacy on the 2D-Hela and Pap smear
datasets. Cruzroa et al. [19] proposed a deep learning strategy for automatically
detecting invasive ductal carcinoma (IDC) tissues areas in whole slide images (WSI)
of cancer, which was validated using data of 162 diagnosed cases with IDC, with a
balancing performance of 84.23.

3 Proposed System

The suggested technique identifies and splits the locations of mouth cancer depicted
in Fig. 1. The stages in the procedure are as shown in Fig. 2: Pre-processing comes
first, followed by image enhancement. Finally, categorize the image using Gabor
Transforming and Feature Extraction.

Next, the distortion in the source photos is removed using an adaptive mean filter,
the processed image is improved using an adaptable histogram-based method. Next,
the image’s outcome is changed using the Gabor Transformation, yielding a multi-
resolution image. Finally, a DDM-FTIL classifier is used to extract features from the
resulting image then categorize them.

Image Preparation. Numerous surrounding disturbances, movements seen between
the sensor and the target, missing focus, and inappropriate shutters release affect
photos throughout the procurement procedure. The disturbance determines the image
performance in the image pixel. Therefore, the pixel value must be de-noised to
increase the image’s clarity as shown in Fig. 3. While de-noising the filters, the
borders of the image’s impact when using traditional filtering. An adaptive technique
is employed to modify the values of the digital filter to reduce noise. The noise
removal approach does not affect the image’s boundaries when used on an image.
As a result, the adaptive median filter overcomes the limitations of the traditional
technique. The adaptive median filter is used for the image pixels to reduce noise
and improve image resolution.

Improvement of the image. The photos captured with the camera systems are
of limited resolution. The adaptable histogram-based approach boosts each pixel’s
grayscale luminosity. This procedure applies to the processed images’ outcome. The
stages used in the histogram equalization method are as follows:
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Fig. 3 a Original image, b de-noised image

1. Separate the processed photos into 8 x 8 non-overlapping submodules.
2. The next aim is to define each subblock’s histogram frequency.
3. On each histogram statistic, find the summary statistics.

In the mouth cancer images, swap the pixels with cumulative probability statistics.
When the conclusion of the pixels in the mouth cancer image is achieved, cease as
in Fig. 4.

Gabor Image transformation (GIT). The GIT transforms the spatial dimension into
amulti-pixel image that links the frequency response of each pixel. There are tangible
and intangible components in the Gabor amplified image. The Gabor amplitude is
calculated by choosing the highest image pixels at each place in the image as in
Fig. 5.

Extraction of Characteristics. An image’s characteristics use to differentiate one
item from another. The different characteristics that represent particular attributes

Fig. 4 Improvised image
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Fig. 5 Gabor magnitude
oral image

of an item are known as unusual characteristics. The distinctive characteris-
tics employed in this study are the Local Binary Pattern (LBP) and Gray-Level
Co-Occurrence Matrix (GLCM).

e Binary Patterns in a Local Region

It is a texture descriptor [20] used to categorize an image that’s been Gabor altered.
The LBP performs in the following manner:

Choose neighboring pixels for each pixel with a radius in an image. Calculate
the brightness gap between the observed pixels and their surroundings [21]. Create a
bit vector for increased proportion and zeroes for unfavorable disparities. Transform
the bit vectors and intensity value to their decimals equivalents. The recovered LBP
characteristic image and the Gabor magnitude mouth image seem to be the same
size, and the recovered LBP characteristic image shows in Fig. 6.

e GLCM

It is a quantitative approach for extracting the image’s characteristics. The GLCM
is a matrix with the same square matrix as gray levels in an image. These matrices
built a 450-degree configuration. Contrasting, Homogenization, Chaos, Angle 2nd
Momentum, and Similarity seem to be the statistical characteristics retrieved [22].

Image categorization. The process of categorizing images is known as classification.
It divides oral images into malignant and non-cancerous categories. The malignant

Fig. 6 LBP extracted oral
image
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and non-cancerous zones are classified using the DDM-FTIL classifier. The retrieved
characteristics build a classification model for both malignant and non-cancerous
areas. The predictor comprises five levels, each of which has 12 cells—the sample
images as inputs to the algorithm. Images are categorized in Fig. 7. The classifier’s
return outputs O or 1. The healthy image is represented by pixel 0, whereas the
aberrant malignant image is represented by pixel 1. The healthy image is represented
by pixel 0, whereas the aberrant malignant image is represented by pixel 1.

Image Segment Analysis. The anomalous images must divide once they have been
classified. The procedure of separating a malignant zone from a non-cancerous zone is
known as fragmentation. First, we use morphology analysis to fragment the aberrant
oral image. Next, the aberrant image is subjected to a dilatation and degradation
procedure using a segmentation technique. Finally, a segmentation image is created
by segmenting the damaged image from the expanded image. It has the benefit of
being less time-consuming than segmentation as in Fig. 8.

Fig. 7 a Non-cancerous image, b cancerous images

Fig. 8 a Region of interest, b morphologically treated image, ¢ cancer zone spitted image
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4 Experimental Results

The carcinogenic and non-cancerous portions of the oral cancer photos are pre-
processed, categorized, and segmented. Then, the specificity, sensitivity, and accu-
racy metrics are used to assess the performance indicator (Table 1).

It shows the performance evaluation using the DDM-FTIL categorization tech-
nique gains 91.069% of sensitivity value, 91.844% value of specificity, and 94.386%
of mouth cancer prediction accuracy as in Fig. 9.

Table 2 shows the results of Konstantinos et al. assessments [23], Anuradha et al.
[4], Ahmed et al. [24], suggested classification. Compared to previous approaches,
the suggested mouth cancer segmentation method obtains excellent performance

Table 1 Performance Image Sensitivity Specificity Accuracy (%)
assessment of mouth cancer
.. sequence (%) (%)
categorization
1 90.75 88.52 91.16
2 91.26 93.59 92.15
3 91.96 95.21 92.42
4 90.81 90.32 93.59
5 91.82 91.45 95.16
6 92.04 93.59 95.07
7 89.59 92.15 96.62
8 89.67 91.28 96.81
9 90.37 90.18 96.19
10 92.42 92.15 94.69
Avg 91.069 91.844 94.386
Performance Assesment of Mouth Cancer Categorization
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Fig. 9 Performance evaluation of DDM-FTIL
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Table 2 Comparison of segmentation algorithms

89

Methodologies Threshold-based Watershed Decision support DDM-FTIL
technique segmentation system classifier
algorithm
Sensitivity (%) 87.45 90.17 90.19 92.14
Specificity (%) 87.75 91.76 88.45 93.71
Accuracy (%) 91.56 92.82 91.37 94.25

in various conditions of performance parameters such as sensitive, specific, and
accurate, as shown in the table.

5 Conclusion and Future Enhancement

The research suggests utilizing a Gabor transform-based DDM-FTIL classifier to
identify and segment oral cancer images. In the photographs, noise is eliminated
and increased using the histogram equalization approach. Then, the improved image
transforms into a Gabor image, and features (LBP and GLCM) are extracted. DDM-
FTIL classifier uses to learn and classify these characteristics. The DDM-FTIL clas-
sification technique yields 93.71% sensitivity, 92.14% specificity, and 94.25% accu-
racy in segmentation. Our goal is to improve our technology to forecast many diseases
in the future.
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Sachi Nandan Mohanty, Tilottama Singh, Richa Goel,
and Sukanta Kumar Baral

Abstract The pandemic has formed an urgent demand for coordinated systems to
respond to the COVID across health sectors, and digital health resolutions have
been recognized as promising methods to tackle this challenge. This paper discusses
the current challenges in way of implementing a sound digital health ecosystem
ensuring sustainable solutions in health networks. However, the appropriateness of
digital emulsions may face challenges. More intensive measures must be imple-
mented to make sure that future digital health programs will have a bigger impact on
the pandemic and meet the most tactical needs to ease the life expectancy of people
at the vanguard of the crisis. The key challenges on the road to implementing sound
digital health in the Indian health care system have been found through a vast literature
review and participants’ opinions. The current study adopts a mixed methodology
where interviews of 25 health care top management leaders are carried out for trian-
gulation purposes. Understanding the key challenges of strategic hospitals in Pare is
taken from the study. This leads to an exploration of the critical challenges on the
road to the successful adoption of digital health. The findings are categorized into
various themes through thematic analysis. The emergent themes provide the critical
challenges in the successful implementation of digital health care in India. Further,
it suggests an integrated framework by using the DEMATEL technique. The study’s
findings can be used by researchers, health care organizations, practitioners, and
stakeholders working in the digital health arena for the betterment of society.
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1 Introduction

Digitalization of health care has been the most promising and rewarding arena
concerning attaining sustainability in health care operations. The road toward health
care digitalization has glaring impacts on improving the health services but also
faces tremendous challenges when it comes to ground implementation [1]. Little
research has focused on digital health care challenges in emerging economies like
India. Identifying the challenges experienced by health care with digitalization will
make it possible for health care workers to work more effectively providing the
services to the people. Also, the study provides the grounds for effective implemen-
tation of digital health care by addressing the key challenges in the health networks.
It also fills the research gap by identifying the challenges to successful implementa-
tion of digital health care in India. The study findings will help in preparing a more
conducive digital health care setup in India. Therefore, the present study highlights
the following questions.

1.1 Research Questions

e What are the major challenges restricting the effective implementation of digital
health care in India?

e What are the most influential challenges in digital health care in India?

e What is the cause-effect relationship between the challenges based on expert
opinion and theoretical underpinning?

Based on the research questions, the following objectives have been formulated.

2 Research Objectives

e To identify and scrutinize the major challenges in digital health care with context
to India

¢ To find the most influential challenges in digital health care.

e To state the causal and effective challenges in digital health care considering
expert opinion and theoretical underpinning?

The digitalization of health care during and post the COVID-19 has seen many
challenges. The future predictions in the digital health care arena symbolize potential
growth in future areas with massive adoption of digital health gadgets as depicted in
the figure below (see Fig. 1).
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However, the predominance of challenges is an area of exploration. There are
specific to the Indian context that if not addressed effectively might turn out to be
huge hurdles in reaping effective benefits of digital health care in India (Figs. 2 and
3).

Lack of Remote Consultation ( Sharma et al., 2017, Chaudhary et
al. 2017)

Challenges in
Digital Health Limited awareness on Consumer Healthcare via gadgets (Zilani et

Care India (DHCI) al. 2018)

Usage of Connected Imaging (Cisco,2019)

Effeciency in Inpatient Monitoring (Uddin et al., 2017 and Zilani et
al.,2018)

Ineffective Hospital operation and workflow management (Johri et
al., 2017)

Less Patient Provider interaction (Haluza and Jungwirth, 2014)

Acceptability of digitalisation in health(Firouzi et al., 2018)

Security and Privacy (Zeadally et al., 2016) !

Connectivity Issues (Zeadally and Bello, 2019), (Das et al., 2018)

i
Global Identification (Gostin et al., 2020)

Fig. 2 Projected growth in digital health care
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Fig. 3 Challenges in digital health care. Source Based on Literature

The COVID-19 digital backup relies upon medical care, financial, and social
viewpoints, proficiency, viability, and medical services conveyance dependability
[2]. Studies have contemplated a choice of an emotionally supportive network for
dealing with the interest in the medical care store network to moderate the medical
services production network interruptions during a pandemic. Another study by Zhu
et al. [3] proposed bled health care network digital heath care though has been an
instigator in bringing several gadgets on the ground making life easier but still has a
long way ensuring implementation.

Thus, the major challenges extracted are referred to as Critical Challenges (CR)
like CR1 Lack of remote Consultation, CR2 Limited awareness of consumer health
care via gadgets, and so on. Subsequently, these challenges were scrutinized using
the thematic analysis, which helped estimate the most pertinent challenges based on
the interviews and survey conducted. The participants are chosen from the medical
industry as purposive sampling.

3 Research Methodology

For the study, interviews and surveys were conducted to delve into the issues
concerning the challenges in digital health care effectiveness. The interviews and
survey were the most suitable choice for the study as they witnessed the actual
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Fig. 4 Research methodology framework

hurdles faced by the relevant group in the digital health care platforms. The inter-
view sessions were conducted with health care providers working in Delhi-NCR. All
the responses were analyzed using thematic analysis. The coding was developed and
organized to assimilate the emerging themes from the interviews. The findings were
further presented in a tabular form for necessary interpretation (Fig. 4).

4 Result Analysis and Discussion

The experts have been asked to rate all the criteria for evaluating a digital health care
system, and their ratings have been recorded (Fig. 5 and Table 1).

The majority of the respondents 80.2% have stated that the need for global health
care identification, which can connect the residents globally with an ID is a must
to reap extensive benefits of the digital health care platform. In addition, 73.2% of
respondents have shown that hospital operation and workflow management act as
a potential bottleneck in implementing a strong digital interface with the patients.
The third major area coins as the acceptability of the digital frames by people across
rural and urban areas. The major challenge seen is in rural areas when it comes to
the adoption of such digital apps, checkups, and aid. This needs special attention
for broader acceptability and adoption. The three major challenges further followed
by connectivity (71.2%) issue, privacy challenges (63.9%), inpatient monitoring
(62.6%), remote consultation (61.2%) then telemedicine, and consumer health care
where the least weightage was given to connected imaging (42.2%), being least
significant.

Thus, the findings reveal that the global identification ID is a major challenge
followed by effective operation and workflow management. The result of the study
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Table 1 Challenges in digital

health care in India Challenges in digital health care Percentage

Global identification 80.2
Connectivity issue 71.2
Privacy and security 63.9
Acceptability of digital health care 73

Telemedicine 56.7
Remote consultation 61.2
Consumer health care 544
Connected imaging 43.2
Inpatient monitoring 62.6
Hospital operations and workflow management | 73.2

can encourage the hospital management teams and respective role players to signif-
icantly work on the challenges making the implementation of digital health care
stronger.

Step 1: Identification of the evaluation criteria
Step 2: Determining direct relation matrix



Challenges in Digital Health Care—A Hybrid-Decision Approach ... 97

Cl 0 ®allc2 e ®allcn
Ak — G| ®a5 0 .. ®d,
Cu L ®a,; ®ay -+ 0

Step 3: Combination of all DR Matrices
Step 4: Determining, the structural model

n n n
Z@Zij = 2 zij» 2T
= =1 =

n
and r = max; <, <Z Zij>
j=1

0 ®g12 ®gln
®gn 0 ®82n
G = ) .
®gnl ®gn2 0
&zij oz
dgij = 4 [ Z;J s Zr# :I
r

Step 5: To establish the Total relation matrix:
Step 6: Whitenization
Step 7: Result analysis: Assimilating the values of d and r (Table 2).

The data was collected from top management leaders of prime hospitals on the top
management level AIIMS, Ram Manohar Lohia hospital, Sardar Vallabh Bhai Patel
Hospital, Safdarjung hospital, Rajiv Gandhi, Ganga Ram, and Delhi Trauma Center.
The sample was taken from premiere strategic hospitals. To examine the DEMATEL
further, where a sample of 25 experts was taken (Table 3).

Further to explore the cause-effect relationship amongst the challenges, the result
was obtained by calculating the D 4+ R and D — R where the positive values denote
the cause and negative values denote the effect.

5 Conclusion

The relationship is established by getting out the line value and then evaluating the
values which are > than the threshold value in each critical challenge factor listed. As
shown in Table 4 we can state that CR1, CR2, CRS, and CR10 are effect challenges
while CR3, CR4, CRS, CR6, and CRY are causes. This helps us understand the
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Table 3 Average matrix
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1 2 3 4 5 6 7 8 9 10
0 2.65 2.75 2.6 2 2.8 2.6 2.8 2 1.7
2.3 0 2.6 2.65 2.7 2.6 2.3 2.7 1.6 2
2.35 3.15 0 2.75 3.15 3.35 3 32 3 2
2.8 2.7 32 0 3.1 2.75 1.5 1.8 2 3
2.35 1.7 2.25 2.35 0 2.7 2.9 2.6 2.8 2.9
2.85 2.15 1.55 1.8 1.75 0 3 2.5 2.8 3
2.67 2.14 1.65 1.7 1.65 1.7 0 3 2.7 3
2.76 2.15 2.5 2.6 2.7 1.8 2 0 2 3.1
2.8 27 2.3 26 25 2.6 2 3 0 32
2.6 2.5 2.8 29 3 2 3 2.1 2.7 0
Table 4 Cause and effect relation results

Challenges D R D+R D—R

CR1 4.02 7.23 11.25 -3.21

CR2 5.25 6.01 11.26 —0.76

CR3 8.03 5.04 13.07 2.99

CR4 8 5.04 13.04 2.96

CR5 6.78 6.3 13.68 0.38

CR6 7.07 6.61 13.68 0.46

CR7 6.07 5.12 11.19 0.95

CR8 7.2 8.2 15.4 -1

CR9 8.1 7 15.1 1.1

CR10 7.23 8 15.23 -0.77

relationship between the given factors more in detail highlighting the causal and
effective factors. Also, the thematic analysis has showcased these effect challenges
to have a major dominance being the resultant of the causal challenges.

6 Future Recommendation

By evaluating the huge amounts of recorded patient data created by high-tech devices
from various sources, alphanumeric health will assist the future demands of medicine
[4]. They also require comprehensive and effective human validation, as well as
increased clinical dependability. Medical practitioners must also become aware of
and adapt to these advancements to provide better health care to patients. Researchers,
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scientists, physicians, payers, and regulators must work alongside technology devel-
opers to achieve the ultimate objective of assisting patients in living longer and
feeling better. The study aims to suggest an integrated framework aiming to lessen
the challenges in the successful implementation of digital health care. The proposed
framework is given below which rests on major stakeholders influencing the effi-
ciency of digital health care which are the government, international and national
health agencies, health aid manufacturers, and the research and development, team
(Fig. 6).

The study aims to provide critical insight into the relevancy of challenges in
digital health care in India and to propose an integrated framework showcasing the
impertinent steps for the effective implantation of a digital health setup in such
unprecedented times.

o Periodic reviews and
givernmet aid

* Global Health ID

* Health cards durability

o Cost effective health vans

¢ Centralised Training and
implementation of
Ehealthcare

¢ Researach and
Development for ease
adoption
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National Health
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Fig. 6 Integrated digital health care network. Source: Author’s own
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Telemedicine and Healthcare Setting )
for Remote Care of Patients: Status oo
and Future Implications
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and Tilottama Singh

Abstract One of the best technologies is Telemedicine (TM) which has recently
gained a lot of popularity because of its intensifying deployment and development
of digital amenities, worldwide. TM is associated with various healthcare services
like medicine, surgery, diagnosis, metabolic, etc. and provide access to patients’
care. Also enhances resource and reduced treatment costs. Since TM have good
impacts on the better clinical outcomes, better patient happiness, better accessibility
and healthcare systems. Even, during current pandemic (COVID-19) where public
health emergency happened, then TM had act as a viable option. TM acted as safest
shield between patients (either infected or uninfected) and healthcare experts for
interactive health consultant. So that, its maintained social distance to prevent the
spreading of this communicable clinical issue. Therefore, the current study tried to
describe about the role of TM in the healthcare area and its efforts during the current
pandemic.
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1 Introduction

Telemedicine (TM) is a digital system that uses a combination of electronic devices
and digital information. It is based on the inaccessible communication mechanism.
Although, TM entirely support healthcare services through “Remote Mode” [1]. Itis
known by various terms like telehealth/TM consultation center (TCC)/TM specialty
center (TSC)/TM system. This mode allows obtaining accurate information about
patients and their health issues. However, it also plays a good role in a village or rural
and remote areas worldwide that fight to get reliable, high-quality specialty medical
care.

Globally, several medical institutes have backed TM technology and are reaping
the benefits during the exposure time. Because TM has both a screening and diag-
nostic method that has gained significant grip; to enhance the distribution and increase
the progress of Digi-health.

Since TM’s inception during 1950 it has expanded its method in different depart-
ments of healthcare systems. The automated arsenal accessible to clinical fields has
increased exponentially due to the progress and extensive social acceptance of this
communicable technology like “Personal Computer-(PC)”” and “Smart-Phone-(SP)”.

“Smart-Phone-(SP)” and several healthcare providers have found that TM services
are cost-effective and help physicians deliver better treatment. It has also improved
resource clinical utilization and the low costs associated with conventional clinic
visits. It has been used in various medical fields. Therefore, for all health interven-
tions, skilled nursing facilities, including “Acute Care Hospitals”, more than half of
all acute care hospitals use TM incapacity. The TM system is expected to be worth
$30 billion by 2019, rising at a rate of 20-50% per year and its practical clinical
application expanding day by day. In general, TM can be used for primary care
(non-emergency health issues or those that do not require the patient to be seen) of
patients through phone calls or SPs. Still, it has not been shown that it can replace
face-to-face consultations or outpatient departments (OPD) when needed but rather
complements them [2]. A TM system may provide an immediate call to health-
care facilities when clinicians have closed their clinics. Consequently, technological
evolution in the clinical setting is always focused on providing standard clinical care
facilities (pre-post or without any urgent) to patients and this care with a particular
prominence to patient and healthcare providers’ pleasure, meanwhile maintaining
optimal access to care; as a result, all health experts can continue to accept and use
TM because of its many advantages.

[This present paper has tried to describe the role of TM to emphasizing disease control
during this pandemic.]

“History of Telemedicine”

Telemedicine was a modern digital device technology used in some way before
30 years ago, but now (before 5—6 years ago), TM technology has established itself in
a variety of scientific and biomedical fields, covering almost all areas. During flights,
functional parameters (like physiological) were transmitted from both the spacecraft
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and the spacesuit. Even though data was collected and reported during this period,
it was not connected to crew members in real-time during these early missions.

The projects have aim to facilitate healthcare services to the peoples of
Sisolated/remote Gulf cities of the “Carpentaria Region (CR)”. In 1989, NASA was
launched first foreign TM amenity, known as The Space Bridge to Armenia/Ufa.
TM consultations or TM experts had performed their medical facilities with help
of one-way camera during this project, speech, and likeness technologies between a
healthcare setting center in Yerevan, Armenia, and 4 medical centers in the United
States.

1.1 TM Adoption

NASA had adoption, implementation of TM technology and then to begin as a
revolutionary digital inkling. It has quickly evolved and gained acceptance by both
patients and healthcare experts. The department of Veterans Affairs of the “United
States (US)” had provided excellent Telemedicine related healthcare services from
the past two decades. In 2014, 44 different healthcare experts had provided 1.2 million
TM healthcare facilities to virtually 700,000 Veterans. In addition, the “Veterans
Affairs (VA)” system has made TM a priority in providing better treatment to its
veterans. Currently, TM is an important healthcare tools with high success target for
fiscal years 2014-2020 and further, in the 2016 for TM functions, approximately,
one point two billion dollar set aside “VA” budget.

1.2 Status of TM in India

Every person in Utopia should have immediate access to the right specialist for
clinician advice; however, this cannot be a fantasy in the real world. All people are
equal, but some are more equal than others, as the saying goes; however, in India, still
a day there is not possible rout to deliver complete ‘“Primary Medical Care (PMC)”
services in villages as like same, in sub-urban and urban areas.

Also, incentives to entice professionals to practice have failed. Although India’s
computer literacy is rapidly increasing and will talk about TM is now being seen as a
new “Avatar” for healthcare specialists. Un-doubt, theoretically, this is much easier
to build a model for telecommunications system or TM technology in peripheral and
rustic region of India than it is to send one hundred medical experts there; whether,
at the same time, “Satellite-Based Technologies (SBT)” and “Fiber Optic Cables”
are the way of the future in telecommunications [3].

The Indian healthcare system has modified because of various developed advanced
TM software and the first time—Center for Development of Advanced Computing-
India (C-DAC, India) has also lunched new TM implements or software services
using public and personal cloud computing services. Further these softerwares are
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opinionated to the different departments of medical organization or hospitals or
clinical associations such as Tele-Cardiology (TC), Tele-Radiology (TR), and Tele-
Pathology (TP) etc.

“Apollo group of hospitals, Andhra Pradesh” was initiating a pilot project at a
secondary level hospital in Aragonda as a Trailblazer a village 16 km from Chittoor
and their population 5000, Aragonda project, as a result the local healthcare experts
of hospital are using various digital communication tools or software like video
conferencing technical tools for the treatment of patients at concerned stages.

In addition, “Indian Space Research Organization (ISRO)”, had established Very
Small Aperture Terminal (AVSAT) satellite which began with simple webcams and
ISDN telephone lines. Further, “Sriharikota Space Center project” located 130 km
away from Chennai, served as an important Launchpad for the Indian Space Research
Organization in this field. According to recent survey, TM association or network
of ISRO has expanded and connected with 45 remote and rural hospitals and also
associated with fifteen super-specialty medical organization. However, TM is also
very useful to other region (hard to reach area Islands of Andaman and Nicobar and
Lakshadweep, mountainous and hilly districts of Jammu and Kashmir, including
Kargil and Leh, Medical College hospitals in Orissa, and several rural/district hospi-
tals in mainland states) of India, are among the remote or rural nodes. Currently, the
Indian government has actively supported various TM programs by the mentioned
organization, shown in Fig. 1.

Although in India, a governmental or private organization actively sponsors
(Fig. 1) TM services in for patients’ care. Also, India wants to share TM exper-
tise or services with other country like African countries still where PHC infras-
tructure is not started of basic healthcare is not well setup. For this same purpose,
India has launched and successfully implanted “Pan African e-network Project”
that connecting fifty-three African hospitals to eleven specialized tertiary healthcare
hospitals (TCH).

After the successful implementation and positive end come—TM network was
multiplied and connected with Southeast Asia SAARC’s countries. Also, through
the e-Network of the South Asian Association for Regional Co-operation (SAARC).

e Indian Space .
Research
Organization

Apollo
Hospitals

“NEC
Telemedicine
program Tor
North-Eastern
states

Department  of
Information ——rf ACTIVE EFFORTS BY
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Other Private \
Organization

Fig. 1 Various TM programs supported by government of India
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Government of India has initiated and running TM project to improve access
healthcare facilities. All SAARC nations will benefit from specialized healthcare
facilities and treatment. It will also aid healthcare professional “Bhutan, Nepal, and
Afghanistan” continuing medical education in SAARC countries and already they
have signed a memorandum of understanding, and several projects have begun.

1.3 Modalities of Telemedicine

The healthcare setting revolution has changed the structure of health organizations for
better treatment of patients through TM technology. This acts as a stable and secure
broadband link essential for providing effective long-distance healthcare facilities to
patients. A robust broadband signal transmission system, also recognized as a “line”,
consists of complex infrastructure that allows data to flow at low speeds. Glob-
ally, recent advancements in these healthcare substructure facilities have enabled
cost-effective access to wider bandwidths, allowing for faster documents transfer
speeds. In the current situation, TM technology has been executed for healthcare
services through various modalities like “Short message service—SMS” via type-
script messaging (this is an essential modality that has been used for a long time),
SP applications, automated calls, and digital wearable gadget.

Although it was the fact that already SMS message has been actively used to
mobile health (M-health-Fig. 2) apps and fitness trackers which act as a fastest-
growing segments driving TM modality. Now a day these different TM modalities or
applications can provide potential medical care services through sharing of pictures
and also a video with audio. Despite its benefits, some physicians argue that app-
based modalities may create a barrier to remote healthcare delivery because it is not
necessary that all patients have access to “SP” and “PC” which are compulsory to
use TM related digital map.

A few concerns arise regarding the underuse above mentioned digital tools and
apps (mobile phone (MP) and M-Health apps) by certain populations (the elderly
and those from poorer socioeconomic backgrounds) may be close, because overall

Smart or android mobile fundus |
photography r'| iExaminer

Allin one device- Horus scope ) —— S—
SmartScope Pro Screening Tools Alternative clinical technology

Smart or android mobile
I application

Fig. 2 TM networks for the screening/identifying or the diagnosis of clinical disease or disorders
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these tools or apps have emerged like viable options for reducing hospital stays. Also,
improving the quality of patient care by earlier detecting patients’ complications. As
a result, reducing monthly re-consultancy, fast improving/or recovery, and lowering
healthcare costs in the treatment of patients.

As TM becomes more con-joint matters such as how providers are compensated
may need to be addressed and it can be a tough decision to make. Then there’s the
clinical risk of being too reliant on this TM scheme. Due to the risks associated
with determining what information is accurate versus inaccurate, overdependence or
overuse of TM will quickly spiral out of control unless more uniform policies and
procedures are implemented.

TM technology has yet to develop to the point where it can be employed on
a continuous or flexible basis. Although, it has the potential to be a huge benefit
to the planet and all of its civilizations. The contributions it will make are limit-
less. However, TM would need more time and effort to plan before it can be
confidently used. Different technologies’ methods of execution—TM can provide
different clinical care services with healthcare experts in the hospital through three
main categories.

1.4 Current Application of TM

1.4.1 Significance of TM During This Pandemic “COVID-19”

‘COVID-19 is a global crisis affecting entire community and arises primary health-
care among the pandemic seem to be a biggest healthcare challenge, not only in India
but also at worldwide. SARS-CoV?2, is a highly infectious disease which caused
“COVID-19” (most communicable disease), therefore World Health Organization
(WHO) has declared this is pandemic.

Globally, SARS-CoV2 has infected more than four hundred million individuals;
resulting high mortality rate (more than 175,000 deaths). The number of infected
people and death rate are increased day by days but there is not possible treatment
except safety measure like distancing oneself from others is thought to be effective or
helping in reducing the rate of man-to-man transmission and diminishing morbidity
and mortality rate worldwide. The capacity and accessibility of healthcare facili-
ties are so inadequate in low-resource/or developing countries. A number of hospi-
tals/healthcare settings are facing challenges during this pandemic because of lack
healthcare tools like ventilators, ICU beds, and medical staff. Additionally, personal
protective equipment (PPE) for healthcare workers is not enough. Healthcare workers
are becoming infected due to a shortage of safety and medical tools. Many hospitals
and clinics are hesitant to provide healthcare in this situation because they are afraid
of being exposed to the coronavirus. As a result, even individuals with non-COVID
illnesses (acute and chronic illnesses, such as diabetes, pregnancy, obesity, malnutri-
tion, chronic respiratory diseases, cardiovascular disease, cancer, and mental health
conditions) are regretted to access for healthcare services from hospitals or medical
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care centers and difficult to meet healthcare needs during this pandemic. Therefore,
during this crisis or pandemic, TM and telehealth can play a critical role in ensuring
PHC needs or services or healthcare experts consult to acute/chronic clinical issues
or consult with patients from afar.

The services of TM technology are based on the 2 way of communication mode
like information and communication technology (ICT) that exist between a patient
and healthcare experts. Remotely, the smart healthcare experts communicate through
video conferencing using Tablets, or Computers and also MPs and provide best the
patient health advice and digital prescriptions. This allows the experts and the patient
to see each other, giving the impression like “Real or Physical Visit” to medical
organization.

TM’s utility in the face of a pandemic is a topic that has been discussed in the
context of addressing these issues during this pandemic. Restrictions on human
mobility or lockdown can have a significant impact to stop the spread of new coron-
aviruses’ second and third strains or waives. The World Health Organization (WHO)
has urged all countries to take all necessary strict steps to prevent infection. Lock-
down or mobility restrictions have become a barrier for patients suffering from a
variety of acute and chronic illnesses in personally visiting healthcare organizations.
Being unable to obtain medical assistance for an extended period can put their health
at risk. Intervention of TM technology can aid patients avoid complications later on,
so that, TM experts can be provide best care services to patients for maintaining a
healthy lifestyle during. Due to a lack of shortage of testing kits (RT-PCR kit) in
developing countries, investigation facilities are so restricted, and numerous positive
patients go un-tested and they can also infect other people.

Non-infected patients are highly sensitive to coronavirus when they will visit
medical center: although, other patients than COVID-19, can be protect by using
TM technology. Furthermore, TM consultations could be more effective in terms of
preventing infection spread and also with mild corona positive patients who does not
require hospitalization and also these services can shrink the requirement of PPEs
[4].

On the other hand, these home-confined health experts can make good use of
their time by providing TM consultations to corona positive patients the majority
of the population in many developing countries—(India, Bangladesh, and Pakistan,
still lives in rural or villages. However, generally medical care experts work in urban
areas, therefore, shortage of qualified clinician in villages, resulting in a geographic
imbalance in healthcare experts’ availability. Thus, TM services can decrease the
burden and assist healthcare experts to evenly distribute clinical services across the
nation. Now several current reports have declared that the COVID-19 infection is
not equally affected in all countries around the world. It is not evenly distributed in
all regions of the same country. So that in this case, TM can help healthcare experts
manage their workload by allowing any healthcare experts to provide primary health
consultations regardless of their location through various digital modules.
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Table 1 General challenges associate with the development of TM

Healthcare experts’ perspectives Doctors are unsure about e-medicine and are
unfamiliar with it

Financial unavailability Telemedicine is often financially unfeasible due to
high technology and connectivity costs

Patients’ anxiety and unfamiliarity with Patients’ lack faith in the outcome of e-medicine

e-Medicine

Lack of best necessities Almost 40% of India’s population lives in poverty.

Transportation, power, telecommunications, clean
drinking water, primary healthcare and other basic
facilities are all lacking. When an individual has
nothing to improve, no technological innovation
can help

Lack of awareness and basic infrastructure | Lack of adequate telecom infrastructure may also
be a big stumbling block in this regard, as
telecommunication necessities better networks and
higher internet speeds, which can be a huge
challenge in and themselves

Regulations While the Indian government recently released
telemedicine practice guidelines, the regulations
that will enable telemedicine to be widely used are
still being produced. There was no regulation on
the practice of telemedicine prior to the
announcement of the new guidelines, which
generated ambiguity for doctors and medical
professionals while casting doubts on the entire
procedure

2 Challenges of Telemedicine Technology

Although digitalization has led to us preferring unconventional approaches that are
more convenient, they often come with their own set of problems. Lack of adequate
telecom infrastructure may also be a big stumbling block in this regard, as teleconsul-
tation necessitates better networks and higher Internet speeds, which can be a huge
challenge (Table 1) in and of themselves.

3 The Future Aspect of Telemedicine Technology

TM technology has the potential to be a compelling alternative to conventional
medical care services and preventative health issues while also improving clinical
outcomes. It is anticipated to continue to move healthcare service delivery from
healthcare system or clinic into the residence in the developed countries.

It will mostly be employed in clinical applications that connect providers stationed
in the health system-referral hospitals, and tertiary centers in the poor world or places
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with poor infrastructure. Then again it is also clear that the bright future of TM tech-
nology depends on human factors, economics, and technology [5]. However, this
important point the future aspect of TM. Now a day, private organizational or soci-
etal changes are all influenced by TM technology. In the healthcare-related indus-
trialized creation, personnel shortages, and declining 3rd-party re-imbursement are
major drivers of technology-enabled healthcare, particularly in the fields of self-care.
Various digital utensils-sensor devices including nanotechnology are all expected to
alter the way of delivery clinical services [6]. In the coming generation, health system,
patients, providers, and payers will benefit greatly from the rise and integration of
information and communication technology into healthcare delivery.

In the economical view, the global TM market is expected to increase at a CAGR
of 16.9% from USD 25.4 billion in 2020 to USD 55.6 billion by 2025, up from
USD 25.4 billion in 2020. Some variables factors affect the TM market’s growth, but
one of the most important is the COVID-19 epidemic. 2020-2021 is undoubtedly
one of the most eventful years in the history of telehealth. The future of TM has
been revolutionized with COVID-19 and the rate of TM adoption has increased
dramatically. It is proven that TM technology is playing a very important role in
the healthcare setting. Over the last few years, the TM market has exploded. It
allows healthcare practitioners to evaluate, diagnose, and treat patients virtually using
telecommunications. According to Statista, North America is the world’s largest TM
market, with revenues expected to reach $35 billion by 2025. Also, according to a
Mckinsey survey, the number of people who wish to use telehealth has increased
dramatically from 11 to 76%.

4 Conclusion

In short, TM has grown to be one of the fastest-growing digital aspects of the health-
care setting or medical organization, globally [7]. Currently, TM play significant role
in the different departments has gained prominence due to great clinical outcomes
with high patient satisfaction. Also, reduced driving distance and wait times, and
cost savings for both patients and healthcare experts.

The evolution in the medical care should continue to focus on offering the highest
patient care quality with a high degree of patient satisfaction, yet allowing the greatest
access to treatment. TM looks to achieve these objectives and should be viewed
as a feasible option for all medical institute or organizations. According to recent
clinical observation of survey, TM can play a significant role in this pandemic due to
limiting viral spread, properly utilizing the time of healthcare experts, and treating
health difficulties. Many sections of the developing countries are covered by mobile
networks and internet app. All are done by help of TM. Future research will focus on
patient confidentiality as well as the broader diffusion and use of TM in a healthcare
setting.
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Performance Evaluation of ML Models m
in the Health Care Domain to Classify L
Liver Disease: A Case Study

Goutam Datta and Anupam Singh

Abstract In the Artificial Intelligence (Al) field, we have seen a massive paradigm
change. The transition from the earlier rule-based approach in expert systems to
today’s data-centric approach in machine learning (ML) and deep learning has dras-
tically altered the implementation scenario of many Al-based applications. MYCIN
was a rule-based expert system that we used in the past to detect bacteria causing
disease. In today’s Al, however, machine learning and deep learning-based technolo-
gies are frequently used in the health care industry. When there is enough data in
the relevant domain, data-centric machine learning algorithms perform well. Some
of the notable applications of Al in the health care industry are disease identifi-
cation, outbreak prediction, drug development, smart health records, and so on. In
this paper, we have investigated the role of ML in liver disease identification. The
human liver is regarded as the most fundamentally functioning body organ, aiding
in the digestion of food and removing poisonous compounds. A later diagnosis of
liver illness will result in a life-threatening condition that will shorten a person’s life.
Machine learning can be used to fully assess the aspects of liver disease and forecast
its severity. We used ML-based models KNN and SVM to identify liver disease in
patients by selecting relevant features from the Indian liver patient dataset. Classifi-
cation has been done by tuning different hyper parameters of the models, and some
useful conclusions have been drawn at last.

Keywords Liver disease + Machine learning -+ KNN - SVM
1 Introduction

In the health care industry, a variety of basic and sophisticated machine learning and
deep learning-based models are used. Located deep inside the body, the liver performs
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many vital duties, the most significant of which are the removal of waste produced by
our system, the digestion of food, and the maintenance of vitamin and energy stores.
A problem with the liver may result in a range of serious conditions, including liver
cancer. Early detection and treatment of these potentially fatal disorders are essential
in order to reduce the risk of infection. Due to the high expense and complexity of
diagnosing liver disease, a number of research have been done to classify individuals
with liver disease using machine learning (ML) algorithms.

Primary liver cancer originates in the liver’s cells. These malignant cells might
form a single lump or begin in several locations throughout the liver. Patients with
extensive liver impairment are more likely to develop several growth sites. Hepato-
cellular carcinoma (HCC), Cholangiocarcinoma (CR), Angiosarcoma, and Hepato-
blastoma are the four types of primary liver cancer. Intelligent machine learning (ML)
and neural networks (NN) models have played an important role in the diagnosis of
liver disease. The goal of all of these algorithms has been to assess liver disease data
and forecast sickness. In the medical profession, datasets have played an important
role in illness analysis and detection. Because of the large and complicated data for
analysts, illness diagnosis might be difficult at times. In the health care sector soft
computing-based fuzzy logic techniques are used to control glucose level of diabetic
patients [1]. Several previous research discovered that ML approaches provide a
diverse set of tools, methodologies, and challenges to handle health care issues. ML
algorithms are widely used in various applications in the health care sector. Proper
hyper parameter tuning plays a crucial role to achieve greater accuracy. ML algo-
rithms have wider range of hyper parameters and optimization of these parameters is
very important [2]. ML algorithms are data-centric and requires huge data set to train
such models. In health care sector one of the major challenge is lack of sufficient
data set. For instance in lung cancer patient, sufficient data is not available. Hence
Generative Adversarial Network (GAN) is widely used to generate synthetic data
to solve this problem [3, 4]. Various deep learning algorithms such as convolutional
neural networks are used for chest disease classification [5].

The computer-based technique is necessary for the non-invasive identification of
asymptomatic, progressing, and potentially deadly chronic liver disorders.

There is another important use case of NLP, e.g. Machine Translation (MT) system
which can be used in the health care sector, where there is a language barrier. Patients
can speak in his native language about the symptoms of his disease and the doctor
can understand in his language may be in English. M. T systems has passed through
various phases, e.g. Rule-based, Statistical and these days we have Neural-based
Translation Systems, i.e. Neural Machine Translation (NMT) system. NMT systems
exploits the various machine learning and deep learning-based approach to enhance
its performance. Performance of MT system in health care sector is very important
to avoid any wrong communication between patients and doctors during diagnosis
of a disease. Researchers are active to improve and evaluate the performance of MT
systems [6—8].

Apart from disease predictions and other applications in the health care sector,
ML model such as support vector machine (SVM)-based classifier helps in drug
discovery process. SVM classifiers help classifying binary data, i.e. between drugs
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and non-drugs, based on its chemical composition and other properties. Even decision
tree-based classifiers are also helpful in drug discovery process. Ensemble-based
methods such random forests are also widely used in the health care industry such as
in drug discovery process. Various deep learning-based models such as convolutional
neural networks are widely used in medical imaging applications. Neural network-
based models such as feed forward neural network, convolutional neural network, and
recurrent neural networks have their own applications in various health care sector.
Non-parametric-based classifiers such as KNN is widely used in various disease
prediction. KNN failed to perform well when the dimensionality of data is too high.
Different ML algorithms such as ANN, KNN, decision tree are widely used in breast
cancer diagnosis.

Predictive medicine is a branch of medicine in which the threat of infection is
predicted and precautionary measures are taken to either completely avoid the illness
or significantly lessen its consequences on the individual. Some of the examples of
predictive medicine are carrier testing, diagnostic testing, etc. Carrier testing is used
to identify people who have one variant of a gene flaw that if present in both versions,
causes a hereditary disorder. Diagnostic research is conducted to aid in the diagnosis
and classification of a certain ailment. Even these days models based on machine
learning are commonly utilized in genetics and genomics. Neural networks and deep
learning models are widely used for accurate diagnosis purpose.

In this paper we have used non-parametric-based KNN and support vector
machine (SVM) algorithms to predict liver disease. Tests for liver damage include
aspartate aminotransferase, direct bilirubin, alkaline phosphate, alanine amino
transfer, albumin, albumin, and the albumin-to-globulin ratio, to name a few. We
have measured the accuracy of our models and have drawn some useful conclusion.

Rest of the paper is presented as follows. Section 2 describes some related research
work in this field. Section 3 describes our methodology and experimentation with
models in brief. Section 4 contains results and discussion. Finally, Sect. 5 includes
some useful conclusion drawn.

2 Related Works

In the paper Yang et al. [9] authors obtained medical data from 1256 cirrhotic patients
and used pre-processing to identify 81 characteristics from the irregular data. They
examined several classification approaches to predict Hepatic Encephalopathy (HE)
in cirrhotic patients using logistic regression, weighted random forest (WRF), SVM,
and weighted SVM (WSVM). Authors also employed an additional 722 cirrhotic
cases for external validation of the model.

Khan et al. [10] did a study which was primarily concerned with three modes
of image acquisition, viz., ultrasonography, computed tomography, and magnetic
resonance imaging. The authors gave an in-depth study with advantages and disad-
vantages for each pre-processing, attribute analysis, and classification approach used
to fulfil clinical diagnostic tasks. However, a comparison of the research revealed



116 G. Datta and A. Singh

that deep learning-based convolutional neural networks outperformed all other types
of neural networks in terms of performance.

In the paper Nanyue et al. [11] by analysing the pulse signals of fatty liver
patients, cirrhosis patients, and healthy persons there has been a significant differ-
ence noticed in the pulse signal between healthy person and fatty liver and cirrhosis
patients. Researchers built a method by combining supervised and unsupervised ML
algorithms.

In the paper, Terlapu et al. [12] authors used various ML algorithms such as
logistic regression, Naive Bayes, KNN, SVM, and decision tree. They got maximum
accuracy (97.12%) with decision tree only as per their claim with liver disease dataset.

Vinutha et al. [13] used regression trees in their research to make predictions
based on data from the liver disease dataset. Attributes including gender, weight,
age, alcohol intake, platelet count, and albumin/globulin levels are included in the
liver cirrhosis data set. The Mean Absolute Error (MAE), the Mean Squared Error
(MSE), and Root Mean Squared Error (RMSE) are figured out. Liver illness is more
likely to impact women than men, according to their model. Females are more likely
to suffer from liver cirrhosis than men, according to the findings of the study.

Goldman et al. in their paper said [14] non-alcoholic fatty liver disease is most
common disease amongst the population which spreads around 20-30% of the entire
population. This disease is later on the cause of other cardiovascular disease and
may lead to cirrhosis. Data from various sources fed to different machine learning
algorithms to forecast individual risk. After careful data preparation and selecting
various independent variables the models outperformed the existing techniques.

3 Methodology and Experimentation

We have followed the following steps to implement our work. We have collected
data from kaggle Indian liver patient UCI [15].

Data pre-processing: Our data set has total records of 583. Out of which 416 liver
patients and 167 non-liver patients’ records. Firstly we thoroughly checked the data
and clean the data to make it user ready. We have checked for if there is any missing
value in the data or not. The important attributes of our data set is shown in Table 1.
Based on these attributes the models classify if the person suffers from liver disease
or not.

Rescale and splitted the data into train and test set. We then built our KNN model.
K is a hyper parameter in KNN model. In KNN we started with K = 3 and increased
the K value subsequently, i.e. K = 5 and so on. Model converges at K = 54 with
training accuracy 74.55 and testing accuracy 71.26. In KNN algorithm K value is
the hyper parameter.

Making the best choice for the k value is a critical step in developing a reasonable
and accurate KNN model for a given situation. Models with a small k value, fail to
generalize successfully because their parameters are too narrowly defined. It’s also
quite sensitive to background noise. On the training set, the model has a high degree
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I?I(::ler :latitst;ibutes/features Feature/attribute name Description
Tot_Bil Total bilirubin
Tot_Prot Total proteins
Alamine Alanine aminotransferase
Aspartate Aspartate aminotransferase
A_G_Ratio Albumin and globulin ratio
Albumin Albumin
Dir_Bil Direct bilirubin
Alk_Phos Alkaline phosphatase
Age Age
Sex Gender

of accuracy, but it will be a poor predictor of new data points. The result is likely
to be an over fit model. If k is set to a value that is too big, the model becomes too
generic and becomes incapable of reliably predicting data points in both the train and
test sets. This is referred to as under fitting. The KNN classifier decides which class
a data point should be based on the majority voting method. Suppose there are 54
closest points where k is set to 54. The classes of the 54 closest points are checked.
Predictions are made based on the majority of the class. Similarly KNN regression
takes the average of the 54 points that are the closest to each other, just like that.

Next we carried out our experimentation with SVM model. It is also a non-
parametric classifier. Support vector machines (SVMs) are a kind of supervised
learning technique that may be used to solve classification and regression issues in a
variety of situations. In order to make data points linearly separable, SVM algorithms
translate them from a low-dimensional to a high-dimensional space. A hyperplane
is then constructed as the classification border to split data points into categories.
As a result, the kernel type would be an extremely important hyper parameter to
modify. An essential hyper parameter in SVM is the kernel function, which is used
to quantify the similarity between two data points and is one of the most critical hyper
parameters that must be tuned. The linear kernel, the radial basis function (RBF), the
polynomial kernel, and the sigmoid kernel are all common kinds of kernels in SVM.
We have used RBF kernel in our model and got the accuracy 66.43. Figure 1 depicts
a visual illustration of the procedures involved in the construction of a standard ML
model.

Prediction /

Building ML model
Health care data Training the mechine classification

Fig. 1 ML model building typical steps
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4 Results and Discussion

Analysing the results of both the models we can see that in case of KNN model, when
the value of K is too small then the model tends to over fit and whilst the K value is
too large the model tends to behave like under fitting. As described before we started
with K = 3 then K = 5 and got the accuracy 63.01 and 63.91, respectively. Ideally K
value needs to be selected on the basis of square root of total training data available.
Hence, proper hyper parameter selection is extremely important. In support vector
machine we have selected RBF as one of kernel which is the hyper parameter in
SVM. The accuracy of both the models with their respective hyper parameters are
reported in Table 2.

The graphical representation of KNN and its behaviour with respect to different
K values is shown in Fig. 2.

In a separate graph we have presented different values of K viz. 3, 5, and 54 and
the improvement in accuracy values (Fig. 3). After certain K towards upper side
value model becomes under fit with declining values of both training and testing
accuracies.

The comparative analysis of these two models is shown in Fig. 4. For KNN with
selected set of hyper parameters the maximum accuracy achieved is 74.55 whereas
with SVM with its kernel (= rbf) is 66.43.

Table 2 Models’ outputs with their corresponding hyper parameters

Accuracy Classifier List of hyper parameters

74.55 KNN Metric parameter = Minkowsky, nearest neighbour = 54, p =2
63.91 KNN Metric parameter = Minkowsky, nearest neighbour =5,p =2
63.01 KNN Metric parameter = Minkowsky, nearest neighbour =3, p =2
66.43 SVM Kernel = rbf

KNN model Accuracy
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Fig. 2 Graphical representation of training and testing accuracy of KNN with different K values
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KNN accuracy with different K values
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Fig. 3 KNN accuracy with K values ranging from K =3, K =5, and K = 54

Accuracy of KNN and SVM

Accuracy

KNN SVM
Models

Fig. 4 Comparison of two models in terms of their accuracy and selected hyper parameters

5 Conclusion

Although ML algorithms are widely used in solving various problems in health care
and other sectors these days, proper hyper parameter optimization/selection, correct
model selection as per the data set, is very important to achieve greater accuracy.
Interpretability of ML algorithms is a great challenge that we face these days. Hence,
we can’t blindly believe the results of ML algorithms. ML algorithms are data-centric
and sometimes the possibility of bias in data can’t be ruled out. One needs to carefully
pre-process and understand the data before training the model to achieve a reliable
and good result.
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Telemedicine: Enhancing m
and Reimagining the Public Health i
in India

Shweta Pandey, Abhishek Jha, Anjali Jha, Anurag Lokhande, Zahara Khan,
Ulhas W. Karkhanis, and Aradhana Goutam

Abstract Concerning the movement of patients in regards to the COVID-19
pandemic, consulting the physician face to face is difficult. Due to this, it warranted
in adopting the culture of telemedicine in urgency. The COVID-19 has majority
adopted in expanding the telemedicine culture in the healthcare sector. This study’s
goals were to assess patient satisfaction, bridge the physician—patient communication
gap, and assess the effectiveness and safety of telemedicine versus in-person consul-
tations for patients. There is a rise in the telemedicine sector as different segments
and socialization is involved which in the future will expand to new business models.
The study was carried on 100 patients of sample size of broad age group. The motive
of this paper is to determine the challenges and preferences in India to implement
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this emerging technology of telemedicine across. In conclusion, there is advance-
ment in medical field administrative where post-pandemic still many people prefer
tele consultation.

Keywords Telemedicine - Patient satisfaction - Health outcome

1 Introduction

“Telemedicine is one of the productive fields in India where the private sector has
taken the lead and participated actively in the administration of public health. Among
the telemedicine companies operating in the Indian private sector are Narayana
Hrudayalaya, Apollo Telemedicine Enterprises, Asia Heart Foundation, Escorts
Heart Institute, Amrita Institute of Medical Sciences, and Aravind Eye Care. Prac-
tically 75% of the population lives in country regions lacking admittance to clinical
aptitude and foundation. Besides, medical services conveyance is troublesome in the
unfriendly geological landscape, for example, mountain locales in the upper east,
deserts of the northwest, and the seaward islands of Andaman and Lakshadweep.
The capability of telemedicine technology in giving medical services admittance
to country populaces and far-flung regions has for quite some time been under-
stood, and numerous specialized services of the Government of India like Informa-
tion Technology, Science and Innovation, and Space have been exploring different
avenues regarding telemedicine pilot projects since mid-2000. In view of the effective
result of these pilots, the Ministry of Health and Family Welfare has now taken on
telemedicine into the National Rural Health Mission, and drive zeroed in on progress
of the provincial medical services conveyance framework. All over the country, a
few telemedicine drives have been taken up by both government and private area
associations with government and state financing. Some have taken on a couple of
modules into their well-being framework™ [1].

2 Telemedicine in India

Both, popular society and personal regions were related to starting some telemedicine
programs in India. Curiously, the underlying telemedicine framework in India turned
into deliberate and spearheaded through a private mission, Apollo clinics, as a crew
with Indian Space Research Organization (ISRO) at a metropolis known as Aragonda
in Andhra Pradesh. Therefore, with the assist of Department of information Tech-
nology (DIT), ISRO, Department of health and Family Welfare, Ministry of External
Affairs (MEA), National Informatics Center (NIC), and separate country legisla-
tures, the business enterprise of telemedicine prolonged the country over. The chief
showing businesses move about as the focal center factors, to be unique, AIIMA, New
Delhi; PGIMER, Chandigarh; SGPGIMS, Lucknow; TMH, Mumbai; PBDSPGIMS,
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Rohtak; and CSMMU, Lucknow. A few company scientific organizations have addi-
tionally installation telemedicine focuses to expand their administrations: Amrita
Institute of Medical Sciences (Kochi), Narayana Hrudayalaya (Bangalore), AECS
(Madurai), Apollo hospitals (Hyderabad), Sankara Nethralaya (Chennai), and Sri
Ramachandra Medical Center (Chennai). Steadily, the telemedicine community has
stretched out the country over with extra than 400 telemedicine ranges in India.
ISRO’s telemedicine program interfaces 245 emergency clinics, 205 locale/rustic
clinics, and 40 outstanding-area of expertise clinics. In any case, the sizeable majority
of those drives stay bound to a “pilot project” degree and reception of telemedicine
in to well-known hospital therapy conveyance frameworks remains intricate.

Province public telemedicine network The Federal Ministry of Health and Family
Welfare has also acknowledged that telemedicine has a favorable impact on the
country’s continued advancement of medical care. It has chosen to set up a public
country telemedicine network. In this undertaking, a public organization for inter-
linking every single clinical school/University Hospitals the nation over have been
proposed. The National Medical College Network is an organization that promotes
clinical education and e-health initiatives across the nation. Under the National
Knowledge Network Project, 150 clinical schools across the country are currently
connected by a quick fiber-optic-based Internet. The National Rural Telemedicine
Network is working to connect rural outlying medical care populations with local
clinics, tertiary care facilities, and academic medical clinics in the field of medical
care delivery [2].

“Association of private venture in the field of telemedicine in IndThe
privateate area/medical services industry has additionally perceived the capability
of telemedicine. Through the effective execution of a few pilot projects including
the public authority and private undertakings, telemedicine has been laid out as
a strong and solid medical services conveyance framework in India. The Apollo
Telemedicine Networking Foundation, a not-for-benefit association and a piece of
the Apollo Hospitals Group has been endeavor telemedicine projects. Under the
administration of Dr. Ganapathy, a noticeable neurosurgeon and generally viewed as
the dad of Indian Telemedicine, Apollo Hospitals worked together with ISRO to set
up India’s first Rural Telemedicine Center at Aragonda, a little town in the State of
Andhra Pradesh. The world’s first VSAT empowered, present day optional consid-
eration medical clinic was laid out on March 24th 2000. From that point forward
Aragonda Apollo Telemedicine focus and Hospital has been the foundation contex-
tual analysis model for the whole telemedicine medical services industry. Today
ATNF has arisen as India’s single biggest private medical care supplier in the space
of Telemedicine with north of 125 fringe places in India and 10 abroad” [2].

3 Telemedicine Guidelines During COVID-19

The Board of Governors of (MCI), i.e., the Medical Council of India, the most recent
clinical training supervisor in India, who pre-arranged the rules in a conversation
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with the principal organizing body the National Institution for Transforming India
(NITI Aayog), has made an effort to fill a significant gap: absence of regulation and
a structure for the moral act of telemedicine. The standards list video, sound, and
text as three strategies for resemblance and map out the game plans for their usage
by specialist, including limits. The principles need clarity about assurance and data
to use, for patients and specialists. They set the onus by and large on experts to stay
aware of records of all exchanges of correspondence among themselves and patients.
The principles don’t yet decide the term for taking care of data nor limiting to extra
use of this data. The instructions essentially require the master to be familiar with the
data security and assurance guidelines and adhere to them. Security concerns arise as
nuances, including a patient’s area, and other reasonable unmistakable confirmation,
are relied upon to be recorded by trained professional. The standards explain the
thoughts of inferred and express consent anyway basic beginning of a telemedicine
interview by an individual is considered as suggested consent. The guidelines need
to explain more on consent in a tele-consultation and approaches to getting and
recording it. The standards moreover come up short on instruments for settling the
protests of patients or specialists.

Objectives

1. Todetermine the patient’s satisfaction difference between video and person visits.

2. To understand the opportunities and challenges in adapting via telehealth
services.

3. To bridge the gap between patients and physicians.

4 Literature Review

According to the diary of general well-being strategy, foundations funded by the
Union government and those backed by the State immediately provided services
by electronic means. Soon after the end of emergency clinic units, the Ministry
of health and Family Welfare laid out the country’s telemedicine strategy rules. The
Medical Council of India (MCI) Board of Governors, the most recent clinical training
supervisor in India who in advance with the primary organizing body, the NITI Aayog
(National Institution for Transforming India), has made an effort to close a sizable
gap: the lack of guidelines and a framework for the moral act of telemedicine. The
regulations outline the conditions for their use by experts, including any restrictions,
and mention video, sound, and text as three possible forms of correspondence [3].
“A portion of the regulations connecting with the clinical calling incorporate the
Medications and Cosmetics Act, 1940, and Drugs and Cosmetics Rules, 1945, the
Indian Medical Council Act, 1956, the Indian Medical Chamber (Professional lead,
Etiquette and Ethics) Regulations, 2002, and the Clinical Establishments (Regis-
tration and Guideline) Act, 2010 (‘Clinical Establishments Act’). The regulations
connected with ICT incorporate the Information Technology Act, 2000 (IT Act),
18 the Rules, 2011, 19 of Information Technology (Reasonable Security Practices
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and Procedures and Sensitive Personal Data or Data) the Information Technology
(Mediators Guidelines) Rules, 2011, 20 Unsolicited Commercial Correspondences
Regulations, 2007, 21 and Telecom Commercial Correspondence Customer Prefer-
ence Regulations, 2010 (‘TCCP Regulations’). The Information Technology (IT) Act
contains arrangements protecting the security and protection of data traded utilizing
implies perceived under the IT Act. All organizations enlisted under innovation or
giving innovation administrations are represented by the IT Act” [4].

Government associations like the Indian Space Research Organization (ISRO), the
Department of Informational Technology (DIT), the MOHFW, and the Ministry of
External Affairs all played critical roles in the development of telemedicine services
in India. These offices have set up telemedicine connections between several rural
areas and important emergency clinics in urban areas. Certain patient’s in India can
find the use of telemedicine a bit difficult, particularly old and uninformed patients
who are coming up short on specialized abilities for exploring the above discussion
stages [5].

The rules outlined by MOHFW have been distributed under the Indian Medical
Council (IMC) Act. RMPs who might need to rehearse telemedicine ought to submit
to these rules and need to finish a required Internet-based course within 3 years of its
warning. The rules given by MOHFW, propose a video method of correspondence for
the first counsel anyway as per Diabetes and Metabolic Syndrome: Clinical Research
and reviews recommends that the first counsel for patients with diabetes ought to
preferably be up close and personal on the off chance that conceivable in light of the
fact that actual assessment can’t be supplanted by telemedicine except if one more
medical services specialist in actual vicinity to the patient can transfer assessment
discoveries by means of telemedicine stages. During the hour of Coronavirus, the
MOHFW rules, just a state-enrolled clinical expert (RMP) is permitted to rehearse
telemedicine in India. Further, the rules given by MOHFW recommend a video
method of correspondence for the first counsel in any case, as indicated by Diabetes
and Metabolic syndrome: Clinical Research and Reviews proposed that the first
counsel ought to be up close and personal on the grounds that actual assessment
can’t be supplanted by telemedicine [5].

Far off locales all around the planet face a few obstructions in giving available,
sensible, and pinnacle-notch medical care administrations. These barriers incorporate
financial necessities, complex geographic areas, unlucky foundations, and a lack of
prepared medical care professionals in the district. Telemedicine, or the conveyance
of hospital therapy administrations through statistics and correspondence advances
(ICT), can possibly reduce variations in hospital therapy, further broaden wellness
results, and supply training to scientific services suppliers. Ongoing advances in inno-
vation, as an instance, the utilization of cell telephones, in addition developed Internet
framework, digitalized statistics, and digital scientific facts, have made telemedicine
attainable. Telemedicine may be applied in an assortment of methods, and the kind of
telemedicine apparatuses applied is based vigorously upon the necessities and assets
of a populace. Creators coordinated this audit by using gross public pay (GNI) in step
with capita in US bucks, a World Bank order, to introduce exceptional telemedicine
drives almost about the United States’ financial status.
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Akiyama and Yoo7 revealed that teledermatology and teleradiology frameworks
confirmed promising results in monetary proficiency. As one of the maximum evolved
economies in Asia with an excessive limit with recognize to ICT, Singapore has
had some teledermatology drives tested. A Web-based teledermatology framework
changed into assessed amongst sufferers with nonurgent pores and skin situations in
a nursing domestic. Seghers and colleagues 11 directed a bit impending review on
the Institute of Mental Health in Singapore to comparison teledermatology by means
of regular videoconferencing and an up-near and personal convention in a meeting
of standardized intellectual sufferers with continual skin illnesses. They closed 24
Jha et al. that teledermatology turned into quite a lot as successful as eye interview
in regards to demonstrative precision and the executive’s consequences in light of a
simple diploma of association between the forms of meetings.

As the second maximum populated USA on the planet, India has been using
e-health to arrive at its extra weak residents for a totally long time. In 2008, the
World Health Partners’ (WHP) Sky Program installation telemedicine middle points
in provincial areas in India. “SkyHealth” facilities are institutions run with the aid
of neighborhood commercial enterprise visionaries that deliver varying media corre-
spondence between sufferers in provincial towns and metropolitan doctors. Over 65%
of the population in Pakistan lives in provincial regions and countenances geographic
difficulties whilst attending to reasonable and exceptional wellness care. 34 to warfare
the lack of hospital therapy administrations there, Telenor, a large media communi-
cations corporation adjusting nations across Asia, sent off a telemedicine manage-
ment in 2008 after their accomplishment in Bangladesh. C.H.E.S.T has successfully
arrived at networks in remote and underestimated areas of Nepal and proceeds to
effectively deal with this system.

The report gives the build yearly development rate (CAGR) for the worldwide
Telemedicine market during the conjecture time frame. The report includes a detailed
executive summary as well as a sneak peek at how several pieces that were remem-
bered for the duration of the assessment are developing. The research also provides
insight into the key features of the global Telemedicine market that are changing.
These records fill in as important devices for existing business sector players as well
concerning elements keen on entering the worldwide Telemedicine market [6].

The report dives into the serious scene of the worldwide Telemedicine market.
Central participants working in the worldwide Telemedicine market have been recog-
nized. Organization outline, monetary standings, late turns of events, and SWOT are
a portion of the traits of players in the worldwide Telemedicine market that have
been profiled in the report [6].

The move united states lockdown and resultant limitations further augmented the
all-round current essential unnoticed remedy need for substance use problems (SUD).
Telemedicine may want to expect a vast component in lessening the remedy hollow
via working on the entrance and accessibility of proof primarily based attention,
during this season of emergency as well as in regular instances. A review has shown
the viability of tele-consultation in a joint attempt with the crucial attention health
practitioner for offering mental types of assistance to vagrants in a recuperation
vicinity.
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The Telemedicine Practice Guideline (TPG) changed into introduced on March
25th 2020 and became formally informed in the Gazette of the Government of India
on May 14th 2020 Telepsychiatry rules were additionally brought in May 2020.
The point of each the guidelines changed into to offer pragmatic steerage to clin-
icians with respect to the ‘setting up, execution, corporation, and arrangement of
tele-consultation management so it tends to be included into the everyday medical
practice.

A more extensive use of cell phone-based tele-consultation for patients with
substance use problems began during the lockdown because of the COVID-19
pandemic. In the review the telemedicine model embraced by the Drug Deaddic-
tion and Treatment Center of the Postgraduate Institute of Medical Education and
Research, Chandigarh was shown which have a multi-disciplinary out-patient help
comprising of specialists, clinical specialists, attendants, clinical therapists, and
guides. The test was to consolidate and coordinate the act of telemedicine inside
the TPG structure yet in addition in a stepwise progressive operations administration
model contingent on the need of the circumstance [7].

As indicated with the aid of our assessment, the administrations gave by means of
telemedicine should have comparable requirements of professional duty and protec-
tion as preferred conferences. Specifically, tele-consultation should be robotically
paid, with recommend and answers joined into a traditional report sent with the
aid of e-mail to the affected person, along with a receipt. The specialists under-
mined the arrival of guidance and answers exclusively through verbal correspon-
dence or straightforwardly through communication, albeit the closing preference
would anyways have its lawful worth.

Tele-consultation was rather considered proper for the conclusion and the exec-
utives of pilonidal illness (middle worth, 7), probably in light of the fact that the
analysis is worked with by the utilization of top quality pictures, as well as by the
run of the mill limitation of the sickness. The significant job of actual assessment
may again clarify this result as featured in a new study of patient and supplier expe-
riences. 25 interestingly, given the assessed predominance of hemorrhoidal sickness
(i.e.,4.4%) 26 and the rate of butt-centric crevice (i.e., 0.11 individual years, bringing
about normal lifetime hazard of 7.8%), 27 the conjunction of the two circumstances
isn’t insignificant and must be avoided on an ordinary visit [3].

Taking the whole thing into account, what must the reasoning of telehealth be?
Maybe equal to that of two decades old. “Information improvement need to be given a
principal element with inside the replace of the scientific advantages shape awaiting
an important nice development is to be achieved”. Recognizing its endpoints and
defensive patients’ prosperity is prime for this work [3].

Patients were isolated into a telemedicine accomplice, with preoperative confer-
ence and careful navigation directed through telemedicine, and a conventional in-
person companion. 28 had their preoperative consideration solely directed through
telemedicine and were in the telemedicine accomplice. Sixty patients were preop-
eratively found face to face, 28 through telemedicine, and six had their preopera-
tive visit changed over from telemedicine to face to face an assortment of reason.
Concerning follow-up, most patient selected telemedicine visits, with 61 patients seen
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through telemedicine, 30 patients found face to face, and three had their postopera-
tive visit changed over from telemedicine to face to face. Patients were enlisted from
March 2020 until October 2020, the period in which our establishment’s compul-
sory COVID-19 telemedicine convention was active by which all new patients were
offered an underlying telemedicine conference yet were given choices for in-persons
arrangement in response to popular demand. The telemedicine partner contained
patients who had preoperative assessment only led by means of telemedicine and
continued straightforwardly to a medical procedure [8].

According to McCool RR, Davies L. Where does telemedicine fit into otolaryn-
gology? An appraisal of telemedicine qualification among otolaryngology diag-
noses. Recent surveys of the expense adequacy of telemedicine drives found that
telemedicine can lessen the expense of medical care conveyance, accordingly making
medical care administrations reasonable and available. To make telemedicine a funda-
mental piece of the biological system of medical care conveyance, and to assure
dynamic cooperation of the private area on a practical fact, a very less arrangement
drives are expected for assuring the monetary suitability of telemedicine projects,
for example, lucidity on recompense of therapy gave by telemedicine. Defeating the
common shortage of paramedic faculty and preparing the staff in the utilization of
telemedicine is vital to expanding the reception of telemedicine all over provincial
regions [8].

Defeating the socio-social hindrances to stretch out telemedicine reception to
country regions, seemingly, relies on the fuse of telemedicine in essential considera-
tion. The granular perspective to execute telemedicine at the essential consideration
level would, ostensibly, improve the viability and acknowledgment of telemedicine
at the auxiliary and tertiary levels [8].

“This could be the future for medical services in India, where both the general
population and the private well-being areas are giving significant measures of cash
and work to standard telemedicine. Defenders of telemedicine consider it to be an
answer for a portion of the lacks in the country’s well-being area. India faces a lack
of specialists, especially in rustic regions, where almost 70% of the populace lives.
Specialists and clinics are generally packed in urban communities, and as a result,
medical services in provincial India is lacking or missing. One of the principle points
of telemedicine is to give medical services to India’s most unfortunate individuals.
Since then-US President Bill Clinton launched India’s first telemedicine initiative at
Apollo Aragonda Hospital in the state of Andhra Pradesh in 2000, a lot has changed.
Today, there are around 500 telemedicine focuses connected with around 50 expert
emergency clinics the nation over. In the next few years this figure is expected to
increase. The public authority’s eleventh Five-Year-Plan (2007-2012) assigned 2000
million rupees (about US$50 million) to telemedicine. (2007-2012) allocated 2000
million rupees (about US$50 million) to telemedicine” [9].
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5 Research Methodology

This research methodology has been utilized to conduct comprehensive research on
the telemedicine market in India and to arrive at conclusions on its growth prospects
amidst COVID-19, opportunities, and challenges for telehealth services. We had
done primary and secondary research which has supported to draw of an accurate
and reliable conclusion.

For primary research, a structured questionnaire was designed and administered
to a group of 100 people. The survey was administered online, and only one response
per person was taken into account. The research consisted of both qualitative and
quantitative studies.

There were certain closed-ended questions to know people’s approach toward
telemedicine, are the people enough adaptable to this change in the healthcare
system, then there were some questions related to the awareness of various existing
telemedicine platform, the scope of improvement from the patient’s perspective.

We had interviewed a few doctors as well which serves as a validation from the
perspective of the doctors about this growing sector in healthcare.

6 Physicians Interview

The majority of the doctors that we had interviewed were MBBS graduates and very
few did their specialization.
Questions that were asked during the interview:

(1) Do you prefer telemedicine?

Almost all of the physicians that we had interviewed preferred telemedicine and they
told that it is the best facility for the patients who cannot reach out to the doctor
personally and it has proven to be very useful in the situations like a pandemic.

(2) Pros and Cons of telemedicine?

Pros: Most of the physicians mentioned it as easily access time-saving for both
doctors and the patient as a doctor could reach many patients in lesser time and for a
patient it is money-saving as far off patients can get in touch with the doctor for small
ailments without having to pay for the travel and a safer and convenient method for
everyone in a pandemic situation.

Cons: In response to the cons of telemedicine, physicians mentioned different points
which might be the possible reasons according to them leading to certain doubts in
patient’s mind while opting for telemedicine. These are inaccuracies in diagnosis
because e detailed physical examination is not possible or because of lack of proper
exposure, a handover technology is required which is still scarce in certain regions of
India, also there are limited tools of assessment, Inadequate communication services.
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(3) How did you with up in the pandemic with telemedicine?

For a few doctors, online instructions regarding the diagnostic and treatment strate-
gies helped. Online CT reports also helped save time and lives, instructions regarding
preventive care were a major plus point. Many doctors consulted many non-
emergency patients through telemedicine which provided safety to patients as well
as doctors. All the doctors were being cautious with symptoms and taking regular
follow-ups with the patients. Doctors said patients with mild symptoms could be
directed well and the physical contact was lessened. Answering patients’ queries
made them decide whether they need to get admitted to the hospital or stay at home.

(4) What is the impact of pandemic on your practice?

Almost all the doctors said more working hours resulted in increased stress. Increased
chances of infection because of high contact with the positive patients, hectic schedule
during the pandemic. Patients requiring surgical management reduced in hospitals
only emergency patients were taken in the operation theater, many doctors reported
that patients were preferring to discuss their symptoms over a call rather than a visit.
Doctors found that there was a reduction in the overall variety of cases and an increase
in pandemic-related patients.

For secondary research, we had gone through 10 research papers of a few Indian
and International Journals where it includes research design, procedures, analysis,
and sample collection which we intend to use in our research. In this research we
have focused on open ended interview questions to identify the key terms in this
study as we proposed.

7 Results Analysis

The research has been done with quantitative analysis methods to see answer to the
research questionnaire.

An analysis feedback form consists of 10 no of questions developed, validated,
and circulated among the 110 no of consumers (through random sampling with the
help of direct interview questions, Google form, Email, WhatsApp, etc. To know the
preferences toward tele-consultation.

In this study we have observed that the majority of the people, i.e., 74.5% are youth
who preferred tele-consultation. About 40.6% of people preferred telemedicine over
the face to face consultation. The majority of the people 60.4% are satisfied with
the telemedicine consultation, whereas 39.6% of people were not satisfied with the
telemedicine consultation.

71.7% of the people will recommend telemedicine to their friends and family
members. 74.5% of the people who promote their college about telemedicine
consultation.

Out of a total, 70.8% of people think telemedicine consultation is beneficial for
their daily practice. 47.2% of the consumer have taken tele-consultation and when we
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Fig. 1 Preference of Chart Title
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ask about the experience 38.4% of consumers have given a positive response toward
tele-consultation. They believe that tele-consultation is seen as the futuristic platform
for telemedicine. Later asked them whether the telemedicine sector will grow post-
pandemic to which 83% shows positive response majority city of the people believe
that tele-consultation is time saving, while 45.3% think that telemedicine is comfort-
able and convincing. 14.2% believe that it provides better patient care additionally
39.6% show fast assessment during telemedicine consultation.

When asked whether doctors are able to understand their health issues has have
provided them with adequate attention. 76.4% of people agree that their doctor
provided them with the utmost care and was able to understand their problems.

8 Result

See Figs. 1, 2, 3 and 4.

1. Do you prefer telemedicine over face to face consultation?
2. Have you taken any tele-consultation?
3. How was your experience?

4. Your view on telemedicine?

9 Conclusion

The conversation introduced in this paper proposes that few telemedicine drives
have been sent off in India. It shows in general; most patients were happy with their
tele-visit. Also, phone and video tele-visits were comparable with respect to patient
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Chart Title
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feelings, patient attributes, and visit result. Endeavors to build access and inclusion of
telehealth, especially phone tele-visits, should go on past the COVID-19 pandemic.
Telehealth plays immediate and aberrant parts in lessening the spread of contami-
nations by empowering physical removing, following side effects and flare-ups, and
supporting policymakers in expecting needs and choosing fitting and ideal interces-
sions. Imagining a telehealth-empowered future, one should recall that numerous
clinical circumstances require actual assessments or intercessions and that care is
a human and social action. Until this point in time, venture has been lacking in
creating advancements that work for clinicians and patients and adjusting medical
care frameworks and ways of life to completely take advantage of these innovations.
The COVID-19 pandemic addresses a genuine open door and motivation to create
progressed telehealth arrangements that can change medical care and individuals’
lives, both locally and globally. Telemedicine can assist us with defeating the bound-
aries to getting to medical care benefits the—distance among supplier and patient,
admittance to transportation, divided care caused because of holes in arrangements,
and absence of medical care access. To finish up, while telemedicine might conceiv-
ably improve the openness, reasonableness, and nature of medical care administra-
tions in India, as shown by a few pilot projects, effective and practical increasing of
such drives requires tending to strategy/administrative, infrastructural, human asset,
and socio-social issues.

10 Limitations

The limitation of this study in terms of data collection is due to the rationale of the
COVID-19 pandemic, during which close physical contact is strictly prohibited and
a social distancing policy is required to avoid a rapid increase in cases. As a result,
gathering knowledge and knowledge will only be accomplished through the use of
a web survey. Another limitation is that thanks to time constrain we could conduct
only a little survey with a sample size of 100 and for the physician’s interview we
circulated our questionnaire to 10 doctors.
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and Mediating Role of Work Place

Learning
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and Gemechu Tufa

Abstract As a referral plan, point of service customers pay less if use healthcare
network. This concept is new for Ethiopia so education institutes have the respon-
sibility to first educate their healthcare students with help of work place learning in
public-private partnership environment. So that point of services help in enhancing
student’s efficiency by nurturing creativity. Therefore, present research used point
of service as the antecedent and students creativity as the predicate. Public-private
partnership was employed as a moderator to investigation work place learning asso-
ciations with antecedent and result of consequence. Cross-sectional research design
was used. Students, academic and non-academic staff of comprehensive universi-
ties in Ethiopia especially related with health services considered as the sample
group. Curvilinear relationship between point of service and work place learning
was measured with help of Confirmatory Factor Analysis (CFA). PROCESS macro
for mediation, moderation and conditional process analysis was employed. Inverse
association of work place learning found with point of service and student creativity.
This study also indicated that public-private partnerships are less expected to display
Work place learning. It also indicated that PPP in the presence of work place learning
signifies the student’s creative behavior.
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Keywords Work place learning + Point of service - Creativity * Public-private
partnership

1 Introduction

In healthcare services, as a part of innovative service marketing, a type of plan is
needed in that customer pays less if he uses healthcare services providers that belong
to the plan’s network [1]. Especially in case of Africa, where it is a new concept
need to nurture with help of socialization devices like educational institutes [2].
Workplace learning induced by higher education institutes for point of service in the
form of providing apprenticeship to health science students [3]. This facilitated with
the partnership between public sector comprehensive universities and private sector
or NGOs [4].

Practical learning at university level that is considered as workplace on job training
leads to not only connect actions with result but also with innovation and creativity in
human life skills [4]. Public-private partnership leads to new dimensions of workplace
learning [5]. Public-private partnership provides the potential for both private and
public sectors for innovation and creativity [6].

2 Empirical Literature Review

2.1 Point of Service in Health Services and Work Place
Learning

Point of service in health services is plan of paying less for opting health network
in a combination. Patent opts for the point of service (POS) with a pre-reference
of a primary health center (PHC) physician. After that he/she gets a special care
from a specialist [7]. Especially in pandemic period of COVID-19, point of services
importance increased very fast [1, 8].

Medical students get on the job experiences through systematically delivered
workplace learning and training [9]. Students get face to face training with help
of experienced trainers because technical education is more practical in nature that
leads to inclusive education [2]. So, all-inclusive description of work place learning
is the systematic acquaintance through point of services deliveries [10]. Learning
at workplace in the form of point of sale services delivery and understanding for a
developing economy paved the way forward for inclusion and networking of both
education platform and health services [11]. Learning at work place was disturbed in
time of COVID-19 pandemic, so for remote health care, point of services emerged
as an alternative [12].
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HI: Point of service and work place learning have statistical significant
relationship.

2.2 Point of Service, Work Place Learning and Creativity
of Students

Point of Services (POS) as a plan before adoption by the patent depend on the psycho-
logical factor of suggestion by the health workers. In the emerging economies, where
healthcare services are also run with the help of higher educational institutes, P O S
is more deciding factor in healthcare selection [13—15]. Comprehensive universities
are the harbinger of community services in the form of providing primary health
services to the community through workplace learning environment and network the
higher hospitals with advisory and problem solving through creativity [16].

Medical students who are learning training program at their workplace on health-
care services; POS is the inherent part of their training. Dealing and suggesting the
proper channel to get maximum benefit is the core part of point of services. In the
under developing economies, primary health centers facilitated with higher educa-
tion institutes help the patients in networking with large hospitals and its leads to
creativity in their behavior by shaping advisory abilities [17-19].

H2: Work place learning and students creativity has statistical significant rela-
tionship. H3: Point of service and students creativity has statistical significant
relationship

HA4: Work place learning plays a significant mediating role among point of service
and students creativity.

2.3 Work Place Learning and Public-Private Partnership

In revamping technical vocational education and training through public-private part-
nerships for skill development, work place is the mediating factor [20]. Public-private
partnership moderates the curved association between point of service and work place
learning [21]. Public-private partnership moderates the association among work place
learning and creativity, significantly [22, 23].

H5: Public-private partnership moderates the association among point of service
and work place learning.

H6: Public-private partnership moderates the association among work place
learning and creativity, significantly.
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Fig. 1 Conceptual framework

3 Conceptual Framework

See Fig. 1.

4 Research Methodology

4.1 Sampling and Data Collection

Sample consists of comprehensive universities of Ethiopia. Diversity in sampling
leads to record the real feeling of work place learning; therefore, three comprehen-
sive universities of Ethiopia are included to measure the creativity among students.
Two different types of questionnaires were employed to collect data from Health
College students and academic staff of the Health College. Out of 500 distributed
questionnaire, 448 questionnaire considered as valid.

5 Results

5.1 Reliability and Validity

Reliability and validity were shown with help of Table 2 in the form of Cronbach’s
alpha value, which is more than 0.7 for all variables. Results show that KMO value
was 0.893, which is more than the acceptable level of 0.800 with significant value of
p < 0.05. Bartlett’s test of sphericity requires threshold matched for each standards
for composite reliability (Composite Reliability > 0.7). Table 1 too depicted each
and every one assessment for “Average Shared Squared Variance” (ASV) found
to be fewer as compared to “Average Variance Extracted” (AVE) for all variables.
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Table 1. Measures S. No. Variable Cronbach alpha Result
1 Point of service | 0.873 Valid
2 Work place 0.852 Valid
learning
3 Public-private 0.867 Valid
partnership
4 Creativity 0.848 Valid

Indicated convergent validity was establishing because all corresponding variables
are converges into their own construct.

Moreover, Average Variance Extracted (AVE) for each and every variable. Only
creativity has AVE value which was 0.398. This all ascertains the discriminant
validity, also shown suitable (>0.5). Factor loadings results were found to be suit-
able and under the level of acceptance, that helps researchers to anticipate and carry
forward the analysis. Kurtosis and Skewness values were in between + 1 and — 1,
so they were conformed the normality of data.

5.2 Correlations

Correlation between the variables shows in Table 2 depicted a significant and positive
relationship found between point of service, creativity and public-private partnership.
For work place learning, correlation value was found significant but negative in nature
(Table 3).

5.3 Fitness of Model

Statics for fitness of model was shown in table which describes the relationship
between a further interpreter variables and response variable (Fig. 2; Table 4).

5.4 Hierarchical Linear Relationship Models

Table 5 summing up the outcomes of hierarchical linear relationship among point of
service and work place learning (Fig. 3).
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Table 3 Association between variables

Explored items Mean | Std. deviation |I 11 il

I. Point of service 2.87 1.004 -

II. Work place learning 396 |0.865 — 0.683*** | —

III. Creativity 323 10.763 0.3827%%% — 0.213%* | —

IV. Public-private partnership |3.95 |0.752 0.512%%%* 0.831%** | 0.325%**

Remarks: N = 448 *p < 0.05; **p < 0.01; ***p < 0.001.

2 LLillLllilid

yl i S

Fig. 2 Structural equation model (SEM)

6 Mediation

Consequences discovered that work place learning mediates the association between
point of service and students creativity considerably (error of precision 0.05%).
Hence, null hypothesis for H4 was rejected, and mediation relationship was found
(Table 6).
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Table 4 Measurement model (CFA) and SEM model summary
S. Measurement tool Indicator Measurement |SEM | Acceptance | Result
No. model (CFA) | model |level
1 Chi-squared/degree | CMIN/DF | 3.152 2.295 <5.0 Accepted
of freedom
2 Comparative fit CFI 0.921 0.931 >09 Accepted
index
Tucker lewis index | TLI 0.924 0.937 >09 Accepted
4 Incremental fit index | IFI 0.925 0.934 >09 Accepted
5 Root mean squared | RMSEA 0.071 0.073 < 0.08 Accepted
error of error
approximation
6 R? =0.179, p < 0.05 | Work place | H2 Accepted
learning and
creativity
7 R? =0.392, p < 0.05 | Point of H3 Accepted
service and
creativity
Table 5 Results of HML/covariance components model for work place learning!
Explore items Steps | Model
1 I 11T v \'%
Age 0.169%** 1 0.091%** 0.059%** 0.062%* 0.061%*
Sex —0.051 — 0.008 0.008 0.013 0.014
Education 0.049 0.031 0.039* 0.040%* 0.041
Experience 0.141%* 0.051 0.042 0.041 0.040
POS? — 0.426%** | 1.102%** 0.694%#* 0.772%%*
POSSq(HI) — 0.254%** | — (0.232%*%* | — ().243%%*
PO S *PP 0.029%%* 0.028%**
P O S 2*PP (H4) 0.021%*
Comments H1 accepted H4 accepted
R? 0.172%** | 0.634%** 0.778%** 0.772%%* 0.798%*%**
Adj. R? 0.163%*** | 0.621%*** 0.763%** 0.765%%* 0.792%%%*

Remarks: N=448; *p<0.05; **p<0.01; ***p<0.001
1'W P L = Work place learning as dependent variable, 2P O S = point of service as independent
variable, PP = Public-private partnership as moderator
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Fig. 3 Model of measurement
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Table 6 Mediation

145

Type of effect E S.E P CI (95%)

L U
Total effect 0.250 0.062 0.000 0.102 0.198
Direct effect 0.312 0.088 0.000 0.095 0.276
Indirect effect —0.062 0.052 0.000 0.097 0.105

Mediator; work place learning (bootstrap sample size = 5000)

Table 7 Outcomes of moderating public-private partnership between point of service and work

place learning

Model summary: F(3, 401) = 259.762, p < 0.05, R?2=0.71

Variable Point of estimate | SE P-value | Confidence interval
Lower | Upper

Point of service — work place | 1.298 0.201 0.000 0.598 0.262

learning

Public-private partnership — 0.452 0.209 | 0.004 0.423 0.213

work place learning

Int_I 0.312 0.121 | 0.000 0.210 0.298

7 Moderation

7.1 Moderating Role of Public-Private Partnership Among
Point of Service and Work Place Learning

Table 7 results showed that public-private partnership partial mediates between the
point of service and work place learning. Thus, results supported the hypothesis HS5.

7.2  Moderating Role of Public-Private Partnership Among
Work Place Learning and Creativity

Results of Table 8 showed that public-private partnership moderates between the
work place learning and creativity of medical students. Thus, results supported the

hypothesis H6.
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Table 8 Results of moderation of public-private partnership among work place learning and
creativity

Model summary: F(3, 396) = 39.86, p < 0.05, R? =031

Variable Point of estimate | SE P-value | Confidence interval
Lower Upper

Work place learning — 0.983 0.301 |0.001 — 1431 —0.501

creativity of students

Public-private partnership — | 0.132 0.321 |0.021 —0.104 | —0.042

creativity of students

Int_I 0.143 0.125 |0.014 0.021 0.201

8 Conclusion

From the results of hierarchical regression, it was conducted association found
between point of service and work place learning was curvilinear in nature. Also
association found among point of service and work place learning but it was inverted
in nature. From the analysis, it was clearly manifested that work place learning signif-
icantly mediates between point of service and creativity of the medical students
in comprehensive universities. Similarly, public-private partnership also played a
moderation role among point of service and work place learning. Present research
evident that presence of work place learning helps in creativity of the medical students
in case of point of service learning platform.
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Prediction and Comparative Analysis m
of Few Most Impacted Countries oo
by Coronavirus

Simran Khanna, Meenal Garg, Seema Aggarwal,
and Hardeo Kumar Thakur

Abstract The globe is presently encountering a significant term that has trembled
the human’s mind, i.e., coronavirus. Carefully examining the unidentified prevalence
and danger rate of inhumane life, WHO instantly declared COVID-19 a pandemic on
March 11, 2020. The government of all the countries has adopted various policies and
measures to control the spread of this disease. Despite many precautions, no. of cases
and mortality rate are increasing simultaneously. This analysis targeted to determine
the prediction of the COVID-19 cases and deaths among five countries. Especially,
it investigates in which country expected maximum and the minimum total number
of deaths and number of new cases per million take place in the impending times
including cause behind it. Our analysis tends to enforce linear regression to eluci-
date the founded data to foretell the values. In this context, the “WEKA Tool” has
been taken into account which is a renowned machine learning tool. The prediction
might be helpful for councilmen and healthcare service providers in suppressing the
incremental transmission of this nationwide disease.

Keywords Weka - Owid - COVID-19 - Arff - USA

1 Introduction

COVID-19, this term has shaken human minds and misbalances everyone’s life. The
outbreak of the novel coronavirus of the twenty-first century affected millions of
people. COVID-19 is not only a devastating disease but also a communicative illness,
which transfers from one person to another. Because of this infectious disease, the
epidemic has spread, and deaths are taking place all over the world. Everything
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in this developed world keenly enjoys science, from the movement of the earth
around the sun to the imminent arrival of this deadly coronavirus, all its science.
The coronavirus is a zoonotic disease, transmitted between animals and humans.
Coronavirus has dispersed its roots throughout the world; countries are severely
suffering from immense destruction due to the coronavirus, a direct result of a pseudo-
science experiment that typically costs many human lives.

On December 31, 2019, scientists observed the dismissal of a new coronavirus
(“SARS-CoV-2") in Wuhan, China, which later give rise to COVID-19. Arrival as
well as the gradual spread of the coronavirus have typically led to a rapid worldwide
health crisis. Coronavirus caused a severe epidemic that resulted in terrible havoc
all over the world. Infectious COVID-19 has irretrievably ruined ordinary life in the
world due to its unusual ability to spread rapidly and the inadequacy of effective
vaccines. It in common is an infectious disorder that invariably causes rare illnesses,
typically ranging from a mild cold to severe respiratory disease. The infectious virus
spreads through droplets or nostrils when an infected person coughs or sneezes.
Specific symptoms like mild fever, cough, and shortness of breath, profound fatigue,
and acute pneumonia may ordinarily occur in the chief sufferers. In key addition, it
is typically an asymptomatic disease, which means that some local people without
familiar symptoms can also transmit the infectious virus and gently spread it. These
rare cases are silent propagators of the infectious virus and are the most difficult
to trace. Responsible governments have unanimously adopted several appropriate
measures to combat its gradual spread like quarantine, social isolation, and lockdown.
Domestic residents were gently urged to wear precise masks and gloves if they
ventured outdoors and use sanitizers and cleanse their hands regularly. Local transport
has been suspended and non-essential companies, domestic industries, and social
services have been typically advised to stay promptly closed until further notice.

Countries around the world have increased the capacity building of laboratory
structures, but they until now experience a potential shortage of suitable systems to
limit its gradual spread. To prevent this pandemic, we expect a sustainable solution.
This pandemic is neither the first nor the last that the world has resolutely faced to
be better prepared for the future we need to focus more on the precaution and the
solution. To enthusiastically support humane life and stop this devastating contagion,
effective vaccines have cautiously emerged as the dominant weapon to encounter this
formidable enemy hailed as COVID-19. The whole world has reunited to overcome
this problem and fight valiantly against it. Scientists of various countries came out
with different vaccines to get rid of the Coronavirus. Covishield and Covaxine have
been unanimously approved and adequately prepared by Indian Scientists. Sputnik
V is an adenovirus viral vector vaccine for COVID-19 developed by the Russian
Ministry of Health. Jansen or Johnson and Johnson COVID-19 vaccine are invented
by an “American corporation.” Novavax COVID-19 vaccine is invented by an “Amer-
ican biotechnology bureau.” Moderna COVID-19 vaccine condensed mRNA-1273
is developed by Moderna (NIAID); and (BARDA).

Even though necessary precautions have been adopted worldwide, the sheer
numbers of cases and deaths have fluctuated since the fierce outbreak of the epidemic
promptly began. Fortunately, many individuals have recovered without the necessity
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of any particular health care, but many need treatment substantially more senior
citizens, together with fundamental medication issues say, Cardiac infarction, Brain
Tumor, Cholesterol, Diabetes, etc. Coronavirus produces a vast impact on the wealth
of the nation as it decelerates the economy and gives rise to extensive damage
directed toward the development of the nation. The frugality is deteriorating because
the worldwide logistics network is contracting together with many individuals also
addressing many additional hindrances. Along with adverse effects, there were also
some overwhelming results around the world. As the world was losing out because
of the pandemic, our mother nature gained something from it. The environmentally
damaging particulate matter was eliminated and most importantly, it was discovered
that the largest ozone hole was shrinking, and pollution was decreasing during the
pandemic.

1.1 State of the Art

Diverse research papers and studies have been conducted since the inception of the
COVID-19. Innumerable studies have been done on analysis and prediction, control
measures, prevention and treatment measures, regression analysis for comparison,
and many more distinctive features. Like a study named on the prediction of isolation,
release, and decease states for COVID-19 patients: A case study in South Korea was
performed by Alafif et al. in South Korea. Their prediction will support the nation
to isolate areas of infected patients, which will also support the country to carefully
limit the spread of COVID-19 [2]. One more study named Analysis of the Worldwide
Coronavirus (COVID-19) Pandemic Trend; A Modeling Study to Predict Its Spread
was done by Qasim et al. in which they analyzed the most affected countries and
explained how countries can improve their health resources [3]. Another successful
model was carried out named Prediction of COVID-19 pandemic for the topmost
15 affected countries using “ARIMA Model” by Singh et al. in which they predict
what will be the confirmed cases and mortality rate among these countries in the
coming times [4]. Another modeling study was done precisely named data-based
analysis, modeling, and forecasting of the COVID-19 outbreak by Anastassopoulou
et al. in which they predict the count of confirmed cases and death ratios in China
[5]. Further, one more study has been carried out on regression analysis of COVID-
19 using machine learning algorithms by Gambhir et al. in which they adequately
explain the use of machine learning tools in analysis and also analyze the COVID-19
impact in India [6]. The research was carried out on key predictions of diverse coun-
tries, predominantly focused on South Asia. This typical analysis claimed the self-
quarantine, proper hygiene and lockdown can limit the spread but cannot obliterate
the rare disease.

After the study of these papers, we analyzed that all these published studies acquire
their significance and limitations, then we concluded that all these studies are different
from each other as we found that numerous research with various parameters and
relations has already has been done based on our paper but still this research has its
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individuality, and it’s completely different from other research; therefore, prediction
for such countries might be helpful for the policymakers and healthcare service
providers in curbing the gradual spread of this dreaded disease.

This analysis has aimed at carefully tracing a key trend related to the total number
of death counts per million and the total number of cases per million expected at the
diverse countries of the COVID-19, we have used an amazing Machine learning tool,
i.e., WEKA which aided us to obtain the result conveniently. Mainly, this research
focuses on two key aspects:

Regression analysis and forecasting and precisely determine the prediction of
COVID-19 cases and mortality rate per million among the major five affected
countries (India, USA, France, Italy, and Russia).

At that time, we tend toward performed comparative analysis in which we rigor-
ously compared that among the above five countries, which country can have expected
maximum and a minimum number of “total deaths per million” and “new cases per
million.”

2 Methodology

The process of collecting information, as per the researcher is addressed as data,
only indicates the beginning of the research process. In today’s attainable scenario,
the foremost sensational topic in common is COVID-19 that has trembled the whole
world. The globe generally suffers several vast and terrifying difficulties; however,
the coronavirus is threatening among all of them, so in this study, we’ll eagerly
discuss the problems related to counting on COVID-19 cases. Through the process
of data mining, we analyze founded data. Data mining accurately represents the
process of going through data to information, information to data that can provide
us the useful predictions.

Based on statement problem demand predictive analysis, so we tend to enforce
linear regression to elucidate the matter and so a comparative analysis has been
done on that, supported some of its key parameters, we came to understand that
within the approaching days, at which country expected a total number of deaths and
new cases per million will increase and reduces accordingly. For this method to be
done, we found ingenious machine learning tool “Weka” which is an open-source
package tool, and it’s developed at the University of Waikato; Weka explains the
elementary principles of many customary algorithms. As determined by knowledge
points are based on many key attributes of five elite countries and every country has
453 instances. Therefore, we tend to are inundated with our determined data which
is why Weka helps to turn up the result concisely. The required data conspicuously
utilized for the present study are directly out there in the GitHub repository at this
official site.

The data contain info on a routine basis in over 230 countries worldwide. OWID
is a website that ponders on global threats, such as poverty, certain diseases, severe
famine, potential climate change, potential war, survival risk, and inequality. OWID
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is a global modification knowledge laboratory, a non-profit organization registered in
England and Wales; it truly owns and adequately maintains the website and also the
data tools and was based by Max Roser. The trustworthy data comprised in OWID
help to makes progress against the world’s vastest problems. In this study, we’ve
collected case data reports for the five elite countries. The data set contains relevant
parameters like Continent, Location, Date, Latitude, Longitude, total cases, new
cases, total deaths, new deaths, total cases per million, and total deaths per million
of each day. However, we have selected some parameters to examine the data from
the overall dataset for analysis of the COVID-19 outbreak.

The data used in the current study are based on the numerical values which contain
453 instances for each country so, as the popularity curve gradually increases; we
specifically looked at the data of five countries (India, the USA, Russia, Italy, and
France). In these countries, from February 1, 2020, to April 28, 2021, we processed
“new cases,” “total cases,” “total new cases per million,” “total deaths,” “total deaths
per million.” As data can be imported from documents in numerous compositions:
“.arff,” “.csv,” “.c4.5.”

99 <.

2.1 Steps to Convert .xIs to .arff

1. Convert Excel files with collected data to.csv-format (Values are separated by
commas); this is a structured table format.
2. Use a.csv file to change the format of the key algorithm to .arff.

Next, enter the data in Weka.

Figure 1 indicates uploaded data of India. In this data, it is visible that the relation
is India new; total instances are 453, total attributes are nine, and missing value is
0%, etc.

This study applies regression methods by actually using real-time global COVID-
19 data to determine the probability of successful COVID-19 cases within 5 days
based on previous new cases per million and the total number of deaths per million in
key countries. Linear regression is fragile and well-founded mathematical technique.

3. In statistics, linear regression is a linear approach to look at the connection
between dependent and freelance variables.

Fig. 1 Data of India
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4. In prediction analysis: regression toward the mean is that the most widely used
modeling technique for predicting the future.

2.2 The Specific Formula Used as Shown in Eq. (1)
X=x'+ax’+8 (1)

It is represented by an Eq. 1; where x! and x? are the intercept, « is the slope of
the line, § is the error term, and X is the predictive value. This equation can be used
to accurately predict the possible value of the target variable based on given predictor
variables.

2.3 Weka Using Time Series Forecasting Package

1. Reload all files “indianew.arff,” “francenew.arff,” ‘russianew.arff,’
“italynew.arff,” and “USAnew.arff”” individually.

2. Go to the Forecast panel — advanced configuration option — linear regression.

3. Go to basic configuration — According to Data Frequency-here < Detect auto-
matically comprised of given options according to which data is predicted > the
year, quarter, month, week, day, and hour data are displayed.

3 Evaluation Process

Estimate the number of steps required to generate an accurate forecast. Forecast 5
units ahead, to predict the future after 5 active days (the dotted line, the circle mark
on the chart provides a general forecast of the future). Then estimate and select the
total number of deaths per million. And activate the evaluation, and then we can
accurately get the prediction required for the next 5 days, as well as the stepwise
absolute error and root, mean square value. The same procedure usually applies to
new cases per million. Look at the prediction of the training set. Each country has
two graphs where the dependent variable is “total death per million” or “new cases
per million” and the independent variable is “time.”

4 Results and Analysis

Weka’s time series forecasting package determines the evaluation on 5-step-ahead
“number of time units to forecast” [7] classify the linear regression and also sets out
“perform evaluation” for mean absolute error and root mean squared error step-wise.
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Figure 2 determines the graph of the data of France “new cases per million”
where the training set is indicated by a square and predicted values, or the test set is
indicated by a circle. Here, in the test set, the value is decreasing through which we
can determine that in the future there are chances that the “number of new cases in
France” might be decreased.

Figure 3 shows the graph of France’s total deaths rate per million, and the test
set indicates a hike in the prediction of the total number of deaths in France in the
upcoming days.

Figure 4 indicates that India’s new cases per million and the outcome appears to
increase in the future.

Figure 5 is India’s total death rate per million and the test set indicates that India’s
mortality rate is least than the other countries, and the deaths rate may also fall in
the future.

Figure 6 shows new cases per million in Italy which may decrease gradually.

[P

France

....-"ITI-'Q-U_\"_ -

Training set: .
<

Fig. 2 France, new cases per million

Fig. 3 France, total deaths
per million
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Figure 7 shows total deaths per million in Italy which is increasing at a faster pace
in the future.

Figure 8 shows Russia new per million which although in a moderate state but
may decrease in the future. Despite this, the rate of new cases is very low compared
to other countries.

Figure 9 shows total deaths per million in Russia which may increase gradually.

Figure 10 suggests that new cases per million in the USA may decline sharply in
the future.

Figure 11 indicates that the total death rate per million in the USA could increase
by a good amount.
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Fig. 8 Russia, new cases per million
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Fig. 9 Russia, total deaths
per million
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Table 1 Comparative No. of max/min Cases/deaths
analysis
cases Total deaths per New cases per
million million
Minimum India Russia
Maximum Italy France

5 Conclusion

From the investigation and the previous enumeration, in conclusion, the predicted
minimum “total number of deaths per million” takes place in India, and the expected
maximum number of “total deaths per million” takes place in Italy as given in Table
1.

Whereas a predicted minimum “total number of new cases per million” takes
place in Russia, and the expected maximum number of “total new cases per million”
takes place in France as given in Table 1. It is due to the fact that the governments of
various countries have taken various measures, i.e., lockdown in the most effective
areas, increasing tests and increasing health infrastructure, etc., to prevent the COVID
cases. Therefore, the predicted values for deaths and new COVID cases are more in
comparison with actual count in deaths and new COVID cases.
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An Efficient Method for Skin Cancer m
Detection Using Convolutional Neural oo
Network

C. Sreelakshmi, V. Adithya, and R. Rajesh

Abstract Skin cancer (melanoma) prediction is a necessity for the society. But the
early prediction of skin cancer is possible from its dermoscopic images, it often fails
due to the visual similarity between different types of melanocytes and the visual
similarity with the normal skin. So the development of an automatic system for
melanoma recognition can help patients and doctors in diagnosing the disease early
and starting the treatment. Based on these motivations, the proposed work employs
a novel approach to skin cancer detection using neural network with convolution
layers. The method has achieved the highest accuracy of 81.11% with the GoogleNet
network and it has been compared with the results from AlexNet, EfficientNetbo and
ResNet50.

Keywords Melanoma - Convolutional neural network « GoogleNet - AlexNet -
EfficientNetbO - ResNet50 - Classification

1 Introduction

Statistical survey of World Health Organization (WHO) shows that one in five Amer-
icans is affected with melanoma (a type of skin cancer) in their lifetime [1]. The term
melanoma is derived from melanin forming skin cells called melanocyte, from which
the disease presumably arises. Melanin acts as a protection for skin from sun burns.
Damage of melanin due to certain reasons like ozonosphere depletion causes severe
sunburns that acts as a major catalyst in increasing in the affected melanoma cases.

Hence predicting it early is essential for reducing the mortality. However,
melanoma is one amongst the harmful form of carcinoma, still most of the cases will
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(a)

Fig. 1 Dermoscopic visualizations of benign and melanoma skin lesions adopted from ISBI 2016
challenge dataset are shown in a and b, respectively

be cured if it’s detected early. But, the problem lies in the failure of cancer detection.
Even expert doctors often fail in detecting melanoma on time. Some countries still
lack developments in health care systems that help to determine the sort of cancer.
Moreover, people are reluctant to consult the physicians because of the high cost
of the cancer treatment. Hence, a low cost system for automatically detecting the
skin cancer is essential to mitigate the existing challenges in disease diagnosis and
treatment. Such a system can help a patient to easily detect disease without visiting
hospitals.

The proposed work has considered two classes of skin cancer “melanoma” and
“benign” (see for example Fig. 1). The proposed research has come up with a deep
learning method that can aid the physicians in finding out the defects in melanoma,
and help the common public to take proper treatment based on the type of cancer.
Main challenges in differentiating of their types lies in the similarity of the skin
lesion of melanoma with benign, presence of hair on the skin lesion, poor quality of
images, etc. Different deep neural network architectures are utilized in this work for
the automatic skin cancer classification, and their results are compared.

2 Literature Review

This section deals with a quick review of recent researches on skin cancer detection.
Even though a lot of researches have happened, a few interesting research works are
discussed here, including but are not limited to the detection of physical properties
of melanoma using checklists by Jerant et al. [2], deep convolutional neural network
(CNN) approach by Yuan [3], special ensemble model trained with the public Der-
mofit Image Library by Kawahara and Hamarneh [4], and a two-layer CNN model
by Nasr-Esfahani et al. [5]. Besides the above mentioned works, one can also refer
to more recent surveys on skin cancer detection in Dildar et al. [6].
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3 Methodology

This paper proposes the melanoma classification using lightweight CNN architec-
tures, GoogleNet, AlexNet, EfficientNet, and Resnet using ISBI 2016 challenge
dataset [7]. Figure 2 shows the method.

3.1 Classification with Light Weight CNN

The capability of CNN networks has been utilized here for classification of der-
moscopic images. A CNN can be designed with multiple stages consisting of a set
of convolutional, pooling, subsampling, and normalization layers with proper acti-
vation functions followed by the classification layers [8]. This paper utilized the
transfer learning mechanism of four pretrained CNN models AlexNet, Efficient-
Netb0, ResNet50, and GoogleNet, among which GoogleNet has given the highest
classification accuracy. A detailed explanation of each network architecture is given
in following subsections.

GoogleNet GoogleNet is used for computer vision tasks like classification and recog-
nition. It has 22 layers [9], composed of multiple inception modules which are useful
for image distortion and batch processing. Inception modules can perform multiple
transformations on images with different filter sizes (3 x 3, 5 x 5) in parallel so as
to increase the computational efficiency of GoogleNet. Besides, the batch normal-
ization layer and the dropout layer in GoogleNet architecture further improves the
speed/efficiency and avoids overfitting.

AlexNet AlexNet has 8 layers and has more filters per layer [10]. AlexNet uses
overlapping convolutional and maxpooling operations for extracting image features.
It uses Relu activation function which does not activate all neurons at the same time,
so that it can prevent exponential growth in the computation.

-

Sample imaaes

Lightweight CNN model

AlexNet\ ResNet\ GoogleNet | Output Label
EfficientNet

Fig. 2 Proposed lightweight CNN model for skin cancer classification from dermoscopic images
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EfficientNetb0 EfficientNet is a convolutional neural network which performs scal-
ing on depth, width, and resolution forming a series of networks that vary from
b0 to b9. It is composed of 237 layers and can train more than one million images
with less parameters. The baseline model EfficientNetb0 [11] is utilized in this work.

ResNet50 ResNet50 is a convolutional neural network which is also known as resid-
ual network [12]. It uses skip connection concept. The residual blocks in the network
can solve the problem of exploding gradients, and enhance the performance of neural
network with more layers.

4 Experimental Study

The above mentioned CNN architectures are utilized to classify the sample images
from ISBI image set [7]. It contains 1279 samples.

The pretrained deep network models GoogleNet, AlexNet, EfficientNetbo, and
ResNet50 are utilized to classify sample images in the test set. The classification by
GoogleNet model gives an accuracy of 81.11% . Similarly, the classification results
using AlexNet, EfficientNetbO, and ResNet50 models give accuracies of 77.04%,
80.83%, and 76.11%, respectively. Table 1, shows the performance comparison of
different CNN networks utilized in the proposed study for skin cancer classification.
The analysis of accuracies of different networks shows that GoogleNet is giving the
highest accuracy compared to other networks. Besides this, the GoogleNet cancer
prediction is compared with previous works in Table 2, and it shows that GoogleNet
has attained better classification performance than others.

Table 1 Comparison of the performance of skin cancer classification using different lightweight
CNN models

LightWeight CNN Accuracy (%)
GoogleNet 81.11
EfficientNet 80.83
AlexNet 77.04
ResNet 76.11

Table 2 Comparison of melanoma detection by GoogleNet model with the existing methods

Author Method Accuracy (%)
Kawahara and Hamarneh [4] | CNN ensemble 79.5
Nasr-Esfahani [5] 2 layer CNN 81

Proposed GoogleNet 81.11
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5 Conclusion

Automatic detection of skin cancer will be very useful for patients as well as doctors.
This paper presents a deep model to automatically detect skin cancer. Pretrained CNN
models GoogleNet, AlexNet, EfficientNet, and ResNet have been used for building
the cancer prediction models. The comparison of different networks for skin cancer
classification has shown that GoogleNet has got better accuracy of 81.11% for the
ISBI 2016 challenge dataset.
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Collective Behavior )
in Community-Structured Network Oneck o
and Epidemic Dynamics

Kirti Jain, Vasudha Bhatnagar, and Sharanjit Kaur

Abstract Contagious diseases spread in population thru the contact network and
their spread is a function of the complex interplay of the biological infectivity and
behavior of individuals. In this research, we aim to understand how the epidemic
dynamics is impacted by the collective behavior of individuals in communities. The
stochastic block model is used to generate a community-structured network to inves-
tigate the spread of disease using the classical SIR spreading model. We model
individual behavior as fear-index that indicates the extent to which an individual fol-
lows health and hygiene protocols as a self-protective measure against disease. We
observe that the collective behavior of individuals in a community strongly influences
the course of an epidemic. Infected individuals with low fear-index rapidly spread the
infection within and outside the community. Furthermore, low fear in communities
leads to faster growth of the epidemic. We also find that the communities, which
comply with the restrictions manifesting high fear level, also suffer the burden of the
disease because of non-compliance by other communities (low fear level). Commu-
nities with low fear levels are ‘high risk’ groups and should be targeted for awareness
campaigns.

Keywords Epidemic dynamics + Contact networks - Community-structured
networks - Fear-index - Collective behavior - Social norms - Seed infection
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1 Introduction

Computer virus spreading, rumors circulation, infectious disease spread, etc., are
common examples of the diffusion process, where a contagion spreads in the popu-
lation through contact between entities. Contact networks mimic the linkages among
the entities and are useful for studying diffusion processes for a given spreading
model. These studies are important since the diffusion of virus/rumors/infectious
disease, etc., significantly impacts the physical, social, and mental health of indi-
viduals in the society [1]. Understanding the dynamics of the spread of contagion is
important to prevent, control, and devise strategies for mitigation of the catastrophe
that arises due to spread [2—4].

The structure and topological properties of contact networks have been explored
extensively to observe and understand the spread of contagious diseases [5—7]. Com-
munity structure, which is the hallmark of the real-world contact network, plays a
notable role in the spread of contagion in networks. A community symbolizes a
group of individuals that display homophily; i.e., they bear similarities of interests,
goals, or other attributes. Connections (linkages) between individuals within a com-
munity (intra-community connections) are more dense than the connections between
individuals belonging to different communities [8].

Due to mesoscale description of communities in networks, their role in inhibiting
and diffusing epidemic spreading has been explored earlier [4, 8—11]. However,
studies investigating the extent to which the community structure affects epidemics
is still under-explored [1, 8]. A mesoscopic scale description of the epidemic helps
in implementing appropriate non-pharmaceutical interventions (NPIs) to constrain
movement in the neighborhood to control the contagious infectivity spread with
no known treatment like Nipah virus and COVID [8, 12]. Recently, Gosak et al.
have shown that the effectiveness of imposing lockdown thru community structure
increases if implemented jointly with social distancing among individuals across the
whole network [3].

Behavior plays a crucial role in the spread of contagious diseases. It is also
observed that people often change their behavior during an infectious disease out-
break under the influence of the society/group they belong to. Thereby, their risk of
infection is also dependent on the behavior of their contacts along with their self-
awareness [4, 13, 14]. The level of the perceived risk of infection varies greatly
among different groups in the population that may be attributed to varying levels of
information regarding the pathogen, quality of local healthcare, availability of pre-
ventative measures, etc. [9]. Societies undertaking precautionary advisories reduce
susceptibility to the disease and thus potentially control the size of an epidemic out-
break by imposing movement restrictions outside the group. For this reason, ignoring
the collective change in human behavior may adversely impact the accuracy of dis-
ease dynamics models. In previous meta-population epidemic dynamics studies, a
single infection rate is used for the entire network. In contrast, in reality, human
disease infectivity varies because of social, geographical, or cultural aspects within
different subpopulations [14, 15].
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1.1 Motivation and Contribution

Gosak et al. recently showed that individual awareness and social distancing reduce
the count of infected individuals along with flattening of the infection curve compared
to pure top-down approaches like community lockdown [3]. Motivated by this, we
aim to understand the collective impact of primary emotion fear (that is expressed
at three levels, viz. psychological, physiological, and behavioral [16]), prevailing in
a community on epidemic dynamics and its role in preventing the infection spread.
Fear is a conscious emotion that follows as a defensive behavior during the spread of
disease for which no cure or vaccination is yet formalized [17]. The main objective
is to show the importance of collective behavior in terms of prevailing fear emotion
within a society that may trigger or control the disease spread and hence must be
studied critically while projecting the epidemic variables.

We study the epidemic dynamics on synthetic homogeneous community-
structured networks generated using the stochastic block model (SBM). A fear-index
is used to model an individuals’ behavior during disease spread and its impact on the
risk of infection. We analyze epidemic dynamics in community-structured networks
by modeling heterogeneous behavior in communities. We believe that collective
behavior within society in terms of following protocols, maintaining social distanc-
ing, avoiding unnecessary meetings, awareness about disease prevalence reduces
infectivity in the early stage of disease spread and may prevent an epidemic out-
break. Introducing fear dynamics at a community level and incorporating change in
individuals’ behavior during disease outbreaks results in realistic epidemic variables
observed in the real world.

1.2 Organization

The structure of the paper is as follows. Section 2 briefly details the related work
on epidemic spread in community-structured networks. Section 3 describes the
methodology adopted in capturing collective behavior in ahomogeneous community-
structured network and details the impact of fear dynamics in communities on the
epidemic simulated using a traditional spreading model. Experimental design is given
in Sect. 4, and our findings along with the discussion on potential applications of
the proposed model are presented in Sect. 5. Conclusion and suggestions for future
work are given in Sect. 6.

2 Related Works

The presence of community structure in the network has a considerable impact on
the epidemic dynamics [9, 18-20]. In a study investigating the spread of disease
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in a network with community structure, Kitchovitch et al. demonstrate that dis-
ease spreads more rapidly within the community than across communities [9]. Their
work assumed that all individuals in a community bear the same and constant aware-
ness level throughout the epidemic outbreak. Huang and Li studied the susceptible—
infected (SI) dynamics on the scale-free network with communities. They found
that the community structure inhibits the infection spread and reduces the epidemic
prevalence [18]. Salathé and Jones investigated the epidemic spread in empirical
and artificial networks and got a similar conclusion. They found that immunizing
bridge nodes is more effective than simply immunizing highly connected nodes in
community-structured networks [20]. Stegehuis et al. studied two random network
models to create networks with communities and show that the exact internal struc-
tures of communities barely influence the behavior of the spreading process [8]. Liu
et al. studied epidemic dynamics on two-layer networks with the assumption that
individuals’ awareness depends on the size of the community they belong to [19].
Silk et al. modeled adherence and concern of the disease at an individual level where
adherent individuals cut their connections in the network [21].

In existing community-based epidemic modeling, the researchers ignored the
behavioral response and changes in an individual’s fear of disease that depends on
the cultural preference of the community. The need of the hour is to incorporate
changes in individuals’ fear due to prevailing infections and recoveries as the epi-
demic progresses. Including such behavioral changes in epidemic modeling will
result in realistic epidemic dynamics.

3 Methods

This section presents a detailed description of the model used to generate a network
with the desired community structure, followed by a narration of the epidemic-
spreading process used in this work. Subsequently, we explain the notion of the
collective behavior in a community and its repercussions on the transmission prob-
ability of the disease and epidemic parameters.

3.1 Generation of Network with Community Structure

Stochastic block model (SBM) has become increasingly popular in statistical analysis
of graphs with clustering structure and high modularity [22]. SBM is a generative
model for random graphs, which places N vertices into m communities such that pairs
of nodes are connected with specified edge probabilities. There are dense connections
between the nodes of acommunity and sparse connections between nodes in different
communities.
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Let n; be the number of nodes (order) in community C; (1 <i <m), and N
(= >_/L, n;) be the total number of nodes in the network. The SBM is defined by
the triplet (N, s, P), where s = (ny, ..., n,) is a vector of size m, corresponding
to m communities in the network, and P is a m x m symmetric matrix, where p;;
is connection probability between nodes of communities i and j. It is noteworthy
that the diagonal elements of P indicate the cohesion within the community, and
off-diagonal elements indicate coupling density between two communities. If all
probabilities in P are equal, the community structure degenerates, and the network
reduces to Erdos-Renyi random graph without any community structure. If all com-
munities have same cohesion (p;; = p;; Vi, j) and the coupling density is same for
all pairs of communities, then the model is termed as symmetric SBM [23]. We
refer to equi-sized communities generated using symmetric SBM as homogeneous
community structure. Figure 1 shows a toy network of order N = 90, with three
homogeneous communities generated using symmetric SBM with given community
size vector s and probability matrix P.

3.2 Spreading Model

In this work, we adopt the classical susceptible-infected—recovered (SIR) model for
understanding the influence of collective behavior of communities on the dynamical
process of disease spreading (Fig. 2). At any time, an individual in the network may be
in one of the following states, viz. susceptible, infected, and recovered. Any suscep-
tible individual in contact with an infected individual gets infected with probability
B (transmission probability). Each infected individual recovers with probability y
and remains permanently immunized to the infection.
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3.3 Collective Behavior in a Community

By definition, individuals in a community are more similar to each other, and their
behavior is influenced by that of other members. We model individual behavior in
terms of fear-index that represents an individual’s fear for the disease. The fear-index
encompasses the impact of multiple extraneous factors like awareness of a disease,
public health education, personal relevance and risk, information dissemination by
news media, religious and cultural congregations [13]. We list below the heuristics
employed for modeling fear in the communities.

Individual fear: During simulation, we associate a fear-index with each individ-
ual in the population to quantify her illness anxiety disorder and to characterize the
behavioral response to the prevalent disease. Individuals follow the advice and strin-
gent rules set by governments and bear all precautionary responses in accordance
with their fear level.

At time ¢, an individual u has fear-index ¢; (0 < ¢;' < 1). The value of ¢} closer
to 1 corresponds to a person’s high fear of the disease, which causes them to behave
extremely cautiously (follow hygiene protocols, social distancing, etc.) to reduce the
risk of getting infected. Conversely, a fear-index closer to 0 indicates the casual atti-
tude and reluctance to follow norms, thereby increasing the probability of infection.
The fear-index of an individual is dynamic and varies with time in accordance with
infectivity and recovery in the neighborhood. Thus, at any time, an individual has
two variables, viz. health state and fear-index. Figure 3 shows a snapshot of a toy
network of seven individuals in different states of the disease using the SIR model
along with their respective fear-index values. Susceptible individuals (U, X, and Z)
have medium fear, while V and W have contracted the disease and have higher fear.
Individuals T and Y possess the lowest fear due to recovery from the disease.

State: Infected
State: Recovered Fear'i“de“ 0.9 State: Susceptible

Fear-index: 0.12 Fear-index: 0.52

n\x

/ State: Susceptible

State Infected Fear-index: 0.3

Fear-index: 0.88
State: Susceptible

Fear-index: 0.45 State: Recovered

Fear-index: 0.24

Fig. 3 Toy network of seven individuals showing their SIR states and fear-index values
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Initial fear in community: Disparities in societal cultures and innate psychological
differences vary with communities and manifest the fear-index of an individual. The
collective behavior of individuals in acommunity at the onset of disease influences the
epidemic spread. Initially, collective fear in community C; is normally distributed
(N(w, o)) among individuals with mean p and standard deviation o. Individual
heterogeneity in fear is controlled by the value of o regardless of her state.

We categorize the initial average fear MB in community C; at time fo as {very-
low, low, medium, high and very-high} using the distribution {N (0.1, 0.025),
N(0.3,0.025), N(0.5, 0.025), N(0.7,0.025), and N (0.9, 0.025)}, respectively. Our
hypothesis is that the dispersion of epidemic spread is dependent both on the com-
munity structure and mean behavior of individuals in the community. Highly aware
subpopulation suppresses the spread over the lackadaisical group by slowing down
the transmission probability of the contagion.

Fear dynamics among individuals and their neighbors: Although we set the ini-
tial collective behavior of a community, the fear of underlying individual changes
with time during disease spread. Fluctuating fear is attributed to the health condition
of an individual and her neighbors, awareness about the disease, quality of medi-
cal infrastructure, rate of spread of infection, participation in mass gatherings, etc.
Individuals suffering from the disease usually experience high fear and transmit it
to their social contacts. When an individual recovers, her fear decreases as she feels
relieved. When an individual u transits to / or R states, fear-index ¢} is reset to
very-high (N (0.9, 0.025)) and very-low (N (0.1, 0.025)), respectively. We assume
that the recovered individuals possess some fear and anxiety, though reduced.

In view of fear as a transmissible contagion, we update the fear-index (¢; ) of
a susceptible neighbor v of infected or recovered individual u by taking average of
their fears. Updating fear using average is interpretable and reflects the real-world
situation. Fear rises when direct contacts of individuals suffer illness and declines
when the contacts recover.

_ ¢+

Ol =5 Vv eNbr(w) (1)

where Nbr(u) is the set of susceptible neighbors of individual u.

Fear-based transmission probability: Conventional models for epidemiological
studies consider a uniform probability of infection (8) for all individuals in the pop-
ulation. This assumption is at odds with the real-world scenario, where individual
behavior influences the probability of contracting the disease. Highly cautious indi-
viduals protect themselves from the infection and slash down the chances of infection.
At the same time, a casual attitude toward hygiene and safety protocols enhances the
probability of contracting the disease. Thus, the probability of contracting a disease
is governed by individual behavior and is variable in the real world. As the epidemic
progresses, individual behavior (fear) may change due to the state and neighbors’
behavior. Thus, the probability of infection is a characteristic of an individual and
varies within a community.



174 K. Jain et al.

The number of infected neighbors increases the likelihood of an individual getting
infected. Therefore, the perception of risk of a susceptible individual u at time ¢
depends on the number of infected neighbors (i) and the fear of disease (¢;). The
effective probability (,3;”) of a susceptible individual u getting infected is a function
of individual behavior and is computed as:

B =B e @)

where S is the base transmission probability of the disease, i is the number of infected
neighbors, and ¢} is the fear of susceptible individual u at time ¢. Incorporating the
fear level of an individual to compute infectivity before the state transition from
susceptible to infected will not only capture the individual’s behavior but will also
aid in projecting realistic epidemic variables.

4 Experimental Design

Earlier studies on random graph models with community structure have shown that
community structure influences the epidemic-spreading process [9, 10, 20]. We
extend the study to community-structured networks and investigate the effect of col-
lective behavior of a community on the epidemic dynamics. We design experiments
to answer the following questions.

1. How does the collective behavior of communities in a population influence the
spreading process?
Individuals in communities with high fear levels tend to follow health-related
protocols to slow down the infection spread. On the contrary, the casual attitude
of individuals in a community with low fear levels enhances the probability of
contracting the disease. We show the progression of infected and recovered cases
in the community-structured network with varying levels of fear. We also study
the role of community structure and fear of disease in population on the epidemic
dynamics by comparing the number of infected cases in networks with and without
community structure (Sect. 5.1).

2. How does the interplay of transmission probability of the disease and fear in the
population impact the number of infections?
Increased fear in the population retards the rate of epidemic spread, while an
increase in transmission probability fuels the growth. We vary the base trans-
mission probability and fear in a community and observe the effect of collective
behavior on peak infections (Sect. 5.2).
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3. How does the fear level of the initially infected node (individual) influence the
infection spread?
We vary fear of the initially infected node to show the alteration caused by it on
the infection spreading. We also compute the average time for the infection to
reach outside the community with varying levels of fear to show its influence on
disease spread (Sect. 5.3).

4. What is the impact of different levels of fear in communities on the infection
spreading ?
Individuals in communities with high fear levels tend to follow health-related
protocols to reduce disease transmission. We model a population with communi-
ties having different levels of fear and observe community-wise infection spread
(Sect. 5.4).

We generate a homogeneous community-structured network of 2000 nodes using
symmetric stochastic block model with the following parameters.

s = (400, 400, 400, 400, 400)

0.02 0.001 0.001 0.001 0.001

0.001 0.02 0.001 0.001 0.001 3)
P =0.001 0.001 0.02 0.001 0.001

0.001 0.001 0.001 0.02 0.001

0.001 0.001 0.001 0.001 0.02

The resulting network has 9629 edges (M), average degree (k) as 9.62, and modularity
as 0.592. In the rest of the paper, unless otherwise specified, we use base transmission
probability 8 = 0.1 and recovery rate y = 0.2 for all the simulations adopting the
SIR model [20]. In our study, we use relatively small value for 8, for which Ry =~
(g) * k ~ 4.8 > 1, a known condition for epidemics.

We select the most central node in a community using eigenvector centrality [5].
This node is set as the initially infected node, and the remaining individuals of the
network are susceptible. We refer to the community from where the infection starts as
the seeded community and the first infected node as seed node. In all the experiments
except the last two (Sect. 3.3), initial fear in the seeded community is varied, and
fear in other communities is set to medium. All the reported results are averaged over
100 simulations.

5 Results and Discussion

This section details the results of experiments conducted to answer the questions
raised in the previous section.
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5.1 Collective Behavior in Community and Epidemic
Dynamics

This experiment aims to study the influence of collective behavior in a community on
epidemic dynamics. We visualize the spread of epidemic in community-structured
network for two extreme initial fear levels (very-low and very-high) of the seeded
community (Cy). Low initial fear showcases the casual attitude of individuals toward
the health protocols, while very-high initial fear induces controlled and self-protective
behavior within the community. Other communities (C; — Cs) have same initial fear
level (medium). The simulation begins at time ¢+ = 0, with the most central node
in C; as the seed node. Figure 4a, b shows the snapshots of epidemic spread in
five-community network with very-low and very-high initial fear levels, respectively,
in C 1-

Very-low fear of individuals in community C; (violet color) results in a faster
course of epidemic in panel (a) compared to panel (b) where the seeded community
has very-high fear level. We also observe that the infection is largely confined to the
seeded community during the early stage of spread (¢ = 5) for both cases. A high
number of infections in panel (a) is attributed to very-low fear of individuals in the

:C1
Caiis . Cs z Cs
(a) ; '
Cs .
Ca
G
Cz . ¥ - CS CS
(b) : ;
Cs :
Cs4
t=0

Fig. 4 Panels a and b show the snapshots of a community-structured network during the course of
epidemic for two initial fear levels, viz. very-low and very-high in community C; (nodes marked
in violet and yellow colors, respectively, at t = 0). Other communities initially have medium fear
(nodes marked in bluish-green color). Susceptible individuals are marked in colors of their respective
communities, whereas infected and recovered individuals are marked with red and green colors,
respectively
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Fig. 5 Infected cases in
community-structured
network (solid line) and
random network (dash line)
for two fear levels viz.
very-low and very-high

Network with communities
very-low fear
very-high fear

o
n

Random Network

—=—- very-low fear
very-high fear

Fraction of infected cases
(=]
w

0.0

Time (in days)

community, which elevates the probability of infection. As the epidemic progresses
(t = 10), the infection starts spreading to other communities, and the number of
infected individuals (red-colored nodes) is comparatively higher in panel (a). The
slower spread of infection in the network is attributed to initially very-high fear in
panel (b).

Next, we aim to study the difference in epidemic dynamics in networks with and
without community structure. We construct a random network of the same size and
order as the community-structured network (N = 2000, M ~ 9629). We randomly
pick a sample of 400 nodes (size of seeded community) from the network and set
their initial fear level as very-low and very-high in two different simulations. The
remaining 1600 nodes are assigned medium fear level, and the spread is initiated
from the central seed node in the network. We plot the fraction of infected cases for
the community-structured and random networks in Fig. 5.

It is indicated from the figure that very-low collective fear of individuals in the
seeded community results in rapid infection spread (solid violet line). Since individ-
uals in a community are densely connected, the infection spreads quickly within the
community before propagating to other parts of the network. Low collective fear in a
group flares up the individual transmission probability resulting in a larger outbreak.
When the infection spreads to other communities (with medium average fear), it
is suppressed due to comparatively more cautious behavior of individuals in these
communities. In contrast, in random network, individuals with very-low fear are dis-
tributed randomly in the population, and most of their neighboring individuals have
medium fear of disease. As a result, the infection spread is slightly delayed, though
the peak is comparatively higher (dash violet line). Thus, initial very-low fear in the
seeded community leads to faster growth of the contagion followed by its mitigation
in a community-structured network compared to the random network.

In the second scenario, very-high fear level of individuals in C; makes it harder for
the infection to spread from the localized group, reducing the overall infection curve
(solid yellow line). This is also observed from Fig. 4. When infection propagates to
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other communities with comparatively low fear, the growth rate increases, but these
infections can no longer cause a notable outbreak. Contrastingly, in random network,
individuals with high fear levels scattered in the population are not effective in
containing the epidemic despite their self-protective individual behavior. As a result,
more cases are reported in random network than in community-structured network.
This illustrates the importance of collective behavior in understanding epidemic
dynamics.

We believe that the collective behavior of like-minded individuals in a community
considerably impacts the spreading process and must be considered while projecting
realistic epidemic variables.

5.2 Initial Fear and Transmissibility of the Pathogen

Epidemic dynamics change drastically due to the complex intertwining of the societal
fear and transmissibility of the pathogen. As individual fear emotion varies with
time, the effective disease transmission probability for an individual also changes
(Eq. 2). In this experiment, we show the sensitivity of the transmission probability
of the pathogen to the initial collective fear in the community. We vary the base
transmission probability in the range O to 1 in steps of 0.01, which models the
differences in transmissibility of different contagious diseases. We also vary the
initial fear level in the seeded community (Cy) in steps of 0.1, note the peak number
of cases, and plot the heatmap in Fig. 6.

It is clearly visible from the heatmap that the peak cases decrease with increasing
initial fear in the seeded community for all values of . For a fixed fear level in the
community, the number of peak cases increases with the pathogen’s transmissibility
(B). The top-left region of the heatmap shows the maximum cases are reported

Fig. 6 Heatmap of total Peak cases
peak cases with varying 01 itan
initial fear (in seeded
community) for increasing 0.09
values of base transmission 0.08 800
probability (B) in the Sty
homogeneous ’

. 600
community-structured 0.06
network

0.05

400
0.04

0.03

200
0.02

Base transmission probability

0.01

0 010203040506070809 1
Initial fear in seeded community
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when the infectivity of the disease is high and fear in the seeded community is low.
The bottom-right region shows that when the pathogen is feeble and fear among
individuals is high, peak cases are minimum.

Results of this experiment show that the fear of disease and transmissibility of
pathogen act as two opposing forces on the epidemic spread. Low fear in the com-
munity and high transmission probability fuels the infection spread and leads to
an uncontrolled outbreak. In case the pathogen is highly transmissible, even high
collective behavior cannot confine the rapid spread of infection in the population.

5.3 Role of Fear of Seed Node on Infection Propagation

We conjecture that fear of the seed node plays an important role in controlling the
spread. To validate this conjecture, we vary the fear of seed node in steps of 0.1 while
setting the initial fear of all the communities to medium. As the average path length
of each community is approximately 3, the infection is expected to remain mostly
within the seeded community till # = 3 and start propagating outside the community
at t = 5. Figure 7 shows the fraction of total infected cases in the network at two
time instances ¢ = 3 (orange bars) and t = 5 (blue bars). The lines of the same color
indicate the infected cases in the seeded community with varying fear of infected
seed node.

06{ s0f /
. k-] s
| E —
®05- : S 25 7
3 | §
o 1Y 820
B 041 | 6 £ o
s | o —_—
{ a
] = 71
‘€ 0.3/ 1 v . 1S 01 02 05 04 05 06 07 08 05 1
= 1 | 1 Fear of seed node
4] ‘A 4
c
o | V1
£92] ] :
0.1 P . A
0 | | 1 1

0 01 02 03 04 05 06 07 08 09 1
Fear of seed node

Community Netwark
tas —e— Community ] Netwaork

Fig. 7 Fraction of total infected cases at time r = 3 (orange bars) and ¢t = 5 (blue bars), with
varying fear of the seed node. Lines of same color indicate the fraction of infections in the seeded
community. Inset figure shows average time (in days) for infection to reach outside the seeded
community for varying fear of the seed node
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The figure shows that low fear of the seed node (individual) results in a higher
fraction of cases in the early days of the epidemic (orange bars). With an increase
in fear of the seed node, the transmission probability decreases, due to which the
fraction of infected cases reduces.

Since the average path length of the seeded community is & 3, most of the infection
spread is contained within the community (orange line) at + = 3 with negligible
infected cases outside the seeded community (orange bar). However, at time (¢ = 5),
the infection spreads to other communities leading to an overall higher fraction of
infected cases (blue bar). The spread to other parts of the network reduces sharply
with an increase in fear of the seed node (blue line).

It is important to detect the outbreak as early as possible in applying mitigation
strategies. There is a noticeable period before an outbreak in the seeded community
reaches the rest of the population. Inset in Fig. 7 shows the average time for the
infection to reach outside the seeded community. It is observed that when seed fear
is low, the infection reaches quickly (& two days) to other communities. This is
attributed to an increase in the effective transmission probability due to low fear. On
the other hand, an increase in fear of seed node slows down the spread within the
seeded community, and hence time to reach the first infection outside that community
increases.

Thus, fear of an infected individual directly impacts the spreading rate and deter-
mines the course of disease spread. Hence, it is crucial for containing the infection
in the confined area and is an important determinant of the overall prevalence of the
disease.

5.4 Impact of Varying Collective Behavior on
Community-Wise Infection Spread

Non-pharmaceutical interventions imposed by local administrations have a marked
impact on the collective behavior. Using fear level of the community as a proxy
for collective behavior, we assess the effectiveness of the enforced restrictions in
controlling the epidemic dynamics. Figure 8a shows the progression of epidemic in
the network.

We model different types of community behavior by setting different initial fear
levels for the five communities in the network. We set the initial fear in communities
Cy — Cs as {very-low, low, medium, high and very-high}. The highest fear level in
a community portrays the strictest following of the imposed restrictions, while the
lowest fear level models the most casual collective behavior of the individuals in the
community. We select the seed node in each community based on the centrality and
simulate the SIR spreading model. We note community-wise infections each day.

Very-low fear of individuals in community C; (violet color) results in the fastest
course of epidemic, while community Cs (yellow color) with very-high fear level has
least number of infections at # = 5. We observe that the infection is largely confined
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Fig. 8 a Snapshot of epidemic in community-structured network with initially infected node (red
color) in each community. b Comparison of infections in communities C1 — Cs with different initial
fear levels {very-low, low, medium, high and very-high}

within each community during the early stage of spread. The high number of infec-
tions in community Cj is attributed to very-low fear of individuals, which elevates the
probability of infection. Since communities with low fear induce infection to other
communities, a nearly equal number of infections are observed in all communities at
time r = 10. Figure 8b shows the stacked bar of community-wise infections reported
on each day. The results are in accordance with the dynamics observed in Fig. 8a.

The results illustrate that the communities which comply with the restrictions (i.e.,
high fear level) also suffer the burden of the disease because of non-compliance by
other communities (low fear level). Communities with low fear levels are ‘high risk’
groups and should be targeted for awareness campaigns. These groups should also
be prioritized for vaccination and other preventative measures for the well-being of
the population at large.
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6 Conclusion and Future Work

Introducing collective behavior in terms of fear emotion within homogeneous
community-structured networks show that epidemic dynamics changes with the vary-
ing fear level in communities. High fear of disease mitigates the disease spread,
whereas low fear fuels the propagation by impacting the underlying transmission
probability of the contagion. We demonstrate that fear of the infected seed node
can significantly alter epidemic dynamics. Also, the time to reach infection outside
the seeded community delays with increasing fear of the seed node and is a critical
determinant for controlling the disease outbreak within the population. We intend to
apply the proposed fear model on a heterogeneous community-structured network
to improve its applicability and effectiveness.
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Shikha Verma and Aditi Sharan

Abstract Text classification is an important task with its scope in many applica-
tions like biomedical domain, bioinformatics, text mining, information retrieval, etc.
Different methods have been proposed in literature for classification of textual data
into binary classes. Multi-label text classification on the other hand becomes a real
challenge when the number of classes is high in number or even when the classifica-
tion aims for higher accuracy. The complexity grows when the content is morpho-
logically rich and yet the solutions to them are eagerly sought after. For decades,
there have been extensive discussions on how to select the relevant features in text
analytics or text mining. The paper proposes 3 categories for the selection of rele-
vant features in biomedical text, namely statistical features, biomedical features and
linguistics features to categorize the abstracts of biomedical literature. The proposed
model implements the SVM classification algorithm on the dataset of Hallmark of
Cancer with more than 1800 abstracts taken into consideration.

Keywords Text classification - Multi-label classification - Biomedical dataset -
Support vector machines - Statistical features + Biomedical features and linguistics
features

1 Introduction

Natural language processing includes a common task of classification of text which
assigns some predefined labels to the entire text. Since volumes of data especially the
text data on the web are increasing rapidly, the only feasible solution for structuring
the data and its metadata is by assigning labels automatically which eventually saves
time and also the cost for these tasks.
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The study of biomedical text data is increasing rapidly. With volumes of medical
articles, the task of mining them and classifying these data appropriately is becoming
a challenging task. A large number of biological information are being generated
every year. Handling the biomedical information and then retrieving the relevant
data from these sources are really important. Many a times even a single medical
document like the patient discharge summary may consist of identification of multiple
diseases or symptoms which needs to be classified accurately.

When it comes to information retrieval systems, PubMed [1, 2] is one of the most
well-known biomedical databases, with over 20 million biomedical articles quoted
from MEDLINE and Life Science publications as well as a user-friendly web-based
search portal and an API for developers.

Multi-label classification is considered an effective method in assigning a suitable
subset of labels to a given text document. Text classification in any natural language
processing involves classifying the labels in different categories. These categories
can be learned using the traditional supervised learning methods which involve the
paradigm of classification of the text by converting the text to features. In binary
classification, the sample or example under study with its feature vector is assigned
only a single label. An important assumption here is that only one label and one
semantic meaning is allotted to each training or test example. Binary classification
task also considered the pattern of assigning labels to the examples within a subset
of only two categories. In multiclass problem, it involves classification task where
the labels are multiple, however, only one label is assigned as the output to the
example as in the case of binary classification task. Multi-label classification on
the other hand considered the assignment of multiple labels to each example which
is practically the need for major classification tasks in many real life examples.
For instance, a medical document like the patient abstract may consist of multiple
disease or symptoms which can be further categorized into multiple diseases which
will eventually lead to labeling with multiple classes at one go.

The goal of the division of multiple label classification is to predict a label set of
test sample data provided from a given label set. Jin and Ghahramani [3] call these
as semi-supervised problems, where each model is associated with more than one
category, but only one of those classes is a true model category.

One of the new areas of research in the field of biomedicine is biomedical text
mining. In fact, the growth of data/information in the field of biomedical literature is
exponentially increasing day by day be it PubMed or the Medline Literature which
has enormous volumes of data which is used by researchers but with such velocity
of data in order to manage it should be mined and important information should be
extracted from these biomedical knowledge.

The amount of biological literature is relatively vast and is rising rapidly, and the
task of information retrieval is becoming more challenging. Text classification is one
of the most challenging and typical tasks in supervised machine learning [4]. One of
the most important and primitive issues in text classification is text preprocessing and
selecting appropriate features that are appropriate representative of the text class. In
this paper, we propose a semantic model of text classification using popularly using
SVM classifier. Mostly, researchers performing text classification are using statistical
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features such as stemmed tf-idf vector of words or a combination of unigrams and
bigrams. In this paper, we suggest the use of enhanced set features that can be helpful
in incorporating semantics in classification specifically in context of biomedical
domain. We have categorized the features into three categories: statistical, linguistics
and biomedical features. We have done exhaustive experiment using SVM classifier
to see the effect of hybridizing these features in various combinations. The results are
quite motivating and suggest substantial improvements in traditional n-gram-based
SVM.

The rest of the paper is organized as follows. Section 2 elaborates the role of
SVM in text categorization and multi-label classification problem. Section 3 presents
benchmark dataset and Sect. 4 elaborates the proposed model to classify biomedical
abstracts. Section 5 explains feature extraction and categorization. The experimental
design is highlighted in Sect. 6, and the study’s findings are examined. Finally, Sect. 7
concludes the work by outlining future research directions.

2 Role of SVM and Multi-Label Learning

2.1 Support Vector Machine (SVM)

The supervised machine learning algorithm: SVMs are gaining momentum in the
machine learning community. This determines the boundary between the sample
points in order to clearly distinguish the different classes. There have been many
studies which focuses on the SVM algorithm works with the textual data. Other
common automated text classification algorithms are K-Nearest Neighbor Method
(KNN), Vector Space Method (VSM), Boosting Method, Artificial Neural Network
Method, Naive Bayes and decision tree [5].

Among the other classification methods, SVM performs exceptionally well in
case of the text data, and recently, there have also been researches focusing on the
ranking of the SVM algorithm to work in the multi-label classification problems.
Many practical applications, such as the handwritten text identification, social media
monitoring, detecting trends in customer feedbacks, language detection, language
translation and many more.

SVM has the following advantages:

Solve machine learning problems with small sample cases

Has excellent ability to generalize

Helps break the curse of dimensionality

Nonlinear problems can be easily solved with kernel-based methods.
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3 Dataset

The experiment has been performed on the benchmark dataset named the Hallmark
of Cancer dataset consisting of 1852 PubMed articles which are annotated text Baker
et al. (2016). Since it is the multi-label classification problem, the abstract may be
labeled with more than one label.

The ten hallmarks are given as below [6]:

Sustaining proliferative signaling
Evading growth suppressors
Resisting cell death

Enabling replicative immortality
Inducing angiogenesis

Activating invasion and metastasis
Genome instability and mutation
Tumor promoting inflammation
Deregulating cellular energetics
Avoiding immune destruction.

4 Proposed Model

The first step of the proposed model is preprocessing the 1852 PubMed articles which
cleans the abstracts and removes the stop words, punctuations and other filtering then
as a part of the feature extraction the proposed model has extracted the following
features:

e Statistical features
e Linguistic features
e Biomedical features

All these features are explained in detail in the next section. After this stage,
the SVM classifier is applied to above features and the model also hybridized the
statistical features with linguistic and biomedical features. For experimental purpose,
we have used 80% train and 20% test data. Section 5 discusses the experimental
results in detail.

5 Feature Extraction and Representation

Because textual data is typically unstructured, feature extraction is an important
component of machine learning systems. We need to build specific structural vectors
from these datasets for machine learning algorithms to process. Feature extraction
is a crucial stage in text categorization since the recovered features are utilized to
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represent texts. To extract relevant characteristics from textual information, a variety
of approaches, feature models and algorithms are required.

In this paper, we consider a rich set of features that have been classified in three
categories statistical, linguistic and biomedical features.

Accordingly, this section is divided in three subsections: statistical, linguistic and
biomedical features, respectively (Fig. 1).

Feature Extraction & Categorization

Fig. 1 Layout of the proposed model
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5.1 Statistical Features

N-gram features

The n-gram theory is used in this paper. A contiguous series of n tokens from a given
sequence of a sentence is referred to as an n-gram. In most cases, an item is referred to
as an atomic unit. A “unigram,” a “bigram” or a “trigram,” respectively, is an n-gram
comprising one item, two items or three items. To extract the character n-gram from
a document, you need to move the n character wide window one character at a time
throughout the document. Traditional n-gram works on the word bigram model. We
have used the noun bigrams in the proposed model to extract the noun bigrams as one
of the feature to add richness. Here, when the abstract is tokenized into sentences,
then the tokens of slice-2 are extracted which comprise the nouns. In this paper, we
use the noun phrases as a bigram slice. Figure 2 shows the noun bigram slice being
extracted as a feature from one of the abstract from Hallmark of Cancer dataset after
tokenizing the paragraph into sentences and preprocessing the text.

Lemmatized bag of words

Alemma [7] (derived from the Greek word “lemma,” “headword”) is the “dictionary”
or “canonical” version of a group of words in linguistics. A lemma is the canonical
form of a lexeme, where lexeme refers to the set of words with the same meaning and
the word lemma refers to the representation of base word notation for that lexeme [6].
The objective of lemmatization is to find the lemma, or dictionary form, of a given
word form. Here, we have used the lemmatized bag of words as a feature, and the
Fig. 3 shows how the words in the sentence from the abstract are transformed into the
lemma forms such as the word like “wanted” converge to want and the word “cells”
converge to “cell.” So basically, this feature gives importance to the morphological
analyzes of the word forms. Also note that the lemmatization has been applied after
preprocessing of the input sentences.

We wanted to investigate the effects of gamma radiation on DNA single-strand breaks and
glutathione levels in mononuclear blood cells { MNC ) of radiotherapy technicians .

gamma radiation DNA single-strand single-strand breaks blood cells

Fig. 2 Noun bigrams extracted from the abstract from hallmark of cancer dataset
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We wanted to investigate the effects of gamma radiation on DNA single-strand breaks and
glutathione levels in mononuclear blood cells { MNC ) of radiotherapy technicians .

want investigate effect gamma radiation DNA single-strand break SSB glutathione GSH level
mononuclear blood cell MNC radiotherapy technician

Fig. 3 Lemmatized bag of words extracted from a sentence from hallmark of cancer dataset abstract

5.2 Biomedical Features

Named Entity

The initial stage in biological text mining is to recognize named things. As a result,
the subject has received a lot of attention in the bioinformatics community in recent
years [8]. The job of named entity recognition (NER) in biological text mining is
exceedingly significant and fundamental. To evaluate the performance of the entities,
the JNLPBA [9] which is an open challenge task consisting of the five biomedical
entity classes, namely from the GENIA [10] corpus, protein, cell line, cell type, DNA
and RNA (Fig. 4).

The extraction of named entities and finding out their relationships (NERs) is one
of the most fundamental and crucial tasks in biological data extraction. It entails
extracting specific elements from text and categorizing them into predetermined
categories. Protein, cell line, DNA, RNA and cell type are among the entities studied
by JNLPBA. So here in our proposed model, one of the important categories of
feature extraction is the identification of the biological words where we have used
the JNLPBA in Python and the five major entities are recognized, i.e., name of the
protein, the DNA, the RNA, cell line and the cell type.

MeSH and List of Chemicals

The National Library of Medicine manages the Medical Subject Headings (MeSH)
[11] vocabulary thesaurus, which indexes the MEDLINE documents. MeSH is made
up of a set of description terms that are arranged in the form of the hierarchy (called
MeSH trees) with more broad phrases closer to the root and more particular terms
closer to the leaves [12]. Each MEDLINE text is manually annotated with a set of
MeSH headings (typically 10-15), with three to five key headings representing the
document’s principal topics. MeSH is a hierarchical MeSH tree structure that has
groups of “terms naming descriptors” that encompass the fields of medical, nursing,
dentistry and veterinary medicine. As of 2022, MeSH has 30,193 main headings
which increases every year and enhances the classification power of medical papers.
So after giving the abstract as input from the dataset, the MeSH terms are extracted
as one of the features in biomedical category (Fig. 5).
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Prolactin ( PRL ) promotes the proliferation and survival of breast cancer cells in part via the
transactivation of human epidermal growth factor receptor 2 ( HER2 ), also known as Neu in rodents .A
PRL receptor [ PRLR ) antagonist , G129R , has been developed , which indirectly inhibits the tyrosine
phosphorylation of HER2 | p-HER2 ) in human breast cancer cell lines . In this study , we investigate the
effects of cancer-associated fibroblasts ( CAFs ) upon this molecular cross-talk using tumor cells and CAFs
derived from spontaneous mammary tumors of female MMTV-neu transgenic mice .Tumors were
resected and cultured as small tumor chunks ( mm3 ) or were cultured in monolayer .G129R reduced
tyrosine phosphorylation of Neu ( p-Neu ) in a dose-dependent manner ( IC50 T%g/ml ) in tumor chunks ,
but had no effect on primary tumor epithelial cells grown in monolayer .Direct co-culture of mouse or
human tumor epithelial cell lines with CAFs restored the epithelial cells response to G129R , similar to
that observed in mouse tumor chunks .The addition of PRL , as expected , induced p-Neu in both the
tumor chunk and co-culture models .The inhibitory effect of G129R was absent when CAFs were
physically separated from mouse tumor epithelial cells using a transwell system , or when CAFs were
replaced with normal fibroblasts in direct co-culture with human or mouse tumor epithelial cells .In vivo ,
G129R reduced p-Neu levels in primary mammary tumors of mice in a time- and dose-dependent manner
.In conclusion , CAFs play a critical role in bridging the cross-talk between PRL and HER2/Neu in both
mouse and human models of breast cancer .The inhibitory effects of G129R on p-Neu and on tumor
growth are dependent upon interactions of tumor epithelial cells with CAFs .

coline

Human epidermal growth mouse tumor epithelial
factor receptor cell
prl primary tumor epithelial Prl
Neu rodent prl receptor cell
Cancer associated tumor epithelial cell cafs

fibroblast cafs

Fig. 4 Extraction of DNA, cell line and protein entities from an abstract from hallmark of cancer
dataset

5.3 Linguistic Features

Grammatical Relations

Every word in the language has a meaning so it is important to recognize and identify
the words and their grammatical relations. The linguistic features give weightage to
the soundness and clarity of logic and the accuracy of thinking. Hence, here the
grammatical relations such as the direct object, the indirect object, the non-clausal
subject and the head words are extracted as the feature from the abstract and the
Fig. 6 shows an example of the words being recognized as grammatical entities from
one of the abstract from Hallmark of Cancer dataset.
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A novel series of N (4)-(3-chlorophenyl)-5-(oxazol-2-yl)pyrimidine-4,6-diamines were
synthesized and evaluated as dual inhibitors of HER-1/HER-2 tyrosine kinases
In contrast to the currently approved HER-2-targeted agent (lapatinib , 1 ) , our
irreversible HER-1/HER-2 inhibitors have the potential to overcome the clinically relevant
and mutation-induced drug resistance . The selected compound ( 19a ) showed excellent
inhibitory activity toward HER-1/HER-2 tyrosine kinases with selectivity over 20 other
kinases and inhibited the proliferation of both cancer cell types : lapatinib-sensitive cell
lines ( SK-Br3 , MDA-MB-175 , and N87 ) and lapatinib-resistant cell lines { MDA-MB-453 ,
H1781 , and H1975 ) . The excellent pharmacokinetic profiles of 19a in mice and rats led
us to further investigation of a novel therapeutic agent for HER-2-targeting treatment of
solid tumors , especially HER-2-positive breast/gastric cancer and HER-2-mutated lung
cancer .

D000076742, D0O04341, DO00806, DO11505, DOO0077341, D001926, DOOO806, DO00D200,
D007472, DO11505, DO10770, DO49109, DO15378, DO10599, DO51379, DO51381,
D012108, D013812, D013812, D0O09369, DO01943, DO08175

Fig. 5 Extraction of MeSH IDs from an abstract from hallmark of cancer dataset

We wanted to investigate the effects of gamma radiation on DNA single-strand breaks (SSB) and
glutathione (GSH) levels in mononuclear blood cells (MNC) of radiotherapy technicians. DNA SSB in
MNC of radiotherapy technicians who use ( 60)Co-gamma source in their works were detected by
alkaline filter elution and compared to control subjects .In addition , GSH levels were measured using
the enzymatic method in MNC .Blood samples were collected from radiotherapy technicians on
Monday and Friday .DNA SSB levels were found to be significantly higher in smoking controls
compared to non-smoking controls .Significant increases of 36% and 49% in DNA SSB were detected
from Monday to Friday for non-smoking and smoking radiotherapy technicians , respectively .GSH
levels were found to be decreased significantly from Monday to Friday. Gamma-radiation resulted in
increased DNA SSB levels of MNC in radiotherapy technicians throughout the working week and these
breaks have been observed to be repaired at the weekend. Smoking habit caused an additional
increase in the S5Bs observed in radiotherapy technicians.

direct object nsubject Head Words
o od Method Radiation
Hree Habit
Effects Who
increase We

Fig. 6 Linguistics feature extraction from a sample abstract from hallmark of cancer dataset
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6 Experiments and Results

This section describes in detail the various approaches applied to the dataset to
classify the abstracts of the PubMed articles.

According to the paper [13] as cited in the reference also it has achieved the
accuracy as mentioned in the column and we tried to improve the accuracy using
different techniques like.

Individual feature

Here, we have used individual features like first we provided only the statistical
features and as described in the previous section the noun bigrams and lemmatized
bag of words forms the only two features which were given to the classifier SVM to
classify the abstract. Then, we tried the same method with linguistic and then with
only the biomedical features but according to our observation, the individual features
play less important role to improve the accuracy, then Approach-2 was tested on the
dataset.

Hybrid Technique

In the second approach, we experimented with hybridization of the features where
initially we combined the biomedical features with the statistical features (approach
2a) same with statistical features combined with the linguistic features (approach
2b) and finally with biomedical features in combination with the linguistic features,
and according to the experiment, we found out that hybridization of biomedical
features with linguistic features is giving the best accuracy and has also increased
the performance of the model stated by Baker [13].

The average accuracy has also increased from 94.92 to 98.70%. Even for indi-
vidual classes like: Sustaining proliferative signaling the accuracy has increased
from 88.90 to 98.64%, evading growth suppressors from 91.70 to 98.37%, for the
class resisting cell death, the accuracy has improved from 95.50 to 98.37%, class
4: Enabling replicative immortality, there is an increase of 1.78% (from 97.40 to
99.18%) for the class inducing angiogenesis, accuracy achieved is 99.05% and same
for the activating invasion and metastasis. For the class genomic instability and muta-
tion, accuracy has increased to 98.64% and for the class tumor promoting inflam-
mation to 98.37% and for cellular energetics, it is 98.64% and for the last class,
avoiding immune destruction accuracy achieved is 98.37% using this approach of
hybridization of biomedical and linguistic features (Table 1).
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7 Conclusion

With the increasing number of daily medical research, it has become very important
to develop efficient methods for automatically classifying text data. Binary classifica-
tion methods are easy to classify the problems with 2 classes but the multi-label clas-
sification problems are hard to tackle and are really challenging when the number of
classes increases. Our evaluation shows the hybridization of different features when
provided as an input to the supervised learning algorithm SVM leads to the improve-
ment of the results specially in case of biomedical and linguistic features. Support
vector machines provide great results in case of the multi-label classification problem
with the benchmark dataset of Hallmark of Cancer. In the future work, research could
focus more on using the biomedical features along with different text representation
techniques to reduce the sparsity of the vectors and also implementation of the CNN
model.
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COVID-19 Prediction from CT )
and X-Ray Scan Images: A Review L

Prashant Kumar and Jagdeep Kaur

Abstract The epidemiological data containing the number of individuals who are
infected earlier and the total population is employed in the predictive models of
coronavirus 2019. Different parameters namely latency period and the possibility of
curing from the disease are utilized for predicting the infection trends. But, these
models are inefficient to reflect diverse socio-static and economic factors due to
which the course of the virus is affected. The COVID-19 prediction techniques are
based on pre-processing, feature extraction and classification. The various machine
learning and segmentation algorithms are proposed so far for the coronavirus disease
2019 prediction from the X-Ray images. This paper studies the comparison of deep
learning techniques, machine learning techniques and ensemble techniques, various
popular schemes are reviewed in terms of their results as well as their limitations.

Keywords COVID-19 - X-Ray + Segmentation + Feature Extraction *
Classification

1 Introduction

COVID-19 is transmitted at an extensive level all over the globe. WHO declared this
disease as a pandemic. The number of individuals, who suffered from COVID-19,
is more than 16.562 million in which many people are died and some are recovered.
The actual number of infected cases is more than the number of confirmed patients.
To recognize Corona disease, RT-PCR is available as a standard mode. However, this
procedure consumed a lot of time and the primary virus concentration is lower and
simple FNs (False Negative) are occurred [1]. Thus, CT (Computed Tomography)
and X-rays images are effective to perform the auxiliary diagnosis procedure. These
tools are useful to diagnosing and recognizing the growth of disease. In addition,
other significant procedures are to evaluate the lung infections from CT (Computed
Tomography) and X-ray images, testing, to observe the isolation and to cure this
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(a) Normal (b)Viral Pneumonia (c) COVID-19 Pneumonia

Fig. 1 CT scan images

'
(a) Normal (b)Viral Pneumonia (c) COVID-19 Pneumonia

Fig. 2 CXR images

disease. CT scans aid in detecting mutated COVID-19 in comparison with RT-PCR
due to its potential of detecting FN (false negative). The approach of computing the
treatment effect becomes easy on the basis of CT scans (Figs. 1 and 2).

Chest radiography imaging such as X-ray or CT, that is a custom method to diag-
nose the pneumonia, can be easily applied [2]. Corona virus disease 2019 can be
detected quickly and at higher sensitivity using this method. The CXR (Chest X-ray)
images are capable of representing the visual indexes related to COVID-19. Different
studies prove radiography as a feasible detection tool to detect COVID-19. Up till
now, there is not any study conducted on the potential of Al (artificial intelligence)
to detect corona disease in automatic manner from X-ray or chest CT images as the
public images are not available in adequate amount from COVID-19 patients. At
present, a small dataset of CXR images of this disease is generated through some
researchers for training Al models so that corona disease can be diagnosed auto-
matically. The extraction of these images was done from the academic publications
reporting i.e., the outcomes of corona disease X-ray and CT imaging [3].
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1.1 COVID-19 Identification of Lung Infections with CT
Imaging and Chest X-Ray (CXR)

DIP (digital image processing) technology has attained a lot of attention in the
medical field, such as to segment an organ and to enhance and restore an image for
assisting in subsequent medical diagnoses, as the computer technology is progressing
rapidly. A NN (neural network) is introduced via Al to simulate the human brain
in order to analyses and learn the way of promoting ML (machine learning) [4].
NN (neural network) is planned on the basis of human brain to accomplish an anal-
ysis and processing. Various sectors such as computer graphics, image processing,
computer vision, and computer-aided design make the deployment of integrated Al
technology, deep mining of big data, and optimization of computational models. The
scientific techniques are generated by remedial effect evaluation and proceedings
which are becoming major scientific problems and key technologies of cutting-edge
medical imaging. There is necessity to tackle this issue in the field of medical image
analysis.

The particular process of identifying the COVID-19 of Lung Infections with CT
Imaging is represented in the given Fig. 3. This process is consisted of various phases
which are defined as:

i. Pre-processing. The input CT (computed tomography) is pre-processed for
extracting efficient lung regions. It is essential to extract the attributes from the
CXR images for detecting the infection of Corona virus Disease 2019 on the
basis of automatic classifier [5]. This phase employs a process of binarization
of an image for lessening the amount of information subjected to accomplish
the further analysis and boosting up its speed. In this process, the colored image
is transformed into an image having only black and white pixels. For this, a
threshold is fixed as it is a basic rule.

ii. Candidate Region Segmentation. In the process of detecting the lung infection,
the physicians majorly focus on locating the affected region and extracting the
outline in accurate manner on the basis of local symptoms later on. The signifi-
cant attributes are the normal region and the junction region for differentiating
the normal tissue from the affected one. Several studies make the deployment
of ML-based (Machine Learning) image segmentation in chest images having
corona disease. The medical image is segmented using U-Net. This network
is adopted by various researchers for segmenting the COVID-19 lung image.

CT Input @ Image Pre- $ Candidate region EE Feature

processing segmentation Extraction

Classification

Fig. 3 Process of identification of COVID-19 of lung infections with CT imaging
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U-Net is a fully CNN (Convolutional neural network) with a U-shaped struc-
ture having symmetrical encoding and decoding signal paths. The shortcuts are
employed to connect the similar layer. A U-shaped SGD + Momentum structure
is generated on the basis of four down-sampling and four up-sampling [6].
Feature Extraction. In this procedure, a portion of data is transformed into only
arelevant group of bits. The technique of extracting the attributes is adopted in
research of classifying an image for diminishing the number of pixels contained
in the classification algorithm for learning [7].The major method of extracting
features is texture features for the X-ray images due to their potential for eval-
uating and localizing the groups of pixels of the same intensity. Their testing is
already done in the field of classifying X-ray images. GLCM algorithm (Gray
Level Co-Occurrence Matrix) is deployed for extracting the attributes from the
chest X-rays. This matrix is able to store the number of times a pixel has certain
gray level intensity and occurred with another pixel in the image. For this, a
particular rule or configuration called offset is implemented in which a pattern
of horizontal comparison at 0°, vertical at 90° or diagonally at 45°, or 135° is
considered. The fundamental goal of this procedure is to acquire the spatial asso-
ciations of the pixels related to diverse intensities of the image and for storing
them in the GLCM. Moreover, the extraction of six statistical attributes is done
from the GLCM (Gray Level Co-Occurrence Matrix) of every image, and this
is in correspondence with six texture operators.

Classification. When the attributes are extracted, the major task is to classify
the corona disease from normal and other pneumonia. To classify the images,
the moving of network is required into the fully connected layer for which the
images are flattered and simplified. A complex set of NN (Neural Network)
connections are capable only of processing the linear data. In case, the data is
not labelled, auto encoders are deployed to implement the unsupervised ML
(Machine Learning) algorithms for assembling the data in a low dimension
space performing calculations [8]. Thereafter, the existing data is up-sampled
by reconstructing the additional layers.

1.2 Artificial Intelligence in Medical Image Analysis

Artificial Intelligence is related to computer science field which assists machines in
executing the human intelligence tasks [9]. As the Artificial Intelligence and IoT is
developed, continues change can be seen in medical equipment that offers various
possibilities in medical radiology. The Machine Learning methods are a subset of
Artificial Intelligence which provides learning potential to computer systems and
assists in executing the tasks with the data in automatic manner without manual
programming. DL is a subset of ML which deals in the simulation of the neurons
of the human brain. Machine Learning focuses on deploying the Deep Learning as
a crucial subject with its technology in order to classify, recognize and identify the
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images or videos. Diverse DL and ML useful for identifying Corona virus Disease
2019 are explained as:

i. Convolutional neural network (CNN). CNNs are generally implemented in
image processing problems at which a computer recognizes an object in a picture.
Its modelling is sufficient to process and classify images. The data is considered
as spatial. Different from normal NN (Neural Network), neurons of this algo-
rithm are not linked to others, and eventually, the output layers focus only on
selecting the nearest neurons with the similar weights. This algorithm retains the
spatial aspect of the dataset. Hence, a filtering process is applied on it to simplify
the complicated images which undergone from superior processing [10]. This
algorithm consists of multiple layers, with many different layers called the convo-
lutional layer, the pooling layer, and the fully connected layer. The initial layer
also has a ReLU which leads to activate functions and guarantees non-linearity
due to the progressing of data via every network layer. In the absence of this unit,
the data offered at the input layer may misplace the dimension which is essential
in the network. The last layer is utilized to perform classification on the dataset.
A filter is placed on an array of image pixels and a complex feature map is also
developed to operate this algorithm. The analogy is like looking at an image by a
window that allows one to see specific features within the image. It is also called
typical two-dimensional CNN.

ii. Support Vector Machine (SVM). Itis exploited for investigating the hyperplane.
The decision boundary is discovered along with hyperplane using this algorithm
and a lower error rate is acquired. The hyperplane in a SVM is expressed as:

y=w'-x+b (1)

In which, the vector of features is represented with x, w illustrates a vector of
normalized direction to the hyperplane, and a form of threshold is denoted by b
[11]. SVM is an effectual algorithm using which dataset is projected into higher
dimension based on kernels. A common kernel function K is present as a linear such
as dot product or non-linear in form of RBF (Radial basis function) kernel which is
expressed as:

ly = Hxll <€ K (x1,xp) = e77In0l’ 2

In this, a parameter for rbf kernel is defined with y and ||x; — x, II? represents the
Euclidean distance.

iii. Random Forest (RF). RF (Random Forest) technique is implemented for
constructing a forest of individual DTs (decision trees) which results in
composing an ensemble [12]. The majority votes are employed to predict the
data via every tree. Consequently, the class with the majority vote is considered
as the final prediction. Therefore, the effective prediction is obtained on the data
with the integration of individual uncorrelated systems. RF is capable of main-
taining the correlation among trees as minimal as possible. For this purpose,
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Bagging is exploited. Due to the sensitivity of DTs to training data, RF concen-
trates in building the trees on data that is sampled at random with replacement.
As aresult, various trees are produced with minimum correlation amongst them.
In addition, Random Forest algorithm is efficient to sustain Feature Random-
ness because of the potential of every tree of making its decision on the basis
of random subset of features instead of picking each attribute from the dataset.
This renders a great variation in the factors at which every tree is set up. There-
fore, bagging and feature randomness assisted this algorithm in training with
random samples of a dataset as well as with different subsets of features to
achieve prediction. Moreover, the hyper parameter tuning of a sufficiently large
parameter set is useful to prevent it from over fitting on the data [13].

2 Review Methodology

This section presents the state-of-the-art review layout, a step-by-step method for the
literature discussed in the previous sections. This research focuses on categorizing
the current literature on COVID-19 detection assessing the current trends. This eval-
uation finds relevant research articles from reputable electronic databases and the
top conferences in the field. After then, inclusion and exclusion criteria were used
to reduce the number of papers that were considered. Following that, final research
studies were chosen based on a variety of variables. The information given here is
the product of a thorough investigation. For this review study, various electronic
database sources were investigated; some of the popular electronic databases used
in this search like google scholar, Elsevier, Science direct etc. Using the inclusion
criterion, which mainly depends on the techniques, the relevant work of COVID-
19 detection algorithms is retrieved from the enormous collection of data given by
search engines. The data shows that journals account for most of the work in this
study (51%), with conferences accounting for 40% of the work and book chapters
accounting for 9%. In addition, the data depicts a year-by-year study of work relevant
to diabetic retinopathy detection. The major data is available on the google scholar
as compared to Elsevier and Science direct. The google scholar has 60% data, Else-
vier has approx. 10% and Science direct has approx. 30 data on diabetic retinopathy
detection. The data division is shown in Fig. 4.

As shown in Fig. 4, the percentage of data sharing is shown in figure approx. 60%
data is available on Google scholar, 30% is available on science direct and very less
amount of data that is 10% is available on Elsevier.

As shown in Fig. 5, the data is available which is available through conference,
journal and books. The conference has approx 51% of total data, 40% data has
available through journal and 9% is available through books.
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Fig. 4 Percentage of data Percentage of Data
sharing Bgoogle scholar @ Science Direct D Elsevier

Fig. 5 Data available Data Available

BConference @Journal OBook

3 Literature Review

3.1 COVID-19 Ildentification of Lung Infection Using Deep
Learning

Visvanathan et al. emphasized on implementing a CNN (convolutional neural
network) algorithm for recognizing the Coronavirus Disease 2019 and learning from
multiple data sources allocated for only a few classes [14]. Three public datasets were
employed to train the presented algorithm and compute its efficiency for segmenting
the lung field, lobes and corona disease infected areas. The evaluation depicted that
the presented algorithm offered an average error around 4.5% while identifying the
infection per lobe in 8CT (Computed Tomography) scans of lung.

Abdulla et al. suggested a DCNN (Deep convolutional neural networks) called
SAARS Net with the purpose of detecting coronavirus diseases 2019 cases from CXR
images [15]. In addition, the potential of the suggested model, for differentiating the
corona class from normal and infected classes and to attain deeper insights into
critical factors of Coronavirus Disease 2019 cases, was analyzed under 3 scenarios.
This model was quantified on the confusion parameters. The results demonstrated
that the suggested model provided the positive predictive value up to 100% and
generated optimal outcomes to detect COVID-19 and abnormal classes.
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Islam et al. introduced a simple CNN (convolution neural network) based system
with the help of lung CT (Computed Tomography) images to recognize the Coro-
navirus Disease 2019 [16]. Moreover, to achieve this, LeNet-5 CNN model was
deployed. A technique of augmenting the data was put forward and attained various
Computed Tomography images of covid positive and normal classes. The accuracy
acquired from the introduced system was computed 86.061%, f'1 score was 87.1%,
the precision was 85.02%, recall was 89%, and AUROC was calculated 0.86 while
detecting corona disease.

Abdar et al. projected a DL-based CNN in order to distinguish the corona disease
2019 positive patients from normal subjects via chest CT (Computed Tomography)
images [17]. The training, testing and computation of projected technique was done
on data in which 10,979 chest Computed Tomography images of patients and 150
normal subjects were included. The outcomes indicated that the projected technique
had provided 92% precision, 90% sensitivity, 91% specificity, 0.91 F1-Score and
90% accuracy.

Jain et al. designed a CNN (Convolutional Neural Network) algorithm for diag-
nosing Corona virus Disease 2019 disease from CXR (chest X-ray) [18]. The multiple
convolutional layers of this algorithm assisted in extracting the attributes of corona
disease from CXR images. The reliability of this algorithm was proved and it had
generated the results at instant with lower computational effort for determining
whether Covid-19 induced pneumonia was occurred or not. The results exhibited
that the designed algorithm was useful for radiologists for making decisions on
X-ray films so that Corona disease was detected.

Satyabrata et al. used the support vector regression (SVR) and Long Short Term
Memory (LSTM) techniques to simulate the behavior of the COVID pandemic [19].
The SVR technique for time series forecasting is a helpful tool for estimating objec-
tive value functions. It is used to forecast the value of a continuous variable with a
known value. For the prediction of COVID-19 behavior, the LSTM technique is a
better forecasting approach. LSTM addresses the disadvantage of RNNs (Recurrent
Neural Network). The performance of LSTM is 95.46%, which is significant enough
to proceed with pandemic behavior predicting (Table 1).

3.2 COVID-19 Identification of Lung Infection Using
Machine Learning

Panetta et al. established a new shape-dependent Fibonacci-p patterns-based feature
descriptor on the basis of ML (machine learning) technique [20]. Diverse metrics
namely accuracy, precision, and f1-score were utilized to analyze the established tech-
nique on Kaggle and COVIDGR datasets. The results revealed that the established
technique yielded the efficiency of 100% for distinguishing the normal and COVID-
19 from CT images of chest of initial dataset. Moreover, this technique provided recall
around 72.65 £ 6.83 and specificity of 77.72 £ 8.06 on the subsequent dataset.
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Author

Year

Technique used

Findings

Limitations

Visvanathan et al.

2021

Convolutional neural
network

The evaluation
depicted that the
presented algorithm
offered an average
error around 4.5%
while identifying the
infection per lobe

This algorithm
provided mower
efficiency for
segmenting the
infected areas

Abdulla et al. 2020 | DCNN (deep The results This model was not
convolutional neural | demonstrated that the | capable of detecting
network) called suggested model the corona disease at
SAARS Net provided the positive | initial phases.

predictive value up to | Moreover, the

100% and generated | problem related to the

optimal outcomes to | imbalanced images in

detect COVID-19 diverse classes was

and abnormal classes | occurred due to which
results of chest
X-Rays were affected

Islam et al. 2020 | Simple convolution | The accuracy This introduced
neural network acquired from the system was not
(CNN) introduced system suitable for a larger

was computed dataset for dealing
86.061%, f1 score with this pandemic
was 87.1%, the

precision was

85.02%, recall was

89%, and AUROC

was calculated 0.86

while detecting

corona disease

Jain et al. 2021 | CNN (Convolutional | The reliability of this | The designed

Neural Network) algorithm was proved | algorithm offered
and it had generated | lower efficacy in case
the results at instant | of large repositories
with lower of CXR (chest X-ray)

computational effort
for determining
whether Covid-19
induced pneumonia
was occurred or not

films and CT
(Computed
Tomography) scan
images

(continued)
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Author Year | Technique used Findings Limitations
Abdar et al. 2020 | DL-based CNN The outcomes The data was
algorithm indicated that the available in
projected technique | inadequate amount
had provided 92% for maximizing the

precision, 90%
sensitivity, 91%
specificity, 0.91

generalization of the
system for practical
applications

F1-Score and 90%
accuracy. The results
were made more
reliable and
generalized using the
infected areas

Lucas et al. intended a TL (transfer learning) method on a pre-trained VGG19
with the objective of constructing a DCNN (deep convolutional neural network)
for detecting 4 possible conditions such as normal, bacteria, abnormal and Corona
disease positive [21]. The investigated patterns had reliability for images from a
given class of disease and led to offer explanations of process of DL (Deep Learning)
model for making decisions regarding classification. These patterns were utilized as
biomarkers for a given disease in CXR images. The intended method was able to
detect the Coronavirus Disease 2019 efficiently and obtained the accuracy of 100%.

Zebari et al. developed a fusion mechanism on the basis of ML (machine learning)
system for with regard to 3 significant texture attributes such as LBP (Local Direc-
tional Patterns), FD (Fractal Dimension) and GLCM (Grey Level Co-occurrence
Matrix) [22]. This mechanism focused on recognizing the chest CT (Computed
Tomography) scan image as normal or infected with Coronavirus Disease 2019. A
public dataset, consisted of 300 CT images, was applied for validating the developed
mechanism. The experimental outcomes confirmed that the developed mechanism
provided the accuracy of 96.91% and the accuracy of 89.87% for LBP attribute,
87.84% for FD, and 90.98% for GLCM.

Arora et al. recommended an automatic technique recognized as XG Boost in
order to diagnose novel COVID-19 through CXR images [23]. This technique was
planned on the basis of convolutions layered mode. The recommended was adaptable
for attaining the accuracy of 90%. The results of this technique were compared with
the traditional models. The applicability of the recommended technique was proved
for diagnosing the corona disease.

Absar et al. introduced a ML technique recognized as SVM to diagnose Coron-
avirus Disease 2019 from CXR images [24]. More images were attained using image
processing tool known as RGB and Squeeze Net models so that the given data set
was diagnosed. The accuracy of the introduced algorithm was computed 98.8% for
detecting patients, who suffered from COVID-19, from CXR images. The introduced
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CAT (computer-aided detection tool) was efficient to mitigate the transmission of
infectious diseases in society by means of a faster patient screening process (Table
2).

3.3 COVID-19 Identification of Lung Infection Using
Ensemble Techniques

Sanagavarapu et al. devised an ensemble technique for tackling the issue of class
imbalance when the positive COVID-19 chest CT (Computed Tomography) scans
were recognized [25]. The CLAHE technique was implemented to normalize the
images in order to enhance their attributes. After that, the dataset was divided into
equally balanced portions and the Level-0 Res Net models employed the images
to train the technique. The devised technique was able to offer and accuracy up
to 87.23% with CLAHE enhanced images and GradCAM algorithm was useful to
display the learning of the trained models in visual form.

Foysal et al. suggested an ensemble DCNN technique to diagnose Corona virus
Disease 2019 cases from the chest CT images [26]. Several hyper-parameters were
considered with the purpose of planning, training and validating the DCNN models.
The predictive values of these algorithms were integrated. Consequently, the accuracy
was enhanced and the error rate was diminished. An ensemble hard voting rules
were adopted for classifying the COVID cases from the normal ones. The results of
experimentation depicted that the suggested technique yielded the accuracy around
96% and sensitivity up to 97%.

Afshar et al. presented a fully-automated model on the basis of Capsule Networks
called CT-CAPS, for distinguishing Coronavirus Disease 2019 from healthy and CAP
cases with the help of chest CT (Computed Tomography) scans [27]. An enormous
amount of medical data related to gender, age, weight and symptoms of patient
was exploited to enhance the presented model. RF (Random Forest) algorithm was
adopted in this hybrid model in which medical data and CT scans were applied for
classifying corona disease and healthy. The outcomes of experiment validated that
the hybrid model assisted in enhancing the efficacy of the presented approach and
offering the precision up to 90.8%, sensitivity around 94.5% and specificity up to
86.0%.

Nneji et al. formulated a novel joint framework in order to recognize the Corona
virus Disease 2019 accurately in which an enhanced super-resolution GAN was put
together with a filter bank of reducing noise of WIT-CNN on CXR and CT images of
coronadisease [28]. The formulated framework had capacity for eliminating the noise
and gradient problem. The formulated framework offered 98.8% accuracy, 98.2%
F1-score and 98.9% precision in case of CXR dataset and 97.8% accuracy, 96.1%
F1-score and 98% precision for CT images dataset in comparison with traditional
techniques.
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Author Year | Technique used Findings Limitations
Panetta et al. | 2021 | Novel shape-dependent | The established The established
Fibonacci-p technique yielded the | technique was not
patterns-based feature | efficiency of 100% for | useful for analyzing
descriptor using a ML | distinguishing the long-term impact of
normal and COVID-19 | Corona virus Disease
from CT images 2019 from the patients
Moreover, this who were recovered
technique provided from the disease
recall around 72.65 +
6.83 and specificity of
77.72 £ 8.06 on the
subsequent dataset
Lucas etal. |2020 | Transfer learning The intended method | The experiments were
technique was able to detect the | restricted due to this
Corona virus Disease | method as it was
2019 efficiently and planned on the basis of
obtained the accuracy | pre-trained VGG-19
of 100%
Zebari et al. | 2020 | A fusion scheme based | The experimental The efficiency of this
on a ML technique outcomes confirmed mechanism to
that the developed diagnose the corona
mechanism provided disease was mitigated
the accuracy of 96.91% | in the presence of
and the accuracy of geometric features
89.87% for LBP
attribute, 87.84% for
FD, and 90.98% for
GLCM
Aroraetal. |2021 | XGBoost The recommended was | This technique
adaptable for attaining | provided lower
the accuracy of 90%. | precision due to the
And applicability of finite amount of
the recommended COVID-19 data
technique was proved
for diagnosing the
corona disease
Absaretal. |2022 | SVM (support vector The introduced CAT The introduced

machine)

(computer-aided
detection tool) was
efficient to mitigate the
transmission of
infectious diseases in
society by means of a
faster patient screening
process and yielded
accuracy of 98.8%

algorithm yielded
lower scalability due
to the imbalanced
dataset
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Mandal et al. formulated a novel zero-trust network-based access control policy
By specifically restricting incoming network traffic to substantiate MAC spoofing
tactics on the software-defined network (SDN) architecture of cloud computing [29].
The suggested technique focuses on a wireless network (IEEE 802.11) unaffected
by physical attributes or location. The adoption of the threshold stamping technique
reduces the false-positive rate (FPR) by allowing a legitimate user’s traffic to be
rectified before being classified to the attacker (FPR). In a worst-case situation, the
highly skilled attacker’s presence prevents the thresholds from decreasing, causing
the TCP packet to be rejected by the algorithm and preventing the faked user from
gaining access to the SDN framework of cloud architecture. Analyzing data and
deleting a fake user are time-consuming tasks that may be time-consuming user time
time-consuming tasks that may be easier with a little more investigation.

Gour et al. developed a novel stacked CNN algorithm to diagnose Corona virus
Disease 2019 disease automatically from the CXR and Computed Tomography
images [30]. VGG19 and the Xception algorithms offered various sub-models to train
this algorithm. The discrimination efficacy of dissimilar sub-models of convolutional
neural network was integrated with the efficacy for detecting Coronavirus Disease
2019 from the radiological images. The sensitivity acquired from the developed
algorithm was counted 97.62% while classifying the X-ray images as COVID-19,
healthy and Pneumonia Classes and performed better in contrast to the conventional
techniques (Table 3).

4 Conclusion

In recent times, the major concern regarding this disease is that there is not any
symptom shown in the patient who suffers from corona disease. These kinds of
affected patients cause the transmission of disease and infected other people all
over the world. Various reasons are present which transmit the 2019-novel corona
virus rapidly. The dominant reason is the lack of information transparency in the
premature stage of the epidemic outbreak. The corona virus prediction has diverse
stages in which data is pre-processed, features are extracted and classification is done.
It is analyzed that major techniques are unable to achieve optimal level of accuracy.
The technique needs to propose which can achieve optimal level of accuracy for the
COVID-19 prediction.
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Author

Year

Technique used

Findings

Limitations

Sanagavarapu et al.

2021

An ensemble

The devised

The devised

method technique was able to | technique was

offer and accuracy up | ineffective for
to 87.23% with diagnosing and
CLAHE enhanced curing the patients
images and Grad for their recovery at
CAM algorithm was | initial phases
useful to display the
learning of the trained
models in visual form

Foysal et al. 2021 | Anensemble DCNN | The results of The suggested
experimentation technique provided
depicted that the poor performance
suggested technique | on other diverse data
yielded the accuracy
around 96% and
sensitivity up to 97%

Afshar et al. 2021 | ELM, Extreme The sensitivity The developed
learning machine acquired was counted | algorithm was not
with a hybrid 97.62% while able for classifying
CNN-PCA based classifying the X-ray |the Chest X-Ray
feature extraction, images as images into diverse
-ELM with CLAHE | COVID-19, healthy | categories of corona

and Pneumonia disease cases
Classes
Nneji et al. 2021 | Novel joint The formulated This framework was
framework framework offered not performed well
98.8% accuracy, in some scenarios of
98.2% F1-score and | poor-quality images
98.9% precision in
case of CXR dataset
and 97.8% accuracy,
96.1% F1-score and
98% precision for CT
images dataset
Gour et al. 2022 | New stacked The outcomes of The efficiency of the

convolutional neural
network model

experiment validated
that the hybrid model
assisted in enhancing
the efficacy of the
presented approach
and offering the
precision up to
90.8%, sensitivity
around 94.5% and
specificity up to
86.0%

presented model
was lessened on
large sized and
multi-center datasets
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Deepika Chaudhary, Jaiteg Singh, and Puneet Kaur

Abstract Ontologies show great promise in addressing many of the issues of
component-based research, and they are a strong example of technology-supported
science. A mental health ontology is a collection of concepts used to design a model
which can be used by a variety of data storage and retrieval applications. While there
have been categories of mental problems for over a century, it is still unclear what
terminology like “mental disorder,” “disease,” and “sickness” mean. Ontologies have
been enlisted to help fill in the gaps. Ontologies, for the most part, provide a recogniz-
able language that allows for a computerized bridge between disparate authorities,
facilitating translation as research becomes increasingly interdisciplinary. The goal
of this research is to figure out what role ontologies have in mental health. The goal
of this research is to compile a list of terms connected to mental health and draft
a protytypic ontology thereof. The research outcome of this paper is a design of a
prototypic ontologies for sentiment analysis of tweets.

Keywords Ontology - Mental health - Mental illness - Tweets *+ Sentiment analysis

1 Introduction

Social media is gaining attention and becoming very popular nowadays [1]. Among
various platforms, Twitter and Facebook are the most powerful platform which has
been used by researchers for opinion mining. Opinions on these platforms spread very
fast and have a powerful impact on the mindset of people. Humans usually interact
using online platforms which are now enabled by various communication technolo-
gies. Since conversation on these platforms disseminate very quickly, therefore, good
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and bad information travels at a same speed. However, there is an possibility that
valid social media information is of favor as compared to rumors. Twitter can be
defined as a micro-blogging site, where the user can post short and long message
known as tweets through chats. These tweets can be maximum of 140 characters long.
Although most tweets are simple converstion, they are also used to share relevant
information [2].

To perform sentiment analysis on the tweets, one requires to extract the words
and the concepts which have an powerful impact on the mental health of human
being. Ontology is the process of taking the union of the concepts of source and
targets ontologies together and expresses the relationships of the concepts in one
ontology to the other ontology [3]. In simple words, ontology does not only demon-
strate sharable and reused information but can also add new facts in the vocabulary.
These well-defined vocabularies are very useful for integrating data coming from
various heterogeneous sources. These ontologies act as a collection of entities, and
relationships between them are expressed by nodes and edges between these nodes.
Ontology is a study of “being” and disturbed among “What is,” i.e., the environment
life and organization of truth. According to Richards, ontology is the assumptions
we formulate regarding the category and natural world and what goes out. Mental
health is a part of our mental well-being. Sooner or later, a person always relates their
health with mental well-being. The general tendency of many people is to think of
mental health as a mental illness. But, it is not true. The concept of mental wellness
goes far beyond absence of mental illness. A person’s psychological, emotional, and
social well-being is referred to as their mental health. There are some common types
of illnesses that we face. Figure 1 describes various types of mental health illness.

During pandemics online interactions have become a regular part of our daily lives.
Through the messages on social media, human being shares their opinions, thoughts,
feelings, on almost every aspect of life. Sometimes, when a human is under pressure
or facing any mental illness expresses his views on these sites. These views if inferred
properly can protect humans from harming themselves. The objective of the study is
to critically review the existing ontologies that can help in data extraction from any
social media portal.

Fig. 1 Types of mental
health illness




Design of a Prototypic Mental Health Ontology for Sentiment Analysis ... 217

2 Literature Survey

This section focuses on the related work done in the direction of sentiment analysis
for different domains. The papers were selected on the basis of year of publication and
citation index. Narayanasamy et al. in their paper have mentioned that the ontology-
based models work best to extract the emotions. As stated by the authors, ontologies
can be constructed to capture the emotions from within the text documents. Through
the use of Semantic Web technologies, the data captured thereof can be used for
various applications. Mental health [4, 5] is very important from an early stage of
our life till the end. The emotional, psychological, and social well-being of a person
are all included in their mental health. It has an impact on our feelings, thoughts, and
actions. Mental disorder is a global problem and is being faced by various countries.
Globally, it is a major threat as one in four or five citizens of any country is diagnosed
with a mental disorder that has to be controlled. Therefore, it is of major concern
to every country and is a social responsibility as National Advisory Mental Health
Council Workgroup, 2010.

After learning through the literature mentioned above, it had been found that
mental health ontology can be considered to offer a representation of mental health
concepts and interactions. On the basis of which, the data from social media plat-
forms like Twitter can be collected and can be further processed for various research
problems related to health care. Therefore, here in this study, we figure out various
classes of mental illness and specify a list of keywords. These keywords would act
as a metadata for tweets’ extraction further analysis.

3 Research Methodology for Ontology Creation

To perform the study, we would follow the below-mentioned methodology:

(a) Understand the Concepts of Mental Health: In an attempt to solve this
problem, it is required that we all should have a deep understanding of terms
related to the mental state of a human being. In the table below, we classify
mental illness along with the words which indicate the disease (https://edelwe
isspublications.com/).

(b) Classifying the terms: To understand the concepts of mental health, the various
categories of mental illness were studied. Table 1 depicts various types of mental
illness and the related keywords (Table 2).

(c) Design of Ontology

Using these terms, an ontology was designed using protégé as a tool (Figs. 2, 3,
4 and 5).
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4 Conclusion and Future Scope

In this paper, we have classified various categories of mental illness. We gleaned
useful information from the tweets of people who have been diagnosed with depres-
sion on Twitter. We recognized the symptoms of depression, self-interest, feelings of
irrelevance or guilt, problems with decision-making, suicidal thoughts, mood swings,
anxiety, exhaustion, annoyance, and certain signs of fatigue or paranoia for each of
the specified groups of depression. A set of keywords or concepts are defined here-
with. Using these keywords, a mental illness ontology was created. This ontology
would be used as a semantic framework for extracting tweets. We would like to
extract more comprehensive information from depressed Twitter users in the future,
such as mood swings and changes in behavior with friends and family.
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Abstract Identifying a person and recognizing their individuality has been the most
important necessity in any community or organization. So, attendance management
is a necessary tool in any environment where maintaining attendance is required.
Automation is always an easier way to upgrade the existing approach, in perfor-
mance, efficiency, and robustness. This project is aimed at developing a less intru-
sive, cost-effective, and more efficient automated attendance management system.
The system is based on face detection and recognition algorithms, which automat-
ically detects a person through a walk-in or an image of an individual or a group.
The system comports the given image with the pre-registered data and confronts
the lateral procedure. The system uses Local Binary Pattern Histogram Algorithm
with Haar cascade classifier to identify the image through its nodal preference to
downscale, detect and differentiate the image. The produced data of the attendance
is managed and automatically updated in the database and is stored in an excel sheet.
Different real-time scenarios were taken into account to evaluate the performance
of the system. The project also has measures implemented to handle the threats like
spoofing.

Keywords Face recognition - Local Binary Pattern Histogram (LBPH) -
Biometric systems - Radio Frequency Identification (RFID) - Near Field
Communication (NFC)
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1 Introduction and Background

Attendance Management systems developed continually over years, owing to spec-
ifications involving time, effort, performance, usability, and robustness. The most
significant identification processes of the development are the biometric methods,
where a person’s physiological variants are taken as the basis of classification [1].
It relies on unique specific data about biological traits to work efficiently. So far,
biometric methods have proven to be the most effective processes to identify a per-
son, for both identity verification and attendance management. Face recognition is a
simplistic way of analysing a persons face on a nodal reference frame to extract the
features and recognize a persons identity from the trained and stored data. Though
the concept is colloquially specific, the process of identification is varied with the
performance and accuracy of the classification algorithm. However, face recognition
technology is more flexible when compared to other biometrics in regard with cost,
accuracy, portability and is preferred in general owing to its less intrusive procedure.
Although face recognition is readily used in many ecosystems, there’s a room for
improved efficiency in terms of accuracy of the system and efficiency of algorithm.
The project focuses on the robustness of this procedure.

1.1 Objectives and Scope

The sole purpose of this project is to build a Face Recognition Biometric Technology
that addresses the limitations of manual and other alternative biometric technologies,
while providing the perks of its own.

While there are many other existing technologies like RFID and NFC, certain lim-
itations in managing spoofing, flexibility and cost made Face Recognition technology
a key to enhancing the improvements.

Although face recognition has limitations of it‘s own regarding accuracy, ideality
of identification in different illuminations [2, 3], expressions [4, 5], motion, there
is a felicitous chance of improving the efficiency of algorithm and its classification
with increased flexibility [5, 6].

2 Collation of Various Attendance Management Systems

Originally, attendance was managed manually in registers. It took time, effort and
had a maximum possibility of spoofing. Keeping track of a bulky record is inapt
to realising information when requested by a legitimate party. So, various other
automated technologies were used in place to ease the system.
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2.1 Near Field Communication

NFC typically uses a tag scanner programme that enables in identifying the uniquely
issued tags and relate the information to the user. Being a near field communica-
tion system, NFC has a detection range of 4cm or less. Many organizations use
NFC installations for their rapidity in updation and accuracy. The project Automated
Attendance System using NFC [7] detailed the use of Battery Assisted Passive tags
using mobile devices which get battery activated only in the presence of the RF field.
However, a typical NFC system doesn’t have a mechanism to detect the authenticity
of the tag holder, and is not robust against spoofing without additional manual or
camera surveillance. Also, in cases of a forgotten tag or mobile, there is no specific
backup procedure to address the attendance. NFC technology is submissively well
functioning procedure which can still be functionally replaced by biometric methods.

2.2 Radio Frequency Identification

RFID is a radio frequency identification procedure that has a larger field length than
NFC. A general NFC system works on RFID principle. It uses radio waves to transfer
data from RFID tags to identify the host. The project RFID based Student Attendance
System [8] proposes a model with a RFID reader programme in a client computer
that is always on a vigilance to propagate an electromagnetic field due to a presence
of RFID tag in the vicinity. The tag reflects a unique ID to the system to identify the
tag owner. However, like NFC, RFID doesn’t have a specific feature to authenticate
the tag holder. In addition, the installation process is expensive when compared to
Face Recognition Technology.

2.3 Biometric Systems

ID number or a tag code uniquely identify a person, so do a few physiological traits.
Biometric systems rely on a person’s physical characteristics to identify them, thus
being more specific about the identity. Since this is a science of measuring life,
biometry measures uniqueness in the gathered traits of a person and exemplifies the
information to the identity. Everyone has a unique fingerprint, palm vein structure, iris
pattern, retinal capillary arrangement, thermogram. Each of these physical traits can
be used as an identification hinge and require a respective system design. Although
all the biometric systems are imperatively efficient, a few subjects provide more
accuracy and less chance to knavery.

Fingerprint Recognition
Fingerprint recognition is a distinctive process of comparing stored fingerprint pat-
terns to the input, thus relating it to the identity [9]. It is one of the most accurate
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biometric methods with a low chance of fraud. However, the process requires contact
with the fingerprint reader, and hence is a disadvantage in the covering situations of
pandemic. Yet, there is a scope for a touchless fingerprint sensor to address this prob-
lem, with additional upgrade in installation and cost. Although fingerprint recognition
is more accurate, overtime as a person ages, there is chance of fingerprint fading that
might lead to a problem involving performance incompatibility in diverse population.

Retinography

Retinography identifies a person through a retinal capillary scan, that is distinctive
in people. It propagates an infrared beam through the eye which is surrounded by
numerous blood filled capillaries that absorb the light more than the muscle tissue
and standout to form a pattern. This pattern is unique and helps differentiating people.
However, it is non-portable and requires a lot of end user attention involving a little
intrusion and direct infrared exposure to the eye, inducing negative opinions among
people. Yet when done right, retinal scan is proven to be ideally the most accurate
biometric systems.

Iris Scan

Like retinography, Iris scan identifies a person through unique pattern in iris by a pro-
jection through a visible or near infrared light to obtain a high variant iris picture that
helps determining the unique iris pattern. It is a highly secure and accurate biometric
technology and needs a specialized hardware. Although studies show that the present
recognition system fails while addressing patients with acute iris inflammation known
as ocular disease, iris scan is precisely accurate than most other biometrics.

Face Recognition

Face Recognition Systems work like any other biometric systems using users face as
the value of reference. The face recognition algorithms create a biometric template
by downsizing the focus to the users face and detecting, measuring the feature points
including their location and structure [10—12]. It typically uses a general webcam
for image capture and hence is portable. Although limitations due to illuminations,
expressions, facial injuries are persistent, improvement in the classification algorithm
can increase the robustness of the system [2, 3, 6]. It is a low cost and flexible
technology and can be inherited or incorporated into other biometric methods.

3 Proposed Model and Method

The proposed system is a design of a robust, visually digitalized attendance manage-
ment system that can be reinforced in various levels of corporations.
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3.1 Model Design

The model is profusely developed within the system environment with a necessary
camera.

Hardware: Intel i3-8th Generation or above or relevant processors, 8GB or
above RAM, 512MB or above hard disc, HD webcam.
Software: Libraries- OpenCV, Tkinter, Pillow, pandas, numpy, datetime,
Editor-VS Code, Technology Used- Python 3 or above.

3.1.1 Software Development

Face recognition has different working algorithms. Some of them are- Eigenfaces
algorithm, Fisher Face algorithm, Open BR, Open Face, Local Binary Patterns His-
tograms (LBPH). We use LBPH algorithms, since the researches prove it to be
effective in resulting true positives than other algorithms [13-16].

Database Creation

The first step in the attendance system is the creation of a database of faces that will
be used. Different individuals are considered and a camera is used for the detection
of faces and the recording of the frontal face. The number of frames to be taken for
consideration can be modified for accuracy levels. These image datasets are then
saves as yml files and stored in the database along with the registration ID (Fig. 1).

Image Capture

Capturing the Save the data in yml file
students image

ecognizer Training

- The labeled images are
Face Detection recognized and categorised
Detecting the using haar cascade
classifier and recognized
using LBPH aided under
OpenCV

students face from
the image nodal
plane.

CSV file Creation
CSV files are a
sorted assembly that
help in grouping
with labels.

Data Preprocessing
When the face is

recognised, it is

downscaled, grayscaled
and sorted into files.

Fig. 1 Database creation
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Image Detection and Recognition

LBPH algorithm can recognize human face [17, 18]. It typically makes use of
4 parameters namely Radius(radius around the centre pixel), Neighbours(sample
points that build the circular binary pattern, proportional to cost), Grid X(Number
of cells in horizontal plane), Grid Y(Number of cells in vertical plane). It typically
enrolls the image into recognizer and identifies it in the testing phase.

Series Working

In general, it starts with the creation of an intermediate image through sliding win-
dow concept to give a better representation of the original image with radius and
neighbours. The threshold values are compared to the default 8 neighbour values
and the neighbour values greater than threshold are set to 1 and others to 0. This
composition illustrates the division to further assembly of pixels with gird x and
grid y. When comparing the images, the histograms are compared which returns a
confidence of measurement that helps recognizing the image [16] (Fig. 2).
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Fig. 4 Process model

Training

Each face undergoes a training in recognizer and is colloquially classified by append-
ing an ID in lists after converting the images into numpy arrays. These datasets are
further required during classification (Fig. 3a).

Recognizing

During the training, the image reduced histograms act as hash values that uniquely
identify the characters based on id’s. These qualities are compared for every new
image and this returns a confidence value that helps in identification (Fig. 3b).

Authentication

The process of registration and validation is authenticated with a pass-code that can
be changed or updated by the management. This verifies the authenticity of the user
since the process is supervised by the management. The produced daily attendance
is systematically availed to one’s email upon request (Fig. 4).
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3.2 Methodology

The attendance is taken in a robust, portable, and user friendly environment with
little or no intrusion. When a new user needs to register, images acquired from them
are trained and categorized with haar cascades [19] and respective histograms are
produced. They are tagged to the ID’s of the images in frontal and angular positions
and sequenced into the yml files. When the user’s picture is uploaded or captured, the
Ipb recognizer compares the deduced histogram to the database of stored yml files
and draws a confidence value to help recognize the person [8]. LBPH proves flexible
to various positions and illuminations, though not ideally accurate. The recognizer
can recognize multiple faces in a snapshot and tag them with their id‘s [20, 21]. The
attendance is simultaneously stored in an excel sheet that can only be available to
the management and requires their permission for access. It is simple linear process
without much manual intrusion. The process is wildy specific to the arena of purpose
and installation and can be apt to being portable in a handy camera or a bluetooth
device.

4 Results

The following snapshots include the process of registering a new user and identifying
him during attendance. The first image shows the application view with no registered
users. Now as the process proceeds, the user requires to get the register access through
a secured channel using the password under the admin supervision. The recognizer
then classifies the image and the user gets recognized. The last image gives the
resultant excel sheet of the session‘s attendance (Figs. 5, 6, 7, 8,9, 10, 11 and 12).



An Ensemble for Attendance Management with Face Visualization ... 233

05

Visualized Diaital Attendance System

Take Attendance

Alte

Take Images

Save Profile

Fig. 5 Application view

' Diaital Attendance System
Enter OMPassword || KEN[I ] ]
Contirm NewPaseword ]

ce

Take Images

Save Profile

Fig. 6 Authentication



234 G. Nookaraju et al.

Visualized Diaital Attendance System

Take Images

Save Profile

Visualized Diaital Attendance System

05-Jun |

N strations Here

Entel

1881A05E2

Ent

Take Images

Save Profile

Fig. 8 Registering with pass-code



An Ensemble for Attendance Management with Face Visualization ... 235

Visualized Diaital Attendance System
1| A

Take Attendance

At

Take Images

Save Profile

Fig. 9 View after registration

Visualized Diaital Attendance System
. S T

Ju |

[ i DaTE
1B1ALSED Raje 05062021
TEIADSED Srie 05082021
1B1ALHY Rups 05-06- 2021
122140564 Mari 05-06-2021

Take Images

Save Profile

Fig. 10 Image capture for training



236 G. Nookaraju et al.

ndance System

Fe

18:06

Enter Name

Take Images

Save Profile

Fig. 11 User face recognition

’

Save Profile

Fig. 12 Attendance excel sheet



An Ensemble for Attendance Management with Face Visualization ... 237

5 Concerns and Scope

Although face recognition system is flexible than other systems in terms of accuracy
relevance with cost, portability, ease in use, certain conditions involving detection
of face in different illuminations [3], under masks, motion and recognizing identical
faces(the twin problem) [22] do cause limitations to the system at different levels
[23]. However, enhancements in algorithms and cost management did show improve-
ment under various levels considering the use of high quality infrared cameras for
detection and psychological variances that effect expressions in twin problems, there
is a scope for advancement. Apart from that, this system can be incorporated into
various streams of organization like medical, government, military and also virtual
conferences. Face recognition is all about accuracy in different conditions and hence
there‘s always a plenty of room for improvement.
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Healthcare Question—Answering System: )
Trends and Perspectives oo

Shrutikirti Singh and Seba Susan

Abstract Question—answering (QA) system has been a major breakthrough in the
field of medical science. An abundant amount of research work has been done in
the field of automated text-based QA agents also called chatbots using different
neural networks. There has been a steady rise in the number of QA agents in the
medical domain in recent times since the Covid-19 pandemic started in December
2019. People have resorted to online consultation to resolve their health issues due
to lockdowns and movement restrictions. In this paper, we discuss contemporary
healthcare chatbots that answer user queries related to various health issues. There are
two types of such agents based on the response generation—first, the conversational
type empathetic chatbots employed for psychological or mental health counseling,
and second, the medical QA chatbots having domain-specific medical knowledge. In
this paper, we concentrate on the second type of chatbots that are used for healthcare
question—answering. We outline the limitations of general chatbots and discuss the
shifting trend toward the development of more personalized healthcare chatbots in
the near future.

Keywords Healthcare chatbots - Question—answering agent - Deep learning *
Medical domain knowledge

1 Introduction

Question—answering (QA) system is an attractive research area for many researchers
working in the fields of information retrieval and natural language processing (NLP).
QA agents are virtual conversational agents with domain-specific knowledge [1].
Users generally prefer QA agents to document reading since sometimes users want
precise answers to questions in a very short time. A QA system, also known as
chatbot, basically consists of three main constituents [2]: (i) query processing whose
crucial part is the question classification, (ii) document processing whose crucial
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part is the information retrieval, and (iii) answer processing whose crucial part is the
answer extraction. A simple QA agent can be implemented using natural language
processing techniques such as computing the term frequency [3] and using it to
predict the target word in response to the input query based on historical data [4].
Such chatbots generate stereotypical, though fast, responses [5].

The most popular model used in the last decade to construct a QA system uses the
long short-term memory (LSTM) [6]. This model is called a sequence-to-sequence
(seq2seq) model proposed in 2014 by Cho et al. [7] and Sutskever et al. [8]. Convolu-
tional neural networks are used sometimes in place of LSTM to create faster models
[9]. A LSTM encoder and decoder are required to model the input query and to
generate the output response, respectively [10]. Improvisations in this basic model
include the introduction of attention mechanisms [11-13] and the substitution of
LSTMs with transformers that were introduced by Vaswani et al. [14]. In this survey
paper, we review the latest QA agents or chatbots in health care. Healthcare chatbots
are of two types: one that can hold empathetic conversations with the user for mental
health issues and the other for answering specific health-related queries that require
domain-specific medical knowledge; the latter is the topic of study in this paper. We
study the challenges in the deployment of well-known seq2seq models for response
generation in the medical domain. We also outline the limitations of general chatbots
and discuss the shifting trend toward the development of more personalized health-
care chatbots in the near future. The hierarchical structure of study in this paper is
given in Fig. 1.

The main contributions of this paper are as follows, along with the sections in
which they appear:

1. Detailed discussion on state-of-the-art text-based medical question—answering
system (Sect. 2).

TEXT BASED QUESTION
ANSWERING

I
| |

|
Introduction to QA Neural Network Metrics and datasets
agents based models
i :
Structure of ] seq2seq models —1 BLEU
QA agents ‘ score

Categories of '
A agents
QA agents - - MeQSum
BiLSTM with

1 Some examples attention emrQA
of QA agents S

Transformers MedQA

Fig. 1 Hierarchical structure of this study
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2. Categorizing different neural networks applied to various QA tasks (Sect. 3).
3. Conclusion and future scope: highlights challenges for further study in QA
systems (Sect. 4).

2 A Review of QA Agents Used in Health Care

Question—answering is a well-explored task in the field of natural language
processing. It was reintroduced in the early 2000s with the Text Retrieval Confer-
ence (TREC) Question—Answering track [15], and other evaluation-based competi-
tions followed suit. There are several applications of text-based question—answering
system in the medical, entertainment, and social media domains. This section reviews
some traditional state-of-the-art QA agents used in health care.

2.1 Types of QA Agents

There are basically two major types of medical QA systems: the first type is fact
or knowledge-based that makes use of structured data sources and the second type
is based on information retrieval that makes use of search engine and then NLP
with machine learning to generate appropriate responses [16]. Factoid question—
answering system is a category of QA agents in which the answer is a specific fact,
such as a location or a person [17]. These models locate the answer by determining
the type of answer during a question categorization step and then collecting a set
of possible documents or passages via a search engine. Using normal information
retrieval techniques, a response is extracted from a set of candidate responses. In most
cases, strategies like these have been used to extract answers by pattern matching [ 18],
question similarity matching using simple word-based features [19], or simple logic-
based systems [20]. Web-based QA agents rely on the redundant data available on
the web to rewrite the query for efficient answer mining [21, 22]. The development of
multi-lingual chatbots is the need of the hour, considering that people across cultures
and nations are connected through the internet. Such systems often require a machine
translation unit in addition to the QA model. Some multi-lingual healthcare chatbots
have been developed for the Hindi [23] and Arabic [24] languages. Multi-lingual
biomedical thesaurus such as UMLS is proved to be helpful in such cases [25]. Our
survey paper concentrates more on the medical QA agents that are domain-specific,
and some of these chatbots became highly popular during the Covid-19 pandemic
which has raised health concerns all over the world.
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2.2 Some Recent Healthcare QA Agents

In this sub-section, we describe some notable, recently introduced QA agents in the
medical domain. There are two types of healthcare chatbots based on the response
generation—the empathetic chatbots employed for psychological counseling [26,
27], and the medical QA chatbots with domain-specific medical knowledge [28—30].
One example of a recent healthcare chatbot is Florence [31] that provides diagnosis
based on user’s symptoms. It makes use of a dataset of illnesses and their symptoms
and is designed using the RASA framework. MedQA is another example of a medical
question—answering system which aims to answer questions in clinical medicine
using the knowledge extracted from large-scale documents [32]. MedQA uses a
CNN-based neural network model. Smart mental health care involves combining
inputs from social media data, internet-of-things, medical knowledge available on
the web, and the electronic health records of patients, as per the survey in [33].
We next discuss the distinctive architectures of some recently introduced healthcare
chatbots.

(a) Text messaging-based medical diagnosis using NLP and fuzzy logic [34]: a
novel application of a QA agent for online diagnosis. The authors used a fuzzy
support vector machine (SVM) for diagnosis. They developed a hybrid neural
network by combining LSTM and CNN for sentence embedding. To evaluate
the performance, bilingual evaluation understudy (BLEU) score was used. The
block diagram of this model is shown in Fig. 2.

(b) HHH: a medical chatbot based on knowledge graphs and text similarity model
[35]: the medical data are obtained from the internet. A hierarchical Bi-LSTM
attention model is used to look out for the most similar question from a large
QA dataset. A semantic similarity based on the Manhattan distance is used
to compute the similarities between the user query and the questions in the
database. The response of the most similar question is output as the response of
the chatbot to the user query. Training and testing are done on a medical subset
of the Quora duplicate questions dataset. The process flow of HHH is shown in
the block diagram in Fig. 3.

Fig. 2 Block diagram of the user Text | Keyword extraction
QA model using NLP and document | and similarity
fuzzy SVM in [34] &
Diagnosis system i
Knowledge
SVM g base h
—

Results
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Fig. 3 Block diagram of the Web interface interaction
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CARO [36]: an empathetic conversational chatbot that also provides medical
advice for people with depression. Harilal et al. developed a chatbot application
in 2020 which holds dual functionality, i.e., medical advice generation and
empathetic dialogue generation; the choice between the two depends on the
user query and is decided with the help of a binary classifier in the initial stage.
The first model is trained on data which contains medical questions and answers,
and the second model is trained on data with empathetic dialogue responses. All
classifiers have an LSTM-based architecture and use teacher forcing principle
for training. The process flow for CARO is shown in Fig. 4.

ASkHERMES [37]: a medical question—answering agent that answers complex
clinical questions. The data which were collected are preprocessed to calculate
semantic similarity. In the third module, i.e., question analysis, the questions are
classified under different categories for making information retrieval easy. The
final module deals with text-based summarization and answer representation.
The process flow is shown in Fig. 5.
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Fig. 5 Block diagram of the AskHERMES QA model in [37]

3 Neural Network-Based Healthcare QA
Systems—A Discussion on the State of the Art

In this section, we compare the architectural and functional differences of some
state-of-the-art neural network-based question—answering (QA) agents used in the
medical domain. By using neural networks, it is possible to process large number of
documents with great accuracy and generate responses that are not stereotypical or
repetitive [12, 27]. The problem is interpreted as a sequence-to-sequence mapping
which is achieved, popularly, using LSTM encoder—decoder modules or seq2seq
models [7]. Other than QA systems/chatbots, seq2seq models are also popularly
used for neural machine translation and text summarization.

Our contribution in this work is the compilation of the most recent works on QA
agents based on state-of-the-art neural networks, i.e., CNN, LSTM, Bi-LSTM, Bi-
LSTM with attention and transformers. Bi-LSTM with attention mechanism has been
proved to be the most popular neural network in the last decade for constructing QA
agents [12, 38]. The attention mechanism is incorporated between the encoder and
decoder modules. The introduction of transformers with multi-head self-attention in
2017 [14] has revolutionized the field of natural language understanding and natural
language generation. Transformers have started replacing Bi-LSTM with attention in
several state-of-the-art seq2seq models including QA systems. Some state-of-the-art
neural network-based medical QA agents are summarized in Table 1.

As observed from Table 1, the latest state of the art in sequence modeling is
the transformer with multi-head self-attention introduced by Vaswani et al. [14].
Transformers are now replacing LSTMs in all sequential modeling tasks. The multi-
head self-attention mechanism of the transformer allows it to analyze different parts
of the sentence at the same time, enabling it to capture context at several scales. This
is an improvement over the Bi-LSTM with self-attention that incorporates a single
attention layer between the encoder and decoder modules.
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Table 1 Some state-of-the-art neural network-based QA agents for health care

Author, | Method Approach Dataset Contribution
year
Cao et al. | AskHERMES Question Medline abstracts, | The answers are
[37] classification using | PubMed, presented in the
SVM and keyword | eMedicine, clinical | form of clusters or
identification, guidelines, ranked lists or a
followed by text Wikipedia combination of
summarization and both. Clustered
answer answers were found
presentation apt for questions
covering several
topics
Nietal. |CliniQA Question analyzer | Trip answers’ Integration of
[39] followed by website containing | probabilistic
retrieval of 6382 questions candidate scores to
candidate articles identify the
followed by evidences that
answer generator qualify as the
answer
Oh et al. | Psychiatric Gated recurrent Korean Wikipedia, | Chatbot provides
[40] counseling for unit (GRU)-based | Namuwiki, and conversational
mental health care | similarity model news articles service to diagnose
psychiatric
disorders through
the combination of
spatiotemporal
context analysis
and emotion
recognition
Zhang MedQA SeaReader, a Medical reports Integration of
etal. LSTM-based and examination information from
[32] network with reports of patients, | multiple text
dual-path attention | medical textbooks | documents that are
and articles retrieved from a
large-scale database
as being most
semantically
relevant to a
question—answer
pair
Zhou DUT-BIM Transformer-based | BioNLP 2019 QA | A BioBERT
et al. seq2seq model task transformer model
[41] is proposed to

extract semantic
relation between
the question and the
answer

(continued)
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Table 1 (continued)

S. Singh and S. Susan

Author, | Method Approach Dataset Contribution
year
Bao et al. | HHH: chatbot based | Attention Medical subset of | Using different
[35] on knowledge mechanism in the Quora models like
graphs and text LSTM-based duplicate questions | hierarchical
similarity models is used to | dataset bidirectional LSTM
compute a with attention,
semantic similarity Siamese LSTM,
score for retrieving BERT to calculate
the answer the semantic
similarity between
user query and
questions in the
database
Harilal | CARO LSTM-based Empathetic This model
etal. models trained dialogues’ datasets | provides dual
[36] separately on two | and medical functionality, i.e.,
different datasets | question—answer | medical advice and
dataset empathetic
response facilitated
through a binary
intent classifier in
the initial stage
Ren et al. | CGMVQA: medical | Transformer-based | ImageCLEF 2019 | Three types of text
[42] visual seq2seq model VQA-Med dataset | embeddings used
question—answering for the transformer
model, along with
ResNet152 to
process the input
medical images
Soni and | Pre-training and Transformer-based | CliCR and emrQA | Initial fine-tuning
Roberts | fine-tuning of seq2seq model improves the
[43] transformers performance of the
QA system
Alzubi COBERT: Covid-19 | TF-IDF for scoring | Covid-19-related | Document retriever
et al. QA system using documents and literature (from using term
[44] BERT DistilBERT for CORD-19 dataset) | frequency count
scoring to find top match | followed by finding
question—answer with user query suitable answers in
pairs the retrieved
documents using
DistilBERT
transformer
Yadav Question-aware Question-based MeQSum dataset | Presents a
etal. transformer model | abstractive text question-driven text
[45] summarization summarization of

using transformer

the clinical text as
the answer to the
user query
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4 Conclusions and Future Scope

This study is instituted with the aim of providing an overview of healthcare QA
systems and discusses the base models of QA agents used in medical domain. More-
over, we discussed the existing text-based QA models along with the corresponding
neural networks they adopted. The role of the attention mechanism is emphasized in
our study with both LSTM- and transformer-based models incorporating some form
of attention mechanism in their architectures. The attention mechanism captures the
context in the input query which helps in generating a relevant response. We conclude
from our study that deep learning approaches like Bi-LSTM with attention mecha-
nisms and the transformer models give faster results and more human-like responses
as compared to other QA systems. The development of multi-lingual chatbots is the
need of the hour, considering that people across cultures and nations are connected
through the internet. We focus on general purpose healthcare chatbots in this study.
The limitations of general healthcare chatbots over personalized healthcare chatbots
like kBot [46] are that they do not cater to specific requirements of a particular
user. Personalized chatbots track the patient’s health over time and learn interac-
tively through a sequence of question—answers over time. Another future direction
of research is the development of specialized QA agents that can help in the diag-
nosis of the disease. Personalized healthcare QA systems that provide diagnosis and
treatment of Covid-19 and post-Covid conditions can be envisaged in the near future.
Development of large-scale QA datasets, such as the recently introduced RxWhyQA
[47] for clinical queries having multiple answers, should be initiated for the same.
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An Analysis of Word Sense )
Disambiguation (WSD) oosk ko

Preethi Nanjundan and Eappen Zachariah Mathews

Abstract Word sense disambiguation (WSD) is the method of using computer
algorithms to determine the sense of arguments in the background. As a result of
its difficult nature, WSD has measured an Al-complete problem, i.e., a problem
whose key is as minimum as difficult as those posed by artificial intelligence. This
article describes the task and introduces motives to resolve the ambiguity of words
discussed throughout the text. This article summarizes supervised, unsupervised, and
knowledge-based solutions. Senseval/semeval campaigns are described in relation
to the assessment of WSDs, with the aim of an unbiased assessment of schemes
working on numerous disambiguation errands. Finally, future directions, requests,
open difficulties, and open problems are discoursed.

Keywords Word sense disambiguation - Word sense discrimination + WSD -
Lexical semantics * Lexical ambiguity + Sense annotation + Semantic annotation

1 Introduction

In natural language processing (NLP), disambiguating different types of word senses
(WSD) is a major challenge [1] that has quickly increased position since the advent
of chatbots. When using WSD, homographs are differentiated based on their context
words—identically spelled words that have different meanings and meanings in each
of their surrounding sentences. WSD is the main NLP responsibilities that revolve
about flawless solutions to sense arrangement and indication [2], and it often finds its
way into applications surrounding NLP [3]. Numerous supervised methods toward
the WSD unruly rely on models for training using sense-driven information [4].
Many of them, however, were not understandable. An example of NLP in a chatbot
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is that it is used for speech recognition. The problem of chatbots’ inability to distin-
guish between words with multiple meanings, distinct in different contexts, is well
known from their real-life operation. In the sentence, ‘I want to buy a ticket for the
upcoming movie, for instance, think of the term “book.” You can order the term
“book™ as “reservation,” but it is more like “reading material.” It fails to explain
how it reached that conclusion. To date, state-of-the-art NLP techniques have not
succeeded in interpretability which is enhanced while classification is maintained
accuracy. This paper is organized in a sequential order. A full description of the task
is discussed in Sect. 2. The work in this section is concluded in Sect. 3.

2 Description of the Task

Disambiguation of word senses is the skill to control, using computational methods,
which sense a word assumes from its usage in a specific setting. WSD is typically
applied to one or additional manuscripts (while bags of words, i.e., sequences of
arguments, may be utilized if the terms are naturally occurring). Despite the punc-
tuation in the text, we can view it as being composed of arguments (w1, w, ..., wy),
and WSD can be conceptualized as transfer suitable senses or sense map(s) to the
words in 7', identifying the mapping between words and senses, in the sense that A(7)
C Senses D(wi), wherever Senses D(wi) is the usual of perceptions prearranged in a
lexicon D for word wi, 1 and A(i) corresponds to those senses that are suitable in the
setting of term wi * T. When plotting A, there can be additional sense assigned for
individual word wi € T, but naturally, only A(i) = 1 is given to each word. Natural
language processing is likewise concerned with the classification [5], tagging parts of
speech (redirecting parts of speech toward context-related target items), considering
named entity resolution (utilizing predefined categories to classify specific texts),
text categorization (i.e., assigning tags to manuscripts), etc. As a result, WSD is
really composed of n separate organization responsibilities, where n is the scope of
the lexicon. The generic task can be divided into two modifications:

(i) A lexical sample (or targeted word sense disambiguation): Disambiguation
occurs when a system needs to distinguish between a limited conventional of
mark arguments, typically happening one at a time.

(ii)) Word-by-word disambiguation: Words in a text can be identified as nouns,
adjectives, verbs, and adverbs by identifying their position in the text. As we
approach the four main elements of WSD, we will look at how to select the word
senses (i.e., classes), utilize outside information sources, represent setting, and
choose an involuntary organization approach to use.
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2.1 Choice of Word Senses

The term sense refers to an agreed upon understanding of a word. For example, you
may interpret the following verdicts:

(a) The mouse ate some cheese.
(b) Double-click the mouse to make changes.

The word mouse is cast off in the overhead sentences with two dissimilar senses: a
minor long-tailed rodent (a) and a computer device (b). The two senses are obviously
linked, as they may be request an equal thing; though, the thing’s future usages are
dissimilar. The instances brand it strong that causal the intelligence list of a term
may be an important problematic in disambiguation of word sense: Are we future to
allocate dissimilar lessons to the two amounts of the mouse in sentences (a) and (b)?
Consider the sense list for the noun mouse, for example. (a) Should we add a more
sense to the list for “a small long-tailed rodent” or does the primary sense include
this intelligence? Because of such doubts, dissimilar selections are successful to be
complete in numerous lexicons.

2.2 Knowledge Resources from Qutside the Organization

The principles of WSD are based on knowledge. Computer-assisted dictionaries,
thesauri, glossaries, ontologies, etc., are also included in this research. Information
on these and other matters can be found in Litkowski [6] and Agirre [7].

Assets are arranged as a structure:

(1) These materials contain thesauruses, which offer data about relations among
arguments, including synonymity (like car, a substitute of motorcar), antonymy
(as opposed to beautiful), and potentially others [8]. WSD very generally uses
Roget’s International Thesaurus [9].

(ii) Machine-readable dictionaries (MRDs)—Recent decades have seen the
development of highly valuable sources of information for NLP, such as
Collins English Dictionary and Oxford Dictionary of English, as well as
Longman Dictionary of Contemporary English. To summarize the extensively
explored LDOCE, WordNet’s prolixity has been the most frequently used
machine-readable lexicon in the NLP exploration community.

(iii) Ontologies which are conceptualizations of certain fields of curiosity are
frequently comprising classification and a usual of semantic relations in this
regard, in addition to rearrange and postulate WordNet, the SUMO upper
ontology,

(a) Corpora—Corpora are groups of documents used to learn language
models. There are two types of corpora: sense-annotated and raw (i.e.,
unlabeled).
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(©)

(d)

(e)
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Raw corpora—The Wall Street Journal (WSJ) corpus [10] is covering
about 30 million arguments, and the Gig word corpus is consisting of 2
billion arguments of paper text [11].

The main and widely used sense-tagged corpus—The MultiSemCor
multisense corpus of English and Italian words, the SemCor corpus
containing 4000 sense-tagged illustrations of nouns, adjectives, and verbs,
and the Open Mind Word Expert dataset [12] were also utilized.
Samples contain the Word Draft Engine—Web1T corpus [13] is a huge
collection of manuscript co-occurrences that has quickly added approval
in the WSD communal. One trillion words of the Web are used to generate
frequency data for sequences of up to five words.

The second category of resources includes word frequency lists, stop
lists (a list of words without discrimination such as a, an, the, etc.), domain
tags [14], etc.

The subsequent are some of the knowledge sources broadly used in the ground:

WordNet.

WordNet. Synsets (sets of synonyms) based on psycholinguistic principles encode
concepts (Miller et al. 1990; Fellbaum 1998). There are more than 117,000 synsets
and 155,000 words in WordNet 3.0. As an example, consider the synset for the word
automobile (remember superscripts and subscripts represent sense identifiers and
parts of speech, respectively):

{lion,ll, king of beasts! , Panthera leo} }

Synsets can be thought of as sets of word senses that express (roughly) the same
meaning. As described in Segment 2.1, the subsequent function assigns, respectively,
part-of-speech tagged word, a WordNet sense corresponding to its aspect:

Sensesy y : L x POS —> 2SYNSETS

where SYNSETS is the complete set of synsets in WordNet. For instance:

Sensesy y(lion,) = {{lioni, king of beastsrll, Panthera leorll} ,
{lionﬁ, social lion? } {lionz, Leo? },

{lioni, Leo?, Leo the Lion® } }

Every word sense can be identified unambiguously as belonging to a single synset.
In particular, the synset of animall, bird 1, canary 1, fish 4, and shark is unambigu-
ously determined given animal',. A WordNet semantic network excerpt showing
animal', synsetis shownin Fig. 1. The following information is provided by WordNet
for each synset:
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Has skin

Can move around
Animal Eats

Breathes

Has wings

Can fly

Has fins
Can swim

Has feathers Has gills

Has long
thin legs

Can sing is pink
is edible

is dangerous Swims

Canary istall  Shark Salmon

is yellow Can't fly
upstream
to lay eggs

Fig. 1 Extract of the WordNet semantic network

(a)

(b)

(©)

(d)
(e)
)

This gloss is a documented definition of the synset perhaps including instances
(e.g., a gloss of animal', would read “a living being equipped with skin, that
has movement, eats, breathes, is loyal.”).

There are lexical and semantic connections between word senses and
synsets. Lexical relatives denote word senses included in different synsets,
whereas semantic relations characterize synsets in their entirety. The following
are some examples of lexical relations:

If X is antonymous with Y, then it means the opposite of Y (e.g., good',, is the
opposite of bad',). Despite its name, a synonym exists for every word in the
English language.

Pertainymy: It is described by the adjective X used to describe a noun (or a
different word) Y (e.g., dental', relates to tooth!,).

X nouns nominalize Y verbs (e.g., service?, nominalizes serve*,). Here are some
semantic relations.

An hypernym is a relation in which one (kind of) X is the same as another
(car!, is a hypernym of motor vehicle',). Nominal and verbal synsets exhibit

hypernymy.

2.3 Contextual Representation

In order to accomplish this, a preprocessing of the input text is typically performed,
which can include the following steps (but not necessarily):

i.
ii.

Tokenization, the process of dividing a text into tokens (usual words).
Part-of-speech tagging, i.e., assigning grammatical categories to words
((Ram/NN, is/VBZ, a/DT, good/JJ, boy/NN, went/VBD, to/TO, school/NN),
where DT, JJ, VBZ/VBD, and NN are tags for determinants, adjectives,
predicates, and noun, respectively).
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Fig. 2 Extract of the animal
WordNet domain tags’
classification
bird fish
canary cacle trout shark

P i o

bald e. goldene. hawke. bateleur

iii. Lemmatization, which morphological variants are reduced to their most basic
form (e.g., was — be, boys — boy).

iv. Chunking, the division of a document into pieces that are syntactically related
(e.g., [Ram]NNP [went to school] VP are the noun phrase and the verb phrase
of the example, respectively).

v. Analyzing syntactical structures of sentences is done by constructing syntax
trees (Fig. 2).

Figure 3 shows an illustration of how the processing flow works. A preprocessing
step can result in the representation of each word as a path of different structures,
or in a more designed way, such as a tree or diagram that shows a relation between
words. The context is signified by a set of features. These data include information
resulting from preprocessing steps, including the parts of speech tags, the grammar
relations, the lemmas, etc. The following features may be included in surveys:

(a) Local features: This type of characteristic describes the local framework of
word usage, i.e., structures of a few adjacent words, such as word forms, parts
of speech, relative positions to the target word, and so on.

(b) Topical features: Topical features, as opposed to local features, reflect larger
circumstances (e.g., a gap of words, a phrase, a section, etc.) and are typically
represented as bags of words.

(c) Syntactic features: Describe syntactic prompts and arguments as there is a
relationship between the words in the sentence and the target term (keep in
mind that these words are not always in the local context).

(d) Semantic features: A semantic feature represents aspects of a word such as its
sense in context, a domain indicator, etc.

A feature vector can then be constructed based on individual word occurrence
(regularly within a sentence). One of the following features is shown as a probable
feature vector as illustrated in Table 1.

Consider Table 1, (a) the tank is full, and (b) the new tank has yet to be tested in
the field, where tank is our vectors containing ten resident structures for the part-of-
speech tags, and our target phrase is “The tank” which has two words on the left-hand
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Ram, who is a good boy,

Fig. 3 Sample of how text is \Waint 1o sefiool

preprocessed

Tokenization (Ram, who, is, a, good, boy, went, to, school)

I

Stemming (Ram, who, is, a, good, boy, went, to, school)

Lemmatization (Ram, who, is, a, good, boy, went, to, school)

Identifying Stop

oIS (who, is, a, to)

Py

(Ram/NN, who/WP, is'VBZ, a/DT, good/JJ, boy/NN,

P
POS Tagging went/VBD, 1o/TO, school/NN)

nlrini
7

(Ram/NNP, who/WP, is/VBZ, a/DT, good/JJ,

Chunking boy/NN, went’VBD, to/TO, school/NN)

B‘

Table 1 Nouns in sentences are represented by feature vectors

Sentence |w_p |W_1 |wi1 | Wi | Wi3 | Wia [ Wis | Wie | WaT | Wi Sense tag

(a) - Det |Verb |Adj |- - - - - - Vessel

(b) Det |Adj | Verb | Adv | To |Verb | Verb |Prep | Det | Noun | Armored
military vehicle

and eight words on the correct, as well as a sense categorization tag (either VESSEL
or ARMORED MILITARY VEHICLE in our illustration). Table 2 presents varying
sized images for each word. A target word might be an n-gram (a sequence of n
words combined with the target word), a bigram (n = 2), a trigram (n = 3), or a
whole phrase or sentence.

Trees or graphs are frequently used as representations for word contexts that span
the duration of a book. As training cases are frequently (but not always) conducted
in this manner, flat depictions (such as background vectors) are best for supervised
disambiguation approaches. The benefits of a structured portrayal lie in their use
in both unsupervised and knowledge-based approaches, since they allow the full
exploitation of the lexical and semantic links between ideas in computational lexicons
and semantic networks.
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Table 2 Variations in word context sizes

Context. size Context. example

Unigram ...Ram...

Bigram ...Ram with...
...brought Ram...

Trigram ...brought Ram with...
...Ram with him...
...he brought Ram...

Window (size &£ n) | ...and he brought Ram with him to... (n = 3)

(2n + 1)-grams ...to school and he brought Ram with him to his home... (n = 5)

Sentence Laxman went to school and he brought Ram with him to his home for lunch

Paragraph It was Independence Day. Laxman went to school and he brought Ram with
him to his home for lunch. After lunch, they played games and studied
together for their exams. Both of them worked very hard and passed with
flying colors

3 Conclusion

Disambiguation of all words is incredibly helpful from a practical standpoint though
we consider that disambiguating all content words is a bit academic. For example, in
Senseval-3 all-words test set, tokens lemmatized as Bev make up roughly 8% of the
total. This common verb does not appear to have much of an impact on the success
of user inquiries in information retrieval systems. In vitro testing of WSD systems is
not recommended because it reduces their performance unnecessarily and provides
no information of benefits of end-to-end implementations. Several knowledge-based
and supervised systems may perform with precision exceeding 90% and poor recall
even after good sense distinctions are being utilized. This configuration may also
have an impact on the concept of web semantics: the availability of technologies that
can disambiguate would undoubtedly aid semantic interoperability. Disambiguation
may be required only for a subset of a page content that conveys the resource’s
true content. Based on the meaning words convey, they can be disambiguated using
computational lexicons and domain ontologies. Optimization (“disambiguate less,
disambiguate better”), in both application-specific and relative settings, should be
studied in subsequent assessment campaigns, in our opinion.
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Abstract Women suffer from cancer, which is the main reason for death for females
around the world. With the use of artificial intelligence, it is possible to predict and
detect all types of cancers in the near future. It is not just women who can heal,
and most breast cancers are caused by the most vulnerable type of breast. Eighty
percent of all diagnoses of carcinoma are invasive ductal carcinomas (IDCs). In this
paper, deep learning techniques are extended to support visible semantic evaluation
of tumor areas, using convolutional neural networks (CNNs). A CNN is skilled
ended a large number of photo covers (tissue areas) after Whole Slide Images (WSI)
to study ranked part-based total image. About 600 normal image patches and 200
breast invasive ductal carcinomas are selected for the experiment. It was intended
to amount classifier correctness in the detection of IDC tissue areas in Whole Slide
Images. We achieved excellent measurable outcomes for an automated finding of IDC
areas with our technique. The results are evaluated based on performance measures
and compared with a different number of neurons, and the results are highlighted.
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1 Introduction

Segmentalizing semantic images simplifies the process of representing and inter-
preting images by grouping pixels that share a common definition to separate
concepts. The detection and segmentation of tumors are essential steps in medical
imaging for diagnosis and disease characterization. This is particularly true in
histopathology, where tissue samples can contain a variety of cell types and numbers.
Modern screening systems and new technologies have made it possible for breast
cancer to be detected earlier. Estimation of the rate of ductal carcinoma in situ (DCIS).
As a complication of invasive breast cancer, DCIS is common. An important prog-
nostic factor has been the size of the DCIS associated with the tumor. Breast-slice
surgery and breast-conserving surgery patients are in danger of local reappearance.

In the USA, malignancies are the leading cause of death as a result of medical
issues affecting people worldwide [1]. In the USA, there are about 18.1 million new
diseases analyzed every year, as per the International Agency for Research on Cancer
(IARC). About 9.6 million disease cases and 9.6 million passing were affirmed in
2018 [2]. The diagram shows the worldwide frequency of bosom malignancy in
females. The outline is shading coded by the sorts of disease. Malignant growth
of the bosom is coded with the ‘pink’ shading. Worldwide, breast cancer is the
most well-known disease among ladies. Throughout the planet, in the year 2018,
there were assessed to be 20.8 lakh instances of bosom disease. In ladies, bosom
malignancy represented 24.2% of all tumors. In India in 2018, 162,468 ladies were
recently determined to have breast cancer and 87,090 ladies passed on from breast
cancer [2—6]. Figure 1 shows the estimated number of incident cases and deaths.

As per Schnitt SJ et al., breast cancer with an extensive intraductal component
(EIC) consists of more than 25% of the ductal component. DCIS may occur within
or outside of the main tumor mass [8]. EIC is also related to an advanced proportion
of optimistic test results. Surgeons are frustrated by re-excisions, margins, and local
recurrences. With a strong EIC, surgeons are more likely to use more aggressive
techniques [9, 10]. Without obtrusive sickness, high-grade DCIS is related to a higher
danger of repeat [11].

DCIS is related to a high frequency of invasive ductal carcinoma (IDC) (25-80%,
depending on the series). However, the relationship between these two bodies has
not been thoroughly explored. A few studies have investigated the link between
DCIS and intrusive bosom malignant growth as a prognostic factor; however, these
investigations have demonstrated to be exceptionally questionable [12—14].

Conversely, [15] detailed a high pace of repeat when DCIS and IDC were corre-
sponded [6]. Conny Vrieling et al. discovered that promoter after monitoring bosom
a medical procedure diminished nearby repeat in high-hazard patients (50 years and
related DCIS) and, all the more fundamentally, the impact of mediation in high-hazard
patients (50 years and related DCIS).
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(a) Estimated number of new cases in 2018, worldwide, females, all ages

Breast
2088 849 (24.2%)

Other cancers
3,246 828 (37, 7%)
Colorectum
B23 303 (9.5%)
Stomach
349 847 (4.1%) Lung
Corpus uteri 725 352 (B.AW)
362040 (£.4%)
Thyroid
436 344 (5.1%) 560 B4T (6.6W)
Total : 8 622 539
(b) Estimated number of incident cases and deaths India, females, all ages
==
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Fig. 1 a Estimated number of cases in 2018, b estimated number of incident cases in India [7]

The following is a breakdown of the structure of this document: Sect. 2 contains a
list of related works. As a key contribution of the research, the dataset is well-defined
in Sect. 3. The planned methodology is presented in Sect. 4. The discussion of the
faltering results and assumptions of the paper are presented in Sects. 5 and 6.

2 Related Work

The methods developed by different authors on breast cancer are described in this
section.

Utilizing pictures from fine-needle biopsy microscopy, [16] fostered a PC-
supported bosom malignancy analysis. Five hundred cytological pictures from 50
patients (10 pictures for each understanding) were remembered for this article. The
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patient is assessed and arranged into two threatening gatherings. The pictures were
RGB in BMP design, with a pixeled tally of 704 578. K-means (KM), fuzzy C-means
(FCM), and Gaussian were utilized to figure the pictures.

BreaKHis is a dataset for the recognition of breast cancer histopathologic images
proposed by [17]. About 7909 images of breast cancer histopathology were provided
by the authors. In total, 82 patients were seen. Magnification options include
40x, 80x, and 100x. Magnifications of 100x, 200x, and 400x, with binary
classifications: malicious and gentle. As a starting point, identify patterns.

As aresult of [18], a far-off PC-aided strategy to recognize and counteract breast
cancer growth has been proposed. A total of 11,502 nuclei were analyzed from
92 breast cytological images. Images ranged in size from 640 to 960 pixels. From
a wide range of pixels, a 480 x 2560 resolution can be achieved. To determine
whether malignant cells or benign ones are present in this study, four machine learning
algorithms were applied.

In their study [19], Yuankai K. Tao et al. suggested using nonlinear microscopy
(NLM) to identify breast pathologies. A total of 179 samples were collected begin-
ning with 50 patients utilizing the NLM. The picture dataset included ordinary
bosom tissue, fibroadenoma, far-reaching ductal hyperplasia, and different anoma-
lies. Lobular carcinoma in situ (LCIS), intrusive lobular carcinoma, and fibrocystic
changes are two kinds of malignancy.

Based on the above literature review, we have examined various methodologies
for detecting invasive ductal carcinoma in histopathological microscopy images.

In the rest of the paper, the approach is described in Sector 3 and the experimental
assessment process and the dataset are defined in Sector 4. In Sector 5, the results
and discussion are presented. In Sector 6, the key findings and future directions are
presented.

3 Methodology

A novel CNN classification technique is used in this work with relu, max_pooling,
soft_max, and sigmoid function. The steps of the framework are as follows.

3.1 Convolutional Neural Networks

CNN programs apply neighborhood characteristic detectors or filters to the entire
photograph to grade the communication among character photograph covers and
cross-styles in the instruction usual. A combination or merging feature is then imple-
mented to decrease the dimensionality of the characteristic space. The photograph
covers from Stage 1 is then fed into a three-layer CNN structure in which layers are
utilized for convolution and pooling at the same time, and the last layer is completely
associated.
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CNN design comprises the accompanying layers: convolutional layer, corrected
direct unit (ReLU) enactment layer, group standardization layer, pooling layer,
dropout layer, completely associated layer, and softmax layer [20-22]. Our proposed
engineering consists of five convolutional layers, followed by an entirely associated
layer and a softmax layer for arrangement.

Accordingly, the convolutional layer will decide the yield of neurons that are
associated with neighborhood locales of the contribution through the computation of
the internal item between their loads [20]. Channels of differing sizes (for example,
3%3,5%*5,7 *7) are convolved with the info information to extricate various
highlights. Each convolutional layer is made out of three convolution channels, a
ReLU, a bunch standardization layer, and the greatest pooling layer. We utilize the
3 * 3 convolutional channel to dependably catch the IDC usefulness. Moreover, the
convolution layer has similar support, and the yield is a similar size to the information.
In Table 2, you can see the number of convolutional channels remembered for each
channel. Sort things out. Convolution yield is passed to the ReLU layer.

The pooling layer will essentially do a down test by squaring up the spatial dimen-
sion of the information to reduce the number of boundaries in the enactment [20].
Eventually, the model’s computational complexity will decrease, the portrayal will
be smaller, and fewer boundaries will be used. CNNs use a layer of pooling that has
a maximum size and scope of 2 * 2.

The last convolutional layer, for example, the fifth convolutional layer, is a dropout
layer. Dropout might be utilized to take care of overfitting issues. During preparation,
irregular units (and their associations) are dropped from the neural organization
[22]. This keeps units from co-adjusting an unnecessary measure of dropout and
fundamentally lessens overfitting contrasted with other regularization techniques
[21, 22]. For the dropout layer, we use an eliminate likelihood of 0.25.

Neurons in the completely associated layer are directly wired to neurons in
two neighboring layers, but they are not officially associated with either of them.
The neurons in each layer have 128 units each. The neurons in the softmax layer
have two units each. Softmax is completely applied to the yield values. Likelihood
dissemination is made by normalizing the yield esteems with the softmax work.

The remarkable capacity is applied to each yield esteem obtained by CNN from the
positive class neurons of categorized areas to generate a value among 0 and 1, which
can be interpreted as a probability. The original WSI coordinates and probabilities
for each patch are then stitched together to generate the IDC likelihood plot over
WSL
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4 Materials and Methods

4.1 Description of the Dataset

The information associate comprises digitized breast cancer (BC) histopathology
slides of 980 images obtained from the Kaggle dataset. Slides were examined entire
slide at 40x amplification (0.25 m/pixel goal) with an entire slide scanner. Regard-
less of their huge size (on the request for 1010 pixels), working on entire slides of
histopathology photographs is unimaginable. This investigation down inspected each
WSI (by a factor of 16:1) to a goal of 4 m/pixel.

4.2 Annotate the Ground Truth

To set up the ground truth for IDC regions, a pathologist physically outlined the
malignant growth zone utilizing computerized histopathology slides. The comments
were made with Aperio’s ImageScope, a free survey program. Since proficient ground
truth explanations require a lot of time and exertion, this examination centers around
generally coarse comments at the amplification of 2x or less. Thus, some stromal
and non-obtrusive tissue was incorporated close to the proposed IDC tissue areas.

4.3 Building Datasets Based on Image Patches

The original dataset was composed of 162 whole mount slide images scanned at
40x, each containing a breast cancer (BCa) specimen. In total, two hundred and
seventy-five thousand patches (198,738 IDC negatives and 78,786 IDC positives)
were extracted. U is the patient ID (10253idx5), X is the x-coordinate of where this
patch was cropped from, Y is the y-coordinate of where this patch was cropped from,
and C is the class, where 0 is non-IDC and 1 is ID.

To grade the communication between character photograph covers and name
styles in the instruction place, CNC programs apply neighborhood characteristic
detectors or filters to the entire photograph. To reduce the dimensionality of the
characteristic space, an aggregation or pooling feature is implemented. The patches
from Step 1 are fed into a three-layer CNN structure in which layers are used for
convolution and pooling simultaneously, with the final layer being fully connected.

A CNN design contains the accompanying layers: convolutional layer, amended
direct unit (ReLU) initiation layer, cluster standardization layer, pooling layer,
dropout layer, completely associated layer, and softmax layer [20-22]. Figure 2
shows the examples of positive and negative samples of image patches.
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a) Positive examples

b) Negative examples

Fig. 2 Examples of image patches

5 Result and Discussion of the Experimental Work

Our CNN-based framework is thought about in contrast to a bunch of carefully
assembled highlights that are cutting edge (worldwide highlights or histopathology
highlights). The following are the subtleties of the two methodologies.

In our framework, convolutional pooling layers are just like the completely asso-
ciated layer, and our framework utilizes a three-layer CNN design with 16, 32, and
128 neurons, separately. In all preliminaries, a fixed convolutional part of size 8 x 8
and a pool portion of size 2 x 2 were utilized.

The entire dataset is divided into training and testing sets. The validation dataset
consists of 150 normal and 150 abnormal images from Kaggle’s dataset. The training
set contains 600 normal images and 200 invasive ductal carcinomas. Anaconda and
Keras framework are used to train and test the classification CNN method.

Training and testing sets are processed with a cross-entropy loss function. In order
to increase the accuracy of the model, training is done for between 3 and 50 times.
The evaluation parameters are summarized in Table 1. Using validation data, it has
been observed that 89% accuracy has been reached.
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The number of epochs during the training period was increased to combat the
underfitting problem. The experiment is executed by using CNN with 32, 64, and
128 neurons. In Table 1, it is observed that CNN with 32 neurons has got 89.83% of
validation accuracy, 64 neurons have an accuracy of 92.16%, and 128 neurons have
an accuracy of 88.67%. From Table 1 and Fig. 3, it is observed that CNN with 64

neurons achieves an accuracy of 92.16%.

Table 1 Overview of training loss, training accuracy, validation loss, and validation accuracy

Epochs Training loss Training accuracy Validation loss Validation accuracy
32 neurons

1 0.4064 0.8375 0.3796 0.8333
2 0.3929 0.8250 0.3822 0.8333
3 0.4724 0.8000 0.4030 0.8333
4 0.3821 0.8625 0.3911 0.8333
5 0.3954 0.8250 0.3715 0.8333
45 0.3077 0.9125 0.3057 0.8333
46 0.3318 0.8375 0.2723 0.8667
47 0.4007 0.8375 0.2766 0.8583
48 0.3604 0.8000 0.2657 0.8917
49 0.3725 0.8375 0.2959 0.8933
50 0.3813 0.8250 0.2710 0.8983
64 neurons

45 0.3677 0.8225 0.3022 0.8942
46 0.2921 0.8375 0.2376 0.9012
47 0.3019 0.8725 0.2550 0.8956
48 0.3645 0.8375 0.2368 0.9015
49 0.2749 0.9125 0.2437 0.9167
50 0.2551 0.9212 0.2218 0.9216
128 neurons

45 0.3960 0.7500 0.2335 0.8667
46 0.2851 0.8625 0.4051 0.8332
47 0.3522 0.8250 0.3003 0.8432
48 0.3449 0.7865 0.2604 0.8833
49 0.2788 0.8625 0.3647 0.8543
50 0.3201 0.8175 0.2379 0.8867
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Fig. 3 Estimate of each (a) Training Loss and Accuracy on Dataset
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6 Conclusion

The discovery of women having intrusive ductal carcinoma was an incredibly
intriguing and groundbreaking discovery on bosom cancer. As the first step in diag-
nosing and treating BCa, accurate and repeatable IDC detection is vital. In previous
research on histopathology tumor diagnosis, researchers have sought to resolve this
challenge by integrating machine learning and handmade features. A CNN classifier
with 32, 64, and 128 neurons has implemented in the experiment. Using the results
of the experiments, it is found that effective CNN with 64 neurons gives a good
classification accuracy compared to 32 and 128 neurons.
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Abstract Technology is growing rapidly and entering into almost all fields including
health care. Coronary heart diseases (CHDs) are accounting for the larger number
of deaths, which are estimated to be 17 million, i.e., 34% of the global death. Heart
disease is considered to be one of the riskiest diseases, yet considered the most
manageable disease. Hence, if the disease could be predicted early, it could be more
beneficial. Here, ‘Artificial Intelligence (AI) and Machine Learning (ML)’ come into
action as data science contributes a significant role in the field of healthcare, as it helps
in analyzing and processing huge data. This paper explains how based on medical
data and habits of a person, an ML model can predict whether a person will be a
risk of CHD in the next 10 years or not. This experiment tends to find out the most
accurate model for heart disease prediction by using various classification techniques
of ML such as artificial neural networks (ANNs), logistic regression (LR), random
forest (RF), and decision tree (DT). It is thus found that RF has the highest accuracy.

Keywords Logistic regression - Coronary heart disease - Random forest * Risk
factor - Machine learning - Decision tree - Artificial intelligence - Neural network

1 Introduction

As we all know that heart is the most crucial and delicate organ of our body, which
plays the most important role in all living organisms, the heart pumps blood to other
organs and helps in purifying the blood. A small malfunction of the heart can cause
deadlier problems and discomfort in other parts of the body as well [1]. Generally,
CHD is the situation when an inadequate amount of blood is not supplied to the
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heart because of the deposit of cholesterol or fats in the coronary arteries. Smoking,
high blood pressure, high cholesterol, or diabetes are the main reasons for CHD.
If these data are analyzed with high precision, then the possibility of having CHD
in the next 10 years can be predicted. For this, we require a model with maximum
accuracy because even a tiny mistake can cost a life. In this experiment, we have
designed classification models using various ML algorithms like ‘LR’, ‘RF’, ‘DT’,
and ‘ANN’. We have done binary classification where the outcome is either ‘0’ or
‘1’, where 0 means no risk and 1 means yes of heart disease, and there is a risk. We
will compare the accuracy of each model and find the best out of it.

Several techniques are used for detecting the presence or risk of CHD, by a physi-
cian like angiography, but there are certain limitations as well as they are very expen-
sive, painful, risky, and time taking. But detecting the disease using ML algorithms
is quite easier and quick, the only thing is that it needs to be accurate.

As we are dealing with the healthcare domain, it requires a proficient and enormous
amount of data to train the machine learning model properly [2]. The collected data
are also very noisy and too immense to be grasped by human minds [3]. So, the data
need to be cleaned and preprocessed before going for model fitting and training. The
extraction is done by data mining of important information from these bulkier and
noisy datasets that results in predicting the data using classification techniques [4].

The rest of the paper is organized in the following manner. In Sect. 2, literature
survey is discussed. Section 3 represents difficult machine learning algorithms used.
In Sect. 4, information about the dataset is provided. Section 5 has the data prepro-
cessing steps. In Sect. 6, accuracy and results are discussed. Finally, Sect. 7 concludes
the paper and focuses on future work.

2 Literature Survey

Heart disease detection using machine learning techniques is an in-progress work
for the past 20 years. Most of the papers have shown works related to this disease
using various classification techniques of machine learning such as Naive Bayes,
logistic regression, decision tree, support vector classifier, neural networks [5]. On
various data of patients from across the world, papers differ based on the selec-
tion of different parameters on which the methods are applied. Different authors
have applied different methods, machine learning models, parameters, and different
datasets to test the accuracy of the models. It can be seen that each algorithm has the
strength to register defined algorithms [6]. Many authors claim decision trees to be
the most considerable to aid in the early diagnosis of heart illness. In [7], support
vector models, decision trees, K-nearest neighbor, and Naive Bayes are used for
the experiment, but it shows how Naive Bayes outperforms other models. It clearly
explains the working and mechanism of the mentioned algorithms. In [8], the multi-
layer perceptron technique of ANN is implemented for obtaining better accuracy.
Information about different mobile applications like my heart, Fitbit, and health gear
is manifested in this paper. Edges and drawbacks of the different machine learning
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algorithms can be known from [9]. Paper [10] provides an insight into existing algo-
rithms like ANN, DT, Naive Bayes, fuzzy logic, SVM, and K-nearest neighbor. They
examined a wide range of health-related sensors and technology. They discovered
certain problems that needed to be looked at. Chiuchisan and Geman conceptual-
ized the house observation system and decision support system in the year 2014 [11].
This approach helped the persons who are having Parkinson’s disease get home moni-
toring, diagnoses, prescriptions, medical treatment, rehabilitation, and development.
Over the past ten years, the introduction of wireless technology in the health care
monitoring system (WHMS) has received a lot of attention from both the research
as well as from the business community. It has been observed that weighted asso-
ciative classifier performance and other machine learning classifier methods have
improved the detection of cardiac anomalies [12]. In [13], a completely operational
body area network system which is wireless (WBAN) was suggested. Medical bands
were employed in the system’s design to collect physiological data from sensors.
To reduce the interference between the sensors and equipment, the author selected
particular medical bands. A hospital doorway wireless board was utilized in this
process to apply the multi-hopping approach and expand the operational range. A
cardiac illness forecast system grounded on SEM and FCM was created by Manpreet
Singh. The information from the Canadian Community Health Survey 2012 dataset
was verified. They employed twenty important characteristics of SEM by which
the weight matrix for the FCM model is created. It then made predictions about
the likelihood of cardiovascular illnesses. The co-relation between CCC-121 and
20 qualities, where the variable CCC-121 shows whether the respondent has heart
disease, forms an SEM model. Big data was used by Ghadge et al. [14] to do research
on a smart cardiac arrest prediction system. Because heart attacks are so common,
it is important to detect them quickly and accurately. Finding a model of a smart
cardiac arrest detection system that makes use of big data and data mining modeling
approaches was the major goal of this research study. This technology could extract
undiscovered information on heart illness from a specific heart disease database.

3 Algorithms Used

3.1 Logistic Regression Methodology

It is a supervised machine learning algorithm that can be used for binary class clas-
sification [15]. It is a statistical model which classifies the model based on the input
values. It predicts the target value or the dependent variable based on independent
variables. There are different types of logistic regression, but as the target variable
in the data set used in this paper is binary, so binomial logistic regression is used.
The equation for a multiple binary logistic regression is as follows:
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where response is the presence or absence of characteristics, the predictor is the
variable observed for 7 (x), and 8 is the bias.

3.2 Decision Tree Methodology

It is a supervised machine learning algorithm used for both classification and regres-
sion problems [16]. Some datasets are very complex, where we cannot divide the
data with a single line, and the data are categorical. Here, decision tree algorithms
are used which will divide the data again and again. There are three nodes in a deci-
sion tree, based on which the model analyzes and classifies the result [7]. The three
nodes are the root node—it is the main node from where division starts, branches—
here, decision rules are set according to which further nodes are divided, and leaf
node—these are the end nodes, which has the result.
The formula for root node is as follows:

Information Gain = Class Entropy — Entropy Attributes 2)

The formula for class entropy is as follows:
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Here, P means the possibility of Yes, and No means the possibility of No.
For finding entropy attributes (Fig. 1):
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Fig. 1 Example of decision
tree
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Fig. 2 Architecture of
random forest J/
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3.3 Random Forest Methodology

Both classification and regression issues can be solved with this supervised machine
learning method [17]. It is a classification model that contains several subtrees of a
subset of given data and considers the average to enhance the accuracy. A random
forest is made up of several decision trees. In the end, it evaluates all the trees and
finds the tree with maximum votes and then classifies it into the final class. The
expected accuracy of the model is comparatively as it is an amalgamation of several
decision trees (Fig. 2).

3.4 Artificial Neural Network Methodology

Artificial neural networks resemble biological neural networks seen in human brains,
but tough not similar [18]. It has three layers: input layers—input data are given, based
on which model will work; hidden layer—the main layer where actual computation
work is done; and an output layer—this layer has the final result (Fig. 3).
The ANN takes the inputs and computes the weighted sum of the inputs and
creates a bias or a threshold value that is used for activation of the neurons.
Transfer function:

> Wi Xi+b. (5)

i=1
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Fig. 3 Architecture of artificial neural network

4 Dataset

In this study, we used online data which is downloaded from the Kaggle website.
These data are from an ongoing survey of the people of Framingham, Massachusetts.
Our dataset has data of 4000+ patients where there are 16 attributes which have
information about them like age, gender, BP medications, etc. It has a binary label
named TenYearCHD which is used as our target variable, where 0 means no heart
disease and 1 means that there is a risk of heart disease.

4.1 Feature Description

Table 1 gives a piece of detailed information about the features. Here, TenYearCHD
is used as the target/dependent variable and others are used as independent variables.
As the education column is not necessary for disease detection, it can be dropped
from the dataset.

4.2 Attributes’ Graph

See Fig. 4.

4.3 Architecture Diagram

See Fig. 5.
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Table 1 Piece of detailed information about the features

Sl. No. | Feature Description
Male It is a binary label where 0 means female and 1 means male
Age Specifies the age of the patient
Education Tells about the education of the patient

Current smoker

Binary label where 1 means that the patient is a current smoker
and 0 means that the patient does not smoke

Cigarettes per day

It tells about how many cigarettes a person takes per day on
average

BP Meds

1 means the person takes blood pressure medicine and 0 means
do not take medicines

Prevalent stroke

1 indicates no prevalent strokes and 0 indicates had a stroke
before

Prevalent hyp 1 indicates had high blood pressure before and 0 indicates no
prevalent high BP
Diabetes 1 indicates that the patient has diabetes and 0 indicates no

diabetes

Total cholesterol

Gives information about the total cholesterol of the patient
(normal:100-120)

Systolic BP Systolic blood pressure of the patient (normal:120-140)
Diastolic BP Diastolic blood pressure of the patient (normal:80-100)

BMI Body mass index

Heart rate Heart rate of the patient (normal:72—-100)

Glucose The blood glucose level of the person

TenYearCHD 0 specifies no risk of coronary heart disease and 1 specifies that

there is a risk of coronary heart disease in the next 10 years

5 Data Preprocessing

As data related to the healthcare domain are too big and contain a lot of noise, so it
needs to be cleaned and normalized for using it for classification. At first, we have
to find the null values from the dataset and remove them to avoid a not a number
(NaN) error. Then, feature extraction is done where the independent and dependent
variables are identified and separated and the unnecessary features are removed. In
this paper, the education variable is not required, so it is removed (Table 1). Then, the
data need to be normalized to convert them within a range of 0 and 1. To normalize
the data in this range, the following formula is used:

xnorm = (xi—xmin)/(xmax—xmin) (6)
Here, Xnorm is the ith normalized value in the dataset, Xi is the ith value in the

dataset, Xmax is the minimum value in the dataset, and Xmin is the maximum value
in the dataset.
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Fig. 6 Data preprocessing

After normalization and cleaning, the data are split into training and testing data,
which are done in the ratio of 7:3, which means that 70% of the data is used for
training and 30% of the data is used for testing. Now, the data are ready to be used
for classification (Fig. 6).

6 Accuracy

Accuracy is a parameter that describes how correct the model is. It is basically
‘100-error’. A confusion matrix table is used to determine a model’s correctness
(Fig. 7).

Here, the terms True Positive (TP) and False Positive (FP) denote actual positive
and anticipated positive results, respectively. False Negative (FN) denotes actual
positive and predicted negative results, and True Negative (TN) denotes the opposite
(Actual negative, predicted negative) [11-20].

The accuracy will be:

Accuracy = (TP + TN) /(TP + TN + FP + FN) (7

Fig. 7 Confusion matrix
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6.1 Results and Discussion

The objective of this paper is to find out whether a person is a risk of coronary
heart disease or not for the next ten years. This also intends to pinpoint the ratio of
patients. It is thus analyzed that 16 out of 100 patients are having a risk of coronary
heart disease because of their habits and medical history (Fig. 8). The accuracy of
each model is also calculated and compared to find the best out of all the implemented
models. The four algorithms are decision tree, logistic regression, random forest, and
ANN.

The experiment is performed on medical data of Framingham people which has
information about their habits, lifestyles, and medical history. It is thus found that
random forest outperforms all other models with an accuracy of 84.89%, whereas
logistic regression has an accuracy of 84.81%, decision tree has an accuracy of
84.66%, and ANN has an accuracy of 84.54% (Fig. 9). Random forest performs the
best as it is ensemble learning, a method that combines various classifiers to address
a challenging issue.

CHD vs Non-CHD

-

= No risk of CHD = Risk of CHD

Fig. 8 Patients’ graph

ACCURACY

LR DT RF

Fig. 9 Accuracy comparison
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7 Conclusion and Future Work

In this paper, four supervised classification algorithm of machine learning is used on
the data to predict whether a person is having heart disease risk or not. As heart disease
is the most rapid cause of death, yet manageable, hence these machine learning algo-
rithms can do a great help in the early and easy prediction, without undergoing painful
and risky tests. From this experiment, it is thus found that the random forest is having
the highest accuracy out of all the four models. In the future, it is intended to work on
advanced evolutionary techniques of an artificial neural network, convolution neural
network, and others, to improve the accuracy. Artificial neural with adjusted weights,
threshold, and activation function can be a great scope for higher accuracy.
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Abstract Fetal echocardiography is a standard diagnostic tool used to evaluate and
monitor fetuses with a defective heart associated with a number of fetal conditions.
Deep learning is a machine learning technology which can perform specific tasks with
specific goals. Deep learning techniques are used to evaluate fetal cardiac ultrasound
cine loops and improve the evaluation of fetal abnormalities. Convolutional neural
network along with recurrent neural network was applied in this study as CNN +
LSTM, CNN + GRU, and 3D CNN for the processing and classification of ultrasono-
graphic cine loops into various classes. The models were able to sort the fetal cardiac
cine loops into five standard views with 92.63%, 94.99%, and 82.69% accuracy,
respectively. Furthermore, the models were able to diagnose Tricuspid atresia (TA)
and Hypoplastic left heart syndrome (HLHS) with an accuracy of 94.61%, 91.99%,
and 86.54%, respectively. These deep learning-based algorithms were found to be
effective tools for evaluating and monitoring normal and abnormal fetal heart cine
loops.

Keywords Deep learning - Fetal cardiac cine loops + CHD lesions + CNN - RNN -
3D CNN

D. K. Nidhi ()
Tribhuvan University, IOE, Pulchowk Campus, Kathmandu, Nepal
e-mail: nidhi73dipak @gmail.com

K. Srivastav

Department of Obstetrics and Gynecology, Tribhuvan University, People’s Dental College and
Hospital, (General Hospital Block), Kathmandu, Nepal

e-mail: khushboo.sr@gmail.com

J. Heikkonen
Department of Computing, University of Turku, Turku, Finland
e-mail: jukhei@utu.fi

R. Kanth
School of Information Technology, Savonia University of Applied Sciences, Kuopio, Finland
e-mail: rajeev.kanth@savonia.fi

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 285
S. Jain et al. (eds.), Proceedings of the International Health Informatics Conference,

Lecture Notes in Electrical Engineering 990,

https://doi.org/10.1007/978-981-19-9090-8_25


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-9090-8_25&domain=pdf
mailto:nidhi73dipak@gmail.com
mailto:khushboo.sr@gmail.com
mailto:jukhei@utu.fi
mailto:rajeev.kanth@savonia.fi
https://doi.org/10.1007/978-981-19-9090-8_25

286 D. K. Nidhi et al.

1 Introduction

Congenital heart disease (CHD) represents the wide range of anomalies present since
birth, affecting the typical structure of the fetal heart and resulting in its defective
functioning [1]. CHD largely contributes to infant morbidity and mortality due to
congenital anomalies. It is estimated that there are around 4—13 cases of CHD per
thousand live births [1]. According to the World Health Organization’s data (WHO),
heart anomalies contributed to 42% of infant deaths from 1950 to 1994 [2]. It has also
been observed that heart defects affecting the fetal cardiac structure are often missed
in routine antenatal fetal scanning [3]. Precise antenatal diagnosis offers potential
clinical benefit with regards to later prognosis. This is true especially in cases where
some form of intervention or surgery can be provided in utero itself (e.g., in utero
aortic valvuloplasty for HLHS). These potential benefits all rely on an accurate fetal
diagnosis of CHD. A routine fetal anomaly scan is recommended for all pregnant
mothers between 18 and 22 weeks. This includes a basic examination of all the
primary organ systems of the fetus to rule out any structural defect [4].

The assessment of fetal echocardiography using cine loops is based on computer-
assisted analysis of video frames in order to automatically monitor and evaluate
fetuses without the need for manual intervention. Deep learning is a machine learning
technology that generates feature maps based on artificial neural networks that can
do specialized jobs with specified goals [5]. Deep learning has achieved tremen-
dous progress in the disciplines of computer vision [6]. However, enough uses of
these techniques have not been achieved so far since it is a comparatively new
process. Meanwhile, due to the diagnostic difficulty posed by a small and fast-beating
fetal heart and physician’s relative little exposure to congenital heart diseases, fetal
echocardiography is very complicated.

This study hypothesized that using input data curated according to clinical guide-
lines (i.e., selecting only the five screening cardiac views) would allow our models to
detect diagnostic signals on small datasets and classify it into the five standard fetal
cardiac planes. It would further differentiate structurally normal fetal heart from
the two significant congenital heart abnormalities, i.e., Tricuspid atresia (TA) and
Hypoplastic left heart syndrome (HLHS) [7].

2 Related Works

Hinton introduced deep Belief Networks (DBNs) as a superior method of training
each network layer [8]. The ignited deep neural networks research resulted in
numerous deep learning-based video classification models. A video clip was seen as
a sequence of several frames in specific chronological order. Frame classification,
a deep learning approach, is one of the most common video classification methods
[9]. In this method, features of each frame were extracted using convolutional neural
network (CNN). As input to a classifier, all frame-level parameters were averaged
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into a video-level representation. Zha [9] investigated the effectiveness of image-
based video pattern identification using convolutional kernels for classification and
features from various deep learning model layers. For adequate performance, they
demonstrated this by fusing CNN features with kernel SVMs. Frame classification
methods do not account for the relationship between frames and time, which results
in loss of temporal aspect and motion information.

CNNSs are very successful in a wide range of activities. As a result, in contrast
to image-based classification techniques, several works specialize in using CNN
models to discover hidden spatiotemporal feature patterns in extremely long videos.
The temporal features in a video were used by end-to-end CNN architectures. Ji
[10] extended the conventional 2D CNN meant for pictures to the spatiotemporal
domain by creating a 3D CNN model that works on stacked video frames. In order
to improve upon the conventional 2D CNN architecture for images, Li [11] created a
3D CNN algorithm that operates on a stacked series of video frames. In 3D CNN, 3D
kernels are used to extract spatiotemporal features. CNN training with 3D volume
inputs is typically time-consuming. Ji [10] proposed the factorized spatiotemporal
CNN approach, which factors the initial learning of the 3D convolution kernels into a
sequential process of learning the 2D spatial kernels in the bottom layer to effectively
handle 3D input.

Yi [12] described a two-stream temporal CNN that collected motion information
between consecutive frames. However, the movements were only shown for a brief
period of time. Because complex events in movies generally consist of numerous
activities taking place over a lengthy period of time, the above-mentioned approach
was insufficient for video analysis. This has motivated researchers to use RNN models
in order to account for the sequential or temporal changes in movies. LSTM is
one such RNN-based model that provides a good fit while avoiding the “vanishing
gradient” effect [ 13]. Its performance has been proven in a number of tasks, including
captioning for images and videos. S. Dash used LSTM model to forecast COVID-19
outbreak [14]. Similarly, S Jain used RNN and CNN in her work to predict soccer
result [15]. Akilan developed a combination of LSTM and CNN model outputs to
represent spatiotemporal cues for movie classification simultaneously [16]. CNNs
and LSTMs are highly complementary, according to the research. Feichtenhofer
improved on the two-stream approach by investi- gating a more efficient method of
combining spatial and temporal streams [5]. The two-stream approach was found to
be superior at modeling correlations of spatial and temporal streams in their study
[6, 17].

Kong suggested an automated cardiac phase identification technique based on
CNN and RNN [18]. Using an LSTM, the researcher was able to design a temporal
regression that detects frames from the end-systolic (ES) and end-diastolic (ED)
phases of the cardiac cycle in their study. In contrast, Xue and Debus [19, 20]
devised deep learning techniques for left ventricular assessment and quantification
utilizing CMR cine loops throughout the cardiac cycle. A deep multitask relationship
learning network (DMTRL) for estimating left ventricular indices and identifying
cardiac phases was reported in the paper by Xue [19]. In this work, the complicated
temporal dynamics of the myocardium were described by an LSTM, which was then
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applied to enforce the spatiotemporal integrity of following frames. The architecture
comprises two concurrent LSTMs, the first of which learns left ventricular deforma-
tion during the cardiac cycle to estimate heart indices, and the second of which records
spatiotemporal changes over subsequent frames to identify heart phases. Debus and
Ferrante [20] also carried out the same duties but included a spatiotemporal CNN that
extracts spatial and temporal information using 3D convolutional kernels instead of
an RNN. These 3D convolutions use the spatiotemporal data from successive frames
to increase the accuracy of cardiac phase identification and quantification [19, 20].

3 Methodology

3.1 Dataset Collection and Description

Ultrasound (US) is still the diagnostic technique for fetal echocardiography. This
method allows for detailed morphological assessment of fetal cardiac structures.
Ultrasound uses a physical medium such as air, water, or tissue to propagate high-
frequency sound waves from a transducer. Medical ultrasound devices employ pres-
sure pulses with frequencies ranging from 1 to 15 MHz for diagnostic purposes.
The examinations are often carried out in real-time and with the ability to observe
multiple planes of the fetal heart depending on the location of the transducer.

To determine the health of the fetal cardiac system, this study used ultrasound data
from five standard screening images of normal fetal heart and CHDs. With waived
consent, all data were de-identified to maintain the privacy of the person.

The data for this study were collected from several ultrasound centers from
September 2020 to August 2021. These data were recorded on Samsung HS40,
GE Voluson E8, Samsung HERA W10, GE Voluson E10, and GE Voluson S10. It
consisted of videos of five different standard views of normal fetal heart and CHD
lesions. The 5 canonical views used were—“Abdominal view (ABDO)”,”’4 Chamber
4C)”, “3 vessel view (3VV)”, “right ventricular outflow tract (RVOT)”, and “left
ventricular outflow tract (LVOT)”. Similarly, congenital heart diseases considered in
this study were Hypoplastic left heart syndrome (HLHS) and Tricuspid atresia (TA).
There were a total of 564 videos. The videos were captured at a 30 FPS frame rate
by fetal medicine experts. The average length of each video was about 6-10 s.

3.2 Baseline Models

Convolutional Neural Network(CNN) CNNss are effective at finding spatial features
and using them to classify images[21]. They are made up of numerous hidden layers,
filters, kernels, or neurons with learnable weights and parameters. Each channel
takes a few inputs and convolves them. Max pooling layer and fully connected layers
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come next. Different CNN architectures have been utilized for anatomical structure
classification and segmentation in clinical image analysis. Figure 1 displays a block
schematic of the CNN architecture.

Recurrent Neural Network(RNN) RNNs are a unique class of neural networks that
can interpret information and can recognize patterns in ordinal, temporal, or sequen-
tial data [6]. However, RNN has a long-term dependency problem and a vanishing
gradient problem. To address these issues, LSTM and GRU were used for temporal
sequence prediction.

— Long Short-Term Memory Networks(LSTM): LSTM is a form of RNN that is
especially developed to handle the issue of long-term dependency[15, 13]. The
block diagram of LSTM is shown in Fig. 2.

— Gated recurrent units (GRUs): GRU is a relatively new addition to the recurrent
neural networks family[22]. It is very similar to LSTM as shown in Fig. 3.

3.3 Main Models

CNN + RNN Model: The phases in the spatiotemporal categorization process are
as follows:

1. Data collection.

2. Preprocessing.

3. Spatial feature extraction by CNN.

4. Temporal feature extraction by RNN.
5. Classification.

6. Recognition.

In order to accurately capture the essential information across time, spatiotem-
poral analysis of fetal cardiac imaging sequences involves the extraction of spatial
and temporal features. The CNN + RNN (LSTM/GRU) architecture includes CNN
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layers for spatial feature extraction on 2D image input data combined with RNN
(LSTM/GRU) to support temporal sequence predictions.

3D CNN Model 3D CNN is similar to 2D CNN. 2D convolutional neural network
(2D CNN) performs well for spatial feature extraction from 2D images, but it does
not account for temporal information from the same image. Therefore, 3D CNN is
used which is suitable for spatiotemporal feature extraction. Block diagram is shown
in Fig. 6. Some of the 3D CNN properties are

1. 3D CNN can model both spatial and temporal features simultaneously.
2. 3Dfilter of the size 3 x 3 x 3 includes spatial as well as temporal features (Figs. 4
and 5).
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The components of 3D CNN are similar to that of 2D CNN and is given as

— Convolution Layer: Voxels are used in 3D CNN in place of pixels which were
used in 2D CNN.

— 3D maxpool(2 x 2 x 2): In 3D maxpool layer, the maximum value within the
volume is selected. In this case, the maximum element within the cube of size 2
is selected.

— Fully Connected Layer:: A feed forward neural network is another term for a
fully connected layer. The last pooling or convolutional layer’s output is flattened
and supplied into the fully connected layer as its input.
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4 Implementation

Figure 7 illustrated the overall system for fetal cardiac cine loops identification and
classification along with the prediction of common CHD lesions. 30 FPS cine loops
of varying lengths (610 s) were converted into images and then passed through the
preprocessing pipeline. Image capturing, shuffling, grayscale conversion, resizing,
histogram equalization, and rotation were done during the preprocessing method.
The preprocessed data was then divided into three groups: “training”, “testing”, and
“validation”, in proportions of 60%, 20%, and 20%, respectively. The models CNN
+ LSTM, CNN + GRU, and 3D CNN were trained using the training datasets, and
training loss and training accuracy were calculated after each epoch or training steps.
The validation loss and accuracy were also obtained during the training phase. Finally,
the performances of the trained models were evaluated with evaluation metrics,
confusion matrix, accuracy, sensitivity, specificity, area under the curve AUC), and
F1-Score.

4.1 Preprocessing

A video is a collection of a set of images called frames, arranged in specific chrono-
logical order. For spatiotemporal classification, 30 FPS cine loops of varying lengths
(6-10 s) were converted into images then passed through the preprocessing pipeline.
During the preprocessing, image capturing, shuffling, grayscale conversion, resizing,
histogram equalization, and rotation were done.

Preprocessing for CNN + RNN Model: All images collected from different sources,
including RGB images were converted to grayscale images (size—150 x 150). The
histogram equalization technique was used to improve image contrast by stretching
the intensity range. Following that, image augmentation was done. Before resizing
the image, the region of interest was extracted to emphasize five standard cardiac
planes as shown in Fig. 8.

Preprocessing for 3D CNN Model: Videos were of a varying number of frames
per second, so it was normalized to a sequence duration of 30 frames. This was

Fig. 7 Overall proposed system architecture of spatiotemporal fetal cardiac imaging system
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(c) (d)

Fig. 8 Five standard views of fetal heart a Four chamber (4 Chamber), b three vessel view (3VV), ¢
left ventricular outflow tract (LVOT), d right ventricular outflow tract (RVOT), e abdominal (ABDO)

accomplished by erasing or repeating equidistantly spaced frames. Following that,
each video frame was converted into the grayscale frame. Finally, both channels of
each sequence (Grayscale and Depth) were normalized to have zero mean and unit
variance. This was done so the system could converge faster. Further, images were
resized to 150 x 150 x 43 voxel to enable them to fit in the 3D CNN model.

The fetal heart rate fluctuates between 110 and 160 beats per minute. On average,
the fetal heart beats 130 times per minute which signifies that one fetal cardiac cycle
is completed in 0.47 s. To ensure reliability, 3 cardiac cycles were considered in a
sequence averaging 1.41 s. As, there are 30 frames in 1 s, there will be 43 frames
in 1.41 s (1.41 x 30 = 42.3). Hence, voxel size of 43 frames was considered in this
study.

4.2 Development of Models

The proposed models were developed as 3D CNN, CNN + GRU, and CNN + LSTM
for fetal cardiac cine loops identification and classification into five standard planes
and the prediction of common CHD lesions.

5 Results and Discussion

A fetal cardiac imaging system with fully functional spatiotemporal deep learning
models CNN + LSTM, CNN + GRU, and 3D CNN has been developed. The data
was divided into three categories: training, testing, and validation, with a 60%, 20%,
and 20% split, respectively. The learning rate, optimizer, and number of epochs used
for this experiment were 0.001, Adam optimizer, and ten, respectively.

Google Colab and anaconda 4.10.1 have been used to implement the deep learning
model. Python programming has been used to create the code. For data preprocessing,
opencv Python, NumPy, Pandas, and Theano have been used to generate feature
matrix and target vector. The resulting datasets were split into training, validation,
and testing using scikit-learn. The Keras and Tensor flow library have been used to
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implement the spatiotemporal CNN + LSTM and CNN + GRU model in Google
Colab. Tensorflow 2.2.0 and keras 2.3.1 have been used to implement 3D CNN model
in local anacoda enviroment. Scikit-learn has been used for model evaluation. For
graph visualization, the Matplotlib and tensorboard have been used.

5.1 Classification and Performance Evaluation of Five
Standard View Fetal Heart

The proposed CNN + RNN(LSTM/GRU) consisted of 7 2D convolutional layers
for spatial feature extraction on 2D image input data followed by 2 layers of
RNN(LSTM/GRU) to support temporal sequence predication. Similarly, the 3D CNN
system consisted of 3 3D convolutional layers for spatiotemporal feature extraction.

The three systems were able to classify 364 fetal cardiac cine loops into five
standard fetal heart views, namely ABDO, 4C, 3VV, LVOT, and RVOT.

The overall comparisons were made between implemented 3D CNN, CNN +
GRU, and CNN + LSTM models. Table 1 illustrates the performance of the three
models. The corresponding bar diagram is shown in Fig. 9.

Table 1 Comparison of 3D CNN, CNN + GRU, and CNN + LSTM models

Labels Training | Test accuracy | Precision |Recall | Specificity |F1 score | AUC
accuracy

CNN + |97.39 92.63 91.662 92.018 |98.192 91.726 95

LSTM

CNN + | 98.02 94.99 94.174 94.84 98.79 94.436 97

GRU

3D CNN |91.35 82.69 90.838 73.834 |98.048 79.746 89

Standard five view classification
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o

Percentage
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B CNN+LSTM ®mCNN+GRU m3DCNN
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Fig. 9 Bar chart of performance evaluation of the three models
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For five standard views spatiotemporal classification, the CNN + LSTM, CNN
+ GRU, and 3D CNN models achieved training accuracy of 97.39%, 98.02%, and
91.35%, respectively, and testing accuracy of 92.63%, 94.99%, and 82.69%. CNN
+ GRU model has higher value of recall (94.174%) and specificity (98.79%). It
is known that a high value of recall gives low false negatives and high value of
specificity gives high true negatives. Precision and F1-score of CNN + GRU model
is also higher compared to the other two models.

The CNN + GRU model performed better than the other two models as its testing
accuracy on test datasets was better than the other two models. CNN proved to
be good at spatial feature extraction, while RNN (LSTM and GRU) was efficient
in temporal feature extraction. The training performance of LSTM and GRU were
comparable, but the testing performance of GRU was higher than LSTM. However,
GRU had fewer gates than LSTM. Furthermore, 3D CNN’s training performance
was comparable to the other two models. However, testing accuracy of 3D CNN’s
model was significantly lower than the other two models.

Hence, CNN + GRU performed better than the other two spatiotemporal models.

5.2 Classification and Performance Evaluation of Normal
Fetal Heart Versus Congenital Heart Disease (CHD)
Lesions

In this experimental setup, CNN 4+ RNN(LSTM/GRU) consisted of nine 2D convo-
lutional layers for spatial feature detection on the given 2D image data followed by
two layers of RNN(LSTM/GRU) for temporal feature extractions. Similarly, the 3D
CNN system consisted of three 3D convolutional layers for spatiotemporal feature
extraction.

The implemented systems were able to classify 354 fetal cardiac cine loops into
five standard fetal heart views, namely three categories, namely normal-4C, HLHS,
and TA.

The outcomes of the 3D CNN, CNN + LSTM, and CNN + GRU models for
classification of normal fetal heart versus CHD lesions are reported in Table 2.
Figure 10 depicts its bar diagram.

Table 2 Comparison of 3D CNN, CNN + GRU, and CNN + LSTM models

Models | Training | Test accuracy | Precision |Recall | Specificity |F1 score | AUC
accuracy

CNN + |98.6 94.61 94.72 93.456 |97.193 93.986 96

LSTM

CNN + |98.63 91.99 93.22 89.626 |95.69 90.713 94

GRU

3D CNN |97.03 86.54 83.01 84.536 |93.886 83.533 90
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For normal versus CHD lesions spatiotemporal classification, the CNN + LSTM,
CNN + GRU, and 3D CNN models gained training accuracy of 98.60%, 98.63%, and
97.30% and testing accuracy of 94.61%, 91.99%, and 86.54%, respectively. Table 2
gives that the overall performance of CNN 4 LSTM model for normal versus CHD
lesions was better than CNN + GRU and 3D CNN. CNN proved to be good at spatial
feature extraction, while RNN(LSTM and GRU) was efficient in temporal feature
extraction. The training performance of LSTM and GRU was comparable, but the
testing performance of GRU was lower than LSTM as GRU had fewer gates than
LSTM. Furthermore, 3D CNN’s training performance was comparable to the other
models, on the other hand, its testing accuracy was significantly lower than the other
two models.

Hence, CNN + LSTM outperformed the other two spatiotemporal models.

6 Conclusion

Hence, the proposed spatiotemporal deep learning models, i.e., CNN + LSTM,
CNN + GRU, and 3D CNN were able to classify the fetal cardiac images into the
five standard views with an accuracy of 92.63%, 94.99%, and 82.69%, respectively.
CNN + GRU outperformed the other two models in terms of accuracy compared to
experimental findings.

Similarly, these algorithms were able to identify and diagnose normal heart versus
Tricuspid atresia and HLHS with an accuracy of 94.61%, 91.99%, and 86.54%,
respectively. When compared to the experimental findings, CNN + LSTM surpassed
the other two models.
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Application of Deep Learning on Skin )
Cancer Prediction oo

Abhishek Dhiman and Naveen Chauhan

Abstract Skin cancer is one of the deadly diseases that occur on the skin, which may
lead to damage in skin tissues, paralysis, and can even cause death of an individual.
More accurate the process of diagnosis is and the earlier we do it can reduce the
adverse effects of this deadly disease. The model proposed in this paper can help
to classify skin cancer just by feeding an image to the model. This study presents a
high level of research to differentiate skin lesions from CNN. We limit our reviews
to those who are prone to skin lesions. Also, in addition this paper focuses on how
the proposed models are quite hard to compare and the challenges that occur while
designing such a model. Seeing the large increase in number of cases of skin cancer
and the money which is spent on diagnosis, it is quite important to detect the disease
as timely as possible. Considering the importance of these problems, researchers
have worked on developing a variety of diagnosis strategies for skin cancer. This
paper introduces a study of ways to detect skin cancer using deep learning. All the
previous works published in conferences and journals were studied. The findings
of the study are presented with tools, graphs, tables, strategies, and frameworks for
a better understanding. The results obtained of the study done include graphical
representation and tabular form of different performance evaluation metrics.
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1 Introduction

In the last few years, skin cancer is one of the most frequently occurring diseases. It
makes quite sense that most of the cancers occur on the skin as it occupies large part
of our body. It is usually classified into two types of common cancers: melanoma
and non-melanoma. Melanoma is dangerous, a rare, deadly form of skin cancer.
American cancer statistics states that melanoma has high rate of deaths per year.
Melanoma grows in cells called melanocytes. It can affect anywhere the location of
the human body. It usually occurs in areas which are shown to the sun’s rays, such
as hands, lips, and other parts of body. The type of melanoma cancer can only be
cured if it is found early; otherwise, the disease can occur in different body parts
and lead to the tragic death of patient. Doctors usually use a biopsy method to
diagnose skin cancer. This process removes a sample from the skin that is suspected
to be ulcer for medical examination to determine person is suffering from cancer.
Taking sample from skin takes a lot of time and patient also gets hurt in this process.
Nowadays, advancement in technology provides a comfortable, inexpensive, and
quick skin diagnosis symptoms of cancer. In our paper, we have proposed a model
that can analyse the skin lesions and classify them by implementing deep learning
techniques. We have got better results by implementing transfer learning models like
EfficientNet. For testing our model, we used publicly available skin cancer MNIST
HAM10000 dataset.

2 Literature Survey

In the area of medical image processing, convolutional neural networks are being
used frequently. Brinker et al. [1] did study in a systematic manner for doing the
classification of skin cancer. The work also discussed the challenges one need to
face for classification task. There was a study [2] in which there was a comparison of
results of CNN with 58 international dermatologists for the purpose of classification
of skin cancer. The CNN had a better performance than most of the dermatologists.
The conclusion of the study was that even if dermatologists are very experienced,
they can be benefitted from the results provided by image classification done by
CNN.

Inastudy [3], usage of CNN demonstrated that the results obtained are comparable
to dermatologists. It also predicted that in near future there will be a rise in smartphone
subscriptions for affordable access to necessary diagnostic care. For classifying skin
diseases, there has been a lot of use of machine learning techniques. Although not
sufficient for advanced classification, retrieval methods are used to complete the basic
classification and to evaluate the efficiency of feature engineering. Support vector
machines (SVMs), The Bayesian categories, as well as the categories of decision
trees, have all been studied. Neural impaired networks use a number of methods that
include a multi-horizontal perceptron and back distribution. Convolutional neural
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networks are an example of their flexibility and predictive power when used in the
diagnosis of skin cancer.

In recent years, many applications for classification have been used by CNN.
CNNs need large datasets to make accurate predictions. To be used for skin cancer
diagnosis, an in-depth study of image classification networks such as Inception,
ResNet, AlexNet, VGG was done. It is difficult to compare deep learning structures
that deal with the problem of classification of skin cancer, because subjects often use
inaccessible or less readily available datasets to be trained and evaluated. Internal
datasets are rarely even and often not very similar. Apart from this, the structure of
the models is very different, and the test methods may not be compatible.

In [4], authors proposed a new method for handling imbalanced datasets which are
highly prevalent in medical datasets. The comparison of state-of-the-art performance
was being done on four medical datasets comprising of images which were highly
imbalanced. In [5], authors reviewed and compared all the well-known techniques by
applying them on publicly available medical datasets. The paper showed an in-depth
analysis of performance metrics. In [6], authors proposed a model for challenge
created at 2017 International Symposium on Biomedical Imaging. The accuracy
obtained was higher than state-of-the-art methods on the same challenge. Also unlike
the previous works, value of sensitivity and specificity was also higher which shows
the robustness of the model proposed. In [7], authors analysed the relation between
accuracy and number of classes as well as the size of dataset. It was observed that
the accuracy increases when the size of dataset decreases and the number of classes
to predict decreases.

In [8], a study was done in order to compare different deep learning architectures.
Techniques like data preprocessing and data augmentation were applied and their
experiments achieved accuracy of 92%, recall of 92%, and precision of 93%. In a
study done in [9], machine learning approach was proposed in order to classification
of skin lesion images. Comparison was made on machine learning classification
algorithms like KNN, SVM, and random forest. Results found that SVM was better
in comparison with other two.

Most of the research which has been done in this area focuses on binary classifi-
cation in which we find whether a person is suffering from melanoma or not and not
a lot of work has been done for the classification of general images.

3 Dataset

The dataset [10] used was publicly available HAM 10000 dataset which comprises
of total of 10015 images of different types of skin diseases. The dataset comprises of
seven different categories of diseases. It comprises of seven diseases whose names are
: Melanocytic nevi (6705 images), Melanoma (1113 images), Benign keratosis (1099
images), BCC (514 images), AK (327 images), Vascular Lesions (142 images), and
Dermatofibroma (115 images). As we can clearly see that the distribution of these
classes is not roughly same, so we applied data augmentation before training the
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model and learning the features for predicting the skin disease. The image selection
done was random.

The size of dataset is a big problem in medical domains as neural networks require
data samples whose results we know beforehand for model training. Labelling of
medical dataset takes a lot of time and requires expertise in the domain. In other
fields, any person can easily perform the labelling of data but the medical field is
quite different in that aspect.

4 Data Preprocessing

It refers to the period just before the training of model is done. During this period,
the input images were resized in order to smoothen the process of training of the
model and enhance the classification accuracy. The rescaling of images is done so
that to obtain resolution of 64 * 64. This was done in order to reduce the cost of
computation occured during processing (Fig. 1).

5 Proposed Methodology

5.1 Data Augmentation

Data augmentation techniques were made use of in order to solve problems of lesser
number of samples of data in the training set, unbalanced distribution of the classes.
After application of data augmentation, we obtained balanced sample sizes for each
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Fig. 1 Number of instances for different types of skin cancers
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class. In order to achieve data augmentation, the images were rotated by some angle,
translated, flipped, zoomed in, or zoomed out. All these mentioned operations were
performed on training set only. No data augmentation was performed on testing set
(Figs. 2, 3).

5.2 Transfer Learning

Transfer learning is an idea in which we use the knowledge gained from one task and
extend it to use on other tasks. Observations and parameters learned from training
the model on ImageNet dataset are used for solving the problems. Since our model
is applied on the medical datasets which are totally different field, we just cannot
make use of weights which are trained earlier again to solve the problem and then
expect quite good results. So, in order to cope with this we did fine-tuning process
in which parameters of model are being changed in a way so that we can apply it to
the medical dataset.
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5.3 Efficient Net Model

Recently, deep learning is being widely used for the purpose of diagnosis of several
diseases. Also, lots of research is going on for the classification of several types
of skin diseases. Deep learning comprises of several connected layers which use
different activation functions and weights. Purpose of activation functions is to adjust
the weights. Extraction of features is done by convolutional layers. These layers
are basically used to learn and detect complex features in the images. Automatic
diagnosis of cancer diseases using images is a difficult task and that is the reason we
tried to make use of transfer learning.

The scaled CNN can help to achieve better accuracy. However, earlier research
did not made a thorough investigation on the process of scaling. In previous works,
it was a common practice to incorporate one of these three—size, width, and depth
[11]. It was found that it is better to have roughly equal dimensions. The method of
compound scaling was intuitive because bigger the input image, better it is able to
detect patterns.

5.4 Implementation

Optimizer: For the purpose of implementation, Adam optimizer is used. Adam is
basically an optimization algorithm which can be used for the purpose of updating
the weights. This algorithm is quite different from the stochastic gradient descent in
which same learning rate is used for updating all the weights, and there is no change
in learning rate during the process of training. Adam is method of adaptive learning
meaning that, for different parameters it calculates their individual learning rates.

Learning Rate: It refers to change that needs to be done in the model in response to
the error generated when the weights of the model are updated. Choosing the value of
learning rate is an important task because if we choose very small value for learning
rate, it may take forever to train the model, whereas if we choose too large value, we
may overshoot the optimum and thus it may lead to an unstable training process.

5.5 Stratified Shuffle Split

Stratified shuffle split refers to combination of stratified k fold validation and shuf-
fle split. Firstly, cross-validation is a technique which is used to evaluate machine
learning model on given datasets. In this technique, a parameter denoted by & is used
which signifies the number of groups in which the given dataset needs to be divided
or split. If value of k is 5, we can say it as fivefold cross-validation.
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It is used for evaluating the model results on data which is not seen before. This
technique gives a less biased estimate of the model and is more robust than train/test
split. Now, in stratified k fold, problem is that the data is shuffled only once when
the split was made initially and this drastically reduces the chances of overlap of
data samples in training and test dataset. Whereas in stratified shuffle split, shuffling
takes place every time before the split is made and it preserves the distribution of the
classes.

6 Performance Evaluation Metrics

6.1 Accuracy

It is the simplest performance metric. It is defined as the ratio of correctly predicted
classes of image to the total number of image samples. This metric is valid only
when the distribution of classes is almost balanced; i.e., the number of samples of
each classes is same.

TP + TN

A =
Y = P Y TN + FP + FN

6.2 Precision

It is the ratio of correctly labelled images of positive class to the total number of
images which are predicted as positive class.

TP

Precision = ——
TP + FP

6.3 Recall

It is the measure of actual positives predicted by the model. In other terms, it is the
ratio of correctly positive labelled to the total number of images inside the positive

class.
TP

Recall = ——
TP + FN
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6.4 FI1-Score

Taking look at terms like precision and recall, there seems to be an inverse relationship
between the two measurements. If we try to increase precision, recall is decreased
and vice versa is also true. Based upon the needs of user and the application for
which it is required, we may need to increase one of them. We introduce one more
parameter alpha to get more control over the values of precision and recall. This
parameter shows how much it prefers one quantity over another. When both the
values are having same significance, we set the value of this parameter to one.

To calculate F'1-score, we need to take harmonic mean of these two values. Higher
the value of F1-Score, the prediction of model is better. As our problem involves
several diseases, making use of F'1-Score over all the classes provides more better
picture of the performance of the model.

2 % Precision x Recall

F1 Score = —
Precision + Recall

6.5 Confusion Matrix

Confusion matrix is a 2D matrix which gives a summarized view of predictions
performed by the model. It is basically a 2D matrix in which we have the actual
label as well as the label which the model has predicted. There are four cases which
can occur in confusion matrix: True Positive, False Positive, True Negative, False
Negative.

7 Results and Discussion

The mean accuracy obtained for five splits was 86.42%. The number of epochs used
in each split was 10. In previous works done on the same HAM10000 dataset, P
Kanani et al. [12], Nugroho et al. [13], Bassi et al. [14], Moldovan et al. [15], and
Cevik et al. [16] achieved an accuracy of 77.98%, 78%, 82.8%, 85%, and 85.62%,
respectively.

Most of the existing works used train/test split for splitting the dataset. The issue
with this is that it can lead to a situation in which some of the class samples are more
than others in the split which can result in bias in the model training as it is random
split. Thus, to achieve more robust and dependable results, we made use of stratified
shuffle split which will preserve the class distribution (Table 1).
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Table 1 Table depicting split-wise weighted average value of precision, recall, and F'1-score

307

Split No. Precision (%) Recall (%) F1-Score (%) Accuracy (%)
1 86 87 87 87.18
2 87 86 87 86.12
3 87 87 86 85.60
4 89 86 88 86.30
5 88 87 88 86.92
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86 [ Il P Kanani et al.

I B Nugroho et al.

84

I | | Bassi et al.
I B Moldovan et al.
Cevik et al.

I | | Proposed

Accuracy
(0]
[N
T

8 . .

HSplit No. Precision Recall F1-Score AccuracyH

1 8% 8% 8%  87.18%
2 8%  86% 8%  86.12%
3 8%  87% 8%  85.60%
4 89%  86% 8%  86.30%
5 8% 8™ 8%  86.92%

8 Conclusion

The cases of skin cancer are increasing worldwide each year. Most of the times the
skin cancer cases are being checked by dermatologists. But in recent studies, it has
been observed that convolutional neural networks are outperforming the dermatol-
ogists. So, we applied the efficient net model for the classification of skin cancers
on the HAM10000 dataset. We can clearly see that it is very effective in terms of
classifying diseases and making use of data augmentation it achieved accuracy of
86.42%. Also, the limitations of the work proposed are that there is a serious class
imbalance and in order to cope with this we need more data to have a balanced class
distribution for better training of the model.
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Feature Analysis for Detection of Breast )
Cancer Thermograms Using i
Dimensionality Reduction Techniques

Vartika Mishra, Subhendu Rath, and Santanu Kumar Rath

Abstract Breast cancer is observed as the most dominant disease availed in women
across the globe. It has been studied that if diagnosed early, the mortality rate can be
reduced. Among different modalities such as mammography and ultrasound, ther-
mography is proving to be a successful one which helps to detect the tumor at an
early rate. It functions by recording the surface temperature of the required area,
and with the help of images consisting of different colors, it helps the doctors to
interpret the tumor region. Feature reduction process helps in removing the multi-
collinearity between the different features thus resulting in less computation time to
process. In this study, unsupervised-based nonlinear feature analysis is performed
for which different methods are applied based on feature reduction, viz., t-SNE,
LLE and KPCA. Different classification models such as random forest and decision
tree are applied for classifying between healthy and unhealthy breast. Thus, features
obtained by kernel principal component analysis (KPCA) method and classified with
random forest give a good accuracy of 8§9.49%.

Keywords Breast cancer - Classification - Feature reduction + Thermography

1 Introduction

Among many diseases, cancer is observed to be one such type where the cells in the
human body grow abruptly [1]. It can occur in any part of the human body. Among
many cancers, one of the most occurring is breast cancer. It is analyzed that it occurs
more often in women as compared to men. The cells form a tumor which invades
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its surrounding tissues [2—4]. Mortality rate can be reduced for breast cancer, if the
cancer is diagnosed early. However, many different modalities have been taken into
consideration for the detection of breast cancer such as ultrasound, mammography,
magnetic resonance imaging (MRI,) X-ray and thermography. These modalities have
helped in reducing the mortality rate from 30 to 70% by assisting the radiologists
and physicians in diagnosing the abnormalities [5].

Mammography is among one of the modalities which helps in detection of breast
tumor. It may help in detecting the cancer for an interval between one and half years
to four years [6]. It may increase the future chance of growth in cancer. It does not
work well for the dense tissues [7, 8]. Ultrasound is considered as an adjunct to the
mammography which is done for women having dense breast tissue. Several research
has claimed that ultrasound breast imaging in women with dense breasts and negative
mammograms has elated cancer detection rate [9]. Studies have observed that there
is lower sensitivity rate for women with dense breast by using mammography. It
has been observed that the application of ultrasound screening results in detection
of otherwise occult cancer, irrespective of the women having high risk with dense
breast or not [9].

Among all the above mentioned modalities, with a decade research, it has been
reported that thermography has proved to be one of the early diagnostic modalities.
It helps in early detection by 10 years which leads to an immense increment in the
survival rate [10]. With the thermal camera, breast thermography detects the tumor
by recording the temperature of the surface. By placing the thermal camera in front of
the patient, the images are captured appropriately as shown in Fig. 1. This modality
is contact-free, non-ionizing, non-invasive and radiation-free in nature [11]. This is
suitable for women breast implants, with every age, all breast densities and after
surgery monitoring. The vascular heat radiated by that breast surface is measured by
the infrared radiation. The increase in local vascularization, the tumor is indicative
of high metabolic rate. The normal and abnormal thermogram can be distinguished
based on the asymmetric heat pattern between the left and the right breast [12—14].
Physicians analyze the subjects for different abnormalities, but sometimes it becomes
difficult to detect the same through naked eyes. So, different computer-aided detection
(CAD) systems provide additional assistance in finding the information from the
thermograms [15, 16].

Thus, in this study, the work has been carried out on the nonlinear feature reduc-
tion techniques for detection of breast cancer between healthy and unhealthy breast
which reduces the computational cost as compared to the linear reduction techniques
efficiently and hence improving the predictions. Here, while preserving the original
distances between the data points, the lower dimensional representation is attained.
The transformed images obtained are segmented into left and right breast manually.
Further, from these segmented images, gray-level run length matrix (GLRLM) and
gray-level co-occurrence matrix (GLCM)-based features are extracted. From the
matrices, a total of twenty-seven features are extracted. Further, feature reduction
techniques are applied, viz., t-SNE, LLE and KPCA for the features extracted. The
different features obtained by applying the reduction techniques are taken for the
classification by applying two classifiers, viz., random forest and decision tree.
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Fig. 1 A thermal camera capturing image of the patient and stored as a thermogram

Further, the work is organized as: related work described in Sect. 2. Section 3
describing breast cancer methodology and Sect. 4 discusses experimental result
analysis. Section 5 thus concludes the proposed work.

2 Literature Survey

For applications of data analytics, large amount of day results in worsening the results;
hence, redundant data must be minimized [17, 18]. So, this section emphasizes on
the state of the art by different researchers for the detection of breast cancer using
thermograms.

Borchatt et al. have detected presence of cancer by using the temperature range
on region of interest (ROI), eight-level posterization by quantizing the higher tone,
standard deviation and the mean temperature. Further, feature extraction method
was applied from the breast quadrants and entire image as well by extracting the
aforementioned features. Further, support vector machine (SVM) was applied which
obtained 86% accuracy [19]. Milosevic et al. had computed twenty GLCM-based
texture features. Further, Naive Bayes, k-nearest neighbor (KNN) and support vector
machine (SVM) classifier were applied. The classification performance for breast
cancer detection was computed by fivefold cross-validation. Among different classi-
fiers, KNN classifier gave better result as compared to the other two classifiers, viz.,
SVM and Naive Bayes [20].

Ali et al. have extracted texture features based on the statistical features first-order
and second-order (GLCM) features. They performed and analyzed the accuracy of
their model by applying the SVM classifier for normal and abnormal breast. They
applied four different scenarios and compared their results. Every scenario consists
of different proportions of training and testing images. It was observed that the first
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scenario performed better than other scenarios. They applied different kernel func-
tions for the different scenarios and obtained a highest accuracy of 85% for statis-
tical features for linear and quadratic kernels. By applying quadratic and polynomial
kernel functions for GLCM-based features, they obtained a highest accuracy of 80%
[21]. Jakubowska et al. have applied wavelet transform on the breast images. Further,
they have applied PCA and LDA for dimensionality reduction methods for reducing
the number of features. These transformed images with dimensionality reduction
methods are further classified with the multi-layer perceptron classifier [22].

Resmini et al. applied dimensionality reduction technique, viz., principal compo-
nent analysis (PCA). A total of sixteen features were chosen and further classified
with the SVM classifier implementing on WEKA tool. Their methodology attained
an accuracy of 82.14% with specificity and sensitivity of 25 and 91.7% [23]. Gogoi
et al., applied Mann Whitney Wilcoxon test and further obtained 84.75% of the
highest accuracy by applying support vector machine (SVM) [24].

In this work, significant features are extracted from the three feature reduction
techniques. The t-SNE technique gives three most important features; LLE gives ten
features, and KPCA gives 7 most important features. These obtained set of features
are further classified with random forest and decision tree classifiers.

3 Breast Cancer Methodology

3.1 Dataset

In this study, the dataset used is from an online source available at Database
Mastology Research (DMR), Brazil [25]. The dataset consists of 56 subjects each
with 20 different positional temperature matrix among which 19 are healthy and 37
are unhealthy. The Thermal camera FLIR SC-620 is used for capturing the thermal
image of the subject.

3.2 Proposed Approach

The breast cancer detection between healthy and unhealthy breast thermograms is
carried out as shown in Fig. 2. Primarily, the breast images are obtained from the
dataset available in the form of temperature matrix as shown in Fig. 3 in prepro-
cessing. The images are further segmented between left and right breast using the
manual segmentation method. Further, by applying GLCM and GLRLM matrix, the
features are extracted from the images [26].
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Pre-processing

Segmentation

:

Feature Extraction

A4

Feature Reduction

t-SNE LLE KPCA

Classification

Fig. 2 Steps of the proposed work for detecting healthy and unhealthy breast thermograms

3.2.1 Feature Reduction

Feature extraction often yields the redundant data resulting in worse performance
of the models leading to curse of dimensionality. So, this calls for the removal of
the features that are less important or irrelevant. This is done by feature reduction
techniques.

The resultant of applying dimensionality reduction techniques is a meaningful
representation of the reduced data which is obtained by transformation of the high-
dimensional data into relevant dimensionality. This reduced dimensionality accounts
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Fig. 3 a A subject with healthy breast thermogram and b a subject with an unhealthy breast
thermogram

for minimum parameters which are needed for observing the properties of the
required data [27]. It facilitates among different fields, viz., visualization, compres-
sion of high-dimensional data and classification. This work concentrates on three-
dimensionality reduction techniques, viz., t-SNE, LLE and KPCA. Each of them is
described as follows:

a. t Distributed Stochastic Neighbor Embedding (t-SNE)

t-SNE technique simultaneously retains local and global structure of the data. For
both, high-dimensional and low-dimensional space, probability similarity points are
computed. It is observed that, results obtained from applying t-SNE method are good
for linear and nonlinear data [28]. It makes the visualization of the data better and
clear. In this work, n components with 3 are taken into consideration for feature
reduction.

b. Locally Linear Embedding (LLE)

LLE starts with finding the nearest neighbors for all sample and further computes set
of weights. It is an unsupervised dimensionality reduction method, which preserves
the originality of the local features. Further, for finding the lower dimensional
embedding points, it applies the eigenvector-based technique [29].

c. Kernel Principal Component Analysis (KPCA)

It is a nonlinear form of PCA, which helps to solve the more complicated correlation
among the different features. The decision boundaries are described by the nonlinear
functions. It helps to project the high-dimensional data from the original data with
less computational time. This is also known as nonlinear feature mapping [30].
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3.3 Classification and Performance Parameters

The classification of breast thermograms is analyzed by applying the tree-based
learning algorithms. It is observed that tree-based learning algorithms enhance the
models with easy interpretation, stability and high rate of accuracy. It works well for
nonlinear relationships and is adaptable for solving problem efficiently.

3.3.1 Random Forest

It is a supervised learning algorithm and consists of different trees which leads to
ensemble learning method. It measures the importance of feature relatively while
making the predictions. The various input variables are recorded enabling the higher
number of observations for making predictions [31].

3.3.2 Decision Tree

It is a supervised learning method based on conditions for every feature-based split
present in the dataset. The decisions are resulted from the tree-like structure. The
process starts from the root node and ends with the leaves giving the predictions after
computing all the features [31].

3.3.3 Performance Parameters

The different parameters of a classification algorithm are visualized by a table known
as confusion matrix. It describes the relationship for a set of test data given the
true values. The values are determined with the help of four data elements, viz., as
described below (Fig. 4).

True Positive (TP): It predicts the true value for the actual true value.

Fig. 4 A confusion matrix Predict
to evaluate the performance
metrics Yes No
Yes True Positive False Negative
Actual

No False Positive True Negative
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Table 1 Different parameters for observing the performance of the random forest classifier

Classifiers Sensitivity (%) Specificity (%) Precision (%) F1-Score (%)
t-SNE 86.91 62.50 81.96 84.36
KPCA 89.58 89.32 94.17 91.82
LLE 91.42 61.72 84.19 87.65

Table 2 Different parameters for observing the performance of the decision tree classifier

Classifiers Sensitivity Specificity Precision F1-Score
(%) (%) (%) (%)

t-SNE 63.83 79.77 62.76 63.29

KPCA 89.10 82.28 89.51 89.30

LLE 89.07 59.11 74.77 76.38
Tabl? 3 Accuracy parameter Classifiers Decision Tree (%) Random Forest (%)
for different set of features
obtained from two different t-SNE 74.22 78.66
classifiers KPCA 86.57 89.49

LLE 76.38 82.22

True Negative (TN): It predicts a false value for an actual true value.
False Positive (FP): It predicts a true value for an actual false value.
False Negative (FN): It predicts a false value for an actual false value.

The values of performance parameters, i.e., accuracy, specificity, F'1-score, sensi-
tivity, specificity and precision are computed based on two different classifier models,
i.e., random forest and decision tree as shown in Tables 1, 2 and 3.

4 Experimental Result Discussion

In this proposed approach, feature reduction-based work is carried out between three
techniques mainly: t-SNE, LLE and KPCA. Each technique has reduced the features
to different dimensions: three features from t-SNE, seven features from KPCA and
ten features from LLE. These features are further applied individually for classifying
among the healthy and unhealthy breast. Decision tree and random forest classifica-
tion methods are applied, for each set of features obtained from the abovementioned
methods for classification.

In Table 1, the accuracy of the two different classifiers is shown which gives an
observation that KPCA has given better set of features when classified with random
forest classifier with an accuracy of 89.49% as compared to other two dimensionality
reduction techniques.
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Accuracies for both the classifiers
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Fig. 5 A chart representing the accuracies obtained for both the classifiers

Among all the four parameters calculated for the random forest classifier, it is
observed that the precision value of the set of features obtained from KPCA reduc-
tion technique gives a highest value of 94.17% as mentioned in Table 1. This gives
an analysis that the true positive rate calculated from KPCA set of features is good as
compared to the other two reduction method. It selects the most significant eigenvec-
tors and eigenvalues giving the low-dimensional representation of the data objects.
The sensitivity rate for t-SNE and LLE method is high which determines that the
false-positive rate is more. It also accounts for catching good number of actual cases
of the disease.

The precision rate for decision tree is high, i.e., 89.51% as compared to other
performance parameters for the KPCA set of features obtained. The sensitivity rate
for both the other techniques is higher viz. t-SNE and LLE as compared to KPCA
set of features as shown in Table 3 (Fig. 5).

5 Conclusion

From the above proposed work, it is concluded that kernel principal component
analysis feature reduction technique gives better set of features when compared with
other two techniques, i.e., t-SNE and LLE with the highest precision rate of 94.17%
for decision tree classifier and the highest accuracy of 89.49% for random forest
classifier for classifying between healthy and unhealthy breast. In future work, deep
learning methods will be applied to obtain better prediction for detection of breast
cancer.
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Covid-19 Question-Answering System m
Based on Semantic Similarity L

Shrutikirti Singh and Seba Susan

Abstract Virtual assistants are now a part of our daily lives and have replaced
humans in most web-based query systems. The challenge in designing such conver-
sational agents is to replace scripted responses with answers that mimic the way
a human communicates with another human. In this work, the task is to create
an automated virtual Covid-19 QA agent that would answer user queries related
to Covid-19. Since the outset of the Covid-19 pandemic and resulting lockdowns,
people have started relying on virtual healthcare agents to resolve their health issues.
Many a times, questions worded in different ways have the same meaning and a
similar response could be generated for all such cases. Computation of a semantic
similarity score between sentence pair representations would facilitate improved
natural language understanding. The sentence representations are derived from the
hidden-state representations of different neural networks. The proposal in this paper
is to investigate state-of-the-art LSTM-based frameworks for application to Covid-19
QA systems that involve computation of semantic similarity between sentence pairs.
Experiments performed on the benchmark Covid-19 QA dataset containing ques-
tion—answer pairs related to the Covid-19 pandemic prove that the Siamese LSTM
model generates the best responses than the baseline models.

Keywords Covid-19 chatbot - Question-answering system * Semantic similarity
score + Siamese LSTM - BiLSTM with attention - Medical domain knowledge

1 Introduction

The design of automated question-answering (QA) agents, such as Cortana, Alexa,
and Siri, is trending research nowadays. Automated virtual assistants (VAs) form the
human-machine interface for most web-based services. The most common drawback
of web-based query systems is that the answers are mostly scripted and cater to
a select set of queries put up by the user [1]. Sometimes, the user wants precise

S. Singh - S. Susan (X))
Department of Information Technology, Delhi Technological University, Delhi, India
e-mail: seba_406@yahoo.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 323
S. Jain et al. (eds.), Proceedings of the International Health Informatics Conference,

Lecture Notes in Electrical Engineering 990,

https://doi.org/10.1007/978-981-19-9090-8_28


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-9090-8_28&domain=pdf
http://orcid.org/0000-0002-6709-6591
mailto:seba_406@yahoo.in
https://doi.org/10.1007/978-981-19-9090-8_28

324 S. Singh and S. Susan

answers to a question that may not match any of the scripted responses. The design
of QA agents is composed of three stages: processing the query, processing the
documents in the corpus, and extracting the answer to the query. The long short-
term memory (LSTM) neural network [2] with some upgradation like the attention
mechanism [3, 4] has recently marked success in text-generation tasks such as neural
machine translation [3], image captioning [5], and factoid question answering [6].
These problems are solved by learning individual sentence pair representations and
training over a similarity measure [7, 8]. Advancements in this field include the
substitution of LSTMs by transformers in sequence learning tasks [9] and multi-
lingual chatbots [10] to cater to a multi-ethnic society. The proposal in this paper
is to investigate three popular neural network-based frameworks for constructing
a Covid-19 QA system. The methodology involves the computation of semantic
similarity between sentence pairs, which in our case is computed between the user
query and the stored questions in the database. The rest of the paper is organized as
follows: Sect. 2 describes related research, while Sect. 3 presents the methodology
for our experiments. Section 4 analyzes the results obtained, and Sect. 5 concludes
the paper.

2 Related Work

In order to design an efficient QA system, it is necessary to comprehend the input
query and derive an appropriate answer to the query by referring to the stored
question-answers in the database. Factoid question-answering systems return a
specific fact such as a place or a person as the answer [6]. These systems constitute of
a question categorization step, followed by retrieval of relevant answers from docu-
ments or passages. Some traditional strategies of QA systems are pattern matching
[11], question similarity matching using simple word-based features [12], Bayesian
techniques [13], measurement of answer redundancy on the web [14], and logic-based
methods [15].

The long short-term memory (LSTM) neural network model has been used
successfully in the past for question-answering tasks [16]. Since 2014, QA systems
are popularly implemented using an LSTM as the encoder and another LSTM as
the decoder by a technique known as sequence-to-sequence (seq2seq) learning that
probabilistically predicts each word in the target response [3]. Variants that have
substituted convolutional layers instead of LSTM also exist [4]. Bidirectional LSTM
(BiLSTM) processes the inputs in both the forward and the reverse directions, thereby
generating two sets of hidden-state vectors [3]. These models perform better than
single-direction LSTMs. BiLSTM with attention mechanisms better distinguishes
between candidate answers or responses as proved by previous works on sequence
learning for dialogue generation [16]. The attention mechanism involves compu-
tation of a context vector from the hidden-layer representation extracted from the
source sentence which is the user utterance. The context vector highlights the contri-
bution of the neighboring words in the source sentence that would create a better
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interpretation of the current word encoding. Deep bidirectional RNNs are proposed
in [17], where the output of one layer is the input to the second layer. In this paper,
we focus on the well-explored LSTM architectures that compute semantic similarity
between sentence pairs. The methodology for our experiments is discussed in the
next section.

3 Methodology

The baseline QA system is the encoder-decoder model [18] popularly implemented
using LSTMs. Some form of attention mechanism is usually incorporated [3, 4].
Some popular neural network-based approaches for implementing QA systems are
outlined in Table 1.

Since the outset of the Covid-19 pandemic and resulting lockdowns, people have
started relying on virtual healthcare agents to resolve their health issues. Many a
times, questions worded in different ways have the same meaning and a similar
response could be generated for all such cases. Computation of a similarity score
would facilitate improved natural language understanding. The sentence representa-
tions are derived from the hidden-state representations of different neural networks.
The proposal in this paper is to investigate state-of-the-art LSTM-based frameworks
for application to Covid-19 QA systems that involve computation of semantic simi-
larity between sentence pairs, which in our case, are the user query and the stored
questions in the database.

A few mathematical functions of LSTMs [2] are discussed next. In LSTM, there
are three gates: input gate i, output gate o, and forget gate f, and a cell memory c;
the sigmoid function is denoted by . The time step is denoted by z. In the sequence
g™ = {rvt ,r*™}, considering that the hidden-state vector is denoted by /,

Table 1 Question-answering models using different neural networks

Author and year Method Highlight
Bao et al. (2020) [19] HHH: a medical QA system Computation of (attention-based)
based on BiLSTM with semantic similarity score
attention and knowledge between query and stored
graphs questions in the database
Yao et al. (2018) [8] Convolutional neural network | Semantic similarity computation
(CNN) between query and stored
questions in the database
Mueller and Thyagarajan Siamese LSTM Semantic similarity computation
(2016) [7] between query and stored
questions in the database
Santos et al. (2016) [20] Attentive pooling network CNN with attention pooling layer
Stroh et al. (2016) [21] Question-answering using Deep learning using end-to-end

deep learning memory networks
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at time step ¢, the following equations of LSTM are derived.

ir =o(Wir" + Uih(t — 1) + b;) (1)
fi=o(Wr" + Ush(t — 1) + by) 2

01 =0 (Wor" + Uph(t — 1) +b,) 3)

e =i xtanh(Wr* + Uh(t — 1)) + fi x ¢;— 4)
h; = o; x tan h(c;) @)

where the symbol x denotes element-wise multiplication, b;, by, b, are the bias
values, W;, Wy, W, are the weight matrices associated with the inputs, and
Ui, Uy, U, are the weight matrices associated with the hidden states. Let E be the
embedding matrix that vectorizes each word sentence w;, of a sentence. Here, the
time step t € [1, T'].

Xit = Ew,-, (6)

The hidden-state representations are computed in the forward and reverse
directions for BILSTM as shown in Eqs. (7) and (8).

hi LSTM(x;;) @)

I’l,,‘ LSTM(xzz) (8)

The tan/ function is used for the nonlinear transformation of the hidden-state
vectors; this is followed by a normalizing step to yield the word attention a;,, as
shown in Egs. (9) and (10).

uy = tan h(Uyhi; + by,) &)
exp(u;;)
AGir = —=—————~ (10)
'Y, explui)

A semantic similarity score for the BILSTM with attention architecture was
proposed by Bao et al. in 2020 [19] to measure the closeness between two sentences
(in our case, the input query and the stored queries in the database). The semantic
similarity between two sentences p and g is computed using the attention weight in
(10) as
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Finding the top-matching questions in the database will help to generate an appro-
priate answer to the user query. Likewise, in the Siamese LSTM architecture in [7], a
semantic similarity score is computed between the individual LSTM representations
of the two sentence pairs. In [8], a three-dimensional tensor is constructed out of word
embedding that is given as input to a CNN. The CNN produces the sentence repre-
sentation which is applied for the computation of semantic similarity score with other
sentence representations produced by the CNN. In our work, we compare the utility
of the three semantic similarity-based QA systems: convolutional neural network
(CNN) [8], BiLSTM with attention [19], and Siamese LSTM [7] for constructing a
question-answering system for Covid-19.

4 Results

In our experiments, we use three different neural network-based models: convolu-
tional neural network (CNN) [8], BILSTM with attention [19], and Siamese LSTM
[7] to implement a medical QA system trained on Covid-19 questions and answers
from a benchmark dataset. All three neural networks employ some form of semantic
similarity computation in their architecture framework as observed from Table 1
and discussed in Sect. 3. All three models: convolutional neural network (CNN) [8],
BiLSTM with attention [19], and Siamese LSTM [7] were trained on the Covid-19
QA dataset [22] that is available online at [23]. The text preprocessing is conducted
as per the guidelines in [19]. The train:test split ratio was 80:20, and threefold
cross-validation was used. All experiments are performed in Python software on an
Intel PC clocked at 2.8 GHz. A 100-dimensional word2vec embedding was used,
and the number of epochs was set to ten. The accuracies of the answers generated
for the test set by different models are shown in Table 2. Among the three neural
networks, Siamese LSTM outperformed the others with 82.42% accuracy of the
answers generated for the test set.

Table 2 Performance scores Method
of different models on the
Covid-19 QA test set CNN [8] 73.69

BiLSTM with attention [19] 77.65
Siamese LSTM [7] 82.42

Accuracy (%)
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5 Conclusion

Virtual agents are commonly encountered in web-based services. This work presents
the implementation of a virtual Covid-19 QA agent using different convolutional
and recurrent neural network architectures. All models involve the computation of
the semantic similarity score which measures the match between two sentence pairs,
which in our case, are the user query and the stored questions in the database. The
experiments on the benchmark Covid-19 QA dataset prove that the Siamese LSTM
model performed best in terms of the accuracy of the answers generated for the test
set. Exploring more attention models forms the future scope of the current work.
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Impact of EEG Signals on Human Brain )
Before and After Meditation e

Soumya Samarpita and Rabinarayan Satpathy

Abstract Nowadays, busy life style and increased stress causes numerous mental
illnesses such as depression, anger, fatigue, and aggressive behaviour. Stress directly
affects a human brain and reduces different brain activity. To find the solution of
this global phenomenon of this medical complication, advanced drugs like anti-
depressants, anxiolytics are developed which also creates long-term side effects.
Meditation can also be an alternative medicine to avoid these medical complica-
tions. For centuries, the brain and meditation have been linked. Electroencephalo-
gram (EEG) waves are now used to evaluate electrical impulses which are being
generated by the human brain. EEG signals can be collected with the help of an
EEG recorder. Different brain wave signals are generated by various physiological
activities. The primary brain wave signals are alpha, beta, theta, delta, and gamma,
which are produced by various physiological activities. This paper focuses on the
impact of EEG signals on the human brain before and after meditation.

Keywords Stress - Meditation + Electroencephalogram (EEG) - Brain wave

1 Introduction

Stress is a significant issue in today’s human society. It is a growing problem that has
become an unpreventable part of our daily lives. Nowadays, stresses are universal
problems affecting human beings. During daily work, stress reduces human func-
tionality and causes different health problem. Stress effects on human brain like
depression, heart diseases (blood pressure, heart attack), stomach, and lungs. In
industry and education, due to work load, stress detection is very important. Mental
stress primarily affects the human brain. Mental stress is one of the problems which
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arise due to psychosocial or physical situations [1]. Human brain activity and struc-
ture are also influenced by stress. As a result, early stress identification is critical for
preventing disease and lowering the risk of clinical brain damage and other health
issues. Human tension is an important concept which is gradually gaining attention
in study of medicine, psychology, neuroscience, etc.

The human brain is the major “organ of the body” that functions as the nervous
system’s coordinating centre [2]. In a human body, the brain is the most powerful
organ. Electroencephalogram (EEG) can be used to analyse brain wave activity
signals. The brain’s EEG signal is frequently used to diagnose various types of
brain activity.

One of the popular techniques is meditation which uses simple methods of mental
and body training. Meditation is a method of training attention and awareness, as well
as achieving a cognitively clear, emotionally peaceful, and stable state, by employing
techniques such as mindfulness or focusing the mind on a specific object. The benefits
of meditations are to reduce stress, depression, and pain. Since ancient times, medi-
tation has been used as a normal procedure in alternative medicine to help people live
stress-free lives. Many considered that Yoga is a variety of meditation. Yoga is about
directing one’s mind and using its capacity to monitor one’s body. The technique of
meditation entails a deliberate tranquillity of the mind by the dissociation of ideas
that focus on someone’s own breathing. Meditation has been shown to have a wide
range of beneficial advantages for the human brain. In the human body, the outcome
of mental stress can be classified in a variety of ways. The effects are shown in Fig. 1.

Stress Effects

|
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Fig. 1 General categorization of the outcome of mental stress on the human body [3]
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2 Connection Between Meditation and Stress

Meditation is the healthy way to reduce stress from human life. Meditation has been
shown to be quite helpful in the recovery of those suffering from various addictions.
Yoga and meditation are self-regulation techniques used to enhance health, mental
disease, stress management, and emotional regulation. In human’s body, the most
complex organ is the brain. Stress detection uses brain activity as an identifying
characteristic. In the study of the human brain, brain—computer interface (BCI) acts
as a vital job. Vidal proposed a brain—computer interface (BCI) that bypasses the
physiological motor output process and converts brain function that indicates the
subject’s intention into control signals for a device [4]. The outcome of medita-
tion on human brain is examined using various techniques. Various BCI technolo-
gies are used to study the brains which are electroencephalogram (EEG), functional
magnetic resonance imaging (fMRI), and positron emission tomography (PET). The
electroencephalogram signals generated in the brain are acquired and analysed via
BCI. Various researchers have been undertaken by exploring the influence of medita-
tion on psychophysiological constants utilising EEG in the current context [2, 5-7].
Monitoring electroencephalogram (EEG) via a brain—computer interface is proposed
for experimental investigations into the effects of meditation [8].

Electroencephalogram which is a standard test that is used to monitor the electrical
activity in the human brain can identify signals of brain waves activity [2]. During
meditation, oscillations in electroencephalogram (EEG) signal frequencies can be
used to map the electrical activity of the human brain. It is also possible to detect
potential problems with brain movement. Medical practitioners can use EEG brain-
wave signals to analyse the brain’s activity level, and different meditation techniques
can be used to improve mental fitness depending on the health state [6]. Meditation
has endless effects on the cognitive processes of the brain. EEG is a signal which is
being used to record mind responses in order to obtain the meditation effect on the
brain [9].

Electrodes are often put on a patient’s scalp in EEG to find out the electrical
activity of neurons in the cerebral cortex. EEG does not often record the job of single
neurons, but rather identifies the signals produced when groups of neurons are active
at the same moment. EEG gives a visual representation of electrical activity in the
brain as waves of changing frequency, amplitude, and shape. The most common
method for identifying neurological disorders is to use EEG readings [10].

2.1 Brain Wave

Brain wave frequency is estimated in “Hz,” i.e. “cycles per second,” and it is separated
by distinct frequency bands, such as fast waves, moderate frequency waves, and
slow waves. As a result, the frequencies of the human brain are separated by distinct
bandwidths; various neural activities are described [11].
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Table 1 Classification of brain waves with frequency and state

Different waves | Frequency range | State EEG wave samples

Gamma More than 35 Hz | Gamma brain waves are thought to
be involved in conscious attention

Beta 13-35Hz Beta waves occur when a person is
in a state of heightened awareness

Alpha 8-13 Hz Alpha waves occur when a person
is temporarily inactive but alert

Theta 4-8 Hz When a repetitious task becomes
autonomous, requiring little or no
focus to execute, theta waves occur

<

Delta 0.5-4 Hz Delta waves occur when a person is

in deeply sleeping J
~

EEG waves in various mental states are as follows:

Gamma waves
Beta waves
Alpha waves
Theta waves
Delta waves.

oo o

The frequencies of various EEG are illustrated in Table 1.

3 EEG Analysis Process Before and After Meditation

The process of interpretation of EEG signals before and after meditation is generally
classified into 3 types. Figure 2 depicts the analytical procedure of EEG signals.

(a) Pre-processing: It refers to the removal of noise from the data to get closer to
the true neural signal in context of EEG data.

(b) Feature Extraction: Typically, feature extraction is calculated from the recorded
signal with the help of a “single electrode” or a “combination of electrodes™ [12].
For the analysis of EEG signals, a variety of feature extraction techniques are
used. Some of these methods include fast Fourier transform (FFT), eigenvector
methods (EMs), wavelet transform (WT), time—frequency distributions (TFDs),
auto-regressive method (ARM), and so on.

(c) Classification: By collecting information from EEG data, a classification system
can help forecast the approximate aspects of a subject’s mental state. It is the
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During Meditation, EEG Signals
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Fig. 2 Classification of EEG [6]

process of identifying and classifying signals into different classes. Machine
learning-based classification has the ability to accurately classify stress states
[1]. Some of these techniques include support vector machine (SVM), fuzzy
logic, artificial neural network (ANN), and so on.

Signal processing techniques help to advance the field of EEG analysis study.
EEG-based investigations often involve recording the physiological signals or brain
activity of different subject, extracting frequency domain, time domain, or combined
features from these signals and categorising the usable features into several categories

[6].

4 Comparative Analysis

The evaluation of related literature helps in gaining a better knowledge of the problem
and its key features, as well as avoiding duplication. The findings of different studies
and experiments encourage the investigator to give importance to useful projects in
the field of their studies, and they are able to avoid the past mistakes or defects in the
procedure. Having realised the importance of related studies, the investigators will
try their best to study the past literature which will be described here in brief.

There is existing research on the effects of meditation on EEG brain waves. This
study uses an EEG-based BCI to evaluate the impact of meditation by monitoring
brain waves before and after meditation.

In a recent study, an automatic real time of mental stress has been proposed by
using frontal lobe EEG. Support vector machine (SVM) and Naive Bayer’s (NB)
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classifiers are used for detection of mental stress. Amplitude asymmetry, relative
power, coherence, absolute power, and phase lag are the key properties retrieved from
the recorded EEG signals [3, 13, 14]. Attallah [1] proposed a study for mental state
detection using minimum number of fontal brain electrodes. Hybrid feature sets have
introduced to detect non-stress and stress state. Principal component analysis (PCA)
has been used for feature extraction. Three classifiers such as linear discriminant
analysis (LDA), support vector machine (SVM), and K-nearest neighbour (K-NN)
have been used to classify the non-stress and stress state. The performance of mental
stress detection system is frequently improved by reducing feature space. K-NN and
SVM have produced highest accuracies than LDA in their studies.

In [10], discreet wearable gadgets and smart phones were employed to detect
stress levels in daily life without annoying the human beings. Alpha wave activities
are associated with a peaceful and balanced state of mind, as well as a reduction in
stressful situations. HeartMath is a stress relieving smartphone app used in their study.
To increase their stress detection accuracy, researchers used multimodal measures.

The influence of concentration (meditation) on emotional reaction is examined
using EEG in [12]. Emotion-specific EEG traits include asymmetry of band power
which is theta, alpha, and beta as well as Hjorth features. To explore emotional
reaction, researchers used the wireless EMOTIV + EPOC collection system. The
study uses EEG data collected from “eight brain regions” such as F3, F4, T7, T8,
P17, P8, O1, and O2 while individuals are exposed to various emotions. The recorded
signal of a single electrode or a group of electrodes is usually used to calculate
features. The asymmetry of the frequency domain band power and the time domain
Hjorth pattern were calculated in their study.

Epilepsy is one of the most widespread neurological diseases that affect people
over the world. The recording of electroencephalography (EEG) is a non-invasive
method for monitoring and diagnosing epilepsy [15]. The approach is intended to
be used as a binary classifier. EEG data are used to detect seizures. Researcher
proposed convolutional neural networks (CNNs) feature extraction techniques in
their study [16—18]. They compared their approach against other classifiers in terms
of accuracy, sensitivity, specificity and came up with a score of 98.65% accuracy,
96.29% sensitivity, and 99.25% specificity.

Another investigation shows that during the constant practice of Yoga and Sudar-
shan Kriya, the EEG signals were recorded in pre- and post-studies [7]. Statistical
parameters such as standard deviation, kurtosis, variance, maximum, minimum, and
zero crossing have been calculated from each sub-band using discrete wavelet trans-
form (DWT) and db4 wavelet for analysis in their study. They have used Kruskal—
Wallis statistical method for validating the obtained parameters. Statistical parame-
ters were used to categorise subjects as meditators or non-meditators using an arti-
ficial neural network (ANN). Their method achieved 87.2% classification accuracy
in the experiments.

In another study [19], the researchers looked at electrophysiological signals
captured during a concentration task to see how regular meditation training affected
them. Training classes were held in a “NOVA School of Science and Technology”
classroom that provided a calm, airy, and natural light atmosphere between 5:00 and
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7:30 p.m. during their research. Band-pass filtering the obtained EEG data between
5 and 30 Hz was done with a 4th-order Butterworth filter. There was a lot of consis-
tency between the self-assessment and the physiological data, they found. In both
cases, there are strong signs that performing meditation on a regular basis helps to
reduce depression, stress, and anxiety.

The data have been collected using detachable electrodes and connecting leads
from the Biopac MP36 recording equipment in [9]. In their research, they applied
the discrete wavelet transform. FFT has been used to calculate the power spectrum
density. The power spectrum has been used to determine a variety of statistical
features. Then, using power spectrum density analysis, the results of the two groups
(meditators and non-meditators) have been compared.

There is a comparative analysis of different articles focusing on the impact of
EEG signals on the human brain given in Table 2.

5 Proposed Methodology

Meditation has significant impacts on brain activity, as seen by alterations in alpha,
beta, and theta brain waves linked to improved memory, insight, mind-set, and anxiety
reduction. We may be able to design a mechanism in the future that allows us to
generate such a vibration that can significantly impact the frequencies in the EEG
waves. The prospective future research might also look towards a periodic analysis
on the impact of meditation with more subjects, as well as classification using other
methods (SVM and K-NN) that include peripheral physiological factors. Meditation
training therapies in neurological disorders populations should be the focus of future
study.

6 Conclusion

Medical practitioners can use EEG brain wave signals to analyse the exercise levels
of the brain, and depending on the health situation, different meditation methods can
be used to improve mental fitness. From the preceding extensive review, it has been
observed that most of the earliest studies focus on the impact of meditation and Yoga
on mental stress on human body like brain, heart, stomach, lungs, and bones and
so on. Only, few studies have covered on effect of mindfulness meditation on brain
wave activities; but, even these studies have focused on only one or two areas like
stress, emotion. In the present study, an attempt has been made to provide an impact
of EEG signals on human brain before and after meditation. This research focused
on the most recent developments in the extraction and identification of human brain
activity patterns during meditation. This is a research report; therefore, we clearly
ascertain how it can aid in strengthening a person’s mental health and making him
tension-free after meditation.
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COVID-19 Detection and Classification )
Method Based on Machine Learning i
and Image Processing

Inderpal Singh and Priyanka Chawla

Abstract According to WHO, the 2019 new coronavirus outbreak was declared
a pandemic in March 2020, and COVID-19 was declared a worldwide epidemic
in March 2020. Coronavirus continues to be the most significant cause of death
worldwide today. Because the number of cases is increasing every day, emergency
clinics have fixed COVID-19 test units. Also, among the various promising research
fields, medical images analysis is a field that offers diagnosis facilities and helps in
decision-making for multiple diseases, including coronavirus. In the present COVID-
19 pandemic, the main challenges include non-COVID-19 cases accurate separation
in the early stages of the disease and at the lowest cost and COVID-19 positive
issues early detection and diagnosis. Regarding this particular disease’s novelty,
radiological image-based diagnostic methods show some limitations despite their
several useful applications in diagnostic centers. This study provides a classification
based on various imaging modalities like CT scans and X-ray images. It is shown
by some studies that in COVID-19 patients, CT scan had a higher sensitivity. Thus,
it has been suggested that a CT scan can assist the COVID-19 diagnosis.
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1 Introduction

1.1 Background

A Chinese doctor from Wuhan, China, discovered a coronavirus sickness in
December 2019, which quickly spread over the world. The researchers named the
virus as CoV because the shape of these viruses was identical to the solar corona
when checked under the electron microscopes. In December 2019, it was reported for
the first time that the COVID-19 virus had infected a man in China. Since then, the
COVID-19 has spread around the globe like wildfire, with a presence in 213 nations
[1]. COVID-19 itself is proving to be a complex disease. It is able to emerge in
different forms and levels of severity and can be the cause of organ failure and death,
ranging from mild to severe, i.e., from light, self-limiting respiratory tract disease to
serious progressive pneumonia, breakdown of multi-organs, and death. The rise in
this pandemic, the steady increase in the number of confirmed patients, patients who
experienced a serious respiratory breakdown and cardiovascular problems are all a
big reason to be worried regarding the effects of this virus. Much attention is being
given to determine the suitable methods to reach a solution for the problems caused
by COVID-19. Even so, the researchers and decision-makers have to face another
major problem, i.e., the big data caused by increasing numbers of date during the
process of fighting and eliminating this deadly virus [2].

According to a WHO study, the total number of patient afflicted by COVID-19 in
the world was 131,837,512 by April 7,2021, with a death rate of 2,862,664. In light of
COVID-19’s growing global influence, a variety of initiatives are being made to find
remedies to combat its effects. To stop the global pandemic, governments’ actions
are primarily responsible. For instance, securing a specific area in order to prevent
the spread of infection and to ensure that the medical system is capable of dealing
with the outburst, delivering the emergency packages to reduce the effects on the
economy and people of the nation and adopting adaptable measures in accordance
with the COVID-19 situation. On the contrary, research and developments related
to COVID-19 are now on priority and have gained specific interest from different
stakeholders such as government, industry, and educational institutions. For example,
global supply chain, this includes feasibility, consistency, robustness, and strength
when considering many supply chains [3]. Apart from this, control and prevention of
infection include hand hygiene, keeping a physical distance of at least one meter with
others, avoid touching the isolation and informing the recent symptoms to the local
medical center. These steps, used combined, are critical for preventing SARS-COV-2
transmission from person to person [4].

The quick breakdown of SARS-CoV-2 has resulted in shortage of clinical devices.
Along with the scarcity of masks and ventilators, the testing capacity for the virus
has been badly restricted worldwide. Thus, the testing of the suspects and medical
personnel was being done on a priority basis. Although to hold the pandemic, thor-
ough testing and diagnosis play an important role. Countries that have been successful
in the massive testing of suspects and joint monitoring of virus-affected citizens have
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succeeded in controlling this SARS-CoV-2 virus. For the majority of the countries, the
inadequate capability of testing has led to the demand for alternate techniques to diag-
nose the COVID-19. Besides, the reliability of the present lab tests. The swab methods
as well as the location have a big impact on RTPCR [5]. This global pandemic has put
the human population in jeopardy and necessitates immediate action. COVID-19’s
epidemic has encouraged researchers to provide front-line workers, such as medical
personnel, with cutting-edge studies for reduction, diagnosis, and prevention.

The researchers have considered coming up with plans for limiting the emergency,
and which can also help in the prevention of such epidemics in future. In addition to
health science researchers as well as virology experts, scientists assisted with digital
techniques have faced the epidemic with novel techniques. For the battle against
COVID-19, two important scientific societies assisted by digital techniques can be
recognized. In this regard, the largest digital efforts for the finding of COVID-19
utilizing computed tomography and X-ray pictures have come from the AI commu-
nity. In addition to these two scientific societies, more attempts are being done to
analyze the societal and emotional conduct using social media, collection of scholar
articles for the know-how discovery, diagnosis of COVID-19 from collecting the
sample of coughing, and automatic contact tracking [6].

1.2 Role of Al in Diagnosis of COVID-19

Machine learning is based on the premise that a system should be able to self-
learn and adapt to a variety of real-world occurrences without requiring external
programming. Standard programming languages such as Python and R are used in
machine learning models for this purpose. The availability of open-source data is
the most significant barrier to machine learning application. If all of society’s data
is available, machine learning technologies can aid in the fight against COVID-19.
The machine learning technique is based on the premise of diagnosing COVID-
19 with CT scans and X-rays in order to alleviate the load created by a lack of
RTPCR test kits. Reports on statistical and epidemiological study of COVID-19
instances can be utilized to determine the relationship between man’s movement and
viral dissemination. Besides, social media data mining can produce an analysis of
sentiment and socio-economic for policymakers in the present epidemic. Hence, to
assist the scientific efforts, there is the necessity to collect a new data set related to
the man’s mobility, epidemiology, behavior as well as radiology.

The realization is important that the pandemic has reached its peak due to which
the medical facilities are exhausting. With the increasing number of patients, the
emergency services, ICU, have been extended away from their normal facility. In
such emergency, there is the need to make quick choices by the medical care providers
as well as by the family members of the patient with the little information. The early
stages of COVID-19 infection are characterized by little or no symptoms, but then
quickly progresses to make the patient exceptionally serious and can lead toward
the deadly results due to the failure of multiple organs. The aim is to use this little
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information and resources to control the sudden degradation and detection of the
infection as quickly as possible.

The COVID-19 detection technique based on automated CT scan techniques deals
with the training of the learning prototype by the use of existed CT scan data sets
that includes the labeled pictures COVID-19-positive and COVID-19-negative cases.
Furthermore, samples from both healthy and infected people are required for the
diagnosis of COVID-19 from cough in order to understand and distinguish the char-
acteristics of an infected individual from those of a healthy human. As a result, it is
critical to provide open-source information and methodologies for the industry.

(a) Researchers worldwide can improve and vary the existed work to restrict the
universal pandemic.

(b) Researchers have validated the existed methods for accuracy all over the world
before implementing it in real world.

(c) In society-oriented research and development, researchers collaborated to
collect data sets and improve the operation of AI/ML algorithms.

1.3 COVID-19 Medical Image Processing

Over few decades, advancement in medical science has greatly altered medical care
helping doctors in the identification and treatment of illness more accurately. Doctors
like any other human being are vulnerable to errors. A doctor’s academic qualifica-
tions are determined not just by their intellect level, but also by how they address
patients’ problems. This mixture appeals to such vast varieties for health outcomes,
and in this respect, machine learning is one of the best options for the improvement
in the efficiency of a doctor to diagnose and in the treatment of patients. The efficacy
of machine learning algorithm relies on different kinds of extracted characteris-
tics and depiction of information. There are two prime concerns faced by machine
learning algorithms, i.e., being efficient to scan each data set with high dimensionality
and learning of the prototype to identify the suitable task. In predicting the illness
precisely, the deep learning method is widely used. In the medical care world, the
uses of deep learning methods have proposed new breakthrough. Multiple sources
of healthcare information in the actual world comprise MRI, X-ray, positron emis-
sion tomography, and CT scan, which has introduced doctors to the massive amount
of data. In image processing as well as analysis, the CNN algorithm is preferably
used. After the sudden outburst of COVID-19, many studies have been done on
processing the information correlated deep learning algorithms, particularly CNN.
These studies have mostly focused on using various algorithms and deep learning
methods to recognize and discriminate COVID-19.
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1.4 COVID-19 Radiology Image Analysis Using Deep
Learning

Image-based diagnosis approaches have played a critical role in the screening of
infected cases during this pandemic. One of the most important radiological proce-
dures for detecting and diagnosing COVID-19 is a positron emission tomography
(PET) scan, CXR, or computed tomography scan. Radiological pictures with deep
learning are evaluated around two general concepts: “identification” and “diagnosis”
for the detection of COVID-19.

1.4.1 X-ray Image

For the analysis of COVID-19, the first approach was the X-ray method, and also
it has benefits such as cheap as well as has a lower risk from radiation to humans.
COVID-19 detection with X-ray is a difficult process. Because the white patches
containing water and pus are very long and intricate, the radiologist should pay close
attention to detect them.

The medical professionals can access X-ray as a feasible symptomatic proce-
dure for instant and rapid detection of COVID-19 to complement present diagnosis
and symptomatic procedures. In the fight against SARS-nCOV-2, a variety of other
cutting-edge algorithms are being utilized to improve CXR image results. Because
X-rays have a high rate of inaccuracy, CT scans could be utilized to get a more precise
diagnosis [7].

1.4.2 Computed Tomography (CT) Scan

If comparing a conventional X-ray scan with computed tomography scan, the image
acquired by computed tomography can obtain a more accurate and improved image
of the chest. But, for patients, CT scan is substantially more expensive as compared
to X-ray. During CT scan analysis, numerous slices from every suspected human
are provided. To detect COVID-19, physicians and radiologists have to deal with a
huge number of CT scan images. The contagion instigates a wide range of computed
tomography scan imaging findings, usually ground-glass opacities as well as lung
periphery consolidations.

For the analysis of COVID-19, the sensitivity of chest CT has been observed to
be considerably higher as well as it can happen earlier a positive viral lab test. As a
result, in pandemic areas where the basic medical system is under strain, hospitals
with large admissions use computed tomography for fast assessment of patients with
possible COVID-19 sickness.

Chest CT is important in estimating COVID-19 patients with significant and
complicated respiratory symptoms. On the bases of these computed tomography
scan images, it can be possibly assesses whether the lungs are affected severely, and
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Fig. 1 Day 5 after COVID-19 symptom, day 15 after COVID-19 symptom, and day 20 after
COVID-19 symptom

how the disease of a person is progressing which will be useful in making healthcare
choices. Figure 1 indicated few samples of CT scan images:

Although, the two words, i.e., diagnosis and detection, are being used indiffer-
ently in the world of healthcare image analysis. In healthcare textbooks, finding is
believed to be an introduction to diagnosis. Likewise, these two words vary medically
in the context of COVID-19 where detection is defined as the COVID-19 infected
cases over non-COVID-19. This implies that for the non-COVID-19 patients, there
is no available data about the disorders; this population can have a distinct variety of
bacterial pneumonia, viral, or any other group of coronavirus disorder but no COVID-
19. The term diagnosis is defined to separate COVID-19 from other contagious lung
disorders, for instance, different kinds of lungs diseases. The term diagnosis is signif-
icant for the groups where the other disorders are predetermined, and COVID-19 can
be differentiated certainly from different kinds of pneumonia or other coronaviruses.
Most of the researchers and doctors have relied on simple radiographic images or
X-rays for COVID-19 diagnosis. Still, these images lacked the required resolution
to diagnose the COVID-19 accurately and have many drawbacks.

This is why artificial intelligence researchers used deep learning as an efficient
tool to assist medical specialists to enhance the diagnostic of COVID-19. Based on
the nature of DL in extracting the characteristics of the images, the said technology is
efficient in the detection of COVID-19 patient as well as in the extraction of infected
lung tissues; a lot of studies have used different types of DL methods for the analysis
of these images. Although there is advancement in the detection and diagnosis of
COVID-19 using deep learning algorithms, the major disadvantage of this method is
the shortage of required devices or tools for the diagnosis of COVID-19 throughout
the healthcare and diagnostic centers. Moreover, several COVID-19 patients need
many CT scan images of their chest. Radiation exposure to the patients can cause
severe issues during computed tomography scan.
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1.5 Research Aim

The loss of life was the most devastating aspect of the epidemic, [6, 8] but the
implications in the aftermath were just as bad: survivors’ psychological well-being
and the socio-economic fallout were both extremely unpleasant. Early detection and
isolation of patients are the most effective strategy to stop the spread of COVID-19.
The project’s major goal is to detect the COVID-19 virus early on in order to decrease
human-to-human transmission, enhance testing rates, and deliver accurate results.
A number of methods are available that can detect COVID-19 at early stages and
prevent the loss of life. Out of all the technique available, the main focus of this paper
is on DL because of its self-learning ability in which CT scan is used to detect the
COVID-19 in a fast and effective way. A literature survey is conducted in which a
number of techniques proposed by various researchers are reviewed and analyzed.
These techniques had some drawbacks such as poor image quality, high error rate,
time consuming, etc., that need to be addressed. The motivation behind this study
is to reduce or eliminate the above-mentioned problems of traditional techniques.
By eliminating these problems, the accuracy and efficiency can be achieved in early
detection of COVID-19, which ultimately will increase the testing speed and can
reduce the transmission of COVID-19.

2 Literature Survey

In this section, related work and research gaps have been discussed. Table 1 shows
the related work in the field.

2.1 Research Gaps

1. Images obtained from X-rays machines, CT scans, etc., mostly get affected due
to machine noise, which gives blurry vision and loss of information in the image.
This could lead the degradation of models and application those are utilizing the
feature for any specific task. Very few researches have been done to eliminate
these noises from images.

2. Feature extractions are key step for any classification or prediction model in
any research domain. Efficient features help in understanding the patterns and
improve the detection rate. In COVID-19 detection system especially where
medical images are used to detect the disease, feature extraction models are
playing important role for early detection. Current feature extraction models are
mostly in transformation-based. Further work can be done in improving these
techniques by collaborating the features of multiple models.
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Table 1 Brief study of various current COVID-19 detection systems

Author’s name

Publishing year

Description

Ciotti et al. [9]

2020

Suggested a novel 3D CNN to concentrate on
in-fiction areas in the lungs while making
decisions regarding COVID-19 diagnosis

Shuja et al. [1]

2020

Suggested new method COVID-19 lung
infection segmentation based on DL to detect
automatically the factoring in chest CT images
obtained

Arellano and Ramos [2]

2020

Developed a model that was based on weakly
supervised DL method in order to identify and
categorize COVID-19 from CT pictures

Ozsahin et al. [3]

2020

Used the HMM as well as the Viterbi algorithm
and recommended an efficient unsupervised
technique for identifying and localizing the
pleural line in LUS images

Singh et al. [4]

2020

They suggested a reliable method to detect
COVID-19 pneumonia through digital CXR
images by applying pre-trained deep learning
techniques, thus optimizing detection rate

Imran et al. [5]

2020

When one class unexpectedly outweighs the
other, an activation function based on GEV
distribution outperforms the traditional sigmoid
activation function

Elsayed Abd Elaziz et al. [6]

2020

Proposed a unique joint learning technique to
identify COVID-19 in which heterogeneous
data sets along with distribution discrepancy
for learning purpose were used

Wang et al. [8]

2020

Suggested a chest radiograph classification
(DL-CRC) method based on effective DL
technique to precisely make different corona
cases from other normal and abnormal cases

Lietal. [7]

2020

The authors demonstrated that a set of
DL-based algorithms might be trained on a
broad multinational cohort of patients to
optimize parietal lung parenchyma together
with COVID-19 pneumonia categorization

Hussain et al. [10]

2020

Tackled the cough issue in the respiratory
system by comparing alterations of path
morphological that were caused by the
infections of COVID-19 while comparing other
respiratory infections

(continued)
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Table 1 (continued)

Author’s name Publishing year | Description

Mishra et al. [11] 2020 This paper proposed a new technique based on
machine learning to identify images of chest
X-rays in two subgroups: non-COVID-19
people and COVID-19 patients. Fractional
multichannel exponent is a new fractional
component. Characteristics from chest X-ray
pictures were extracted using moments

Patel et al. [12] 2020 To fight against COVID-19, the major focus
was on regions that utilized cloud computing
oriented with artificial intelligence to overcome
challenges that were faced by various
researchers and practitioners while dealing
with big data of COVID-19

Dash et al. [13] 2020 The authors of this paper utilized an Al-based
algorithm to combine clinical symptoms with
chest computed tomography findings, infection
history, and laboratory testing. 46.3% of 905
patients were COVID-19 tested positive

3. With the use of classifiers such as GAN, LTMS, and ELM, the accuracy of
detecting COVID-19 at early stages is almost 80%. Therefore, using or devel-
oping an advanced classifier in future, techniques are recommended for achieving
high accuracy.

4. The multimode techniques for extracting features from images at various levels
yield high accuracy in detecting COVID-19. However, not much work has been
done in this field.

5. Very few studies are available on classifying different stages of COVID-19; most
of the works are only on detection either the suspect is patient or normal. If stages-
oriented models can be designed, the medical treatment or related measures at
those stages can save the patient for getting severe disease.

6. It has been seen that recently, researchers have focused on the deep learning, as
these systems were able to detect COVID-19 automatically in fast and effective
way. Therefore, analyzing current DL techniques and improving their perfor-
mance may help in detecting COVID-19 at early stages that can save human
life.

3 Proposed Work

The main contribution of the proposed research will be focused on providing a
classifier and detection model for detecting COVID-19 in early stages, so that the
necessary diagnostic measure can be taken, and life of the patient can be saved.
To achieve this, proposed model would focus on three different phases of detection
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approach. The very first phase will be working on proposing a pre-processing model
for medical images.

As using various machines, it captures the medical images; therefore, these images
get affected by noise or some light related issues. Therefore, the proposed model will
be capable to handle these issues and refine the image quality before passing it to
leaning network.

The next phase of the research will be focused on providing a segmentation
approach that can easily extract the virus-affected region from whole image. Finally,
the proposed study will provide a deep learning algorithm’s architecture that is
expected to be improved with respect to currently available systems.

The suggested method’s layers and feature learning strategy will be designed in
such a way that the COVID-19 can be detected quickly and accurately.

Other main contribution of the proposed study will be focused on classifying the
COVID-19 at different stages; most of the current systems are only detecting the
positive or negative class of the input. But in proposed model, various stages of the
COVID-19 will also be taken into consideration so that the patient can be detected
in early stages, and their life can be saved. The tentative design of the model is as
shown in Fig. 2: The suggested COVID-19 detection system’s tentative architecture
diagram is shown in Fig. 2.

1. In the first stage, the images are gathered from the data sets that are available
online on few government official sites or research Websites (Example, Kaggle,
UCI machine learning, etc.)

2. Theseimages are then analyzed and processed in the next stage in order to remove
the unwanted noises present in the image, which produces blurred vision. The
contrast of the images is can also be enhanced by using the filtering techniques
to increase image quality.

Deep learning Architecture

Input > Network layer

y

Training

Image pre-

Medical iMAZES i eceiniie >

Performance ¢ Classification
analysis

Fig. 2 Block diagram of COVID-9 detection in DL system
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The images are then passed to the proposed deep learning architecture in which
the enhanced images act as an input for the system. These images are then
processed at different layers of the network includes feature extraction, weights
generation (in such a way that maximum information can be obtained from the
processed image), training of network, etc.

The model trains itself with the information obtained from the images. Finally,
classification is done in which the proposed system will detect whether the person
is COVID positive or not.

On the basis of this detection, the performance of the model will be analyzed to
validate its efficiency in determining COVID-19 at early stages.

Conclusion

Since the pandemic, COVID-19 has been widely spread throughout the world,
resulting in an exponential increase in the number of cases. To avoid the healthcare
system becoming overburdened, a method that aids in disease diagnosis in individ-
uals must be developed, and it must be both quick and inexpensive. For radiologists,
employing these imaging modalities approaches in COVID-19 diagnostic decision-
making is a key tool for reducing human error as well as assisting them in making
choices at disease’s peak and in critical conditions.
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Optimal Convolutional Neural Network )
Model for Early Detection of Lung L
Cancer on CT Images

Dugyala Vignesh kumar, Guttula Nookaraju, T. Sreeja Reddy,
B. S. Panigrahi, and S. N. Mohanty

Abstract Lung cancer diagnosis and prediction in the earliest stage of the disease
can be extremely helpful to improve the survival rate of patients, but diagnosing
cancer is one of the most challenging tasks for a radiologist. In this paper, we propose
that convolutional neural networks (CNNs) can effectively detect and predict lung
cancer. The design of model has 8 layers in which one is input layer and two conv
layers and a ReLU, max-pooling to extract features and a fully connected layer which
has sigmoid activation function which in terms connected to 1 neuron which is an
output layer. This ouput layer is responsible for classifying the image in to a benign
or malignant nodules. We have acquired the dataset from Kaggle having 1097 cases
which can be passed as input data for input layer. A 2D set of resampled images with
64 * 64 pixels of size which are rotated, scaled, and randomly translated images is
generated as input samples.

Keywords Convolutional neural networks (CNNs) - Max-pooling *
Rectified linear unit (ReLU)

1 Introduction and Background

Cancer is a condition when cells grow out of control. Cells in any part of the body
are prone to cancer and have the tendency to easily spread to surrounding tissues
and organs. Lung cancer is generally recognized with name carcinoma. It is defined
by a peculiar developement in cells. Carcinoma is the cause of high cancer-related
death rate. This process can be unqualified, but eventually spontaneous to deliberate.
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When left untreated or undiagnosed, cancer can become deadly by time and might
be fatal to the person.A carcinoma is a type of cancer that begins in the cells that line
the skin or an organ such as the lungs or kidneys. Cancers of the lungs are classified
as small-cell lung carcinoma or non small-cell lung carcinoma.

Cancer is generally a genetic disease, which does not exclude it from being caused
by external affiliations. It is more in relation to the changes that are associated to
the gene of the body that might even be caused due to certain stimulations the
body responds to, which might alter the cell behavior, especially how they divide.
However, most lung cancers are not genetically inherited diseases, although there
is a genetic component determining this pathological tendency. The primary cause
of lung cancer is smoking. The occurrence of cancer in a few cases was found in
people with no smoking history but with symptoms of exposure to air pollution,
secondary smoking, and some toxic gases. Before, the twelfth-century occurrence
of lung cancer was very rare. But comparing the stats, it is usually caused due to
exposure to polutant chemical air, in many forms. Like any other cancer, early stage
diagnosis is very important to treat lung cancer. The X-ray image of lungs can show
the abnormal growth of cells in lungs due to cancer. Cancer can also be detected by
sputum cytology, a method of analyzing the subject’s sputum to identify the affected
cells. Biopsy is another method of collecting a tissue sample from the suspected area
and running tests to determine the possibility. Each of these methods have different
accuracy rates, based on the stage of cancer.

In conventional method of detection of lung cancer, we are using radio graph
techniques and computed tomography (CT). We can achieve better results using
CTscan compared to a normal X-ray because in CTscan, we use a computer and
an X-ray to visualize the lungs. Using CTscan, doctors can visualize the lungs in
different angles since it gives the clear image compared to a normal one. In this
study, 20 lungs images samples have been taken into consideration. Thus, the study
could help in the early detection of lung cancer with greater accuracy.

1.1 Literature Survey

The project proposed here uses an ML model with convolutional neural networks that
emphasize the method of utilizing filtering features to initialize a cognitive method-
ology for faster decision-making and accuracy. Several other methods involving but
not limiting to identification of the case follow similar approach with a little or no
directive process. Predicting optimal subset of genes is a systematic procedure of
analyzing gene microarray of expression data to predict the most probable cancer
causing agent. While several classification techniques like multi-layer perceptron
and random subspace are compatible with various subset of attributes, the precision
recall value of sequential minimal optimization (SMO) is much better. Also, sup-
port vector machine (SVM) classifier is used for multi-stage classification for the
detection. However, other methods like electrical impedence tomography proved to
be superficially better at understanding the cancer development by visualizing the
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respiratory system. Around the exact idea of promoting the salient feature extraction
and classification, though biomedical methods have near field monitoring and direct
analysis, using CNN and machine learning to analyze the possibility of cancer devel-
opment can be considered as an early stage of developing a sustained diagnosis. Other
existing procedures are time consuming, and relying solely on them is waling on a
thin line especially where time is a deciding factor. CNN algorithm works on various
layers of classification which involves various criteria like max-pooling and ReLU
over various stages. While biopsy methods are still proven to be most used, deep
learning models are have high success rate since they work in a hierarchy. Descrip-
tors like GLCM, MPLNN, and DT help in propagating the further ML structure to
maximum accuracy possible after filtering. Cancer prediction using CNN follows
image processing with segmentation and multiple channeling where the data is used
to train the model, and then, the features are extracted using CNN. The extracted
data is compared and validated after classification, thus predicting the cancer.

The factor of achieving the required verification through deep prognosis is dif-
ferent in various methods of justification and imaging techniques. Although certain
demographics suggest the importance of the area of analysis using MRI or CT, the
concrete results are always varied based on the topology. Studies show that sensitivity
of positive prediction through CT and MRI is exclusively higher than biopsies, thus
identifying the structural value with image sourcing through CT helps the classifier
machine acquire high initial predictive discrimination followed up by constructive
feature extraction for accurate classification. The different image processing tech-
niques employed through GLCM after de-noising takes minimum time to produce
the result (Figs. 1 and 2).

2 Proposed Model and Method

2.1 Model Development Using CNN

In our study, we are using convolutional neural network algorithm which applies
gradient descent for training the model [1, 2]. CNNs are widely used for classifying
two-dimensional structure like images and that is why CNNs are treated as most
powerful algorithms. Mostly, CNN algorithms are called as end-to-end algorithms
which contains various sub-sampling, pooling and convolutional layers which are
all connected to a final layer which is fully connected [3]. Firstly images of size of
64 x 64 pixels are given as input for the input layer. We can see the architecture of
CNN and training process of the algorithm in Fig. 3. The CNN architecture has 6
layers in total: The primary layer is the input layer, the last layer is called as output
layer, layer two and four are called as convolutional layers, and layer three and layer
five are sub-sampling layers made of max-pooling layers and ReL U activation [4].
We use batch normalization for feature extraction, and the output layer is made up
of sigmoid activation which is connected to one neuron. This output layer classifies
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Fig. 1 Architecture of CNN algorithm
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Fig. 2 Activation diagram

the image in to benign tumor or malignant tumor which are the categories of classes
available to classify. In convolution layers, we extract the features by preserving
spacial relationships of the pixels of the input images which in turn reduces the size
of the images and at the same time preserving the features of the images which
helps in reducing the computation cost. To be most specific on the design of the
CNN, the 2nd layer has 32 feature maps with 3 x 3 dimensions, which is followed
by max-pooling layer of 2 x 2 pixels [5, 6]. Down-sampling for the convolved
image is performed by the pooling layer. With the help of max-pooling layer, we
can reduce the dimensions of the image by preserving the features which in turn
reduces the computational cost. And at last, the output layer has 1 x 1 matrices with
sigmoid function having which has one neuron and that is responsible for matching
the output to the available categories (benign, malignant). In turn, each and every
neuron receives linear combinations of input from its corresponding neurons, with
weights and biases based on the prior layer’s input. Finally, the output layer computes
the probability of strength based on the data from the prior layer.
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Fig. 3 Training process of Input Image
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2.2 Methodology

Dataset Collection

We have collected the dataset from Kaagle. The data in the dataset is gathered from
a hospital with in a span of 3 months. This dataset contains the lung CT scan images
of different patients which were diagnoised from lung cancer in benign or malignant
stages. This dataset has a total of 1100 CT scan images which are from slices of
105 cases. The cases are divided into two categories: benign and malignant. Thirty
five cases are malignant, and seventy are benign. We de-identified all images before
analyzing them. A scan consists of several slices. There is a range of 70-110 slices,
with each slice representing a different side or angle of a human chest.

Preprocessing of Image

In the process of training a model, the first step we do is preprocessing. It is like
cleaning the data such that there will not be any corner cases which breaks our
model. Preprocessing makes our model robust by making it to accept the data of any
dimensionality. Few preprocessing techniques we have implemented are checking
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for the false data and remove it, resizing and re-scaling the images to the desired
dimensions, and data augmentation for making the images of different views.

Image Resizing

Every image which is given as an input image to the convolutional neural network
must be resized to a specific dimensionality which can be done using image resizing.
Image resizing is one of the crucial preprocessing techniques. We can resize the
images in two different approaches by down-scaling the images and by cropping
the borders. In the second approach, we may end up losing the border data which
can become the crucial features of the image. In the first approach also, we may
end up getting the deformed images. But deformed images are mostly a reasonable
choice than cropped images. So, the first approach is more feasible for most of the
applications. Here, we get the deformed images, and we are not at the risk of loosing
the patterns or border features. Here, we are performing re-scaling and resizing to
make input image match with the desired dimensions of model.

Data Augmentation

To avoid overfitting, CNN requires large data. Overfitting happens when a model
gives better accuracy on training data but gives least accuracy on test data. This
may happen due to less quantity of training data. Data augmentation is a technique
which prevents overfitting, and it helps in generating new lung CT images from the
data what we have by applying certain mathematical functions. In this model, every
image is transformed using zooming, rotation, and flipping. Horizontal axis flipping
is mostly used than vertical axis flipping. Usually, augmentation through rotation is
implemented by making the image rotate either left or right. We have implemented
the augmentation process with the help of the image generator of keras library.

3 Results

‘We made comparison between CNN and SVM algorithms. And we got the accuracy
difference of 2.5, CNN being the better one among two. We used 30, 20, and 10%
of images from the proposed dataset of 1100 images for testing purpose.

4 Scope

We made some observation to support future work

1. Though the end results, we acquired on the study were good, as we focused
on limited data with restricted count of algorithms. Hence, we can increase the
scope with a large volume of data could help in elevating the performance.
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Fig.4 Accuracy Classification

comparision between Algorithm No. of images for testin
diffeI;ent model based on the | ’ 9 J | Accuracy(%)
number testing images 359(30% images) 93.5
CNN 239(20% images) 92
119(10% images) 91
359(30% images) 91
SVM 239(20% images) 92
119(10% images) 915

2. A rather radical investigation on optimal input dimensions in deep learning
models can yield better accuracy.

3. Broadening the input dimension to 3D data feature and building the relevant
CNN model (Fig. 4).
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Lung Cancer Diagnosis Using Deep )
Convolutional Neural Network Gzt

Jasdeep Kaur Basra, Eshaan Gupta, Munish Saini, and Amit Chhabra

Abstract Lung cancer is a malignant tumor of the lungs that causes uncontrolled
cell development in the tissues, and it is the world’s most lethal cancer. The main aim
of our study is to predict lung cancer type and its severity using a two-dimensional
convolutional neural network (CNN). For achieving the objective, computed tomog-
raphy scans of different types of lung cancer (adenocarcinoma, large cell carcinoma,
squamous cell carcinoma) and healthy lungs were collected. Further, the improvisa-
tion of the CT scans was done using the Weiner filter. The improved images were
fed into the CNN model. Flask app is used to anticipate the type and the severity
of lung cancer for the validated images. The accuracy achieved by the CNN model
is above 90%. The accuracy achieved for different classes such as adenocarcinoma,
large cell carcinoma, squamous cell carcinoma, and healthy lungs is 90%, 92%, 91%,
and 92% respectively. Moreover, other metrics are included to evaluate our model
which involves precision, recall-measure scores, and the results are calculated as
0.99, 0.90, and 0.94 respectively. The usage of the flask app in prediction makes our
study real-time monitoring. Moreover, this study will help doctors in the diagnosis
of lung cancer in a fraction of seconds due to the usage of the flask app.

Keywords Lung cancer - Convolutional neural network (CNN) - Prediction -
Image improvisation

1 Introduction

A neoplasm or cancer is an irregular tissue mass that exceeds the growth of normal
tissue and is not synchronized with that of normal tissue and continues in the same
unrestricted manner after the factors that caused the change have ceased.! As reported
by the WHO, the most common cause of mortality is cancer in which liver, lung,
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stomach, colon, and breast cancer are some of the most common among the organ-
isms. It is mainly caused due to excessive cigarette smoking.” One of the leading
causes of death is lung cancer among males and females in the USA.?> Lung cancer
is mainly of two parts which consist of non-small cell lung cancer (NSCLC) and
small cell lung cancer (SCLC). NSCLC is sub-categorized into three main parts
such as adenocarcinoma, squamous cell carcinoma, and large cell carcinomaZ. Lung
cancer can be contained if the proper diagnosis is done at the early stages, and
the type of cancer is known beforehand. The present method of detection includes
computed tomography (CT) scanning of the chest which is the foundation of lung
cancer imaging, based on which further management is determined.* CT scan uses
X-rays making a detailed cross-sectional image of the body. It shows the type, size
of any type of lung cancer. This test also reveals the areas such as the adrenal gland,
liver, and brain which are affected due to the lung cancer spread.’

Traditionally, algorithms for image processing have been used to extract features
from images to distinguish between malignant and benign tumors [1]. For distinction
between malignant and benign tumors, a development of hand-designed features is
required from the images. In recent times, a deep convolutional network is used for
the analysis and classification of CT images which gives really promising results in
predicting lung cancer as it extracts features from the images automatically.

In this work, we have presented a two-dimensional CNN model to predict the
type and severity of lung cancer. To achieve our objective, 1200 CT scan images
of non-identical types of lung cancer were collected from the Kaggle and Google
images (freely available with common creative licensing).® Further, the prediction
is made using the flask app that is a Web application framework written in Python
in which the validated images are applied, and the prediction is made regarding the
type and the severity of the lung cancer. The usage of the flask app makes our study
real-time monitoring. Further, image improvisation is also dealt with in this work
which helps in achieving better results.

The main objectives of our work are summarized below:

1. To refine the quality of CT scans images depicting different types of lung cancer.
2. To classify lung cancer and its severity using a two-dimensional CNN.

The remaining paper is structured into various sections as follows. Section 2
presents the literature review done in the context of this domain. Section 3 describes
the detailed methodology opted to predict lung cancer. Sections 4 and 5 provide
the results and discussions, respectively, on the findings of the conducted study. We
conclude the paper with some ideas for future work in Sect. 6.

2 https://www.medicinenet.com/lung_cancer/article.html.

3 https://www.cancer.org/cancer/lung-cancer/about/what-is.html.

4 https://www.mayoclinic.org/diseases-conditions/lung-cancer/diagnosis-treatment/drc-20374627.
3 https://www.cancer.org/cancer/lung-cancer/detection-diagnosis-staging/how-diagnosed.html.

6 https://www.kaggle.com/mohamedhanyyy/chest-ctscan-images.
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2 Literature Review

Various systems have been implemented to detect various kinds of cancer, but still,
many of them have loopholes. One of the researchers has created an automated brain
tumor classification approach using full-slide digital pathology images [2]. Moreover,
a study investigated automatic classification from histopathological images of breast
cancer [3].

Furthermore, there exists a plethora of work being done to classify lung cancer
using machine learning algorithms. One of the studies has identified features
from chest X-ray images and used the notion of the neural network process of
backpropagation to enhance the accuracy [4].

One of the research implemented several machine learning methods on various
cancer-related data and deduced that the implementation of feature selection and
classification integration would deliver a promising result in cancer data analysis
[5]. Furthermore, the support vector machine (SVM) classification method is used to
detect nodules in lungs at an early stage [6]. Another study combined non-identical
computer-aided methods to identify the nodules in lungs using CT scans [7]. A
researcher has incorporated supervised learning such as a linear regression model,
vector machine support, and ANN and deduced that compared to other approaches,
SVM results in better accuracy of 96% [8]. The main drawback of these techniques
is that they need manual extraction of the feature, whereas the usage of CNN can
lead to automatic feature extraction.

Moreover, another study conducted a survey on the significance of the convolu-
tional neural network for lung module prediction with almost 90% accuracy [9]. A
computer-aided diagnostic procedure has been used in the study in which the process
of segmentation, identification, and staging for the categorization of CT lung cancer
images with greater precision is followed in three steps [ 10]. Moreover, research indi-
cated that C4.5 performs better with greater accuracy on the North Central Cancer
Treatment Group (NCCTG) lung cancer data and also predicted that C4.5 is a better
classifier with increased data on lung cancer training data [11].

In one of the studies, the researcher developed an algorithm based on CNN
and used staging fluorodeoxyglucose positron emission tomography (FDG-PET)/CT
pictures for differentiating lung cancer lesions as T1-T2 or T3-T4 [12]. The accuracy
of thee model resulted as 87%. Another study has used a 3D convolutional neural
network to automatically differentiate lung cancer, and the accuracy achieved in the
model was 69.7% [13].

A 3D CNN model has been used on data carrying details about the patients
suffering from lung cancer to identify nodules and also detects interest points using
U-Net architecture. The accuracy achieved by their model was 86.6% [14].

The studies mentioned above are using various machine learning algorithms which
include Naive Bayes, SVM, linear regression to detect lung cancer, but the main draw-
back of these methods it performs feature extraction manually which is overcome by
our study by using a convolutional neural network that performs feature extraction
from images automatically. Further, other studies have also used 3D CNN [14] for
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prediction of the lung cancer, but the main loophole of these studies is that it only
detects the nodules, whereas our research also specifies the lung cancer type and its
severity. Furthermore, our study is real-time monitored due to the usage of the flask
app as gives users the facility to upload the lung cancer CT scans and predict the
result.

Moreover, one of the studies [15] histology was predicted in early stage NSCLC
patients using CNN. The main concern of this study was to construct strong deep
learning-based radiomics models to help identify clinically significant histologic
subtypes in NSCLC without using invasive methods. The CNN was able to identify
tumor histology with AUC up to 0.71.

3 Methods

This section describes the data analysis and methodology (Fig. 1) opted to predict
lung cancer types and their severity.

3.1 Data Collection

For carrying out study, 1200 CT scans of lung cancer are collected from Kaggle.
Moreover, the retrieved dataset is open to access and can be downloaded freely.
Specifically, the dataset consisting of images targeting three types of chest cancers:
(a) adenocarcinoma, (b) large cell carcinoma, (c) squamous cell carcinoma, and 1

Data Gathering f Prediction \
' { Model Building

CNN for feature
extraction and model is
trained based on images
ineach
folder (classification)
Lay

Images Folder |
3 classes for lung
cancer, 1 class for
Healthy lungs)

l =

Output{Lung Cancer and
Severity Prediction)
OpenCV
Class Prediction

Pre processing
Reading images in a

folders in dataset folder
Rescaling the images

Fig. 1 Data analysis and methodology



Lung Cancer Diagnosis Using Deep Convolutional Neural Network 369

folder for the normal cell. Further, dataset is divided into 70% training set, 20%
testing set, and 10% validation set.

3.2 Pre-processing

The pre-processing of the images is performed using the image restoration tech-
nique. Image restoration removes noise and distorted images degraded by various
atmospheric defects. The technique opted in our study to cancel the disruption from
the images is the Weiner filter. This filter was presented by Norbert Wiener in 1940
and published in 1949. The main advantage of the Weiner filter is that it removes
additive noise and inverts blurriness simultaneously. The Wiener filter reduces the
mean square error between the anticipated process and the designated process. In
the inverse filtering and noise smoothing method, it minimizes the total mean square
error. Wiener filtering approximates the original image linearly. [16]. It is dependent
on statistical analysis.

The Wiener filters are distinguished by the following factors as discussed below:

1. Assumption: Stationary linear stochastic imaging and noise processes with
known spectral properties, as well as known autocorrelation and cross-correlation

2. Requirement: Physically, the filter must be feasible.

3. Performance criterion minimum mean square error (MMSE): It is commonly
used in the deconvolution method [17]. It is also common in use due to its speed
and simplicity. It is simple due to the usage of the linear equation in order to
determine the collection of optimum filter weights. Furthermore, it predicts cross-
correlation and covariance matrixes of noisy signals to quantify these weights
and produce a reasonable estimate of the unfiltered deterministic signal in the
presence of Gaussian noise. Afterward, the noise statistics are calculated which
are further used to calculate the optimum filter weights. This approach is efficient
when the distribution of noise is Gaussian. Moreover, its implementation requires
only a few computational steps that are very easy to process [18].

Weiner filter in the Fourier domain can be expressed as follows [19]:

H x (x, y) Py(x, y)

G(u,v) = 5
[H (x, y)I”Ps(x, y) + Pu(x, y)

Dividing the equation by P; makes the

Hx(x,y)
Gu,v) = 2, Py
[H(x, y)|I” + Piry)

where

H(x, y) = Degradation function.
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H*(x, y) = Complex of degradation function.
P, (x, y) = Power spectral density of noise.
P(x, y) = Power spectral density of ungraded image.

The Wiener filter is used to eliminate the noise from the corrupted image found
based on statistical inference made from the local region of every single pixel.
The noise power affects this filter. When the variance is high, the filter does less
smoothing, and when the variance is small, the filter does more smoothing.

3.3 Image Data Augmentation

It is a technique for creating new training data from current training data.’” It is
executed using domain-specific algorithms that produce fresh and diverse training
examples from existing training data. Deep learning algorithms nowadays can learn
properties that are independent of their location in the image, such as the convolu-
tional neural network, or CNN [20]. However, in this transform invariant learning
strategy, augmentation will aid the model in learning features that are likewise
invariant to transformations such as left-to-right to top-to-bottom ordering, light
levels in images, and more. Image data enhancement is usually limited to the training
dataset, not the validation or test dataset. This is different from data preparation like
picture resizing and pixel scaling; all datasets that interface with the model must be
done uniformly. Keras library is used to perform Image augmentation under which
ImageDataGenerator class is implemented.

Data augmentation is implemented using a geometric transformation technique
under which the following considerations are to be implemented:

e Flipping: It is a rotating of the image horizontally or vertically. Vertical axis
flipping is far less common than horizontal axis flipping. In datasets such as
ImageNet, this enhancement is one of the easiest to apply and has shown to be
beneficial.

e Color space: A dimension tensor is used to represent digital picture data (channels
of height * width * color). Another technique that is very realistic to execute is
to perform augmentations in the color channel space. Quite basic color increases
involve single-channel isolation of colors such as R, G, or B. By isolating the
matrix and adding 2 zero matrices, from different color channels, a picture may
be simply turned into its representation in one color channel. Also, manipulation
of the RGB values can be easily done to boost or decrease the brightness of the
picture with simple matrix operations.

e Cropping: When working with image data that has a combination of height and
width measurements, cropping images can be used as a realistic processing phase
by cutting each image’s center portion [21]. Also, to have a somewhat similar
effect to translations, random cropping can be used. The only difference between

7 https://en.wikipedia.org/wiki/Data_augmentation.
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random cropping and translating is the input size, such as (256, 256) — (224,
224), would be decreased by cropping, while translations retain the image’s spatial
dimensions.

e Rotation: By rotating the picture right or left on an axis between 1 and 359°,
rotation augmentations are performed. The protection of rotation augmentations
is strongly determined by the parameter of the degree of rotation. For digital
recognition tasks, minor rotations such as between 1 and 20 or — 1 and — 20 may
be useful, but as the degree of rotation increases, the label of the data is no longer
retained after transformation.

e Translation: Moving images left, right, up, or down is a highly important trans-
formation for avoiding positional bias in data. For instance, if all of the images
in a dataset are perfectly centered, as is frequent in face recognition datasets, the
model must also be evaluated on perfectly centered images. Because the original
picture is only read in one direction, the remaining space can be filled with either
a fixed value, such as O s or 255 s, or random or Gaussian noise.

e Noise injection: It comprises injecting a random value matrix commonly derived
from a Gaussian distribution.

3.4 Convolutional Neural Network (CNN)

Convolutional neural network (CNN) is a deep learning algorithm whose main
purpose is to process the structure of an array of data such as images, and this model
is inspired by the organization of the animal visual vertex [20]. CNN is designed
such that it can automatically learn spatial hierarchal features, from low to high
hierarchies of features [22]. The main reason for opting for the CNN model in lung
prediction is that it does not require hand-craft features extraction as done in various
conventional machine learning classifiers such as random forest and support vector
machine (SVM). The architecture of CNN is designed such that it does not require
the segmentation of human organs by human experts. Finally, it is computationally
very expensive as it has a lot of learnable parameters to estimate.

3.4.1 Architecture of CNN

The architecture of CNN for predicting lung cancer consists of four layers (Fig. 2).

1. Convolution Layer: This is the most significant portion of the CNN since it
conducts feature abstraction by applying a tiny array of integers called a kernel
to the input, which is a tensor [22]. At each tensor location, a product between
each kernel element on an element-by-element basis and the output value is
calculated by measuring and summing the input tensor, called a feature map, in
the output tensor’s corresponding location. Adding several kernels to an indefinite
number of feature maps reflecting different input tensor properties replicates this
process, allowing different kernels to be read as distinct feature extractors. Two
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2 Convolutional neural network model

major hyperparameters that characterize the convolution process are kernel size
and number. Usually, the former is 3 * 3, but often 5 * 5 or 7 * 7. The latter is
arbitrary, deciding the depth of maps of the output function.

The key aspect of a convolution operation is weight sharing: Kernels are shared

across all picture locations. Weight sharing produces the following properties in
convolution processes: (1) Kernels travel across all image places and detect learnt
local patterns, making local feature patterns collected by translation of kernels
b invariant; (2) when kernels travel across all picture places and detect learnt
local patterns, making local feature patterns collected by translation of kernels
b invariant; and (3) model performance is improved by limiting the amount of
parameters to be learned when compared to fully connected neural networks.
The approach of training a CNN model for the convolution layer is to determine
the kernels that work best for a certain goal based on a given training dataset.
Kernels are the sole parameters in the convolution layer that are automatically
learnt during the training phase. Hyperparameters like as kernel size, number
of kernels, padding, and stride, on the other hand, must be specified before the
training process begins.
Activation Layer: This matrix produced by the convolution layer generates a
smaller matrix than the original one. Then, this matrix is passed through the
activation layer which adds non-linearity into CNN that allows the model to train
model through backpropagation. The activation function is represented by the
rectified linear unit (ReLU) function.

f(x) = max(0, x)

Pooling: To minimize the number of learnable parameters by adding translation
invariance to small shifts and distortions, a pooling layer performs a conventional
downsampling approach to reduce the function maps’ in-plane dimensionality
[22]. There is no learnable parameter in any of the pooling layers, but filter size,
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phase, and padding are hyperparameters in pooling processes akin to convolution
operations. The max-pooling strategy has been added into our model. It selects
patches from the input function’s maps, produces the patch’s maximum value,
and removes all other values. Maximum pooling using a filter of size 2 * 2 with a
step of 2 is extensively used in practice. It selects patches from the input function’s
maps, produces the patch’s maximum value, and ignores the rest. This reduces
the in-plane dimension of the function mappings by a factor of two. In contrast
to height and breadth, the depth dimension of function maps remains constant.
4. Fully-Connected Layer: The last convolution or pooling layer’s output function
maps are usually flattened, that is, turned into a one-dimensional (1D) number
(or vector) array, and linked to one or more totally linked layers, also known as
thick layers, in which each input is linked to each output by a learnable weight
[22]. Once the features retrieved by the convolution layers and downsampled
by the pooling layers are established, the network’s final outputs, such as the
probabilities for each class in classification tasks, are mapped by a subset of
entirely connected layers. The number of output nodes in the final fully linked
layer is usually equal to the number of groups. Each entirely linked sheet is
followed by a nonlinear function, such as ReLU, as discussed previously.

3.5 Flask App

Flask is a Python micro-framework that is commonly used to deploy ML models on
the Web.® The model is trained, and validated images are passed on to the flask app
to predict the type and severity of cancer which leads to real-time monitoring as any
user can upload images and can get the results. For achieving the output, we have
created two templates which include uploading the validated images and predicting
the result (Fig. 3).

4 Results

4.1 To Improve the Quality of CT Scans Images Depicting
Different Types of Lung Cancer

In this study, we have worked on a simple and efficient method to improve the quality
of the CT scans of lung cancer and the normal lungs. The main reason to improve the
image quality was to achieve higher accuracy. The accuracy achieved by the CNN
model before image improvisation was about 80% (refer to Table 1), but with the
implementation of the image restoration technique, we achieved an accuracy of 90%

8 https://www.kdnuggets.com/2019/12/excelr-deployment-machine-learning-flask.html.
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Fig. 3 Snippet of flask app

g:)l:il; tefAO:eCli];?;geOf the Class Split Accuracy

improvisation 1. Adenocarcinoma 320 4 80(400) | 256/320 (80%)
2. Large cell carcinoma 320 4 80(400) |262/320 (82%)
3. Squamous cell carcinoma | 320 + 80(400) | 260/320 (81%)
4. Healthy lungs 320 + 80(400) | 262/320 (82%)

as mentioned below. Images are improved using the Weiner filter. The improved
image quality for the different types of classes is represented in Figs. 4, 5, 6 and 7.

® Adenocarcinoma: Fig. 4 represents the improvisation of the image of adenocar-
cinoma lung cancer.

8 ! original - O X 1! adjusted - o X

@ (b)

Fig. 4 Original (a) and improved (b) image of adenocarcinoma lung cancer
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B! adjusted = o x

(a) (b)

Fig. 5 Original (a) and improved (b) image of large cell carcinoma

B ! original - 0 e B! adjusted — m| %

(@) (b)

@ (b)

Fig. 7 Original (a) and improved (b) image of healthy lungs
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e Large Cell Carcinoma: Fig. 5 represents the improvisation of the image of large
cell carcinoma lung cancer.

e Squamous Cell Carcinoma: Fig. 6 provides the improvisation of the image of
squamous cell carcinoma lung cancer.

® Healthy Lungs: Fig. 7 provides the improvisation of the image of healthy lungs.

4.2 To Classify the Lungs of a Person that is Infected
with a Type of Lung Cancer and Severity Using
a Two-Dimensional Convolution Neural Network (CNN)

To classify the lung cancer type, the improved images are feed into the 2D CNN
model. Further, predictions were made by running the trained set on the images of
the test set. The following snippets show the prediction results for the first three CT
scans (Fig. 8).

Further, the accuracy of the model is observed. Accuracy defines the propor-
tion of time a classifier function can correctly predict a class. The accuracy can be
mathematically represented by the following equation:

TP + FN

A =
Y = P Y FN+ FP+ TN

where true positive (TP) indicates the count of correctly detecting lung cancer, false
positive (FP) is the count of correctly classifying healthy lung. True negative (TN)
is incorrectly classifying lung cancer. False negative (FN) is incorrectly classifying
the healthy lung. The accuracy achieved by all four classes, named adenocarcinoma,
large cell carcinoma, squamous cell carcinoma, and healthy lungs, was above 90%.
Further, Table 2 represents the accuracy achieved by our model concerning different
classes present in our model.

Moreover, we have also calculated precision, F-measure, and recall to evaluate
our model (refer to Table 3). Precision is described as a percentage of the retrieved
occurrences that are relevant. It is the proportion of true positive cases predicted with
lung cancer in our model. It can be defined mathematically as follow:

TP

Percision = ——
TP + FP

The recall is the percentage of the total number of relevant instances found. It is
the ratio of real positive lung cancer cases predicted to the total number of positive
cases in our model. It can be defined mathematically as follow:



Lung Cancer Diagnosis Using Deep Convolutional Neural Network 377

Fig. 8 Prediction for test
images

Large Cell Carcinoma

Adeno Carcinoma

Squamous Cell Carcinoma

Table 2 Lung cancer type

. e ) Class Split Accuracy

and severity prediction using

CNN 1. Adenocarcinoma 320 + 80(400) | 288/320 (90%)
2. Large cell carcinoma 320 + 80(400) |294/320 (92%)
3. Squamous cell carcinoma | 320 4+ 80(400) | 291/320 (91%)
4. Healthy lungs 320 + 80(400) | 295/320 (92%)

Table 3 Classification Classification measure Performance

performance measures for

classifiers Precision 0.99
Recall 0.90
F-measure 0.94
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Lung Severity, anchl

ancer Prediction

Fig. 9 Prediction using flask app

TP

Recall = ——
TP + FN

Precision and recall are achieved by F-measurement. It evaluates the test’s preci-
sion and recalls while doing so. The F-score will provide a more realistic calculation
of the success of the test by using both precision and recall. Mathematically, it can
be described as follows:

2 x Precision * Recall
F - measure =

Precision + Recall

Moreover, our research provides real-time monitoring due to the usage of the flask
app that allows users to upload the images and get results (Fig. 9), whereas other
studies are mostly static as no interaction with users is available. It is an effective
method as saves a lot of time for doctors and can represent results quickly.

5 Discussion

In this work, we have collected CT scans of different lung cancer types from google
images and also used a dataset from Kaggle. Further, image restoration is conducted
using the Weiner filter technique to increase image quality. To predict the lung cancer
type and severity using 2D CNN in which feature extraction is done automatically.
Further, data augmentation can also be achieved using CNN which is not possible
in other models. The accuracy achieved by our model is above 90%. Our research
work is real-time monitoring as we have used the flask app to predict the lung cancer
type by uploading the validated images.
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In the previous works, a study in which features were extracted manually for the
classification of lung cancer [4]. In comparison, in our work, we have inculcated a
2D CNN model that can automatically perform the feature extraction work. Whereas
another study used three various supervised models such as linear regression, support
vector machine, and artificial neural network to classify tumor biopsies as malignant
or benign and achieved the highest accuracy with SVM [8], but the main drawback
of this study is that feature extraction is done manually that is overcome by our study.
Further, our study is monitored in real-time due to the usage of the flask app.

Moreover, one of the studies proposed a 3D CNN model to classify lung cancer
but the accuracy achieved by this model is 86% which is very low as compared to
our model [14]. Our model also detects the severity and predicts the type of lung
cancer. Further, real-time monitoring is the main advantage of our model as it allows
users to predict the cancer type with the usage of the flask app through the usage of
CT scan images.

6 Conclusion

Cancers are one of the deadliest diseases as many people are dead worldwide every
year. Lung cancer is a leading cause of mortality in men and women alike. The
main goal of our research is to predict the lung cancer type and severity using a 2D
convolutional neural network. The accuracy achieved by our model is above 90%.
One unique feature is that our research is real-time monitoring with the usage of the
flask app as it allows users to upload the CT scans of the lungs can predict the type
of lung cancer and its severity. This study can help the radiologist to get immediate
results about the type of cancer and its severity. The main limitation of this study is
that only CNN is being used for the prediction, there might better other algorithms
that can provide better accuracy. In future, we would like to evaluate other algorithms
if they outperform the results of our model.
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A Comprehensive Review of Brain )
Tumor Detection and Segmentation L
Techniques

Ankush Azade, Praful Kumar, and S. Sowmya Kamath

Abstract Brain tumors are particularly dangerous type of tumor, and if this is not
treated in time it maybe prove to be deadly and may also spread across other body
parts. Brain tumor is the swelling or growth of unwanted tissues in the brain that
results from the unregulated and disordered division of cells. The presence of these
tissues resulting abnormal behavior and lot of other complications. The detection
of brain tumor is done by using different techniques out of which through mag-
netic resonance images (MRIs). The scanning process is a time-consuming manual
task that needs the involvement of medical professionals. Automating the task of
detection of the brain tumor while also grading the severity accurately can help in
managing the patients’ disease effectively. As tumor tissue of different patients is
different, automating such processes is often a challenging task. Researchers have
incorporated image segmentation for extraction of suspicious regions from MRI,
using image processing and Al-based techniques. Radiomic analysis also plays a
big role in feature extraction processes. In this paper, we present a comprehensive
review of existing approaches for brain tumour detection, covering deep neural mod-
els, radiomic analysis and segmentation-based methods for brain tumor classification
and segmentation, along with a discussion on prevalent issues, challenges, and future
directions of research.
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1 Introduction

The brain is the hub of all nerve activity, making it one of the necessary and deli-
cate organs in the body. The spinal cord and brain constitute the nervous system of a
human body, and the body’s vital operations, such as thought, speech, and movement,
are controlled by the central nervous system. Each year, about 350,000 new brain
tumour cases are recorded around the world, with a 36% survival rate. A brain tumour
is an unregulated cell multiplication that leads in abnormal growth. Abnormality in
the brain and spine growth can result in negative effects on how a human walks,
speaks, and performs basic cognitive activities. Regular headaches, speech difficul-
ties, fatigue, difficulty in balance, inexplicable nausea, and vomiting are all common
signs of a brain tumour. These symptoms are many times overlooked at early stages
and they prove to be very dangerous later when detected. These tumours may often
be divided into primary tumours and secondary tumours. Primary brain tumors are
further divided into two categories: low grade and high grade. When compared to
high-grade tumors, low-grade tumors grow more slowly. Secondary brain tumors are
malignant tumors that originate in another part of the body before spreading to the
brain. The severity of the condition determines the grade of the brain tumour, which
ranges from Grade I to Grade I'V.

e Grade 1: The brain cells seem normal and will grow gradually and slowly. At this
stage, the long-term survival is very likely.

e Grade 2: The cells will start looking slightly abnormal along with slow growth
of tumor. At this stage, the spread of tumor to the nearby tissues starts and it may
grow to a life-threatening grade.

e Grade 3: The growth of tumor in the nearby tissues starts actively and by the looks
the cells will look abnormal.

e Grade 4: At this stage, the growth of tumor is very fast and it will spread to nearby
cells very rapidly.

Neurological exams such as computer tomography (CT), MRI, and other tests
such as angiogram, spinal tap, and biopsy are used to detect brain tumours. MRI
detection of brain tumours is one of the most effective methods, and current diag-
nosis process mostly involves trained human experts. Often, grading tumours is a
difficult and error-prone process, due to the minute features that need to be identi-
fied for accurate grading. Automated detection and grading of brain tumor have thus
received significant research attention, as early diagnosis and accurate grading can
be very beneficial in managing patient treatment and improving disease prognosis.
Detection at a benign stage (lower grade) can be treated very effectively and can help
in successful prevention of the tumour turning malignant. Additionally, automated
segmentation of MRI images of brain tumours can help enhance diagnostic and treat-
ment choices, particularly in circumstances when access to qualified specialists and
radiologists is restricted.

A comprehensive assessment of current state-of-the-art efforts for brain tumour
classification and segmentation is offered in this paper. Deep learning-based works
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are primarily for classification of tumour in various ways, i.e., if the tumour is present
or not and if present, classifying the tumor as per the severity grade of the tumour.
Certain features of the brain tumour like the radius of the tumour, density of the
tumour which can be recognized with radiomic analysis can help in the detection of
tumour to a great extent, and these properties can be used in combination with one
another to obtain good results. Segmentation techniques are used in order to separate
the tumor from other parts of the brain in the MR image so that regions of interest can
be identified. The remainder of this paper is structured as follows : Sect. 2 details the
various approaches in deep learning for brain tumour detection. In Sect. 3, radiomic
analysis-based techniques which are mainly used for feature extraction are discussed
and segmentation-based approaches are discussed in Sect. 4. Also, various standard
datasets available for the research community for brain tumour detection research
are discussed in Sect. 5. Open challenges and research directions are discussed in
Sect. 6, followed by concluding remarks and references.

2 Deep Learning Approaches for Brain Tumour Detection

There has been a lot of research in deep learning-based brain tumor detection, which
can be perceived as a classification problem. Several studies have considered brain
tumor detection as binary classification problem where two classes are tumor and no
tumor. A few have addressed this task as a multi-class classification where different
grades of tumor are considered as different classes. We present a review of existing
works that address both binary classification and multi-class classification in this
section.

Amin et al. proposed that for brain tumour detection, a seven-layer deep learn-
ing model of 3 convolution layers, 3 ReLU layers, and 1 softmax layer was used
to segment and classify MR images. They segmented the input image into patches
of 4 * 65 * 65 pixels, determined the centre pixel label for each patch, and gave
it to the deep neural network. The overall results of segmentation and classifica-
tion were enhanced using this way of partitioning the image into patches. They also
assessed eight distinct benchmarks, all of which are widely used in the identification
of brain tumours. The results on these bechmarks, namely BRATS2012, BRATS2012
(synthetic images), BRATS2013, BRATS2013 (synthetic images), BRATS2014,
BRATS2015, ISLES2015, and ISLES2017, were in the range 95.5-100% which
shows that model also generalizes very well and can be further used for real-time
usage. Fusion of certain handcrafted techniques was addressed by Saba et al. for the
prediction of glioma categories like high-grade and low-grade gliomas. High-grade
gliomas have a two-year survival rate when treated early.

The authors used deep learning approaches, particularly convolutional neural net-
works, to recognize the patterns. The suggested technique offers a substantial con-
tribution by transforming the input images into one channel. An accuracy of around
99% was obtained for the BRATS2015, BRATS2016, and BRATS2017 benchmarks
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from BRATS, but there was no testing done with other datasets, which limits the
scalability of this work.

For predicting the progression-free and overall survival of a newly diagnosed
glioblastoma patient, Chaddad et al. [1] proposed multi-scale characteristics based
on the Laplacian of Gaussian (LoG) filter. T1-weighted imaging (T1WI) and fluid
attenuation inversion recovery (FLAIR) images of 40 GBM patients were used to
extract characteristics that were manually categorized as active tumour, necrosis, or
edoema. To extract multi-scale texture features, the LoG filter was applied to each
of these regions of interest, and then univariate approaches including the Spearman
rank coefficient, logrank test, and Kaplan—-Meier estimator were employed to vali-
date the features. Multivariate analysis, as well as the relationship between them (i.e.,
random forest classifier). The first three and seventh features were shown to have
statistically significant correlations with PFS and OS, respectively. The three char-
acteristics derived only from the active tumor area were associated with OS (where
p is less than 0.05), and the hazard ratios (HR) were found to be 2.9, 3, and 3.24,
respectively. Using the random forests classifier to predict the combined characteris-
tics of patients with PFS and OS in GBM patients showed that the AUC was 85.37%
and 85.54%, respectively.

Dastmalchian et al. adopted feature selection phase during which features which
were discovered to be strongly associated were picked using Spearman’s rank coef-
ficient. One of the traits from the correlated pairs was chosen to avoid redundancy.
Furthermore, the authors used the Wilcoxon rank sum test on each of the tumour
groups for the specified attributes in the preceding steps. The text characteristics were
evaluated using ROC and AUC. As aresult, 20 out of 39 texture features were chosen
for further investigation. When used to MREF, texture analysis is a well-established
and powerful method for inferring local and regional heterogeneity in tumours, and
it can reveal significant differences between tumour types. This work demonstrated
the use of texture analysis on MRF-derived quantitative maps in malignant brain
tumours. Hashemzehi et al. evaluated their proposed model on the T1-weighted CE-
MR images and obtained a precision of 94.49%. In this model, a CNN and a neural
autoregressive distribution are merged. They used a three-step methodology for their
research that involved categorization, feature exploitation, and density estimation.
The NADE model was initially trained to produce appropriate joint distribution,
which made feature extraction easier later on. Separate CNNs were used to learn
features from the produced output and the raw picture, limiting the impact of noise
and rotation. Although the proposed model’s operation was extremely distinctive, it
was not tested on numerous datasets or datasets with a larger number of photos.

3 Radiomic Analysis for Brain Tumour Detection

Radiomics has been defined as “a quantitative approach to medical imaging that uses
cutting-edge mathematical analysis to improve the data already accessible to physi-
cians.” It has been reported to have significant impact on clinical decision making as
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it utilizes the inherent image information like pixel intensity and spatial distribution
for determining dominant features. Radiomics also aim to convert medical images
into high-dimensional data. There are CAD systems that detect if tumor/cancer is
present or not, radiomics are directed towards extracting large number of features that
may be used for different purposes. With the help of radiomics, decision support tools
that may help in accurate prediction of tumor can be developed. Radiomic features
can be combined along with other characteristics of the patients in order to improve
decisions. As discussed the process of feature extraction includes six steps: acquiring
images, identifying the interest areas in image, segmentation of volumes, extracting
and qualifying descriptive features, using features to for collecting database, mining
this data for the development of classifier models.

Brunese et al. employed ensemble learning to combine ten distinct machine learn-
ing algorithms, including closest neighbor, Linear SVM, RBF-SVM, neural network,
Gaussian process, naive Bayes, C4.5, random forest, QDA, and logistic regression.
First order, shape, the co-occurence matrix for gray levels, the run-length matrix for
gray levels, and the gray level size zone matrix were also employed as radiomic fea-
tures. The first step was to build a classifier using the previously mentioned machine
learning techniques. The second step in this process was to choose the best classifier
based on the criteria that were considered, such as decision boundaries, performance
obtained by single models, and calibration plots. The voting ensemble classifier was
used to predict the final prediction from among the many predictions provided by the
best classifiers. Following that, they built a model in two stages: training and testing.
In addition, the dataset was divided into three parts, namely training, testing, and
validation, in the ratio 2:1:1. The accuracies obtained for Grade 1, Grade 2, Grade
3, and Grade 4 were 95.1 %, 95.1 %, 95.2 %, and 95.1 %, respectively, because they
predicted four different grades of brain tumour.

Supervised learning was used by Mercaldo et al. for the prediction of the type
of lung cancer among the five categories from the magnetic resonance images. A
total of 30 radiomic features were considered which belong to two basic categories,
namely shape and gray level size zones. Carefully considering the radiomic features
is also very crucial stage as it will affect the final prediction to a very large extent.
The neural network considered was a basic single layer feed forward perceptron
with the Heaviside step function as the activation function. The precision obtained
was maximum of 93.1% but since the prediction was to identify the different stages
of lung cancer the study is very useful. Gillies et al. showed that features can be
extracted for varied imaging modalities like position emission tomography, magnetic
resonance, and computed tomography. Radiomics generally have six steps: collection
of image, identification of volume of interest, volume segmentation, extraction of
different features, using these features for database preparation, and development
of classifiers based on these databases. The various usecases of radiomics include
enabling diognosis, tumor prognosis, treatment selection, deciding on location of
biopsy or resect. However, radiomics is a very young discipline and there are certain
challenges faced like the reproducability of data, data sharing, lot of available data(big
data), and lacking of standards. In the future, radiomics can prove to be a field of
great use in medical health care.
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4 Segmentation Approaches for Brain Tumour Detection

Segmentation is the process of assigning a specified set of classes to each pixel
in an image and is an important tool in general medical image analysis tasks. It
is predominantly used for extracting targeted information like regions of interest
(Rol) from medical diagnostic scans. Various segmentation methods like watershed,
threshold, edge-based, region-based, and clustering-based segmentation can be used.
Deep neural networks have recently been widely employed for Rol segmentation as
well. We discuss some relevant works that adopt these methods for brain tumor
detection below.

Watershed segmentation is based on topological interpretation where resulting
boundaries form closed and connected regions. Jemimma and Vetharaj [2] proposed
an approach using watershed dynamic angle projection and CNNss, for accurate mea-
surement of tumor regions. The textured characteristics of the brain were extracted
using the DAP pattern, and the tumor and non-tumor areas of the MRI brain picture
are classified using the CNN. Threshold segmentation is used to break down images
into their constituent segments or areas in order to recognize objects and edges is
known as image segmentation. The pixels in the image are partitioned based on their
attributes. The pixels in the image are either replaced with black or white in thresh-
old segmentation. Natarajan et al. [3] proposed a method based on sharpening and
median filtering for preprocess and to improve image used histogram equalization
and used thresholding for segmentation of image. Finally, using the image subtrac-
tion approach, the tumor area is derived. Threshold segmentation is not applicable
when the object area ratio changes.

Edge-based segmentation is based on the detection of discontinuities. Maiti et al.
converted an RGB color image to an HSV color image, it has three sections: color,
saturation, and intensity. After enhancing the contrast, the watershed algorithm is
applied to each section of the image. The disadvantage of this method is that it is
difficult to construct a robust edge linking. An picture is divided into homogenous
areas using region-based segmentation techniques. In this strategy, unique object
boundaries are generated by flow from an interior point to an outside region. Tak et
al. [4] proposed object labeling for more specific information about the tumor site
and for detection and extraction they used MATLAB software. SVM was utilized in
an unsupervised way to develop and retain the pattern for future usage.

Clustering-based segmentation typically employs unsupervised approaches for
segmenting Rols. Maksoud et al. [5] proposed well-formed hybrid segmentation
techniques, based on fuzzy C-Means algorithm. They found that this did not correctly
segment images that are influenced by noise, outliers, or other imaging distortions.
They included a 3D evaluation of brain tumor identification using 3D slices. To
recognize edges in CT and MRI images, Sharma et al. [6] used the Gabor transform
in association with soft and hard clustering. Their study included a total of 4500 MRI
scans and 3000 CT pictures.

K-means clustering was used to divide related subgroups of characteristics. The
author used the Fuzzy C-Means algorithm to represent the images as histogram
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properties. Islam and Ahmed [7] proposed a comparison of k-means, k-medoids,
and hierarchical clustering algorithms. They reported that the k-means clustering
method outperformed other methods and was simple to use. Bhoi and Gupta [8] for
investigating two clustering segmentation techniques, k-means and fuzzy c-means,
in terms of execution duration and computation of the tumour area. Because it takes
less time to execute and extracts the tumour region more precisely, the k-means seg-
mentation method outperformed fuzzy c-means. One of the most effective image
classification strategies was , which was used to create a fused segmentation. The
ensemble methodology, which is based on the potential field notion of physics, com-
bines data from PFS and other methodologies. The authors reported an accuracy of
89.8% using the BRATS dataset for experimental validation of their approach.

Deep learning-based segmentation techniques have been adopted by several
researchers in recent years. Ahuja et al. [9] applied transfer learning for brain tumor
identification and super-pixel approach for segmentation. They created a model based
on the BRATS 2019 brain tumor segmentation competition. For training purposes,
they used VGG19 transfer learning and with the help of super-pixel method tumor
was separated into LGG and HGG images. Jia and Chen [10] used support vector
machine to construct a heterogeneous segmentation that is completely automated.
To train and test the accuracy of tumor diagnosis in MRI images, they used a classi-
fication approach known as probabilistic neural network classification system. This
model focused on automatic meningioma segmentation and employed a multispectral
brain dataset. Mittal et al. introduced the notion of the stationary wavelet transform
(SWT) and the novel growing convolution neural network (GCNN). The emphasis
was on enhancing the convention system’s correctness. In addition, a comparison
study was conducted using SVM and CNN, which revealed that the suggested model
outperformed both in terms of accuracy. Convolutional neural networks are compared
to a combination of texture-based feature extraction methodologies and conventional
techniques by Affoso et al., using different learning models for the classification of
biological images. This study shows that deep learning-based algorithms like CNN
are the best at image classification.

5 Datasets

Several data sources are currently available, that provide images from brain tumor of
varying tumor ranges. The most commonly used modalities are magnetic resonance
images (MRIs). Some of the most common resources are BraTS, REMBRANDT,
images from radiopaedia, etc. RAMBRANDT and images from radiopaedia repos-
itory contain images that are divided into 4 grades of tumors. The RAMBRANDT
dataset contains 110,020 MR Images with Region of Interest segmentation and med-
ical reports from 130 different patients. The 4 categories in which the dataset is
divided are I, II, III, and IV depending on the grade of the tumor and they contain
MR images from 37, 40, 25, 28 patients, respectively. The radiopedia repository
dataset contains images from 121 MRIs which are labeled with four labels divided
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into I, II, III, IV categories and they contain 36, 32, 25, and 28 MRIs, respectively,
for the given grades.

BraTsS 2019 [11] makes use of data from multiple institutes, the data is preopera-
tive MR images, and the main focus is on instrinsically heterogeneous brain tumors,
specifically gliomas. Furthermore, BraTS’19 focuses on predicting patient overall
survival using integrative analyses of radiomic features and machine learning algo-
rithms in order to pinpoint the clinical relevance of this segmentation task. Finally,
at BraTS’ 19, an experimental evaluation of tumour segmentation uncertainty will be
carried out. The dataset is divided into four subfiles, with dataset volumes classified
as T1, T2, Flair, or T1Ce sequences. There are 155 slices in each volume. MRI images
are used to create the slices. One volume necessitates 155 slices. Glioma dataset is
with 210 high-grade volumes. There are 285 volumes in total, with 75 volumes in
another type of glioma. Because it is a standard dataset for detecting brain tumours,
BraTS2019 can be used. The Kaggle dataset [12] is containing MRI images with
155 tumor and 98 no tumor images (253 total images) (Figs. 1 and 2).

Fig. 2 MRI images containing tumor
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6 Open Challenges and Research Directions

Based on the detailed review of various approaches for brain tumor detection, several
interesting insights were revealed. It was observed that deep learning techniques have
been extensively used for accurate classification of brain tumor into multiple classes,
for enabling automated severity grading tasks. This is critical in clinical workflows for
supporting decision-making tasks that can help improve the diagnostic process and
reduce time taken for diagnosis. Most studies have focused on binary classification
of the brain tumor that reduces the task to a prediction with respect to if brain tumor
is present or not. However, the main concern is the type of brain tumor as there
is a very high chance of grade 1 and grade 2 tumors not being detected in time.
Also, for many of the datasets the number of samples in different classes is very
unbalanced. Although the classes can be balanced using augmentation techniques,
the sample images obtained after augmentation are just copies of the other images
by introducing some small variations. However, if there can be datasets with almost
balanced classes, then it would make the results better and more practical to use in
real-world applications (Figs. 3 and 4).

Tl =
TICE FLAIR
Fig. 3 Sample images from BraT$S dataset
I grade Il grade Il grade IV grade

Fig. 4 Images of 4 grades of brain tumor
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Segmentation is a technique in which an image is divided into number of partitions
called as segments. The image segments simplify image processing and analysis by
reducing the complexity of the image. Most existing studies have focused on standard
parametric methods like threshold, watershed, region-based, and clustering-based
segmentation methods. Threshold segmentation is an easy-to-use method which takes
pixels’ mean value as threshold value, the disadvantage being that it is not suitable
when the object area ratio changes. Watershed is based on topological interpretation
which results in closed and connected regions and the problem is it gives excessive
segmentation while edge-based employs discontinuity detection and performs better
in photos with strong object-background contrast. In these standard techniques, k-
means clustering is easy to implement, takes less processing time, and also provides
accurate predictions. While applying these segmentation techniques on the MRI
images, skull stripping has not been used. This is a significant gap as image quality
has a significant impact on the segmentation method’s performance. The result of
image segmentation is determined by a lot of aspects, including pixel color, intensity,
image similarity, and issue domain. Hence, automated methods that can address these
issues are the need of the day.

7 Concluding Remarks

There are different methods for identifying brain tumor by looking at magnetic
resonance images. Deep learning methods and segmentation along with radiomic
analysis play a huge role in the detection of brain tumor. Deep learning methods
majorly focus on learning of a model by learning from different images given as a
train data. Segmentation focuses on division of regions in an image so that it can
identify the tumor by those regions. Radiomic analysis is the extraction of features
like shape and size of tumor from a given image so that these features can be used
for the further training and testing of data. These methods can be collectively used to
obtain good results. Many of the publications combined deep learning with radiomic
analysis, allowing characteristics derived from images to be input into the model for
training and testing. These give better results as compared to the studies that have
individually used one of these methods.
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Early Depression Detection Using )
Textual Cues from Social Data: e
A Research Agenda

Sumit Dalal, Sarika Jain, and Mayank Dave

Abstract Mental disorders are one of the most prevalent diseases in the modern
world, forcing people to live a life of disability, and hundreds of work hours are
wasted. Late detection of a disorder makes it become a severe problem. Early detec-
tion can help prevent the problem, and if prevention is not possible, at least interven-
tion could be taken to avoid a serious problem. The recent approaches of using social
media posts of people and machine learning or deep learning for mental assessment
have given hope to fight the situation. From the literature, we found the problem is
sufficient data for applying these approaches, especially in the mental health domain.
Another issue is the datasets imbalanced number of diagnosed and control users. For
the issues, we experimented with taking social data for varying numbers of users and
then differing numbers of posts for them. Also, the number of diagnosed and control
users is taken in different ratios. We found that the accuracy metric of the results is
impacted though it is not that much. We have also proposed to use peephole BILSTM
and presented its results.

Keywords Mental health - Neural network + Depression - Word embedding -
Machine learning - Psycholinguistics

1 Introduction

Mental health is a problem targeted by the reach of the Internet. A 2001 report
by World Health Organization (WHO) says that approximately 450 million people
were having mental problems at that time [1], and depressive disorders would be the
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second-highest disease by 2020. Bipolar disorder, dementia, and depression are the
most prevalent disorders with approximately 60 million, 48 million, and 21 million
patients. Depression is one of the 20 main reasons leading people to suicide and
accounts for approximately 1.5% of suicides in the world [2]. Coronavirus disease
2019 (COVID-19) has exacerbated the situation. Extended lockdowns have made
this situation more critical. According to a survey conducted by US Census Bureau
in December 2020, 42% of the surveyed adults in the US have shown symptoms of
depression or anxiety compared to 11% in January—June 2019 [3]. World Bank has
included mental health in the Sustainable Development Goals list.

The mental health assessment is very clinic centric. But a person suffering from
depression generally avoids visiting a psychiatrist for various reasons (cost, social
stigma, etc.). In previous studies [4—6], we have examined the works assessing men-
tal health from various inputs. The researchers found that sensor data, social data
(text, images), and the Internet search history of a user can be utilized for the mental
health assessment of the user [7]. Authors also used search queries’ data of Internet
users for their mental health assessment [8, 9]. As sensor data (smartphone, smart-
watch, or wristband) is not accessible easily; researchers focused publicly available
user-generated content on social networking sites (SNSs) (Twitter, Reddit, etc.) to
detect and monitor a mental disorder. The employment of user-generated data in the
mental health analysis process assists in manipulating issues of the traditional men-
tal healthcare system. Authors used various forms of social data like images [10],
music [11]. As most users share activities via writing a post, status, and comment,
textual data is the widely explored form in the domain contrasted to other forms
(emoticons, audios, and videos). Linguistic features and affective user profiles have
been extracted from the textual social data and used in the process.

The data generated on social platforms is of big data form. Statistical approaches
are not much popular to analyze social data due manual intervention and time-
consuming factors. This leads a transition to machine learning (ML) or deep learning
(DL) methods. Lexicon-based approaches have been applied frequently in combina-
tion with machine learning algorithms. Some previous work builds multiple lexicons
(depressants, negative emotion, etc.) and considers terms from these as features in
the classification task. Automated analysis of text related to mental health aims to
help medical decision-making, public health policies, and improve health care. Early
detection is an essential aspect of mental assessment from social data and is paid much
attention to while implementing ML and DL algorithms.

Our Contributions:

— Investigation of data requirements for depression classification based on the num-
ber of users is taken out.

— We also examined the impact of the number of posts per user for different machine
learning and deep learning methods.

— An agenda for future research aspects is presented.

The paper is organized into six sections, including Introduction. Section labelsec2
presents fundamental terminologies of the domain. Section 3 discusses the depression
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classification related works. In Sect. 4, dataset building process and preprocessing
of the same are given. Section 5 provides data requirements investigation and the
results achieved. Conclusion of the study is presented in Sect. 7. In Sect. 6, a research
agenda is given out.

2 Technical Background

The section introduces technical aspects of mental assessment from social data with
machine learning or deep learning. A small introduction to terms like dataset, pre-
processing, feature extraction, etc., is presented here.

2.1 Dataset

People explored the use of social media data in mental health assessment. Social
posts language is a lens to user’s cognitive behavior and does not interfere with
their daily activities. Social data can be text, images, emoticons, and videos. We
employ two datasets from Twitter and Reddit. We have examine the effect of balanced
and imbalanced datasets on machine learning and deep learning models. When the
numbers of positive and negative cases are approximately the same, the dataset is
balanced. But if the ratio of positive to negative cases is more or vice-versa, the
dataset is imbalanced. An imbalanced dataset made the machine biased toward a
class, which enlarged negative true and false positive.

2.2 Feature Engineering

Feature engineering involves tokenization, stop word, and unnecessary words (hash-
tags, URL, foreign words, and cardinals), removal, stemming, lemmatization, nega-
tion handling, and sarcasm handling. Stop or unnecessary word removal, stemming,
and lemmatization help in reducing the dimensionality of feature vector space. How-
ever, it should be kept in mind that stop word removal may invert the sense of a
sentence. It may be helpful only in some cases where two negations got canceled.
So negations should be handled carefully. Sarcasm is irony or implicit negation and
is challenging to find out if a sentence is sarcastic. For this purpose, knowledge of
user behavior and sentence context could be used.
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2.3 Feature Encoding

Mainly, one-hot encoding, bag of words, or Tfidf (or some Tfidf alteration) are
employed to transform the natural language features into machine acceptable form.
One-hot encoding only informs about the presence of a feature/word in the record,
whereas bag of words (BOW) or term frequency-inverse document frequency (Tfidf)
tells frequency of a feature, which is important in sentiment analysis or mental health
classification. Tfidf gives higher importance to discriminative features/words that
appear in specific documents.

The word embedding layer in neural networks provides an extra sheet for models
to understand the data. The embedding layer can be initialized with all zeros or the
pre-trained word embedding vectors (Word2Vec, GloVe, and fastText). Word vectors
are generated as a byproduct of classification or some other task through a shallow
neural network. A word is placed in space at some position with respect to other
words. With respect to whom a word is placed, the number of words is decided as
per the size of the dataset or task. In simple language, embedded vectors represent
a word in a fixed number of dimensions, and each dimension is a word. Value for a
dimension is decided based on the semantic relationship of dimension and the word
to be represented. Two words with similar meanings are assigned similar values for
all dimensions, while words with opposite or indifferent meanings are placed far in
the dimension space.

2.4 Approaches

Analyzing big social media data manually is not feasible. Researchers consider meth-
ods like lexicon-based, machine learning, and deep learning. In lexicon-based meth-
ods, dictionary of particular terms (like depressants or negative emotion words) is
generated to check user posts for their presence. From lexicons, researchers transi-
tioned to machine learning (ML), where support vector machine (SVM) and Naive
Bayes (NB) are popular algorithms. A dataset with positive (people diagnosed with
mental illness) and negative cases (people without mental illness) is used to make
the machine learn about the features and differentiate the posts based on the learned
features. We have considered SVM and NB in the baseline category.

From deep learning architectures like simple neural networks (NNs), convolu-
tion neural networks (CNNs), and recurrent neural networks (RNNs), RNN performs
better when it comes to contextual and sequential information processing in natural
language processing (NLP) tasks like machine translation, sentiment analysis, etc.
Simple RNN architecture reminds sequential information for small time steps. While
peephole and GRU variants of long short-term memory (LSTM) remember informa-
tion for long enough. Bidirectional networks forward and backward units are placed
together to consider future time steps. These networks assign same weight to all hid-
den states while producing context vector which is not good. Hidden states (words)
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can be assigned weights depending on their relevance in the sentence. Attention pro-
vides higher priority to important parts of a sentence, and these can be interpreted as
reason for the result. Hierarchical network leverages different or same types of neu-
ral networks stacking them together. One such prevalent network is built by placing
BiLSTM at one layer and attention at the other. Output from the first layer is input
to the second layer

3 Related Work

Many authors chose neural networks for mental disorder classification. CNN with
pre-trained GloVe is used to perform multi-class classification [12]. A convolu-
tional neural network with encoders is implemented to generate attributes from
posts, images, and interaction threads by social media users to detect stress [13,
14]. Authors in [15, 16] experimented with pre-trained and specifically trained fast-
Text and GloVe word embedding for depression detection with CNN. Word vectors
trained on Twitter dataset inputted to BiLSTM for depression classification [17].

Some studies have hierarchically placed more than one type of neural networks.
A hierarchical architecture is presented in [18] to handle the imbalanced dataset.
Positive posts from the XGBoost classifier are passed to attention-BiLSTM with
an embedding layer to calculate post vectors by aggregating word-level importance
vectors. While in [19], authors used bidirectional gated recurrent unit (GRU) as
hierarchical recurrent neural network (HRNN) with attention layer on Reddit dataset
to perform multi-class classification. Pre-trained word vectors are given as input to
calculate aggregated sentence representations which are further combined to find
document representations. A bidirectional gated recurrent unit (GRU) is employed
in [20] to assign attention weights at word and sentence level as hierarchical attention
network (HAN). The authors also performed word level attention weight analysis
has been done for relevant phrase extraction. Hierarchical neural network with CNN
and LSTM is employed to predict self-harm depression level [21].

In [22], the authors focused on various word clustering approaches, including
Word2Vec and Glove, on the Twitter dataset to detect PTSD and depression. They
considered unigrams, metadata, topics’ features, and ensemble classifiers using dif-
ferent textual feature sets. Attention layer above Bi LSTM with pre-trained global
vectors (GloVe) (for all words, positive emotion words, and negative emotion words)
is used to get contextual and emotional semantic information of a post [23]. Authors
in [24] used depression lexicon (depression-related unigrams) and UMLS concepts
as input features to gated recurrent unit (GRU) for depression detection. The only
feature vector used was bag of words and hence no embedding layer. For post-level
classification of depressive tweets, authors in [25] applied a simple LSTM RNN on
a balanced dataset while tuning hyper-parameters.
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Scope Authors from simple neural networks to convolution neural networks (CNNs)
and recurrent neural networks (RNNs) with and without word embeddings are manip-
ulated by researchers. BILSTM is the mainly focused RNN variant in the domain, but
peephole BiLSTM is missed. Also, specifically trained word vectors are not focused
much yet. The problem of data sufficiency and imbalance is mainly focused on in
this work.

4 Preparing Data

The dataset is created from downloaded Twitter posts while following the process
mentioned in [26]. Following sub-sections will discuss the process of dataset build-
ing, data preprocessing, and lexicon building.

4.1 Building Dataset

While building the dataset, we have decided to get on SNScrapper due to limitations
on the total number of posts downloadable from Tweepy SNScrapper allows stream-
ing of more than 3200 posts per user available publicly. Stored tweets are analyzed
manually to abandon posts with advertisements or fake mental health statements,
and a group of genuinely appearing diagnosed users is collected. We cannot verify
if their statements on Twitter are genuine or not. For authenticity, we depend on
the user’s self-reported diagnosis statements on Twitter, like “T was diagnosed with
depression.” Users mentioning diagnosis at a very early stage of life or many years
ago are discarded to keep noise low. Posts in response to specific campaigns are also
removed to limit fake self-diagnosis statements. We endeavor to create data with as
much low noise as possible, but we cannot ignore the fact that we only depend on
the user’s self-diagnosis statement. All user posts are merged into one document and
considered a single post. Other than posts, we have not considered other features
like followers, following, likes, etc. We have considered three experiments. (1) The
first experiment is to learn the ideal number of users for the data scarcity problem
in the domain and (2) To find an optimal number of posts per user required for
implementable physical world systems.

For the experiments, various versions of the dataset have been prepared. We took
150, 350, and 550 users from diagnosed and control groups into a one-to-one ratio
for the first experiment. For the second experiment, the dataset versions contain
1000, 3000, and 5000 most recent posts for a user for approximately 550 depression
diagnosed users and a one-to-one ratio of control users, i.e., balanced versions. One
more condition post up to 2 years ago is downloaded in the dataset in all versions.
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4.2 Preprocessing

Though data preprocessing has a significant role in decreasing noise and the num-
ber of features (dimensionality reduction), which steer better accuracy and low time
complexity of the system, we have done only simple filtration to keep sentimen-
tal and psycholinguistic information in posts intact. Regular expressions have been
built to remove special symbols, numerical values, blank spaces, URLs, hashtags,
retweets signs, and other non-informational (in our context) signs. Contractions
library employed for converting words in original form from the contracted one
like cannot to can not. Stop list of words nltk library has been modified; negative
sentiment and personal pronoun words are not removed as previous research showed
more usage of these features in the posts of depressed persons. WordNetLemmatizer
from nltk text processing library in Python is considered for lemmatization. Lemma-
tization is better than stemming as it takes part of the speech (POS) parameter.

4.3 Lexicon Building

Dictionary-based approaches were followed from the Naive times of natural lan-
guage processing even before using machine learning in the domain. Dictionar-
ies employed contain words related to specific categories, and then people mes-
sages/posts are searched for those terms. The number of time’s words from a par-
ticular lexicon found in user posts help in calculating the consumption frequency
of the group user belongs to. To differentiate diagnosed users from the control one,
we have to inspect the consumption of positive sentiment, negative sentiment, and
negation words in posts. To accomplish this motive, we have formatted three lexicons
(positive_sentiment_words, negative_sentiment_words, and negation_words) with a
total of 440, 164, and 21 words, respectively, from the Internet (just the Internet by
Google).

5 Examining the Data Needs of Various ML and DL
Methods

We have done three distinct experiments on two aspects which are number of users
and posts per user and analyzed results produced by machine learning and neural
network methods. We chose different machine learning and deep learning learners
like Naive Bayes, SVM from machine learning and hierarchical attention network
(HAN), simple BiLSTM, BiLSTM with Word2Vec, and proposed peephole BiILSTM
attention network.

We have observed some facts regarding the language of depressed and control
users from the preprocessed Twitter dataset. We find that control group users write
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longer posts compared to the diagnosed group users. On an average, the control
users have 19,768 words as the average length of their posts while diagnosed group
has 17,247. Number of posts considered for these statistics is 3000 posts per user.
Frequency of other linguistics blocks also varies between the two groups like number
of personal pronouns, positive emotion, negative emotion, and negation words are
more for control group users than diagnosed group, but when compared based on the
average length of posts in the groups, these averages are almost similar in both the
groups.

Like, 2.13% positive emotion words out of average words are found in diagnosed
group user’s posts while 2.01% is what we cannot inference any specific result from
this metadata analysis.

5.1 Benchmark Model Summary

The literature found that support vector machine (SVM) and Naive Bayes algorithms
are implemented widely compared to other machine learning algorithms due to sim-
plicity and better results. Besides these, we implemented algorithms from neural
networks like simple neural network (NN), convolution neural network (CNN), BiL-
STM with Word2Vec, and peephole BiLSTM with attention layer and Word2Vec.
SVM NB After preprocessing, we need to convert social posts from natural language
to mathematical numbers as a machine does not understand natural language. For
these algorithms, posts have been converted into vectors by Tfidf vectorizer from
Sklearn.

Simple NN has 128, 64, and 1 neuron layers, respectively, with 256 epochs and 128
batch sizes. For text to sequence conversion, tokenizer from Keras is imported.

CNN Besides a one-dimensional convolution layer of 128 neurons and two dense
layers of 10 and 1 neurons, CNN text contains one one-dimensional global max
pooling, flatten, and embedding layer each. Here, values for batch size and epochs
are 100 and 5.

BiLSTM Networks All variants of BILSTM Networks are built with four layers:
embedding, bidirectional LSTM, and two dense layers. Bi LSTM layer contains 64
neurons, while dense layers have 10 and 1 neurons. In BiLSTM variants, the batch
size is 64 and the epochs size is 5.

Word vectors from pre-trained embeddings are input in all neural network vari-
ants except Simple NN. The dimension of vectors sets to 50 for all the models with
embedding layer. All posts of a user are taken as a single document for classification.
The maximum document length is 20,000 due to system and time constraints. Even
though 73,124 and 19,768 are maximum and average words in posts from the con-
trol group, while from the diagnosed group, these numbers are 61,745 and 17,247,
respectively. Vocab size depends on how many posts from a user are taken (1000,
3000, or 5000), but it is approximately 60,000 on average.
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5.2 Role of Number of Users in Classification Accuracy

This experiment has been carried out to determine the optimal number of cases
required for an appropriate neural network. We have considered the different numbers
of users to check how many users are at least required for the classification purpose.
We have taken 150, 350, and 550 diagnosed users’ posts. A middle range of the
number of posts is taken for feature extraction for every user is 3000 (at most) posts.
Also, the versions of the dataset manipulated in the experiment are balanced datasets,
i.e., for 150 diagnosed users, 150 control users’ posts are taken. Figure 1 presents
the depression classification accuracy of different learning models on datasets with
varying number of users.

5.3 Role of Number of Posts per User in Classification
Accuracy

The reason for considering the number of posts for a user employed is due to the
prejudice that learning algorithms’ give efficient results in most of the cases with
somewhat bigger datasets. Some previous research suggests that people with depres-
sion have a low footprint in social activities or more activities at night. While creating
the dataset, we observe that people with diagnosis statements have approximately
15% fewer posts than the control group. We have also found that a low number
of posts (taken 1000 posts per user) or too many (taken 5000 or more) for a user-
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Fig. 2 Role of number of posts per user in classification accuracy

produced somewhat low accuracy. We found little impact of number of posts per user
on the classification accuracy observable Fig. 2. Three versions (1000 posts per user,
3000 posts per user, and 5000 posts per user) of balanced datasets are considered for
this experiment.

6 Research Agenda

‘We propose to use bidirectional peephole BiLSTM at one level and attention layer at
another level (Fig. 5). Before providing user posts as input to the hierarchical neural
network, these are converted into tensors by passing them through the embedding
layer. The embedding layer is initialized in two ways: by pre-trained (Word2Vec)
word embedded vectors or other values. For the second option, word tensors are
created using a vocabulary formed from a training corpus of posts. We compared the
results of pre-trained Word2Vec and specially trained embedding for the purpose.
Compared to a feed forward neural network, recurrent neural network has a mem-
ory unit that remembers the last hidden state and considers it with the current input
to produce output. However, the problem with simple RNN is the inability to remind
long-standing memory. So long short-term memory (LSTM) is introduced to oper-
ate the situation. An LSTM unit (shown in Fig. 3) includes three layers to help its
work: forget gate layer, input gate, and update gate. The forget gate layer removes
information no longer required from the previous cell state, while the input gate layer
decides what new information to add and puts it in the cell with forget layer output.
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Fig. 4 Peephole LSTM unit

Finally, the update gate layer decides what will remain on the cell state and provide
as output. Bidirectional units are taken to examine previous inputs and future inputs
as part. Peephole LSTM variant has little difference while deciding what to forget,
input, and update. Every layer is provided with the cell state (as visible in Fig.4)
and the current input, which provides a performance advantage to the whole neural
network. The following equations are for peephole LSTM, it can be noticed from
the C,; factor in f;, i;, and o,

fr=0Wy-[Cioy, hiyr, xi ]+ by), (D

ir =0 (Wi - [Cro, hiy, X1+ bi), 2
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oy =0 (W, - [Ci1, hi—1, X, ] + by), 3)
C; = tanh(W, - [h,—1, x,1 + b)), 4)
h: = o, - tanh(Cy). (5)

From Fig. 3, ft represents the output of the forget layer, this will be joined with
previous cell state C; — 1 for determining what values to be thrown away and what
to keep for next cell state. At the input gate layer, it decides what new information
will be added on the cell state while C; creates candidate values. ot is calculated at
updation layer to get the next hidden state from the current cell state. All the three
gates make use of current input x,, previous hidden state &, — 1. Besides these two
values forget and input gates take C, — 1 as third input while update gate takes C,.
Examination of C; — 1 and C, in decision-making by these gates is the peephole
mechanism which is not in a simple LSTM unit (Fig. 3).

Output from the BiLSTM layer is used to input the attention layer placed above
it. The attention layer provides different priority to the parts of a sentence by varying
weight assignments. It gives extra context for decision-making and helps identify the
crucial parts of posts focused by the neural network while producing output (Fig. 5).



Early Depression Detection Using Textual Cues ... 405

7 Conclusion

From experiments, we learn that though the size of the dataset is an essential aspect
in the domain, it does not affect our results that much. Also, different machine
learning and deep learning algorithms have been applied on varying dataset versions
constructed with the different number of control and diagnosed users. We tried to
build a standard dataset resembling the one followed by various authors in previous
works. We have followed the dataset creation procedure to build a standard dataset
for one of the reputed workshops in the domain. Even then, we cannot ignore the
fact that there may be some result variation if the mental health domain experts have
prepared the dataset.
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