
Ying Tan
Yuhui Shi (Eds.)

7th International Conference, DMBD 2022 
Beijing, China, November 21–24, 2022 
Proceedings, Part II

Data Mining 
and Big Data

Communications in Computer and Information Science 1745



Communications
in Computer and Information Science 1745

Editorial Board Members

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Ashish Ghosh
Indian Statistical Institute, Kolkata, India

Raquel Oliveira Prates
Federal University of Minas Gerais (UFMG), Belo Horizonte, Brazil

Lizhu Zhou
Tsinghua University, Beijing, China

https://orcid.org/0000-0002-5961-6606
https://orcid.org/0000-0002-7128-4974


More information about this series at https://link.springer.com/bookseries/7899

https://springerlink.bibliotecabuap.elogim.com/bookseries/7899


Ying Tan · Yuhui Shi (Eds.)

Data Mining
and Big Data
7th International Conference, DMBD 2022
Beijing, China, November 21–24, 2022
Proceedings, Part II



Editors
Ying Tan
Peking University
Beijing, China

Yuhui Shi
Southern University of Science
and Technology
Shenzhen, China

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-981-19-8990-2 ISBN 978-981-19-8991-9 (eBook)
https://doi.org/10.1007/978-981-19-8991-9

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2022
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, Singapore

https://orcid.org/0000-0001-8243-4731
https://doi.org/10.1007/978-981-19-8991-9


Preface

The Seventh International Conference on Data Mining and Big Data (DMBD 2022) was
held in Beijing, China, during November 21–24, 2022. DMBD serves as an international
forum for researchers to exchange latest advantages in theories, models, and applications
of data mining and big data as well as artificial intelligence techniques. DMBD 2022was
the seventh event after the successful first event (DMBD2016) on Bali Island, Indonesia,
the second event (DMBD 2017) in Fukuoka, Japan, the third event (DMBD 2018) in
Shanghai, China, the fourth event (DMBD2019) in ChiangMai, Thailand, the fifth event
(DMBD 2020) in Belgrade, Serbia, and the sixth event (DMBD 2021) in Guangzhou,
China.

These two volumes (CCIS vol. 1744 and CCIS vol. 1745) contain the papers pre-
sented at DMBD 2022 covering some major topics of data mining and big data. The
conference received 135 submissions. The Program Committee accepted 62 regular
papers to be included in the conference program with an acceptance rate of 45.92%.
Each submission received at least 3 reviews in an double-blind process. The proceed-
ings contain revised versions of the accepted papers. While revisions are expected to
take the referees comments into account, this was not enforced and the authors bear full
responsibility for the content of their papers.

DMBD 2022 was organized by the International Association of Swarm and Evo-
lutionary Intelligence (IASEI). It was co-organized by the Computational Intelligence
Laboratory at Peking University, the Advanced Institute of Big Data, Beijing, the Key
Laboratory of Information System Requirement, the Science and Technology on Infor-
mation Systems Engineering Laboratory, and the Southern University of Science and
Technology and technically co-sponsored by Research Reports on Computer Science
(RRCS), the City Brain Technical Committee of the Chinese Institute of Command and
Control (CICC), the International Neural Network Society, the Nanjing Kangbo Intel-
ligent Health Academy, Springer, Entropy, MDPI Electronics, and the Beijing Xinghui
High-Tech Co. The conference would not have been such a success without the support
of these organizations, and we sincerely thank them for their continued assistance and
sponsorship.

We would also like to thank the authors who submitted their papers to DMBD
2022, and the conference attendees for their interest and support. We thank the Orga-
nizing Committee for their time and effort dedicated to arranging the conference. This
allowed us to focus on the paper selection and deal with the scientific program. We
thank the Program Committee members and the external reviewers for their hard work
in reviewing the submissions; the conference would not have been possible without their
expert reviews. Furthermore, this work is partially supported by the National Natural
Science Foundation of China (Grant No. 62076010 and 62276008), and also partially
supported by the Science and Technology Innovation 2030 - New Generation Artificial
Intelligence Major Project (Grant Nos.: 2018AAA0102301 and 2018AAA0100302).
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Finally, we thank the EasyChair system and its operators, for making the entire process
of managing the conference convenient.

November 2022 Ying Tan
Yuhui Shi
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Abstract. Restricted Boltzmann Machines (RBMs) are widely applied in Image
Classification and Image Reconstruction. However, although highly expressive
conditional distributions of RBMs commonly produce effective features for the
two tasks, building these expressive conditional distributions and sampling from
the distributions are difficult for conventional RBMs. In this paper, a Comple-
mentary Convolutional Restricted Boltzmann Machine (CCRBM) is proposed.
The CCRBM designs complementary factors in its visible layer and uses the fac-
tors to produce highly expressive conditional Gaussian distributions under low
sampling cost. To further extract hierarchical image features, a Complementary
Convolutional Deep Belief Net (CCDBN) is proposed for Image Processing based
on CCRBM. Experiments verify that the proposed CCRBM and CCDBN perform
better than other commonly used RBMs and probabilistic graphic models with the
help of the designed complementary factors.

Keywords: Restricted Boltzmann Machine · Deep Belief Net · Convolutional
Neural Net

1 Introduction

In the research of Image Processing, Probabilistic Graphic Models and Convolutional
Neural Nets (CNNs) have become two commonly used models [1, 2]. As undirected
probabilistic graphs, RBMs can extract statistically interpretable image features explic-
itly and build effective probabilistic inference between their units. RBMs can be stacked
for building Deep Belief Net (DBN) and Deep Boltzmann Machine (DBM), and they
are widely used in Image Classification and Image Reconstruction [3–5]. Meanwhile,
CNNs introduce convolution operation in their structures to extract invariant features for
Image Processing [6–8]. As an effective combination, Convolutional RBMs (CRBMs)
can extract invariant features and explicitly model them in probabilistic forms. CRBMs
are widely used for visual images and other images, but the limited feature expression
ability of conventional RBMs hinders the applied range of CRBMs.

The conventional RBM uses a binary visible layer to model input data as explicit
distributions, and it uses a binary hidden layer to extract probabilistic features from input

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 3–17, 2022.
https://doi.org/10.1007/978-981-19-8991-9_1
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data. For many applications, images are real-valued and binary units cannot accurately
model real-valued images. To solve this question, Gaussian-binary Restricted Boltz-
mann Machine (mRBM) [9], spike-and-slab Restricted Boltzmann Machine (ssRBM)
[10, 11], and other undirected probabilistic graphs are proposed to build real-valued
distributions for visible units to fit real-valued images [12–14]. The mRBM, mcRBM
[15], and multi-view RBM use Gaussian distribution as the activate probabilities of vis-
ible units [16], while the Truncated Gaussian RBM (TGRBM) uses truncated Gaussian
distribution to build its visible layer [12]. Based on Gaussian distribution or truncated
Gaussian distribution, the real-valued distributions of hidden units can be built, and some
improved Gaussian GraphicModels are proposed. However, although Gaussian Graphic
Models build highly expressive distributions, they are not suitable for Image Processing
tasks because of their high computational complexity. For the TGRBM, the gradients of
its energy function cannot be directly calculated based on the integral of the Truncated
Gaussian distribution. As an effective unsupervised learning method, the ssRBM [10],
s4RBM [11], and mcRBM [15] introduce additional units into their hidden layer and
build expressive real-valued distributions for their hidden units and visible units. How-
ever, these real-valued RBMs are proposed for 1-dimensional real-valued vector data
rather than 2-dimensional real-valued images. Moreover, although the CRBM and its
improved real-valued CRBMs introduce convolutional layers to model 2-dimensional
real-valued images, they do not build a highly expressive visible layers to extract the
correlation between 2-dimensional pixels [17, 18]. There are also other Probabilistic
Graphic Models and CNNs used for image processing, such as Variational AutoEn-
coders [19], Generative Adversarial Networks [20]. These models focus on modeling
data distribution of images with neural networks in implicit forms. However, we hope
to build effective explicit expressive expression for images.

For building highly expressive distributions to effectively model 2-dimensional real-
valued images, this paper suggests that both expectation and covariance in the condi-
tional Gaussian distribution of visible units should be parameterized, and the corre-
lation between 2-dimensional pixels can be modeled as the distribution’s covariance.
Therefore, this paper proposes a Complementary Convolutional Restricted Boltzmann
Machine (CCRBM). The proposed CCRBM introduce convolutional operation between
its visible layer and hidden layer to extract structural features, and then designs comple-
mentary factors in its visible layer tomodel expectation and covariance in the conditional
Gaussian distribution of the visible units. Based on complementary factors, the highly
expressive Gaussian distribution with non-diagonal covariance matrix can be decom-
pose into two Gaussian distributions with diagonal covariance matrix, and the CCRBM
can be effectively trained by using Gibbs sampling based on the two diagonal Gaussian
distributions. In experiments, this paper illustrates the effectiveness of our methods in
Image Reconstruction and Image Classification.

The remainder of this paper is organized as follows: Sect. 2 gives a brief introduction
to the foundations of deep learning. Section 3 gives an introduction to the proposed
CCRBM. Section 4 is the experiments. Section 5 is conclusion.
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2 Theory of Foundations

2.1 Restricted Boltzmann Machine

A Restricted Boltzmann Machine is an undirected probabilistic graph model based on
energy functions, it contains a visible layer v and a hidden layer h. The energy function
of RBM come from physics background, and the diagram of RBM is shown in Fig. 1,

Fig. 1. The diagram of RBM.

where, c, b are the biases, and W is the weight matrix between the visible units and
the hidden units. If the visible units and hidden units are binary, the energy function can
be defined as follow:

E(v, h) = −
nv∑

i=1

aivi −
nh∑

j=1

bjhj −
nv∑

i=1

nh∑

j=1

hj × Wji × vi (1)

where, nv is the number of visible units, nh is the number of hidden units. Based on
E(v, h), the probability distribution can be expressed as Formula (2):

P(v, h) = 1

Z
e−E(v,h) (2)

where, Z is a partition function: Z = ∑
v,h

e−E(v,h)

The RBM aims to maximize the marginal distribution P(v). The object function of
RBM is expressed as the logarithmic form of P(v)

Ls = ln(P(v)) = ln

(
∑

h

P(v, h)

)
= ln

(
∑

h

e−E(v,h)

)
− ln(Z) (3)

The Stochastic Gradient Descent algorithm (SGD) can be used to maximize the
likelihood function. Let θ = (a, b,W ), the derivative of Ls is shown as formula (4):

∂Ls
∂θ

= −
∑

h

P(h|v(0))
∂E(v(0), h)

∂θ
+

∑

v,h

P(v, h)
∂E(v, h)

∂θ
(4)
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where, v(0) is the original data. The activate probabilities can be expressed as follows:

P(hk = 1|v) = sigmoid(bk +
nv∑

i=1

Wkivi) (5)

P(vk = 1|h) = sigmoid(ak +
nv∑

j=1

hjWkj) (6)

In order to approximate the maximum likelihood estimation, Hinton et al. proposed
Contrastive Divergence (CD) algorithm. Based on CD algorithm, the estimate of the
gradient can be expressed as follows:

∂ lnP(v)

∂Wij
≈ P(hi = 1|v(0))v(0) − P(hi = 1|v(k))v(k) (7)

∂ lnP(v)

∂ai
≈ v(0)

i − v(k)
i (8)

∂ lnP(v)

∂bi
≈ P(hi = 1|v(0)) − P(hi = 1|v(k)) (9)

where, k is the number of steps in K-steps Contrastive Divergence algorithm (CD-K).
Weights between visible units and hidden units are updated with the following formulas:

� Wij ≈ ηw(P(hi = 1|v(0))v(0) − P(hi = 1|v(k))v(k)) (10)

� ai ≈ ηa(v
(0)
i − v(k)

i ) (11)

�bi ≈ ηb

(
P(hi = 1|v(0)) − P(hi = 1|v(k))

)
(12)

where, η is the learning rate.

2.2 Deep Belief Nets

DBN is a hybrid graph, and it is proposed by Hinton [21]. In a DBN, the top 2 layers
constitute an associative memory with undirected connections, and the layers below
have directed, top-down generative connections. In training process of DBN, the net is
initialized layer by layer based on RBM algorithm. The topology of DBN is shown as
Fig. 2:
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Fig. 2. The diagram of RBM.

TheDBNmodel iswidely used in ImageProcessing tasks, and it provides an effective
pre-training method in neural nets. By changing the topology of neural nets, DBN can
be realized as the Convolutional Deep Belief Nets (CDBNs).

2.3 Convolutional Neural Nets

The Convolutional Neural Net is a multilayer neural net inspired by the natural visual
perception mechanism, and the topology of a CNN is shown as Fig. 3:

Fig. 3. The topology of a CNN.

As shown in Fig. 3, a typical CNN has two operations in the feature extraction
phase: convolution aims to extract translation-invariant features, and pooling aims to
extract scaling-invariant features. For the convolution operation, the feature value yl

(i,j),k
at location (i, j) in the k-th feature map of l-th layer can be expressed as the following
formula:

yl(i,j),k = f (Wl
k ∗ xl(i,j) + blk) (13)
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where, f (.) is the activate function,Wl
k is the convolutional kernel, ‘*’ is the convolution

operation, blk is the bias.
The pooling operations can be categorized as max-pooling, average-pooling and

stochastic-pooling, etc. [22], which aim to achieve shift-invariance and scaling-
invariance by reducing the resolution of the features. Usually, a pooling layer is placed
between two convolutional layers. Each feature map is connected to its corresponding
map of the preceding convolutional layer. By stacking several convolutional layers and
pooling layers, more abstract features can be extracted.

The pooling operation is denoted asP(.). For each featuremap,we have the following
formula:

yl(m,n),k = P
(
yl−1
(i,j),k

)
,∀(i, j) ∈ R(m,n) (14)

where, R(m, n)is a neighborhood around the location (m, n).
Usually, one or more fully-connected layers are used after the feature extraction

layers. For classification task, outputs of the last fully-connected layer will be fed to a
classification layer.

3 Complementary Convolutional Deep Belief Nets

3.1 Complementary Restricted Boltzmann Machine

In conventional RBMs, the binary visible units are conditionally independent based on
hidden units. When input data are binary, conventional RBMs perform well in pattern
recognition tasks. However, when input data are real-valued, the activation of the visible
units is not fit for input data. In most improved RBM models, auxiliary units are intro-
duced to their hidden layer or visible layer to get effective features. In this paper, the
proposed Complementary Restricted Boltzmann Machine (CRBM) introduces comple-
mentary factors to its visible layer to build a highly expressive distribution for modeling
real-valued images.

The energy function of proposed CRBM can be written as follow:

E(v, c, h) = −
∑M

i=1
(vici)Wih + 1

2
v�vT + 1

2
cαcT − hbT −

∑M

i=1
uiαivi (15)

where, u is treated as the expectation of complementary factors c, α and � are diago-
nal matrixes. M is the dimension of the visible units. Every visible unit consists of a
complementary factor c and an input unit v. The complementary factors are used to cal-
culate conditional distribution of v, and the activate functions are shown as the following
formulas:

P(hi = 1|v) = sigmoid

(
1

2
vTWiα

−1
i WT

i v − bi

)
(16)

P(v|h) = N

(
αμ

� − ∑N
i=1Wihiα

−1
i WT

i hi
, 2

(
� −

∑N

i=1
Wihiα

−1
i WT

i hi

)−1
)

(17)
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In formula (17), the correlations between2-dimensional pixels aremodeled as the dis-
tribution’s covariance, and this covariance is a non-diagonal complex matrix. Although
this distribution contains enough information of 2-dimensional images, the Block Gibbs
Sampling cannot be used to sampling the states of v because of the non-diagonal covari-
ance. For Gaussian distributionwith a non-diagonal covariancematrix, the hybridMonte
Carlo sampling can be used. However, the hybrid Monte Carlo sampling runs much
slower than Block Gibbs sampling. To model the correlation and run the training algo-
rithm with low sampling cost, the CRBM uses complementary factor to construct a
distribution with a diagonal covariance. Based on the energy function, the activation of
complementary factors can be calculated as formula (18),

P(c|v, h) = N

(
α−1

∑M

i=1
viWih, α−1

)
(18)

Based on the complementary factors, the activation of v can be written as follow:

P(v|c, h) = N

(
μ + �−1

∑M

i=1
ciWih, �−1

)
(19)

InP(v|c, h), the covariance is diagonal, and this distribution can be sampled by using
Gibbs Sampling. By minimizing the contrastive divergence, the CRBM can be trained.
The Contrastive Divergence (CD) method and Persistent Contrastive Divergence (PCD)
algorithm, which are based on the blocked Gibbs sampling, are widely used in training
RBM. In this paper, PCD algorithm is used for training the log likelihood function,
which is expressed as formula (20),

∂ log(P(v))

∂θ
= EP(h,c|v)

[
∂(−E(v, c, h))

∂θ

]
− EP(v,c,h)

[
∂(−E(v, c, h))

∂θ

]
(20)

where, θ denotes the parameters in CRBM, and the Gibbs Sampling is used for
calculating the expectation of P(v, c, h) in formula (20).

3.2 Analysis for Complementary Restricted Boltzmann Machine

In the CRBM, we introduce square items in the energy function (Formula (15)) and use
factor α to build a relation among each units of its visible layer. Moreover, we introduce
complementary factors c to the visible layer to build an explicit distribution for modeling
the correlation of the visible units based on the covariance in this explicit distribution, and
this distribution can be expressed as Formula (17). As Formula (17) shows, the activation
of features h is expressed as a parameterized Gaussian distribution, and the covariance
shows the correlation of image pixels. Therefore, highly expressive features are built
based on Formula (17). However, as its covariance matrix is non-diagonal, sampling
from this Gaussian distribution is difficult. To draw effective samples efficiently, we
introduce 3-step Gibbs sampling based on the complementary factors c to build diagonal
covariance in Formula (18) and Formula (19). Unlike Truncated Gaussian distribution,
the expectation of the gradient in this proposed CRBM can be easily calculated.
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3.3 Complementary Convolutional Restricted Boltzmann Machine

To extract translation-invariant features and reduce computational complexity, this paper
introduces convolution operation to the structure of CRBMand builds a two-dimensional
graphical model: Convolutional Restricted Boltzmann Machine with complementary
factors (CCRBM). The topology of the CCRBM is shown as Fig. 4:

Fig. 4. The topology of a CCRBM.

The small rectangles in Fig. 4 denote the complementary factors. As Fig. 4 shows,
the hidden layer has one kind of units h, and the visible layer includes the input pixels v
and the complementary factors c. In the training process of CCRBM, the complementary
factors are only used in generating the activation of the visible units v, the activation of
the hidden units can be obtained from the visible units. According to this topology of
CCRBM, the energy function can be expressed as follow:

E(v, c, h) = −
∑K

k=1
hk ·

(
W̃k ∗ (v · c)

)
−

∑K

k=1
bk

∑
(i,j)

h
(i,j),k + 1

2
α ·

(
v2 + c2

)
− α · v · μ (21)

where, a is the bias matrix, μ is used to construct the Gaussian distribution of com-
plementary factors. Like CRBM, the Gaussian distribution P(v|h) has a parameterized
expectation and covariance based on the parameter μ and complementary factors c. The
activation probabilities are shown as follow:

P(v|c, h) ∼ N

(
μ + 1

α

∑K

k=1
hk ·

(
W̃k ∗ c

)
, α−1

)
(22)

P(c|v, h) ∼ N

(
α−1v ·

∑K

k=1
Wk ∗ hk , α−1

)
(23)

P
(
h(i,j),k = 1|v) = sigmoid

(
1

2

(
W̃ ∗ vα−1v ∗ W̃

)

(i,j)
+ bk

)
(24)

In CCRBM, the complementary factors are used in the visible layer, and each hidden
unit is independent when visible units are given. The activate function of complementary
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factors can be obtained after calculating the activation of hidden units. Based on the
complementary factors, the blocked Gibbs sampling can be used.

In order to alleviate the over-fitting and build a deep model, stochastic pooling
layers can be used. The pooling operations can be categorized as max-pooling, average-
pooling, and stochastic-pooling etc., which aim to achieve shift-invariance and scaling-
invariance by reducing the resolution of features. According to the probabilistic max-
pooling in Convolutional RBM, the probabilistic stochastic pooling method is designed
in the CCRBM, and the energy function and activation functions can be expressed as
follows:

E(v, c, h) = −
∑

k

∑
(i,j)

(
h(i,j),k

(
W̃k ∗ (v · c)

)

(i,j)
+ bkh(i,j),k

)
− α

∑
(i,j)

v(i,j)μ(i,j) + 1

2
α ·

(
v2 + c2

)

subj.to
∑

(i,j)∈Ba
h(i,j),k ≤ 1, ∀k, a.

(25)

P
(
h(i,j),k = 1|v) =

exp

(
1
2

(
W̃ ∗ vα−1v ∗ W̃

)

(i,j)
+ bk

)

1 + ∑
(i′,j′)∈Ba exp

(
1
2

(
W̃ ∗ vα−1v ∗ W̃

)

(i′,j′)
+ bk

) (26)

P
(
pα,k = 0|v) = 1

1 + ∑
(i′,j′)∈Ba exp

(
1
2

(
W̃ ∗ vα−1v ∗ W̃

)

(i′,j′)
+ bk

) (27)

The probabilistic stochastic pooling method is similar to probabilistic max pooling
in pre-training and training process of Convolutional RBMs, the difference lies in the
pooling units are selected randomly in the training process. The topology of the CCRBM
with pooling layer is shown as follow (Fig. 5):

Fig. 5. The topology of the CRBM with pooling layer.

In the CRBMmodel, the hidden units and the pooling units are still binary, the visible
units are real-valued.
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3.4 Complementary Convolutional Deep Belief Nets

TheConvolutionalDBNmodel is a deep neural net,which includes several RBMmodels.
Based on the convolution operation, the Convolutional DBN performs better in image
recognition and image reconstruction than the conventional CNN and DBN. Therefore,
this paper proposes a Complementary Convolutional Deep Belief Net based on the
proposed CCRBM, the topology of CCDBN can be expressed as follow (Fig. 6):

Fig. 6. The topology of the CCDBN.

The CCDBN model we used in this paper has a topology of 3 convolutional layers,
2 pooling layers, a fully connected layer and an output layer. As a DBN, this CCDBN
model could be used in both in image recognition and image reconstruction. In the
experiments, we verify the effectiveness of the proposed model.

4 Experiments

In this paper, in order to illustrate the effectiveness of the proposed models, 5 data sets
are introduced to experiments. The attributes of the data sets are shown as Table 1:

Table 1. The attributes of data sets.

Data sets Train Test Attributes Labels

MNIST-Basic 10000 50000 784 10

Rectangles 1000 50000 784 2

MNIST 60000 10000 784 10

CIFAR-10 50000 10000 1024 10

NORB 24300 24300 1024 5

The MNIST dataset comes from the National Institute of standards and technology.
The training set consists of handwritten figures from 250 different people, 50% of whom



Complementary Convolutional Restricted Boltzmann Machine 13

are senior high school students, and the other come from the Census Bureau. The test
set is the same amount as well. NORB is a synthetic 3D object recognition dataset that
contains five classes of toys (humans, animals, cars, planes, trucks) imaged by a stereo-
pair camera system from different viewpoints under different lighting conditions. The
stereo-pair images are subsampled from their original resolution of 108 × 108 × 2 to
32 × 32 × 2 to speed up experiments. The CIFAR-10 dataset consists of 60000 32 × 32
images in 10 classes, with 6000 images per class. There are 50000 training images and
10000 test images. In this experiment, the CIFAR-10 images are transformed into gray
images. The experiments run on the PC, which has the following configuration: CPU
12700, GPU RTX 3070Ti and 32 g Memory.

In this section, firstly, we test the image reconstruction ability of CRBM based on
MNIST, Rectangle, NORB andCIFAR-10, the reconstructed images are shown as Fig. 7:

Fig. 7. The reconstructed images.

As we can see, the binary images are reconstructed well based on CRBM, however,
generating the real-valued images is hard, the pictures with background are not clear.
Although RBMs can be treated as generative models, it is difficult to get clear high-
dimensional images, we guess the reason may be that the number of hyper parameters
is large, and the assumed Gaussian distribution may not well match the real input data.

Secondly, we test the classification ability of CRBM. In this section, the CDBN
model is built based on the CRBM for ease of comparison between the other RBM
models. The CDBN models have two hidden layers (4000 units in the first, 2000 in the
second) and an output layer, the classification accuracies are shown as follows:

Table 2. The classification accuracies.

Data sets MNIST-Basic Rectangles MNIST NORB

DBN 96.9% 97.1% 98.5% 86.3%

ReLu-DBN 97.6% 97.8% 98.7% 87.1%

Exp-DBN 97.9% 97.4% 98.8% 86.6%

ssDBN 97.6% 97.5% 98.3% 89.9%

CDBN 97.9% 97.6% 98.7% 90.7%
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The error rate of CIFAR-10 is high, so we don’t list it. ReLu-DBNs were stacked by
ReLu-RBMs, and Exp-DBNs are based on the Exp-RBMs, in which the activation func-

tion is softplus unit and the Gaussian approximation is N
(
f (η),

(
1 + e−η

)−1
)
[18]. As

shown in Table 2, the pre-training process is effective compared with the conventional
DBNmodel, and the complementary factors are useful inmodeling the conditionalGaus-
sian distribution. The classification accuracies of binary images are high. The CRBM
performs better than ReLu-RBMs. However, the model did not perform well in the real-
valued data sets. In order to model the real-valued images, this paper proposes CCDBN
based on CRBMs. The topology of CNNs is shown as Table 3:

Table 3. The topology of CCDBN.

Layer name MNIST-basic

Convolution_1 Pretrained by the CCRBM

pool_1

batch normalization_1 Batch normalization

Convolution_2 Pretrained by the CCRBM

batch normalization_2 Batch normalization

Pool_2 Max-pooling

full connected layer_1 Pretrained by the CRBM

full connected layer_2 Pretrained by the RBM

Output layer

Based on the CCDBN, the classification accuracies are much better than the con-
ventional full connected nets in CIFAR-10. The parameters of CDBN and CCDBN are
shown as Table 4:

Table 4. Parameters of CCDBN and CDBN.

Model Hidden units Learning rate Kernels Method Initial

CCDBN - 1e-3 (1e-5) 256(128) Adam Normal

CDBN 2000, 1000 1e-3 (1e-5) - Adam Normal

As Table 4 shows, the CDBN and CCDBN use 1e-3 initial learning rate for MNIST,
Rectangles, and MNIST-Basic datasets, meanwhile, they use 1e-5 initial learning rate
for CIFAR-10. The CCDBN has 256 convolutional kernels in the first hidden layer
and 128 kernels in its second hidden layer. The weights are initialized using Gaussian
distribution. The classification accuracies are shown as Table 5:
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Table 5. The classification accuracies of CCDBN.

Data MNIST-Basic Rectangles MNIST NORB CIFAR-10

CNN 98.6% 98. 4% 98.9% 92.3% 85.9%

VAECNN 98.5% 98. 5% 98.9% 92.7% 86.5%

CCDBN 98.8% 98.7% 98.9% 94.6% 89.1%

As we can see from Table 5, VAECNN is a CNN which uses trained VAE encoder
as its pre-training method, and the proposed model obtains better classification results.

The effectiveness of convolution operation is verified in above experiments. We also
do ablation experiments to verify the effectiveness of the complementary factors. The
experimental results are shown as Table 6.

Table 6. The classification accuracies of ablation experiments.

Model MNIST-basic Rectangles MNIST NORB

realDBN 97.6% 97.8% 98.7% 87.1%

meanDBN 97.5% 97. 5% 98.5% 88.7%

CDBN 97.9% 97.6% 98.7% 90.7%

As we can see from Table 6, realDBN is a real-valued DBN model without com-
plementary factors, and meanDBN is a real-valued DBN which uses additional units
to model diagonal covariance. As the results show, the proposed CDBN obtains better
classification results.

The CCRBM is a kind of probabilistic graph model, which provide a feasible pre-
training process for neural nets, and the probabilistic graph model can be viewed as the
theoretical basis of neural nets. However, there are still some problems in this paper, the
reconstructed real-valued images are not clear, the hyper-parameters are hard to tune,
and the deeper CNN models are hard to pre-train, such as ResNet [23]. What we are
going to do is reducing computational complexity and the number of hyper parameters
and improving image reconstruction ability of probabilistic graph models.

5 Conclusion

This paper proposes CCRBM and CCDBN which introduce complementary factors
to visible units to model real-valued images, and the CCRBM model is verified in
Image Processing tasks. The experiments show that the CCRBM performs better than
conventional RBM models. However, there are still some problems about the proposed
models. The gradient descent process is easy to merge into local optimal solutions,
the learning rates and covariance coefficients are hard to select, the high-dimensional
real-valued images are difficult to be reconstructed, and the CCRBM is not easy to be
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applied in nets with special structures, such as ResNet. In our future research, we will
try to reduce the computational complexity and the number of hyper-parameters for
applying the CCRBM to deeper neural nets.
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Universities” (No. 2021QN1073).
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Abstract. The state-of-the-art x-vector technique has been successful in text-
independent speaker recognition tasks. However, neural networks are susceptible
to overfitting issues in small sample settings, which impairs network performance.
Recent studies have attempted to improve the regularization of speaker recogni-
tion networks using generative adversarial networks and have shown competitive
results. In this paper, we propose a novel deep convolutional generative adver-
sarial network-based speaker identification technique, which adds single-scale
SincNet to the DCGAN network and performs text-independent speaker recogni-
tion directly using discriminators in the DCGAN network. Also, the loss function
in the original model is replaced by the Wasserstein distance. Additionally, by
jointly optimizing the “true/false” and classification objective functions, the dis-
criminator enhances the speaker recognition system’s capacity for generalization.
On the LibriSpeech corpus, our technique outperformed the baseline model x-
vector utilizing the dropout method and L2 regularization by a margin of 55.11%
and 67.08%, respectively.

Keywords: Speaker identification · SincNet · Deep convolutional generative
adversarial network · Text-independent

1 Introduction

Speaker recognition [1] is one of the key research directions in voice recognition tech-
nology [2], aiming to emphasize the individual differences between different people.
Speech recognition, on the other hand, extracts common information about the words in
a speech signal and does not focus on the differences between different speakers. Speaker
identification is a subtask of speaker recognition and corresponds to the one-to-many
retrieval problem, i.e., indicatingwhich of a few speakers speaks a given speech segment.
Based on the features of the speech that will be evaluated, speaker recognition may be
separated into two primary categories: open-set recognition and closed-set recognition
[3], where the key is whether the speech that will be tested can be matched to the speaker
model in the set. Then the answer to closed set identification is yes, i.e., the speaker is
required to belong to a known set of speakers. In addition, according to the recogni-
tion content can be divided into text-independent and text-related speaker recognition.
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The former is text content that does not indicate the speaker’s pronunciation, making
it more challenging to extract vocal features and develop models, but it is also more
extensively used, does not require user assistance, and is a hotbed for study. Contrarily,
the latter requires that the user pronounce the text exactly as it is provided during both
training and recognition, which generally produces good recognition results but is not
frequently applied in application contexts. In this research, we investigate closed-set
text-independent speaker identification.

From statistical modelling to neural networks, the research and development of
speaker identification has been carried out for decades with significant progress and
results but remains a challenging task. Classical speaker recognition algorithms include
Gaussian Mixture Model-Universal Background Model [4], Gaussian Mixture Model-
Support Vector Machine [5], Joint Factor Analysis [6], and i-vector [7]. Their different
characteristics in terms of speakermodelling representation and scoring judgementmake
the channel robustness of eachmethod also vary greatly between them.With the enhance-
ment of computational power, there has been a gradual increase in the emphasis on using
deep learning methods to solve problems in the speech domain, such as speech recog-
nition [2] and speaker recognition [1]. The key to performance improvement in speaker
recognition tasks lies in obtaining features that are both rich in speaker information and
less in extraneous information such as channel or noise. With the rapid development
of science and technology, artificial intelligence techniques are widely used in various
fields, such as target detection [8, 9], speech recognition, and voice recognition. And
in vocal recognition, using deep learning based DNN to capture speaker features is a
commonmethod used by researchers nowadays. Oneway to identify speakers is by com-
bining DNNs with established frameworks. For instance, Prince et al. 2007 [10] coupled
DNNs with i-vectors to estimate posterior probabilities using DNNs rather than UBM.
The other side of the coin is to use DNNs exclusively to explore a range of embedding
features such as d-vector [11], x-vector [12], j-vector [13] and so on. However, most
past attempts have used hand-crafted features such as FBANK and MFCC coefficients.
These engineered features were originally designed based on perceptual evidence and
there is no guarantee that these representations will be optimal for all speech-related
tasks. Standard features may, for instance, flatten the speech spectrum, making it diffi-
cult to extract important narrowband speaker characteristics like fundamental tones and
resonant peaks. To address this issue, some recent work has suggested using a sound
spectrum box [14] or even the original waveform [15] to enter data directly into the
network.

In recent years, GANs have been heavily studied and applied to domain transfor-
mation and data generation in the speech domain, such as speech enhancement [16],
speech transformation [17] and speech synthesis [18]. The literature [19] proposes cat-
egorical GAN for unsupervised and semi-supervised learning using categorical genera-
tive adversarial networks. By requiring discriminators to output category labels, odena
[20] extends GANs to semi-supervised contexts. The process produces higher-quality
samples while also producing an effective classifier. The literature [21] proposed unsu-
pervised adaptive using CycleGAN with outstanding results under low resource domain
limitations. Additionally, the literature [22] developed a novel speaker identification sys-
tem called SpeakerGAN using an enhanced conditional generative adversarial network,
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outperforming state-of-the-art DNN-based techniques in terms of recognition perfor-
mance. In summary, deeper network layers and more complex network architectures
tend to improve recognition performance. However, there is still room for improvement
in the scalability of these approaches for the size of the training corpus. Both traditional
i-vector systems and state-of-the-art DNNs aim to learn the mapping from speaker dis-
course to speaker representation or speaker identity. When there are insufficient training
data, these data-driven modeling approaches frequently experience rapid performance
erosion. Meanwhile, the overfitting issue caused by a tiny sample corpus decreases the
model’s capacity for generalization. Based on these facts, the method proposed in this
research, known as SincNet-DCGAN, uses single-scale SincNet and DCGAN to recog-
nize closed-set speakers without the need for text. To extract interpretable single-channel
speaker features from the original waveform, it employs a single-scale SincNet layer as
a feature extractor for the generator and discriminator and a modified deep convolutional
generative adversarial networkwith aWasserstein distance optimized objective function.
The discriminator contains two types of outputs: true and false probability (adversarial
output), and category labels of real samples. In addition, the discriminator is directly
utilized as a speaker classifier (categorical output).

Our main contributions can be summed up as follows: (1) a single-scale SincNet-
DCGAN architecture is designed for learning the speaker’s FEATURE MAP from the
one-dimensional rawwaveform signal, andDCGAN is used to generate spurious samples
that are closer to the real data distribution to improve the model’s generalizability; (2)
the loss function of DCGAN is proposed to be replaced using Wasserstein distance to
stabilize the training environment of the network; and the training environment of the
network.

The remainder of the essay is structured as follows. SincNet and deep convolutional
generative adversarial networks are briefly reviewed in Sect. 2; the architecture of the
strategy suggested in this paper is described in Sect. 3; experimental results and a detailed
analysis are provided in Sect. 4; and the entirety of the paper is summarized in Sect. 5,
along with recommendations for future research.

2 Related Work

2.1 Single-Scale SincNet Structure

A new CNN architecture, known as SincNet, was created in 2018 by Ravanelli [15]
primarily for the network’s first layer’s feature extraction capabilities. it uses convolution
based on the sinc function in the first layer, based on the traditional CNN. Rectangular
band-pass filters are implemented to produce more meaningful CNN filters. Unlike
traditional CNNs that learn all elements of each filter, SincNet only learns high and low
cut-off frequencies from the data, so significantly reducing the number of parameters in
the first convolutional layer.

Compared to other methods, the SincNet feature map obtained in the first convolu-
tional layer has better interpretation and readability. The filter set only relies on param-
eters that have a clear physical meaning. Also, SincNet forces the network to focus
only on the filter parameters that have a significant impact on performance, allowing the
network to achieve fast convergence.
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To extract shallow speaker features from the original speech waveform and to give
the network a better chance of capturing significant narrowband speaker features, a
single-scale SincNet layer is used in this paper as the first convolutional layer of the
generator and discriminator, respectively. The SincNet layer used in this paper performs
convolution using a predefined function g [15], with function g depending only on the
learnable parameters θ . The input waveform signal and the filter bank function perform
the convolution operation as shown in Eq. (1).

h[n] = x[n] ∗ g[n, θ ] (1)

where the parameter θ can be learned. A block of the waveform signal is denoted by
x[n], the filter bank function is denoted by g[n, θ ], and the filtered output with shallow
speaker features is denoted by h[n].

The rectangular band-pass filter is used by the SincNet layer. The difference between
two rectangular low-pass filters can be used to represent the frequency response of a
band-pass filter in the frequency domain, as shown in Eq. (2).

G
[
f , f1, f2

] = rect

(
f

2f2

)
− rect

(
f

2f1

)
(2)

where f1 and f2 are the learned low and high cutoff frequencies, respectively. rect(·) is
the frequency response of the rectangular low-pass filter, see Eq. (3).

rect(x) =

⎧
⎪⎨

⎪⎩

0, if |x| > 0.5,
0.5, if |x| = 0.5,
1, if |x| < 0.5,

(3)

The inverse Fourier transform of the filter function turns the g function into as shown
in Eq. (4).

gf1f2 [n] = 2f2 sin c(2π f2n) − 2f1 sin c(2π f1n), n = 1, 2, . . . ,L (4)

The Sinc function is sin c(x) = sin x
/
x, and L is the filter length. To avoid abrupt

breaks in the filter set function, the window function w is usually used. As expressed in
Eq. (5), the filter function g and the window function we are multiplied to eliminate the
abrupt discontinuity at the end of g.

gf1f2 [n] = gf1f2 [n] · w[n] (5)

where w[n] stands for the Hamming window, which is very useful for achieving high
frequency selectivity [23]. The definition of the Hamming window is shown in Eq. (6).

w[n] = 0.54 − 0.46 ∗ cos

(
2πn

L

)
(6)
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2.2 Deep Convolutional Generative Adversarial Networks

Deep Convolutional Generative Adversarial Network (DCGAN) [24] is a combination
of Convolutional Neural Network (CNN) and Generative Adversarial Network (GAN)
[25]. Compared to traditional generative adversarial networks, DCGAN improves on
traditional GANs mainly in terms of network architecture, with both the generative and
discriminative models constructed from CNNs. The DCGAN architecture based on the
speaker recognition task is designed by eliminating all pooling layers, using transposed
convolution for up sampling in the G-network, and adding stride’s convolution instead
of the polling layer in the D-network. The generative and discriminative models satisfy
the relationship in Eq. (7).

min
G

max
D

V (D,G) = Ex∼Pr(x)
[
log(D(x))

] + Ez∼Pz(z)
[
log(1 − D(G(z)))

]
(7)

where discriminator Dmust distinguish betweenG(z) as false and x as true. Additionally,
x corresponds to the actual sample taken from the in Pr(x). Since the use of random
noise z has no discernible impact on the trials, unlike the usual DCGAN, the real sample
x is directly used as the input to G in this study [22].

Fig. 1. Demonstrates the architecture of a single-scale SincNet and DCGAN-based network

3 The Proposed Speaker Identification System

Traditional GAN and DCGAN discriminators are solely used to forecast the input’s
true and false indications. Since GAN has excellent output in terms of generation and
draws on the basic ideas of reference [26]. This paper uses a modified DCGAN for
the speaker identification task. Figure 1 shows the architecture based on a single-scale
SincNet and DCGAN network. As the samples generated by the adversarial are closer
to the distribution of real data, the generalization capability of the SI network can be
effectively improved.
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The discriminator for this network needs not only to model the shallow features
of the original speech waveform but also the deep network structure for the speaker
classification task. The generator G uses real speech block shapes as input conditions
to generate false samples of the same size. While the Wasserstein distance [27] gives
the reason for the instability of GAN training, i.e., Jensen-Shannon divergence (JS)) is
not suitable to measure the distance between the generated data distribution and the real
data distribution, so the Wasserstein distance is used instead of JS scattering to optimize
the network proposed in this paper.

Also, compared to GAN, the SincNet-DCGAN network can generate type-rich spu-
rious speech samples, avoiding the problem of distortion of the generated speech signal
caused by pattern collapse. lossG the loss function denoting G is shown in Eq. (8).

lossG = E
[
(D(G(x)) − 1)2

]
(8)

This discriminator D takes as input the false samples generated by G and the real
speech chunks from the corpus and outputs the true/false flags and N-category dis-
criminators, i.e., xreal/xfake an N-dimensional vector {S1, S2, ..., SN }. Where Sk denotes
the probability P(y = k|x) that input x belongs to a category k. Thus, the discrimina-
tor’s objective function consists of the classification loss and the adversarial loss, i.e.,
lossD = losss + lossA. losss denotes the cross-entropy loss for all labeled data.

losss = −Ex,y∼Pr(x,y)

N∑

i=1

yi log ki (9)

The adversarial loss function lossA is shown in Eq. (9).

lossA = Ex∼Pr

[
(D(G(x)) − 1)2

]
(10)

It is known from previous research that the configuration of a GAN is very important
for the stability of its training environment. The network structure was designed in
conjunction with the specific task of speaker recognition, and previous work [20] was
consulted to configure the network parameters. Table 1 shows the network configuration
of the proposed method in this paper in detail.

For the generator G network, the input real sample Xreal is first normalized by layer
and then fed into a single-scale SincNet layer to extract the shallow features of the
speaker. It then passes through three convolutional layers and three transposed con-
volutional layers in turn, each with batch normalization and a Leaky ReLU activation
function with a negative slope of 0.03. Finally, a one-dimensional convolution and a
one-dimensional adaptive mean aggregation layer are passed to output a spurious speech
block of the same size as the input Xfake. Meanwhile, the discriminator D in this paper
acts as a multi-classifier to estimate the probability that a sample comes from real data.
D outputs a large probability if the sample is from real data, and a small probability
otherwise. d has two inputs, corresponding to Xreal , Xfake.

The D-network utilizes layer normalization before the single-scale SincNet layer,
same as the generator G. Five 2D convolutional layers and four fully linked layers are
added after that in that order. To avoid gradient sparsity, all layers in D—aside from the
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output layer—use the Leaky ReLU activation function. In our tests, a waveform Xreal is
the original speech waveform divided into numerous speech chunks with an overlap of
10ms and a duration of 200ms.

Table 1 shows the network architectures of the generators and discriminators in
single-scale SincNet and DCGAN networks for speaker identification tasks. Conv2d.
Denotes two-dimensional convolution, FC denotes fully connected layer, BN denotes
batch normalization, LN denotes layer normalization and LR denotes Leaky ReLU
activation function.

Table 1. The network architecture of generators and discriminators in single-scale SincNet and
DCGAN networks.

Discriminator D Generator G

Input: Xreal ,Xfake
LN ([1, 3200])
Single-SincNet Filter (K = 80, L = 251)
5 × 5 Conv2d. 64, BN, LR
5 × 5 Conv2d. 128, BN, LR
5 × 5 Conv2d. 256, BN, LR
5 × 5 Conv2d. 512, BN, LR
5 × 5 Conv2d. 1024, BN, LR
AvgPool1d (3)
FC1 (2048)
FC2 (512)
FC_NC (num_classes), FC_RF (2)
Output1:( num_classes), SoftMax
Output2:(2), SoftMax (dim = -1)

Input:Xreal
LN ([1, 3200])
Single-SincNet Filter (K = 80, L = 251)
15 × 1 Conv2d. 256, BN, LR
5 × 1 Conv2d. 512, BN, LR
5 × 1 Conv2d. 512, BN, LR
4 × 1 ConvTrans2d. 512, BN, LR
4 × 1 ConvTrans2d. 256, BN, LR
4 × 1 ConvTrans2d. 1, BN, LR
squeeze a dimension 5 × 1 Conv1d.1
AdaptiveAvgPool1d (3200)
Output:(1,3200)

4 Experiment

4.1 Datasets

To test the recognition approach suggested in this research, train-clean-100 from the
LibriSpeech corpus [28] was used. The raw speech signal was pre-processed using the
standard methods for processing speech signals, including pre-emphasis, frame and
window, and voice activity detection. All the speech was sampled at 16 kHz. The train-
clean-100 corpus consists of 251 speakers (125 female and 126 male), with a randomly
chosen training and test sample in a 3:2 ratio, employing 12–15 s of training utterances
per speaker and 2–6 s of test utterances.

4.2 Experimental Setup

For the baseline system, we chose the discriminator D-network (D-network) and the
state-of-the-art x-vector model, using L2 regularization, and dropout, respectively. And



Text-Independent Speaker Identification Using a Single-Scale 25

the x-vector was structured with the help of the model from the literature [29]. The small
batch size was set to 128 and the learning rate was set to 0.001. The maximum learning
period was set to 500. The Adam optimizer was used to optimize the network.

To improve the classification accuracy of this paper, a dropout with a random deac-
tivation rate of 0.5 was added to the generator and discriminator respectively, and the
waveform of each speech sentence was segmented into 200 ms chunks (with a 10 ms
overlap) and fed into the first convolutional layer (SincNet layer) of the generator and dis-
criminator of the proposed SincNet-DCGAN network. Layer (SincNet layer) to extract
more interpretative features of the speaker.

The sinc-based convolution described in Sect. 2.1 is carried out by a single-scale
SincNet layer as explained in Sect. 3, which employs 80 filters with a length L = 251
samples. SGD and Adam optimizers with a momentum of 0.9 were used to train the
network. The learning rate was set to 0.0005, the epoch size to 1000, and the small batch
size to 128.

4.3 Results Analysis

To evaluate the effectiveness of using SincNet for direct recognition of speech raw
waveforms, the frequently tried hand-made features Fbank andMFCCwere selected for
ablation experiments and the size of the hand-made features was 64× 240. Table 2, it can
be found that compared with DCGAN (FBank) and DCGAN (MFCC), the recognition
of SincNet-DCGAN accuracy (ACC) increased by 1.28% and 1.96%, respectively.

Table 2. Ablation experiments on the optimizer, and feature map of the proposed method
(SincNet-DCGAN) in this paper in the LibriSpeech corpus.

Methods optimizer handcrafted features ACC (%)

DCGAN Adam FBank 96.04

DCGAN SGD FBank 89.68

DCGAN Adam MFCC 95.36

DCGAN SGD MFCC 84.21

SincNet-CGAN Adam - 97.32

SincNet-CGAN SGD - 84.54

In addition, to evaluate the impact of different optimizers on the experimental results,
this paper compares the recognition accuracy of the commonly used SGDwith that of the
Adam optimizer applied to the proposed model in this paper. The biggest drawback of
SGD is its slow descent rate and its tendency to produce locally optimal solutions, while
Adam is an adaptive learning rate method combining first-order momentum and second-
order momentum algorithms. It is discovered that the outcomes produced by the Adam
optimizer are superior to those produced by the SGD optimizer. This demonstrates that
the model’s performance is significantly influenced by the algorithm used to optimize
it, and the Adam optimizer is more appropriate for the model used in this paper. The
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SincNet-DCGAN network’s recognition accuracy with Adam optimizer, meanwhile,
was 97.32%.

In Table 3, the state-of-the-art recognitionmodel i-vector is built on [7] for classifica-
tion evaluation of a 20-dimensional Fbank. And CNN-Raw [30] is used for recognition
based on the same original waveform of speech. Table 3 shows that the approach used
in this research improves on the state-of-the-art i-vector and x-vector, respectively, by
79.62% and 55.11%. The recognition performance of CNN-Raw, however, is superior
to the model suggested in this study, which offers guidance for our upcoming model
optimization.

Table 3. Compares the methods the classification error rate for the Librispeech corpus using the
approach from this paper and the most recent recognition model.

Methods CER (%)

i-vector 13.15

x-vector 5.97

CNN-Raw 1.00

SincNet-DCGAN 2.68

Table 4. Comparison of the methods in this paper and the baseline system: SincNet-DCGAN
method; D-network and x-vector method with L2 regularization, dropout.

Methods CER (%) F1-score (%)

x-vector + DP 5.97 81.76

x-vector + L2 8.14 89.91

D-network + DP 6.27 81.53

D-network + L2 7.37 80.42

SincNet-DCGAN 2.68 90.74

Table 4 shows the results for the methods in this paper and the baseline system. For
the input features in the baseline D-network we choose the better-performing Fbank (see
Table 2). TheCERof theproposedSincNet-DCGANis2.68%,which is 55.11%,67.08%,
57.26%and63.64%higher relative to the x-vector+DP, x-vector+L2,D-network+DP
and D-network + L2 baselines, respectively. Meanwhile, SincNet-DCGAN outscored
all baseline models with an F1-score of 90.74%.

Table 4 shows that the baseline dropout setting is more effective than L2 regulariza-
tion at increasing themodel’s recognition accuracy. However, classification performance
utilizing the discriminator network D does not outperform the x-vector network as a ref-
erence. Therefore, the improvement of the method in this paper is due to the simulated
samples generated by the generator network, which solves the overfitting problem of the
network and thus improves the recognition performance of the model.
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5 Conclusion

In this study, we propose a SincNet and DCGAN-based network architecture for the
text-independent closed-set speaker identification task, called SincNet-DCGAN. it uses
the discriminator of DCGAN to directly classify speaker identities. For the generator
and discriminator of DCGAN, we first obtain single-channel speaker features from
the original audio waveform using a single-scale SincNet filter, instead of using pre-
computedmanual features, such asMFCC.The convolutional and deconvolutional layers
are then used to extract the embedding information of the speaker. The speaker ID
is output from the last linear layer of the improved discriminator D. The method is
easy to implement as it can automatically optimize and select the generated features to
improve the regularizationmodel for the classification task. In experiments, the SincNet-
DCGAN method proposed in this paper achieves 97.32% classification accuracy on the
LibriSpeech dataset, outperforming traditional speaker identification methods.

Although the focus of this study is solely speaker identification, we think the strategy
presented in this paper enhances model performance in limited sample settings and is
broadly applicable. As a result, in the future, the techniques presented in this study could
be applied to other applications like speech recognition, speech classification, and music
processing. Alternatively, for SincNet it can be extended to multi-scale conditions for
more accurate recognition.
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Abstract. Tracing the origins of body fluids, which can provide infor-
mation linking sample donors with criminal acts, is one of the primary
challenges facing forensic medicine. Gene expression profiling methods
have been widely developed to identify biomarkers for body fluid identi-
fication. In this study, we systematically investigated large-scale, multi-
category, high-throughput gene expression data and identified 36 high
potential body fluid-specific mRNAs with robust discriminability based
on decision tree models. Robustly expressed reference genes were selected
for normalization, which further improved the accuracy. Results on inde-
pendent datasets suggested the robust performance and good general-
izability of our biomarkers. In addition, simulated data indicated that
our biomarkers could also be employed for accurate body fluid mixture
deconvolution. We believe our methods may facilitate body fluid identi-
fication and provide insights into forensic crime scene reconstruction.

Keywords: Machine learning · Feature selection · Decision tree ·
Biomarker · Forensic medicine

1 Introduction

One of the challenges facing forensic medicine is tracing the origins of body
fluids. Omics approaches, such as messenger RNA (mRNA) profiling analysis,
have exhibited advantages in distinguishing among forensic-related body fluids in
parallel [14,21,25,36,50]. However, robust performance of the developed mRNA
biomarkers was not guaranteed [2,14,22,35,41], partially due to the small sam-
ple sizes, limited classes of included body fluids and the narrow range of mRNA
targets utilized during biomarker development. Mining large-scale genome-wide
mRNA data in a quantitative way has proven to be superior to traditional qual-
itative approaches [14].
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 29–42, 2022.
https://doi.org/10.1007/978-981-19-8991-9_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8991-9_3&domain=pdf
https://doi.org/10.1007/978-981-19-8991-9_3


30 G. He et al.

To mine biomarkers for body fluid identification with more robust perfor-
mance, it is necessary to employ a dataset with a large sample size and multiple
classes of sample sources to perform a genome-wide screening of robust mRNA
biomarkers. The Genotype-Tissue Expression (GTEx) database, which contains
genome-wide mRNA expression data (RNA-seq data) from 54 tissue sites across
nearly 1000 individuals [10], provides an excellent opportunity to utilize its large
sample size and genome-wide mRNA expression data, to seek potential body
fluid-specific mRNA biomarkers.

In this study, we used machine learning methods to perform genome-wide
mining of GTEx transcriptome data and identified the optimal combination of
36 mRNA biomarkers based on their tissue specificities. We also identified a set
of three reference genes for normalization and built an interpretable model on
top of them. Testing based on our identified candidate genes and normalization
method was carried out on external datasets and exhibited good generalizability
and a high accuracy of 100%. In addition, simulated data suggested that our
biomarkers also have the potential to be applied to resolve body fluid mixtures
and showed accurate predicted proportions.

2 Methods

2.1 Data Availability and Pre-processing

The expression datasets were downloaded from GTEx Portal [10]. The metadata,
including the subject-level and sample-level information, were obtained through
dbGaP. The genome annotation file was obtained from GENCODE. The gene-
level read count and TPM (transcripts per million) values for 19,820 protein-
coding genes were extracted from samples of the minor salivary gland, whole
blood, prostate, testis, uterus and vagina. We then filtered the samples whose
qualities were high (RINs > 6.0 by convention). Samples with SMTSISCH (total
ischemic time for a sample) lower than zero or missing were also excluded from
further analysis.

2.2 Tissue Specificity Index

The tau index is defined as:

τ =
∑N

i=1 (1 − xi)
N − 1

(1)

where xi is the expression in the ith tissue normalized by the maximal expression
value and N is the number of tissues [48]. It is a widely used method to measure
the tissue specificity of the expression profile of each gene. It is a continuous
value and varies from 0 for absolutely housekeeping genes to 1 corresponding
to strictly one tissue-specific gene. Different thresholds depend on the different
levels of stringency required.
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2.3 Identification of Candidate Biomarkers

The Scikit-learn-0.22.1 machine learning library was used to evaluate the discrim-
inability or specificity of genes based on decision tree classification models. In each
run, we split out 80% of the samples for each tissue to build the model. For each
tissue, genes whose minimum TPM values did not exceed 1 were excluded. Then,
genes were retained if their mean expression was higher than that of other tissues.
Next, to obtain the genes that are specific to each tissue, we used a “one-versus-
all” model and labeled the target tissue as ‘1’ and the remaining tissues as ‘0’ when
training the model. The Mean Decrease in Impurity (MDI) of genes was extracted
to indicate tissue specificities. The higher the value is, the more discriminative this
gene is during classification tasks. The bootstrap sampling, training and valida-
tion processes were run 20 times, and the average values of MDI in the 20 runs
were used to rank the genes for each tissue. Next, the top G genes from each tissue
were selected, and the median values of expression were combined into a signature
matrix. We iteratively changed G from 1 to 100 across all tissues to obtain signa-
ture matrices and calculated their condition numbers (CNs). The signature matrix
with the lowest condition number was retained (G = 6 and CN = 8.99).

2.4 Identification of Reference Genes

For each tissue type, we extracted 97 samples’ TPM values to balance tissue
proportions, and the 3,765 genes whose minimum TPM values exceeded 1 across
all tissues were retained to identify reference genes. Several methods, includ-
ing coefficient of variation (CV) [7,11,12], GLMM [49] and geNorm [45], were
applied to assess their expression stabilities in related tissues. Then, analysis of
similarities (ANOSIM) was performed to evaluate their effects.

Variation Measurement. The coefficients of variation (CV) of the TPM val-
ues of each gene was obtained. Genes with lower CVs were regarded as genes
with stronger stabilities. The 13 traditional human housekeeping genes for com-
parison were selected according to the list of human housekeeping genes recom-
mended for experimental calibration (https://www.tau.ac.il/∼elieis/HKG/) [15].
Read counts were used to numerically quantify the stabilities using the com-
mon tool geNorm [45] and an iterative generalized linear mixed model (GLMM)
method [49]. The M value in geNorm measures the arithmetic mean of all
pairwise variations between a gene and other genes. The GLMM method pro-
vided the total variance as a stability measure and could decompose them into
between-sample, between-treatment and between-experiment variance compo-
nents. Notably, SMGEBTCH (batch when RNA from a sample was analyzed) and
tissue type information were used to divide samples into different experimental
and treatment groups.

Evaluation of Stability After Normalization by Reference Genes. We
performed ANOSIM to verify how much our identified set of reference genes
would help to reduce within-group (within-tissue) variations of our identified

https://www.tau.ac.il/~elieis/HKG/
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biomarkers for body fluid identification. ANOSIM is a kind of non-parametric
statistical test with wide applications in ecology, and its R statistic compares
the dissimilarities between groups and within groups. On this occasion, the
smaller the distance between R and 1, the larger the similarity within tissues
than between tissues. We calculated the differences in R statistics between raw
count data and normalized data to display the improvement of the normalization
methods. ANOSIM was conducted using the R package vegan (v2.5-6, https://
cran.r-project.org/web/packages/vegan). Euclidean distance was chosen as the
distance metric measuring the dissimilarity between every two samples.

2.5 Testing on Public Datasets

Combining related RNA sequencing raw data from GEO (accession num-
bers: GSE120795, GSE52665, GSE68229, and GSE69434) [17,27,28,42] and the
Human Protein Atlas (HPA, ArrayExpress accession number: E-MTAB-2836)
[20,44], a total of 43 RNA-seq samples were integrated. RNA sequencing fastq
files were downloaded from the above datasets. Reads were aligned to the prebuilt
human reference genome hg19 using STAR (v2.7.3a) [13] in the ‘GeneCounts’
model, and mapped read counts for all genes in all samples were extracted for
further analysis. The Scikit-learn-0.22.1 machine learning library was used to
build the random forest classification model (number of trees = 500) to evaluate
the discriminability of our biomarker genes in the form of raw count and nor-
malized data. Models were trained on all GTEx samples and evaluated on the
testing dataset.

2.6 Deconvolution Analysis

To evaluate the practical value of our biomarker genes when applied to mixed
body fluid samples, we performed deconvolution analysis on the testing dataset
and simulated mixture samples. Except for semen samples, which were composed
of prostatic fluid and spermatozoa, the known fractions of the samples were set to
50% for each, and all other samples were considered pure samples to confirm the
reliabilities of the different methods. Simulated data of each gene were generated
by randomly sampling the values of the gene in each tissue and adding them up
according to the assigned fractions. Pearson correlation coefficients (R) and root
mean square errors (RMSE) were used as metrics to assess the performance of
the deconvolution methods.

3 Experimental Results

3.1 Principal Component Analysis of Six Body Fluid-related
Tissues

Expression levels of 19,820 protein-coding genes (features) in RNA-seq data
from 97 salivary gland, 223 blood, 118 prostate, 214 testis, 98 uterus and 106

https://cran.r-project.org/web/packages/vegan
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vagina samples, corresponding to the most forensic-related body fluids, namely,
saliva, blood, semen without sperm, normal semen, menstrual blood and vaginal
secretions.

Fig. 1. Principal component analysis (PCA) of the transcriptome profiles. PC1 (which
explained 36.5% of the variance) divided the whole blood (orange) from other tis-
sues, and PC2 (which explained 21.6% of the variance) separated the testis from the
remaining tissues. (Color figure online)

Principal component analysis (PCA) (Fig. 1) showed that whole blood and
testis are the two most easily distinguished tissues, which was consistent with
previous studies showing that blood and semen have more special patterns [21,
36]. Distributions of the tissue specificity index [48] also indicated that there
were more tissue-specific genes in blood and testis. However, the remaining four
tissues were less distinguishable, in keeping with previous observations that body
fluids, except blood and semen, are more difficult to identify [41].

3.2 Feature Selection for Tissue-specific Biomarkers

To screen biomarkers for body fluid identification, we first ranked the genes by
their specificity. For each tissue, 80% of the samples were randomly selected as
the training set to build a series of decision tree models. The specificity of genes,
which corresponds to the discriminability of each gene, was measured by the
Mean Decrease in Impurity (MDI) [6,43]. For each tissue, potential biomarker
genes were ranked in descending order based on their specificity. The down-
ward trends of testis and whole blood were slower than those of other tissues,
indicating more genes with strong discriminability within their transcriptome
(Fig. 2A). We repeated the process of bootstrap sampling, training and valida-
tion to reduce sampling bias caused by randomly selected training sets. The
overlapping biomarkers of the top 200 specific genes between runs tended to
converge after 20 runs, suggesting a reduction in sampling bias.
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Fig. 2. Identification of tissue-specific biomarkers. (A) Discriminability or specificity
of each gene measured by the Mean Decrease in Impurity (MDI) in the identification of
each tissue. Genes are ranked in descending order. (B) CN of the signature matrix for
different numbers of top candidate genes from each tissue. The red circle corresponds
to the lowest condition number of the matrix composed of 6 genes for each tissue. (C)
Heatmap of the biomarker gene expression across different tissues (normalized data).
(D) Radar diagram of the expression patterns of signature genes in different tissues,
where the radius is the percentage of expression relative to the maximum expression
values. (Color figure online)

Next, we constructed expression signature matrices of different numbers of
top-specific genes and determined the optimal amounts of biomarkers by condi-
tion numbers (CNs). The number of top genes was enumerated from 1 to 100,
and the corresponding CNs for signature matrices were calculated to determine
the optimal number of biomarkers, with lower CNs corresponding to matrices
less affected by input variation or noise [1,34]. For each tissue, the optimal num-
ber of top genes was 6 (with the lowest CN = 8.99, G = 6, Fig. 2B). Based
on these results, a robust signature matrix with 36 biomarkers was constructed
(2C). The expression patterns exhibited the high specificity of these biomarkers
(Fig. 2C, D).

The results of our analysis are aligned with previous findings, including
NKX2-3, IRX1 and IRX2 for salivary glands [5,33,39,44], STEAP2 for prostates
[30,37], and EMX2, HOXA11 and PTGER3 for endometrium [26,32,47]. These
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consistencies suggest the high tissue specificity of our biomarkers, thereby sup-
porting their high discriminability for body fluid identification.

3.3 Identification of Reference Genes for Normalization

For the practical application of our screened biomarkers, a normalization method
is important to accurately quantify the relative expression levels and remove
within-group variations. We employed several methods to identify robustly
expressed genes as reference genes for normalization in our particular foren-
sic context and evaluated the potential improvement of normalization in body
fluid identification.

Fig. 3. Identification of reference genes. (A) Coefficient of variation (CV%) of expres-
sion values of different mean expression levels across all tissues. Each point represents
a gene, and blue points indicate the top 5% of genes ranked by CV. Black triangles
indicate the 13 traditional human housekeeping genes. Except for C1orf43, all other
genes ranked below the top 5%. (B) The increment of R statistics in ANOSIM with dif-
ferent numbers of reference genes and different normalization methods. Different colors
and line types denote different identification or normalization methods for the refer-
ence gene, respectively. The values of the y-axis were obtained by subtraction of the
R statistics of non-normalized biomarker gene data. HKG, housekeeping gene. (Color
figure online)

The coefficients of variation (CVs) were calculated on 3,765 genes whose
minimum TPM values were >1.0 to measure the variability of the expression
levels of these genes across all tissues [7,11,12]. We first identified 189 genes
exhibiting CVs below the 5th percentile (CV% < 33.87%), which were considered
good candidates for reference genes (Fig. 3A). Traditional human housekeeping
genes recommended for calibration [15], such as GAPDH and ACTB, showed
higher variabilities in expression levels than these 189 genes in the particular
forensic context (except C1orf43, the CV% of which was 30.83% and ranked
76th). This result was in line with the previous view that typical housekeeping
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genes may not be appropriate as endogenous control genes for normalization in
body fluids [19,41].

For comparison, we next employed two variance measure algorithms to assess
the expression stability of each gene, including the generalized linear mixed
model (GLMM) approach [49] and the geNorm algorithm [45]. Consistent with
the CV results, the traditional housekeeping genes also showed relatively higher
variabilities in expression levels and ranked after 100, except for C1orf43 (ranked
23rd in GLMM and ranked 18th in geNorm) and PSMB2 (ranked 41st in GLMM
and ranked 76th in geNorm).

Next, potential improvements of different identification methods of reference
genes (CV, GLMM method and geNorm algorithm) and different normaliza-
tion methods (the arithmetic means of expression levels, the geometric means
of expression levels, and normalization factors) were evaluated by analysis of
similarities (ANOSIM) [9]. In general, normalization reduced the dissimilarities
within each tissue. The arithmetic means of expression of the top 3 genes selected
by the CV methods showed the strongest ability to reduce the within-group vari-
ation (Fig. 3B), including CNPPD1 (cyclin Pas1/PHO80 domain containing 1),
BABAM1 (BRISC and BRCA1 A complex member 1) and ARF1 (ADP ribo-
sylation factor 1). Therefore, in the following analysis, the arithmetic means of
the expression levels of these three reference genes were used for normalization.

3.4 Comparison with Previously Reported mRNA Biomarkers

To further assess the performance of our identified biomarkers, we compared their
expression patterns to previously identified mRNA biomarkers for body fluid
identification. Sixty-one reported body fluid-specific mRNA biomarkers from
several representative forensic mRNA panels were selected for comparison [21,
25,36]. These biomarkers consisted of 9 saliva biomarkers, 28 blood biomarkers,
10 semen biomarkers, 5 menstrual blood biomarkers and 10 vaginal secretion
biomarkers (Fig. 4A).

The MDI, CV and R statistics from ANOSIM analysis suggested that our
identified biomarkers exhibited lower variance within tissues and higher dis-
tinguishing ability on a large sample dataset than reported biomarkers. The
clear separation observed via PCA also suggested the better performance of
our biomarkers in representing the main intra-class variations than that of the
previously reported biomarkers (Fig. 4B, C). The above results indicated that
our identified candidate biomarkers were comparable to the previously reported
mRNA biomarkers in identifying body fluids.

3.5 Generalization on External Datasets

To validate the forensic practicality of our candidate biomarker genes and
our normalization method, we evaluated the prediction performance of these
biomarkers on public datasets from the Gene Expression Omnibus (GEO) and
the Human Protein Atlas. A total of 43 RNA-seq samples were collected as our
external testing set, which consisted of 3 salivary gland, 6 whole blood nuclear
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Fig. 4. Comparison with previously reported biomarkers. (A) Heatmap of the reported
biomarker gene expression across different tissues (data normalized by our method in
the GTEx dataset). (B) principal component analysis (PCA) of the expression of the
reported biomarker genes. (C) principal component analysis (PCA) of the expression
of our identified biomarkers.

cell, 8 prostate, 4 testis, 5 semen, 2 endometrium of cervix, 3 endometrium, 2
myometrium of uterus, 2 cervix and 8 vagina samples (see Methods).

We fitted a random forest model to all GTEx samples and evaluated the
performance of the biomarkers on the testing set. As expected, the salivary
gland, whole blood nuclear cells, prostates, semen, testes, myometrium and
endometrium of uterus were assigned to their corresponding classes. Samples
of endometrium of cervixes were predicted as uteruses, and samples of cervixes
were predicted as vaginas, which is reasonable, considering the origins, histo-
logical characteristics and adjacent physiological positions of these tissues [38].
Under these assumptions, the model achieved a high accuracy of 100% on the
testing set. Compared to raw count data, using normalized data improved the
prediction accuracy and the probabilities of true labels, suggesting the advantage
of our normalization method. In addition, the prediction accuracy of our iden-
tified biomarkers was slightly higher than that of the combination of reported
biomarkers from several prior studies (100% to 97.7% under the same setting). In
general, our model achieved a relatively high accuracy and generalizability across
different datasets. The results described above indicated that our 36 candidate
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biomarkers together with the three reference genes could successfully distinguish
those tissues from other RNA-seq datasets.

3.6 Mixture Component Analysis with Identified Biomarkers

Body fluid mixtures appear frequently in forensic analysis. Therefore, we con-
ducted deconvolution analysis on simulated body fluid mixtures to further eval-
uate the practical value of our identified candidate biomarkers for resolving mix-
tures of body fluids. We employed several mathematical methods to deconvolve
the mixtures, including the non-negative least squares method (NNLS) [46],
DeconRNASeq [18], Chiu’s method [8] and CIBERSORT [34]. Biomarker signa-
ture matrices for deconvolution were generated on the basis of the GTEx data
(Methods). All methods were first applied to the testing set, from which the
involved samples were considered mostly ‘pure’. Most methods performed well
and showed high Pearson correlation coefficients (R) and low root mean square
errors (RMSE), confirming the reliability of these methods. Next, we simulated
a series of admixed samples from the testing dataset, where 20%, 40%, 60%,
80% and 100% expression for different tissues was added (Fig. 5). All Pearson’s
correlation coefficients from the deconvolution results were above 0.9, and root
mean square errors (RMSEs) were below 0.15, demonstrating high levels of con-
sistency between the given proportions and the estimated fractions. The results
indicated that our identified candidate biomarkers have the potential to resolve
mixed body fluid samples.

Fig. 5. Deconvolution analysis of simulated admixed samples. Deconvolution perfor-
mance of different tissues using CIBERSORT on simulated admixed samples. R and
RMSE values measured the concordance between the predicted proportions and the
known fractions. R, Pearson’s correlation coefficient; RMSE, root mean square error.
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4 Discussion

Human body fluids represent the most common biological materials found at
crime scenes. Precise identification of body fluids can provide significant insights
into crime scene reconstructions. Many mRNA biomarkers have been identified
for forensic body fluid identification [14,21,25,36,50]; however, non-robust per-
formance of the mRNA biomarkers may still be observed, partly due to the
relatively small sample sizes, the limited classes of included body fluids and the
narrow range of mRNA targets utilized during biomarker development. To iden-
tify biomarkers with higher specificity, we performed a systematic gene expres-
sion analysis on GTEx, a large sample, multi-class dataset, to screen biomarkers
for forensic body fluid identification. We identified a combination of 36 candi-
date biomarkers with a set of three robustly expressed reference genes. The high
accuracy of our biomarkers across multiple datasets suggested the efficacy of
utilizing such large sample, multi-class datasets.

Considering practical applications for forensic cases, a normalization method
to remove experimental variations would be useful. Traditional housekeeping
genes are usually used for normalization in related studies [29,40,41,50]. How-
ever, some may exhibit low expression levels, in keeping with the view that they
may not be appropriate as internal control genes in body fluids [19,41]. There-
fore, there is currently a lack of consensus on suitable housekeeping genes for the
detection of all tested body fluids [19]. Our study systematically analyzed the
variability of gene expression levels and identified a set of reference genes, includ-
ing CNPPD1, BABAM1 and ARF1. These genes exhibit low tissue specificity,
as the Human Protein Atlas project revealed [44], and exhibited the ability to
reduce within-group variations to improve the performance of our biomarkers,
suggesting considerable application potential.

Our study is based on the analysis of tissue samples, which might underes-
timate the differences in mRNA compositions among tissues and body fluids.
However, a number of previously reported findings based on body fluids can also
be verified in our results, including CCL28 for human saliva [23,24], SLC45A3
and SORD for semen [3,4,16], and NCF2 and HOXA10 for blood and menstrual
blood, respectively [31,50], suggesting the consistency of highly expressed genes
in body fluids. The results of this study indicate that our biomarkers could
assist body fluid identification and provide insights into forensic crime scene
reconstruction.

5 Conclusion

In this study, a genome-wide gene expression analysis was performed in large
sample, multi-class RNA-seq datasets, and novel body fluid-specific mRNA
biomarkers with reference mRNAs were identified with high and robust dis-
criminability across large samples. The high accuracy of our mRNA biomarkers
together with the reference genes, as demonstrated on independent datasets,
indicated the robust performance and good generalizability of the identified
biomarkers. It was also suggested that our biomarker development strategy
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would facilitate the unbiased identification of valid and robust forensic biomark-
ers, thereby aiding forensic scene investigation and providing insights into crime
scene reconstruction.
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Abstract. Object detection has made great strides in natural images over the past
few years. However, due to the characteristics of small size, dense distribution,
and different scales of remote sensing images, when they are directly applied
to remote sensing images, the detection accuracy of their targets is too low. To
this end, we propose HOS-YOLOv5, an improved high-precision remote sensing
image target detection algorithm based on YOLOV5, construct the HOS backbone
network, add multiple SPD modules and downsampling modules, and introduce
the DotD algorithm to solve remote sensing images. The detection accuracy of
the target is too low. HOS-YOLOv5 has conducted a large number of experiments
on the public dataset DOTA. The experimental results show that compared with
the traditional YOLOv5, the mAP of HOS-YOLOv5 is increased by 4.65%, and
a good detection effect is achieved.

Keywords: Remote sensing images · Object detection · HOS-YOLOv5 · DotD ·
YOLOv5

1 Introduction

In recent years, with the significant progress made in the task of object detection using
deep convolutional neural networks [1–3], research on remote sensing image processing
has become increasingly popular, especially on some sensitive objects such as aircraft,
vehicles, Ships, ports, etc. In the past few years, many researchers have proposed various
object detection solutions in remote sensing images [4–8], but due to the small size, dense
distribution, different scales of remote sensing images, and limited Interference from
shadows, light, andother external factors can cause problems such asmisseddetections or
even false detections. The traditional remote sensing target detection method is sensitive
to the size of the target and has poor robustness; secondly, when there are small targets
with high exposure and complex backgrounds in the image, the difficulty of detection
will increase, so how to improve the accuracy of remote sensing image detection still
remains, is a huge challenge.

At present, many solutions have been proposed to solve the above target detection
problem, but they are not friendly to remote sensing images, especially small targets
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in remote sensing images, which are mainly reflected in the following aspects: exces-
sive downsampling rate; excessive receptive field; contradiction between semantics and
space; lack of feature fusion. The current remote sensing image detectionmainly includes
data augmentation [9–11], sliding window detection, etc. However, these optimization
algorithms cannot fundamentally improve the detection effect of remote sensing images.

To this end, we propose an improved model HOS-YOLOv5 based on YOLOv5 to
improve the performance of remote sensing image object detection. We borrow the idea
of Hornet [12], construct a HOS backbone network, add SPD [13]module and downsam-
pling module to realize input adaptation, long-range and high-order spatial interaction,
and adoptmultiple convolutions of different sizes Themulti-scale information is encoded
to provide rich features, and the relationship between channels is modeled through the
precise position information of the feature map and the long-distance dependency is
captured, so as to better solve the problem of remote sensing image target detection.

Our main contributions are summarized as follows:

(i) We propose a new network model, HOS-YOLOv5, which aims to address the
fundamental limitation of low perception intensity of dense small objects in the
detection of remote sensing images in the past.

(ii) We introduce a new metric algorithm, DotD, which aims to improve the quality of
NMS to overcome the weakness of traditional metrics in anchoring tiny targets.

(iii) Extensive experiments on the DOTA dataset show that our proposed HOS-
YOLOv5 achieves 60.36% (mAP), which is 4.65% higher than the tradi-
tional model YOLOv5, with higher average model accuracy and a significant
improvement in detection performance.

2 Related Work

2.1 Object Detection

At present, target detection is mainly divided into two-stage algorithms represented by
the R-CNN series and one-stage algorithms represented by YOLO [2] and SSD [14].

The two-stage algorithm first generates candidate regions on the image, and then
performs classification and boundary regression for each candidate region in turn. Gir-
shick et al. [15] pioneered the R-CNN algorithm, but it has a lot of flaws in itself.
Subsequently, a series of algorithms were proposed to improve it, and He et al. proposed
SPP-Net, which accelerated the process of training and inference. Girshick later pro-
posed Fast R-CNN on this basis. In order to truly achieve end-to-end training, Ren et al.
improved Fast R-CNNand proposed the Faster R-CNNalgorithm. Then researchers took
Faster R-CNN as the prototype, and successively proposed algorithms such as R-FCN,
FPN, and Mask R-CNN.

The one-stage algorithm directly completes the localization and classification of all
targets on the entire image, omitting the generation of candidate regions. The earliest
one-stage detector OverFeat was proposed by Sermanent et al. in 2013. It was not until
Redmon et al. [2] proposed the YOLO algorithm that real-time target detection was truly
realized. After the birth of YOLO, more one-stage detectors have come out one after
another. Liu et al. inherited the core idea of YOLO and proposed the SSD algorithm.
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Later, the original YOLOwas improved and upgraded, and algorithms such as YOLOv2,
YOLOv3, YOLOv4, and YOLOv5 were successively proposed to further improve the
detection ability.

2.2 Tiny Object Detection

In complex environments, object detection in remote sensing images usually faces a
large number of small objects. At present, methods on small object detection mainly
include data augmentation, multi-scale feature learning, context-based feature detection
and designing better training strategies.

Data augmentation. The technology of increasing the number of training sets by
generating more equivalent data from limited data through algorithms can effectively
overcome the problem of insufficient training data. On the basis of the existing data set,
more equivalent data is generated, the distribution of training data is enriched, and the
generalization ability of the obtained model is stronger. There are two main ways to
implement this strategy. One is to increase the generalization ability of the model by
increasing the amount of data in the training set; the other is to increase the robustness
of the model by increasing the noise data of the training set.

Multiscale feature learning. Image pyramid is a classic scale transformation method,
which can extract features of different scales based on input of different resolutions, but
it also causes a lot of computation. Considering that the deeper the feature map of the
convolutional neural network, the larger the receptive field, the SSD algorithm [14] and
the MS-CNN algorithm [16] have been proposed successively, but due to the different
depths of each feature layer, the feature representation capabilities are also different, the
detection ability of its small target has not been improved. Since then, many scholars
have improved this. Lin et al. proposed the famous Feature Pyramid Network FPN
[17] by fusing the feature information of different depths inside the network. Then
people searched for better construction schemes one after another, such as Liu et al. [18]
proposed PANet, and multi-scale feature learning was further developed.

Context-based feature detection.A commonapproach to context-based feature detec-
tion is to utilize combined feature maps in convolutional networks for prediction. Pyra-
mid [19] uses a semi-supervised approach to supervise high-order semantic feature
learning and combines high-order semantic information with low-order geometric fea-
tures. Chen et al. [20] used context patches in parallel with RPN-generated proposal
patches and augmented R-CNN to improve the accuracy of tiny object detection.

Design better training strategies. In the past few years, more powerful classifica-
tion networks such as R-CNN, FPN, OverFeat, and YOLO have come out one after
another. The target detection algorithm based on deep learning is mainly divided into
two-stage algorithm and one-stage algorithm. The two-stage algorithm first generates
a series of candidate regions with potential targets, and then classifies and performs
boundary regression for each region according to the features of the candidate regions.
The one-stage algorithm omits the step of generating candidate regions, and only uses a
convolutional neural network to directly complete the localization and classification of
all objects on the entire image. Compared with the one-stage algorithm, the two-stage
algorithm has higher positioning accuracy, and the one-stage algorithm is generally
faster.
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2.3 Evaluation Metric in Object Detection

IoU is the most widely used metric to measure the similarity between bounding boxes,
however, IoU has limitations in evaluating the positional relationship between two
bounding boxes, when two bounding boxes are adjacent or far apart. As a result, the
IoU cannot accurately reflect the location relationship.

In order to solve this problem, GIoU [21] is proposed. Compared with IoU, GIoU
not only pays attention to the overlapping area, but also pays attention to other non-
overlapping areas, which can better reflect the degree of overlap between the two. How-
ever, when the detection frame and the real frame are included, GIoU will degenerate
into IoU. And when the two boxes intersect, the convergence speed is slower in the
horizontal and vertical directions.

Since then, based on the characteristics of IoU, considering the shortcomings of
GIOU, overlapping area, center point distance, and aspect ratio, DIoU [22] and CIoU
[22] have been proposed successively to overcome the limitations of IoU and GIoU.
However, the aspect ratio describes a relative value, there is a certain ambiguity, and the
balance of difficult and easy samples is not considered.

GIoU, DIoU, CIoU are IoU-based modification metrics that address some issues
in IoU-based loss functions. However, when IoU detects small objects, there are still
problems such as being sensitive to small offsets between bounding boxes. To this end,
we introduce a new metric, DotD, to improve the accuracy of detecting tiny objects.

3 Method

3.1 Review of YOLOv5

YOLOv5 is an improved version based on YOLOv4. Compared with traditional detec-
tion methods, the accuracy and speed are greatly improved, and the real-time perfor-
mance is stronger. Therefore, we use YOLOv5 for research and improvement. Among
them, YOLOv5 includes four detection versions: YOLOv5s, YOLOv5m, YOLOv5l and
YOLOv5x. The YOLOv5 detection model consists of four parts: the input layer, the
backbone network, the neck network and the prediction layer. Taking YOLOv5s as an
example, the structure is shown in Fig. 1.

In terms of data preprocessing, YOLOv5 follows the Mosaic data augmentation
method proposed by YOLOv4, and performs splicing through random scaling, random
cropping, and random arrangement to enrich the data diversity in the input part and
increase the number of small targets in a single batch. Improve the network’s ability to
recognize small targets. YOLOv5 improves the accuracy and speed of image detection
by adaptive anchoring and adaptive image scaling, and by using NMS to select the best
anchor frame value. For data augmentation in the HOS-YOLOv5 network, we combine
MixUp, Mosaic and traditional methods.

Use Focus and CSP modules in the backbone network. The Focus module reduces
the size of the featuremap by increasing its dimension. Taking the structure of YOLOv5s
as an example, as shown in Fig. 1, the original 608 × 608 × 3 image is input into the
Focus structure, and after Slice and Concat operations, it outputs a 304 × 304 × 12
feature map, and then after a convolution operation of 32 convolution kernels, a 304
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Fig. 1. YOLOv5s detection model structure.

× 304 × 32 feature map is output. YOLOv5 designs two CSP structures. Taking the
YOLOv5s network as an example, the CSP1_X structure is applied to the Backbone
network, which improves the gradient value of backpropagation between layers, thereby
obtaining finer feature granularity.
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In the Neck structure, the FPN and PAN structures are used for multi-scale fusion
of features. The FPN structure performs top-down upsampling to make the underlying
feature map contain stronger semantic features; the PAN structure is downsampled from
the bottom up so that the top-level features contain stronger spatial features and the two
features are finally fused, thus solving the problem of multi-scale object detection.

The prediction layer includes bounding box loss function and NMS. YOLOv5 uses
GIoU as the loss function of the bounding box, which effectively solves the problem of
non-overlapping bounding boxes and improves the speed and accuracy of the prediction
box regression. In the target detection and prediction phase, a weighted NMS is used to
select the bounding box, enhancing the ability to identify multiple targets and obscured
targets to obtain the optimal target detection box.

3.2 HOS Backbone Network

The architecture of our proposed HOS-YOLOv5 for object detection in remote sensing
images is shown in Fig. 2.

Traditional convolution operations do not explicitly consider spatial interactions as
well, for which we propose HOS backbone networks. Inspired by Hornet, we achieve
input adaptation, long-range, and high-order spatial interactions through self-attention
operations, compatible with various variants of convolution, enabling a high degree of
flexibility and customizability of the operation, where through two consecutive Matrix
multiplication performs second-order spatial interactions, extending second-order inter-
actions in self-attention to arbitrary orders without introducing significant additional
computation. We draw on dynamic convolution [23], SimAM [24], SCNet [25], edge
computing and other algorithm ideas [26, 27], in order to reduce the problem caused by
the excessive receptive field and the contradiction between semantics and space Influ-
ence, a variety of convolution kernels of different sizes are used to encode multi-scale
information throughadaptive operations to provide rich features.Considering thedynam-
ics in dimensions such as airspace, input channels, and output channels, we employ
a multi-dimensional attention mechanism to learn complementary attention along the
four dimensions of the kernel space, adaptively building long-range spaces and channels
around each spatial location. The inter-dependency self-calibration operation is used
to expand the receptive field to enrich the output and improve the modeling ability of
spatial interaction convolution, thereby enhancing the ability to extract weak features.

We consider that small targets carry less information often leads to weaker feature
representation and fewer features are extracted by multi-level convolution operations. In
the Neck layer, we design a continuous downsampling convolution layer and introduce
an SPD module to downsample the feature map while retaining feature information
and eliminate spanwise distance operations and pooling operations, thus improving the
performance of processing small target images.
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Fig. 2. Architecture of HOS-YOLOv5. Compared with the original version, HOS-YOLOv5 adds
the HOS backbone network and multiple Upsample and SPD modules to improve performance.

3.3 Introduce DotD Algorithm

The GIoU [21] indicator is used in YOLOv5, and GIoU can be expressed as:

GIoU = IoU − |C − A ∪ B|
|C| . (1)

However, when the two prediction boxes have the same height and width and are on
the same horizontal plane, GIOU degenerates into IoU. In addition, GIoU and IoU have
two disadvantages: slower convergence and less accurate regression. To better fit our
proposed network structure, we introduce a simple and effective new metric, called Dot
Distance (DotD) [28], to improve the performance of detecting tiny objects in remote
sensing images.

The absolute size and relative size of the definition object A of DotD are calculated
as follows:

AS(A) =
√
wA × hA. (2)

RS(A) =
√
wA × hA
W × H

. (3)
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where AS is the abbreviation of absolute size and RS is the abbreviation of relative size.
wA, hA represent the width and height of the border A, W , H represent the width and
height of the image.

DotD is defined as:

DotD = e−D
S . (4)

where D represents the Euclidean distance between the centers of two horizontal
bounding boxes, and S represents the average size of all objects in a certain dataset.

In traditional object detection, anchors of different sizes are first generated, then pos-
itive and negative anchors are defined according to their IoU and ground-truth bounding
boxes, and then positive samples are selected for further regression. The detection of
remote sensing images is not friendly. The introducedDotD can be used as a threshold for
determining the positive and negative anchors for further regression, thereby overcoming
some potential relationships between positive and negative anchors. In post-processing,
DotD serves as a bettermetric for small bounding boxNMS, and the center point distance
between two small boxes ismore important than their width and heightwhen suppressing
redundant boxes. DotD only focuses on the position between the center points, which
is more suitable for small object detection, and DotD can be easily integrated into the
YOLOv5 framework.

4 Experiments

4.1 Dataset

To verify the effectiveness of our proposed HOS-YOLOv5, experiments are conducted
on the remote sensing image dataset DOTA [29]. We select a small sample of data and
use only one-fifth of the original data. According to the settings in the previous method,
we use the training set and the validation set for training, and use the test set for testing,
so as to train the model faster and get the experimental results. At the same time, in order
to ensure the validity of the experiment, we choose the data according to the weights of
various instances of the original data.

DOTA is the largest dataset for directional object detection in remote sensing images.
DOTA-v1.0 contains 2806 large aerial images, ranging in size from 800× 800 to 4000×
4000, with a total of 188 instances in 15 common categories: aircraft, baseball diamonds,
bridges, ground track and field, small vehicles, large Vehicles, boats, tennis courts,
basketball courts, storage tanks, football fields, roundabouts, ports, swimming pools
and helicopters.

4.2 Implementation Details

Since the original picture size is relatively large and most of the images in the dataset
are of high resolution. Using the original size as the training dataset would result in
too many parameters. Therefore, we choose to cut the original pictures in the training
dataset according to the method of Van Etten A et al. [30] to form a new training dataset
according to the pixel size of 640 × 640 and the overlap of 15%, which helps to avoid
excessive Fitting occurs, thereby improving the generalization ability [31] of the trained
network.
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4.3 Experimental Results

To compare YOLOv5 and our proposed improved model HOS-YOLOv5, the processed
images will be trainedwith the same number of epochs. First, we compare the loss values
of the twomodels. Figure 3 shows a graph comparing the loss values of the YOLOv5 and
HOS-YOLOv5 models. It can be seen that the loss value of HOS-YOLOv5 decreases
faster than that of YOLOv5, and the loss value of HOS-YOLOv5 is closer to 0, indicating
that HOS-YOLOv5 has better loss convergence ability.
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Fig. 3. Comparison of loss curves. The abscissa is the number of epochs, and the ordinate is the
loss value. The orange and red lines represent the loss values of YOLOv5 and HOS-YOLOv5
respectively (Color figure online).

Figure 4 shows the mAP comparison plot of YOLOv5 and HOS-YOLOv5. Exper-
iments show that the mAP of YOLOv5 is 55.71%, while the mAP of HOS-YOLOv5
reaches 60.36%. The mAP of the HOS-YOLOv5 model for detecting remote sensing
images is significantly higher than that of YOLOv5, indicating the superiority of the
HOS-YOLOv5 model for remote sensing image detection.

We also tested and compared the YOLOv3 and YOLOv4 models with HOS-
YOLOv5. In Table 1, we record the mAP and Recall for each model separately. mAP
is the mean of AP for each category, and Recall is the proportion of predicted positive
actually positive to the overall positive sample, which is an important metric to evaluate
the target detection ability. Analyzing the data in Table 1, it can be seen that the mAP
and Recall of HOS-YOLOv5 are greatly improved compared with the traditional YOLO
network, and HOS-YOLOv5 improves the ability to detect remote sensing images.

On the DOTA dataset, our proposed HOS-YOLOv5 achieves a mAP of 60.36%, and
the mAP of HOS-YOLOv5 is much improved compared to other models, proving its
effectiveness in detecting small objects on satellite images.
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Fig. 4. Comparison of mAP curves. The abscissa is the number of epochs, and the ordinate is
mAP. The orange and red lines represent mAP ofYOLOv5 andHOS-YOLOv5 respectively (Color
figure online).

Table 1. Comparisons of different models.

Models mAP Recall

YOLOv3 33.76 31.56

YOLOv4 43.35 41.79

YOLOv5s 55.71 53.10

HOS-YOLOv5 60.36 59.14

In addition, we use YOLOv5s and HOS-YOLOv5 for detection on remote sensing
images, respectively, and compare the two models. The detection results of YOLOv5s
and HOS-YOLOv5 are shown in Figs. 5 and 6, respectively. The experimental results
show that our proposedHOS-YOLOv5performs better in detecting imageswith complex
backgrounds, less pixels occupied by objects and denser images. From the comparison
of the pictures, it can be seen that YOLOv5s target detection has large problems of false
detection and missed detection, while HOS-YOLOv5 not only improves the detection
accuracy of remote sensing image targets, but also improves the false detection and
missed detection.

4.4 Ablation Experiment

In this section, we conduct internal ablation experiments on the DOTA dataset to verify
the contributions of each module in the HOS-YOLOv5 model. Taking YOLOv5s as the
baseline, itsmAP reaches 55.71%.Then,we study the fusion of theYOLOv5s framework
and various modules. The experimental results are shown in Table 2. As can be seen
from the experimental results, our proposed HOS-YOLOv5 achieves remarkable results.
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Fig. 5. Detection results of YOLOv5. The left is the dense small target detection result, and the
right is the small target detection result under the complex background (cloud layer).

Fig. 6. Detection results of HOS-YOLOv5. The left is the dense small target detection result, and
the right is the small target detection result under the complex background (cloud layer).

Table 2. Ablation study on the DOTA dataset. Taking YOLOv5s as the baseline, fused with
various modules and trained separately for 300 epochs.

Models mAP Recall

YOLOv5s 55.71 53.10

YOLOv5s + Hornet 56.85 55.62

YOLOv5s + Hornet + DY-CNN 57.01 55.73

YOLOv5s + Hornet+DY-CNN + SimAM 57.53 55.75

(continued)
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Table 2. (continued)

Models mAP Recall

YOLOv5s + Hornet + DY-CNN + SimAM + DotD 58.81 56.55

YOLOv5s + Hornet + DY-CNN + SimAM + DotD + SPD 59.46 56.63

HOS-YOLOv5 60.36 59.14

The results show that YOLOv5s is integrated with other modules, and its mAP and
Recall have been improved to a certain extent. In remote sensing image target detection,
both mAP and Recall of HOS-YOLOv5 are significantly improved. The experimental
results show that HOS-YOLOv5 achieves better target detection results.

5 Conclusion

In this paper, we borrow some advanced techniques of object detection and propose a new
object detection network, called HOS-YOLOv5, to solve the problem of low detection
accuracy of small objects in high-precision remote sensing images. We improve the
backbone network of YOLOv5 and add SPD module and downsampling module to
effectively reduce the loss of small object feature information. At the same time, the
DotD algorithm is introduced to solve the problem that IoU is sensitive to small offsets
between bounding boxes when detecting small objects, so that the network can better
adapt to the detection of small objects in remote sensing images and improve the detection
performance of remote sensing images.

Our proposed HOS-YOLOv5 conducts extensive experiments on the widely used
DOTA dataset and achieves a mAP of 60.36%, outperforming the performance of other
models. It fully demonstrates the effectiveness of our proposedHOS-YOLOv5 for object
detection on remote sensing images.
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Abstract. Segmentation of gliomas is a crucial step in brain tumor
surgical planning, and it serves as the foundation for further diagnosis
of brain tumors. Tumor borders are usually unclear, and a significant
amount of heterogeneity in the structure, causing brain tumor segmen-
tation a tough task. However, for tumor segmentation, approaches based
on deep learning have shown promising results. This study develops a
multi-module U-Net system that utilizes multiple U-Net modules to col-
lect spatial detail at varying resolutions. We use various up-inception and
down-inception modules to extract and exploit enough features. Exper-
imental results show that the dice scores of 0.95, 0.90, 0.84, and 0.91,
0.84, 0.77 were achieved for the whole tumor, core tumor, and enhanc-
ing tumor, using the BraTS 2018 and local private dataset, respectively.
When compared to cutting-edge methods, this study achieves competi-
tive segmentation results.

Keywords: Segmentation · Brain tumor · Residual inception
modules · Biomedical imaging · Deep learning

1 Introduction

In the domain of medical image segmentation and classification, Convolutional
Neural Networks (CNNs) are commonly used. This is especially true for tasks
like brain tumor segmentation [1]. Owing to individual differences in body posi-
tion, and shape, manually segmenting 3D images is a laborious process. Clinical
diagnoses in urgent situations can be made more quickly with the use of an
automatic segmentation system that achieves high levels of accuracy.

As stated in [2,3], a CNN is a set of operations that use a series of convolu-
tions, pools, and non-linearities to learn important information. However, both
2D and 3D CNNs have difficulty achieving state-of-the-art performance. For
instance, Havaei et al. [4] and Kamnitsas et al. [5] proposed multi-scale systems
for both local and global features. The traditional models of 2D convolutions
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do not make use of all of the contextual information included in 3D medical
images. Similarly, 3D filters offer superior performance than 2D filters. However,
because of resource constraints, the depth of 3D CNNs is confined. Additionally,
conventional 3D CNN’s poor segmentation performance is due to the absence
of end-to-end training techniques. Fully convolutional neural networks (FCNNs)
like U-Net [6] and their variants [7,8] can overcome these drawbacks. U-Net con-
sists of two parts: an encoder and a decoder. Contextual features are learned and
the high resolution of medical images is reduced using the encoder’s convolution
and pooling processes. Contrarily, the decoder performs an upsampling proce-
dure to restore the original quality of the images. At the same time, the decoder
applies convolution operations to the aggregated features from the encoder and
the upsampling function, giving them a more abstract representation. Concate-
nation [7] or addition [8] serve as aggregation functions in the skip-connection
of the U-Net design.

The U-Net is used in many CNN approaches for segmenting medical images
[9–11]. Though, these systems suffer from an enormous amount of parameters.
Due to the overlapping labels, some authors have used cascaded techniques on
U-Net, particularly for brain tumor segmentation [12–15]. To tackle the issue of
segmentation, the cascaded model based on U-Net employs multiple encoder-
decoder networks in parallel. For instance, researchers of [13] introduced a cas-
caded U-Net model in which the WT, TC, and ET were segmented by employ-
ing three U-Net networks. Nonetheless, the cascading U-Net topologies make
it difficult to address a multi-class segmentation task. To avoid problems with
vanishing gradients in a more complex network, cascaded U-Net [16] also makes
use of residual connections. To obtain multi-scale contextual information, the
U-Net requires a deep network. On the other hand, the residual U-Net utilizes
multiple channels during training, leading to an increase in required parameters.

There are two possible constraints on the U-Net designs. Firstly, training
residual-based U-Net topologies needs a huge number of parameters. In addi-
tion, the convolution layers in common residual blocks duplicate information.
However, these layers do not incorporate the effective low-level features used by
earlier layers. Second, it is difficult for existing U-Net structures to obtain the
information of many receptive scales perfectly. To address this issue, numerous
studies described potential approaches for doing so [17,18]. These approaches
brought about a variety of scales of receptivity in feature maps. Unfortunately,
these approaches are inadequate when faced with the wide range of variabil-
ity seen in medical image modalities. Ideally, the decoder can retrieve attributes
from the network’s deep layers. Low-resolution features provide enough semantic
details, while encoder layers provide abundant important information but a small
global context. To optimize the combination of multi-scale features, high-level
semantic details and low-level important details can be appropriately combined
in the design.

Though several approaches have been presented for segmenting images of
brain tumors, the U-Net structure remains the gold standard [19]. It serves
as the basis for numerous advancements in segmentation technology. After
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passing via many convolutional and pooling layers, the input image resolution
is reduced in the U-Net. As the upsampling process continues, the initial image
size is recovered. Simultaneously, U-Net uses a skip connection to automatically
construct feature mappings between the encoder and decoder networks. How-
ever, this is insufficient if only the deepest part of the U-Net architecture is
used for upsampling. Since the shallow layer’s encoding networks produce high-
resolution feature maps, there is a wealth of data available for upsampling to
acquire enough semantic understanding. To overcome this issue, the author of
[20] created U-Net++, a deeply supervised network in which the sub-networks
of the encoder and decoder are linked via many nested, dense skip routes. In
addition, we offer a multi-module 3D U-Nets approach, which combines mul-
tiple U-Net modules at varying network depths to collect long-distance spatial
features. We anticipate that the model’s ability to retain the fine-grained prop-
erties of the foreground object improves when we gradually upsample the feature
maps from the encoder side before merging them into the decoder side for extrac-
tion and usage of the necessary information. The following is a summary of this
paper’s major contributions:

1. First, to begin, we introduce multi-module 3D U-Nets, a novel approach that
upsamples local features at various levels to gather and use sufficient infor-
mation via residual inception modules.

2. Second, to resolve the issue of extreme class imbalance, we offer a combination
of two loss functions. Our method achieve high segmentation performance
without requiring fine-tuning of weight hyper-parameters.

3. Finally, when conducting our examinations, we use BraTS 2018 and local pri-
vate datasets. In comparison to the advanced methods, such as cascaded and
ensemble mechanisms, our suggested framework significantly outperformed.

2 Proposed Methods

This study designed a multi-module 3D U-Net technique for the segmentation
of input units of 128 × 128 × 128 images, as depicted in Fig. 1. The input MRI
brain scans are fed into a 3 × 3 × 3 Conv layer, and from there, 64 × 64 × 64
feature maps are generated. The input maps are then used by a Conv layer with
a dimension of 3 by 3, yielding maps with a final resolution of 32 × 32 × 32. To
get varying degrees of features, the feature maps of varying levels are filtered by
a U-Net module and pooling layers to get diverse feature information. To ensure
that the outputs are properly scaled for the ultimate softmax layer, trilinear
interpolation is used to rescale the outputs to the size of the input scan. Our
network can take MRI scans of any resolution as input, but to speed up the
segmentation process and the problem of high experimental requirements, we
reduce the original size to 128 × 128 × 128 pixels.
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Fig. 1. Summary of our U-Net module.

The U-Net model trains from both ends and has a well-adjusted burden on
the encoder and decoder units. Leveraging the benefits of the U-Net architec-
ture, we develop a U-Net module that can simultaneously collect and transport
context information across several scales to the decoder layers.

For the case of a 64 × 64 × 64 input channel, our U-Net block operates
as expected. To cut down on channels and computation time, the input maps
first go through a 1 × 1 × 1 kernel. The feature maps are then analyzed with
inception units that alternate with down-inception units to provide the lowest
resolution outputs, which is a departure from the standard U-Net. Thereafter,
the up-inception unit alternate with the inception unit is used to return the
maps to their original resolution. The Conv layer of dimension 1 × 1 × 1 then
restores the correct number of output maps. It is important to note that the
features are concatenated between the encoding and decoding layers using the
skip connection to fully exploit the deep features and retrieve additional feature
information. To preserve as much information as possible, we have also decided
to include the inputs themselves in the feature maps that will ultimately be
generated. The number of parameters is greatly lower by using a set of residual
connections similar to that used in ResNet [16]. In most cases, some data is
lost during transmission from the conventional convolutional layer. The residual
connection safeguards data by directly combining input and output attributes.
Since the add operation is carried out on each element basis, no new parameters
are introduced into the network. Our inception unit is mathematically calculated
as:
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y(X) = F (X) + X (1)

where, the input and output feature maps of the inception unit are denoted as
y(x) and x, respectively. The learning of the residual mapping is represented by
the function F (x).

2.1 Residual Inception Blocks

It is a problem for deep learning systems to deal with both depth and width. Deep
learning models suffer from a lack of multi-scale features, which reduces their
effectiveness. Units containing residual connections [21,22] tackle these prob-
lems. Utilizing inception units, we can build incredibly complex designs without
increasing the number of parameters. By using current inception modules, this
design enables enough features for several receptive scales. Segmentation chal-
lenges benefit from the use of multiple receptive scales as they produce multi-
background knowledge. Figure 2a represents a residual inception unit with three
convolutional layers of various receptive fields. Additionally, the use of 1 × 1
convolution layers aids in minimizing the number of features. The next step is
to combine the output feature maps from several receptive fields, resulting in
multi-scale features. Figure 2b and Fig. 2c depict the building blocks of a down-
inception and an up-inception.

Fig. 2. Representation of the inception module. (a) A residual-inception module (b) a
Down-inception module and (c) an Up-inception module.

2.2 Loss Function

In this study, the proposed architecture starts training after normalizing MRI
modalities. Subsequently, patches of dimension 128 × 128 × 128 are generated
from the brain MRI training data. Throughout the proposed network training,
we employed a fusion of two loss functions, which are as follows.

Ltl = −(Lmdl − Lbcl) (2)

where multi-label dice loss is denoted by mdl [2] and bcl signifies the binary
cross-entropy loss. Mathematically, both can be written as
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lossmdl =
∑

cεC

∑
pctc∑

pc
+

∑
pctc

(3)

lossbcl = − 1
T

∑

cεC

∑
(tc.log(pc)) + (1 − tc).log(1 − pc) (4)

where pc and tc are used for the prediction and ground truth of class c. C is the
total classes. T signifies the voxels in output.

Fig. 3. Training accuracy and loss results of BraTS2018 and Private/local dataset.

3 Evaluations and Analyses

3.1 Method of Training

Python’s deep learning framework and TensorFlow library are used to create
our network, which runs on a graphics processing unit (GPU) powered by an
NVIDIA GeForce GTX 1660Ti. By eliminating all possible zero voxels, we reduce
the image size to 128 × 128 × 128. We generate input images in a randomized
order using a batch size of 1 for up to 90 iterations. In cases when the validation
loss has not declined over the period of the previous five epochs, we resort to the
Adam optimization technique, which begins with a learning rate of 1e−3 and is
lowered at each iteration. Training is terminated in advance if the loss has not
decreased over the previous few epochs. The proposed model training accuracy
and loss performance for both the datasets is shown in Fig. 3.
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3.2 Comparative Analysis of the Proposed Model and Standard
U-Net and Without Inception Module

To evaluate the effectiveness of the inception module, we replaced it with a
3 × 3 × 3 sized Conv layers on the 2018 BraTS and private dataset. The
down-inception block was replaced by a Conv layer with 3 × 3 × 3 dimen-
sions and a stride of 2, while the up-inception module was substituted by a
de-convolutional layer with the same parameters. The obtained results are pre-
sented in Table 1 and Table 2 for DATASET1 and DATASET2, respectively.
Using inception blocks improves network performance, lowers the number of
parameters greatly, and protects the data’s integrity, as shown by the findings.
It demonstrates that our network architecture is reasonable.

Table 1. Experimental performance on the DATASET1(BraTS 2018)

Method Dice Sen Spec

WT TC ET WT TC ET WT TC ET

Without inception 0.845 0.756 0.698 0.902 0.783 0.758 0.994 0.995 0.999

Standard U-Net 0.881 0.840 0.778 0.910 0.839 0.816 0.990 0.993 0.995

Proposed 0.953 0.906 0.840 0.989 0.967 0.945 0.979 0.986 0.990

Table 2. Experimental performance on the DATASET2(Private dataset)

Method Dice Sen Spec

WT TC ET WT TC ET WT TC ET

Without inception 0.773 0.715 0.640 0.851 0.812 0.756 0.996 0.998 0.999

Standard U-Net 0.843 0.769 0.710 0.851 0.795 0.736 0.994 0.997 0.998

Proposed 0.910 0.845 0.779 0.928 0.853 0.803 0.991 0.992 0.995

3.3 Ablation Study

To demonstrate the efficacy of our network, we contrast the results of the pro-
posed approach to that of a standard U-Net architecture on the BraTS 2018
and private dataset and our “Standard U-Net” which we created to replace the
U-Net block with common convolutional layers. Using a 4-layer U-Net archi-
tecture, we first downsampled the input image from its original dimensions to
16 × 16 × 16 using a sequence of Conv layers with dimensions 3 × 3 × 3
and stride value 2. Then we upsampled the image to its actual dimensions by
concatenating the resolution maps of the encoding and decoding layers which
were used as the input of the following layers. Table 1 and Table 2 show the
outcomes of the experiments on the BraTS 2018 and private datasets, respec-
tively. We can see that our network significantly boosts performance compared
to the network without the inception block. We speculate that this is because of
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the U-Net block, which, thanks to its upsampling layers, can filter out some of
the noise information while capturing a variety of context information. The out-
put of the designed multi-module 3D U-Net network is higher than that of the
conventional U-Net construction “Standard U-Net”. We believe that the model
can more effectively capture the fine-grained details of the ground truth when
the feature maps from the encoder network are progressively upsampled before
being fused into the decoder network. Figure 4 and Fig. 5 shows the segmenta-
tion results of Brats 2018 and private datasets using the proposed model along
with “Standard U-Net” and without inception block models.

Fig. 4. Segmentation performance of BraTS 2018 dataset.

3.4 Comparative Analysis with Other Methods

In this study, we contrast the effectiveness of the proposed system with other
existing approaches using the BraTS 2018 benchmarking dataset. The findings
are presented in Table 3. When compared to other cutting-edge neural networks,
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our proposed model performs admirably. According to Table 3, our network out-
performs all other existing and state-of-the-art approaches including [2,8,22–25].
Some previous studies also perform better like DeepMedic [8], Fidon et al. [23].
This is because our network uses 3D depth-wise separable convolution instead
of a normal convolution, which drastically decreases time complexity and space
complexity. Furthermore, we did not make use of any post-processing stages or
ensemble of many networks, unlike [7] and [25]. We believe other post-processing
algorithms, like CRF, can enhance the results of brain tumor segmentation. Some
post-processing techniques will be incorporated into our future projects.

Fig. 5. Segmentation performance of Private dataset.

This study includes the comparison of our proposal with [24] which utilizes
the hybrid framework, [25] implemented Filtered Output, and [26] employed
Res U-Net. Moreover, our network is also compared with ensemble networks
proposed by [23], and [12].
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Table 3. Performance comparison with other existing approaches

Reference Method WT TC ET

[8] DeepMedic + CRF 0.85 0.67 0.63

[24] Guided attention 0.87 0.75 0.65

[22] CNN 0.85 0.72 0.61

[23] Deep learning 0.85 0.72 0.61

[24] Filtered output 0.92 0.88 0.80

[25] Res U-Net 0.92 0.89 0.75

[26] Ensemble 0.93 0.87 0.79

[12] Ensemble 0.91 0.83 0.79

Proposed (DATASET1) Multi-module U-Net 0.95 0.90 0.84

Proposed (DATASET2) Multi-module U-Net 0.91 0.84 0.77

All of these approaches, including the one we present (multi-module U-Net),
are trained on the BraTS 2018 dataset. Additionally, our designed model was
also evaluated on the private dataset. Table 3 displays the typical DSC rating
for each strategy. As can be shown in the results, the dice values for the brain
tumor sub-structure such as a whole, core, and the enhancing tumor are highest
when we apply our proposed method.

3.5 Discussions

Among the several approaches to segmenting images of brain tumors, the U-Net
structure stands out as a top choice. However, we do not believe that upsampling
the network’s deepest layers is sufficient. Upsampling the encoding network’s
high-resolution feature maps can provide enough semantic information to make
sense of the data and also gives a more robust performance as compared with
previous research in this study. We suggest multi-module 3D U-Net architectures
as a means of addressing these issues; this design makes use of many U-Net blocks
of varying sizes to better detain long-distance details of important features.

Our proposed architecture achieves improved dice scores of 0.953 for the
WT, 0.906 for the TC, and 0.84 for the ET on the dataset of BraTS 2018
when compared to prior performance. This study also obtained little enhanced
performance in terms of dice scores of 0.910, 0.845, and 0.779 for WT, TC,
and ET, respectively for the private dataset. The improved performance is due
to the up-sampling at various resolutions from the encoder network which can
adequately retrieve features information at various levels sufficiently.

Unfortunately, our model produces segmentation results of less accuracy in
TC and ET regions. We believe this problem is pervasive in nature owing to the
class imbalance problem. Additionally, the enhancing region is not included in
many LGG images, which lowers the optimization performance of the network.
In the future attention must be paid to the class imbalance issue and improve
the optimization quality of the algorithm by applying various augmentation tech-
niques and evaluating the network for new and unseen images.
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4 Conclusion

This research presents a new multi-module 3D U-Net model that is especially
well-suited for segmenting medical images. The current study applied densely
associated units in the proposed model to help with training parameter reduction
and gradient flow efficiency. Likewise, dense connectivity eliminated extra infor-
mation from the convolution layer by setting the growth rate to its minimum.
That’s why we handled the problem of excessively large learnable parameters.
To learn from a variety of scales, the 3D U-Net made use of residual-inception
blocks. We also presented two distinct down-inception and up-inception blocks
in encoder-decoder paths. The 3D U-Ne efficacy was evaluated using the BraTS
2018 as well as private datasets. On the BraTS 2018 dataset, the suggested model
had very good segmentation scores. Furthermore, using the private dataset,
our proposed produced competitive segmentation scores. In the future, we plan
to enhance the functionality of medical datasets by employing efficient post-
processing methods. Our research has led us to the conclusion that our designed
method would also produce improved results on other medical image databases.
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gram of China with project no. 2020YFB2104402.
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Abstract. The regression-line for a set of data-points pi = (xi, yi), 1 ≤
i ≤ N and N > 2, lacks the rotation-property in the sense that if each pi

is rotated by an angle θ around the origin then the regression-line does
not rotate by the same angle θ except for the special case when all pi’s are
collinear. This makes the regression-line unsuitable as a linear model of a
set of data points for applications in data mining and machine learning.
We present an alternative linear model that has the rotation property.
In many ways, the new model is also more appealing intuitively as we
show with examples. The computation of the new linear model takes the
same O(N) time as that for the regression-line.

Keywords: Perpendicular distance · Regression-line · Rotation
property · Application to data mining

1 Introduction

For simplicity of exposition, we consider here only 2-dimensional data-points
pi = (xi, yi). In many data mining and machine learning applications, one can
partition a given set of data-points pi into a small number of clusters, where each
cluster has a simple structure. The simplest such structure is roughly a linear
shape, i.e., where the points can be approximated closely by a straight line [2].
A key problem here is how to best approximate (or model) a set of data-points
S = {pi : 1 ≤ i ≤ N}, N > 2, by a straight line L : y = mx + c. We show
that the commonly used regression-line (in short, RL) is not a suitable linear
model for applications in machine learning and data mining, because it lacks
the rotation-property in that if each pi is rotated by an angle θ around the
origin then the regression-line RL does not rotate by the same angle θ except
for the very special case when all pi’s are collinear (and hence they all lie on the
straight line RL). In data mining and machine learning, the clusters (and their
shapes) should be independent of the orientation of the coordinates axes and
depend only on the spatial relationship among the points themselves. We show
that a variation of the RL based on the notion of perpendicular-distance of a
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 70–79, 2022.
https://doi.org/10.1007/978-981-19-8991-9_6
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point from a straight line gives a straight line L as a linear model of S which
has the rotation-property and hence is a better linear model. More specifically,
if qi denotes the point on L such the line piqi is perpendicular to L (with pi = qi

if pi ∈ L), then we define the average squared perpendicular-distance for S by
aspd(S,L) = (1/N)

∑N
i=1 ||pi − qi||2. We say L is an optimal perpendicular-

distance line (in short, an OPDL) for S if it minimizes aspd(S,L). We show
that an OPDL has the rotation-property.

For our purpose, we want the approximating line L to have the following two
simple geometric properties in relation to the points S. The RL satisfies only
the first property and an OPDL satisfies both the properties.

– Translation-invariance property : If we translate each point pi = (xi, yi) ∈ S
horizontally by a and vertically by b (in short, by (a, b)) to the point τa,b(pi) =
(xi + a, yi + b), which is equivalent to moving the origin O = (0, 0) to (−a,−b),
then the approximating line for the points Sa,b = {τa,b(pi) : pi ∈ S} should be
the corresponding translation of L, i.e., the line τa,b(L) : y−b = m(x − a) + c.
Note that τa,b(L) has the same slope m as L and goes through the point
τa,b(0, c) = (a, c + b).

– Rotation-invariance property : If we rotate each point pi = (xi, yi) ∈ S by an
angle θ around the origin O = (0, 0) to the point ρ

θ
(pi), then the approxi-

mating line for the points Sθ = {ρ
θ
(pi) : pi ∈ S} should be the corresponding

rotation of L around (0,0) by the angle θ, i.e., the line ρ
θ
(L) : y = m′x + c′.

where m′ and c′ are related to m and c as shown in Eqs. (1)–(2)below.

In what follows, we refer to both the angle 0 ≤ φ < π between L : y = mx+c
and the x-axis and m = tan(φ) as slope(L); this should not cause any confusion.
Henceforth, we assume for simplifying the discussions that neither of L and L′

is parallel to y-axis, unless specifically indicated otherwise.

m′ = tan(φ + θ) =
m + tan(θ)
1 − m.tan(θ)

(1)

c′ =
c.cos(φ)

cos(φ + θ)
=

c sec(θ)
1 − m.tan(θ)

(2)

In Fig. 1, the points P ′ and Q′ are obtained by rotating the points P and Q
by the angle θ around the origin O = (0, 0), and the point P ′′ is obtained by
rotating P by the same angle θ around Q. If we write x(P ) for the x-coordinate
of point P and similarly for the other points, then one can show x(Q)−x(Q′) =
x(P ′′) − x(P ) (= h in Fig. 1) and similarly for the y-coordinates. For example,
suppose θp, θq, and θqp are the slopes of the lines OP , OQ, and QP with x-
axis and dp = dist(O,P ), dq = dist(O,Q), and dqp = dist(Q,P ) be the related
distances. Then, dpcos(θp) = dqcos(θq)+ dqpcos(θqp), both being equal to x(P ),
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and dpsin(θp) = dqsin(θq) + dqpsin(θqp), both being equal to y(P ). It follows
that x(Q)− x(Q′) = dq(cos(θq)− cos(θq + θ)) = (dqcos(θq) + dqpcos(θqp + θ))−
dpcos(θp + θ) = x(P ′′)−x(P ′). This shows that a rotation by an angle θ around
an arbitrary point Q = (a, b) is equivalent to the rotation by the angle θ around
the origin followed by the translation τa−a′,b−b′ , where (a′, b′) = ρ

θ
(Q). Note that

τa−a′,b−b′(ρ
θ
(Q)) = Q. Thus, the translation-property and the rotation-property

around origin together imply the rotation-property around an arbitrary point Q.
Because both the RL and an OPDL satisfy the translation-property (see Sect.
2 and Sect. 3), henceforth we will consider rotations only around the origin.

Q = (a, b)

(a′, b′) = Q′

h

v

P

P′

P′′
h

v

O = (0, 0)

P′:

Q′:

P′′:
h =
v =

P′′ =

ρθ (P), P rotated by angle θ
around O = (0,0)
ρθ (Q), Q rotated by angle θ
around O = (0,0)
P rotated by angle θ around Q
a − a′
b − b′
τa−a′,b−b′(P′), translation of P′
by (a − a′, b − b′) = (h, v)

Fig. 1. Relationship between the rotation about an arbitrary point Q by an angle θ
and the rotation about the origin O = (0, 0) by the same angle θ.

2 Translation-Invariance Property of an OPDL

Figure 2 shows a set of N = 3 points S = {p1, p2, p3} and the perpendicular
projection qi of each pi onto a line L. It also shows the result of the horizontal
translation τa,0: x → x + a for some a > 0, with p′

i = τa,0(pi), q′
i = τa,0(qi), and

L′ = τa,0(L). Clearly, ||pi − qi|| = ||p′
i − q′

i|| for each pi and thus aspd(S,L) =
aspd(S′, L′), where S′ = τa,0(S) = {p′

i : pi ∈ S}. In particular, L is an OPDL
for S if and only if L′ is an OPDL for S′. The same result hold if a < 0 and
also for a vertical translation τ0,b: y → y + b. Thus, aspd(S,L) = aspd(S′, L′)
for an arbitrary translation τa,b: (x, y) → (x + a, y + b), which is a composition
of τa,0 and τ0,b. (In Sect. 3, we show that the translation-property also holds for
the RL).
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L

p1

q1

p2

q2

p3

q3

L′ = translation of L
to the right by a > 0

p′1

q′1

p′2

q′2

p′3

q′3

a

a

a

a

a

a

Fig. 2. Illustration of the invariance of perpendicular-distances and aspd(S, L) under
the translation x → x + ε.

We assume henceforth that the points pi = (xi, yi) have at least two distinct
xi’s or two distinct yi’s, i.e., either the variance σ2

x of xi’s is > 0 or the variance
σ2

y of yi’s is > 0. In particular, for regression-lines (RLs) we assume σ2
x > 0. We

write x, y, and xy for the averages of xi’s, yi’s, and xiyi’s, respectively.

3 Effect of Translation on RL

The regression-line L : y = mx + c for the points S = {pi : 1 ≤ i ≤ N} is
obtained by choosing m and c such that the average squared y-error asye(S,L) =
(1/N)

∑N
1 (yi−mxi−c)2 is minimized. The usual Eqs. (3)–(4) below are obtained

by equating the partial derivatives of asye(S,L) with respect to c and m to 0.
Eq. (4) gives the slope m of RL in terms of the points S and then Eq. (3) gives
the value of c in terms of the points in S. Eq. (3) also shows that RL goes through
the centroid (x, y) of S. (If σ2

x = 0, i.e., all xi are the same, in which case we also
have xy = x y, then the RL is considered undefined). If L is the RL, then we
write asye(S) or simply asye for asye(S,L) when S is clear from the context. It
follows that asye = (1/N)

∑
[(yi − y)−m(xi −x)]2 = σ2

y +m2σ2
x − 2m(xy −x y)

= σ2
y − m2σ2

x, which gives us Eq. (5). Note that the righthand side of Eq. (5) is
independent of m and c.

y = mx + c (3)

xy = mx2 + cx, i.e., xy − x y = mσ2
x (4)

asye = σ2
y − m(xy − x y) = σ2

y − (xy − x y)2/σ2
x (5)

We show that Eqs. (3)–(4) imply the translation-property for RL. Let τa,b(pi)
= p′

i = (x′
i, y

′
i) = (xi + a, yi + b). Then, x′ = x + a, y′ = y + b, x′y′ − x′ y′ =

xy − x y, σ2
x′ = σ2

x, and σ2
y′ = σ2

y. It follows that τa,b(L) = L′ : y′ = m′x′ + c′,
with m′ = m and c′ = c + b − ma, satisfies Eq. (3), i.e., y′ = m′x′ + c′;
likewise, Eq. (4) also holds. This shows τa,b(L) is the RL for the points τa,b(S)
= {τa,b(pi) : pi ∈ S}.
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If all pi are on a line L0 : y = m0x+ c0 ,−∞ < m0 < +∞, then y = m0x+ c0

and xy − x y = m0σ
2
x. Thus, m = m0 and c = c0 satisfy Eqs. (3)–(4) and hence

L0 is the RL for S, with asye = 0 because each yi − mxi − c = 0.

4 Effect of Rotation on RL

Let ρ
θ
(pi) = p′

i = (ui, vi) be the point obtained by rotation of pi = (xi, yi)
around the origin O = (0, 0) by an angle θ. Then, ui = xicos(θ) − yisin(θ) and
vi = xisin(θ) + yicos(θ). Table 1 shows the relationship of the various averages
and variances for the points Sθ = ρ

θ
(S) = {p′

i : pi ∈ S} in terms of those for the
points S. In particular, the centroid (u, v) of Sθ is the result of the rotation of
the centroid (x, y) of S. The equations in Table 1 and Eqs. (3)–(5) above hold in
the more general case when each pi has associated with it a positive probability
and the probability of p′

i is the same as that of pi.

Table 1. The averages, variances, etc. for the points (ui, vi) obtained by rotation of
points (xi, yi) by an angle θ.

u = x cos(θ) − y sin(θ)

u2 = x2 cos2(θ) + y2 sin2(θ) − 2xy sin(θ)cos(θ)

v = x sin(θ) + y cos(θ)

v2 = x2 sin2(θ) + y2 cos2(θ) + 2xy sin(θ)cos(θ)

u v = (x2 − y2)sin(θ)cos(θ) + x y cos(2θ)

uv = (x2 − y2)sin(θ)cos(θ) + xy cos(2θ)

uv − u v = (σ2
x − σ2

y)sin(θ)cos(θ) + (xy − x y)cos(2θ)

σ2
u = σ2

x cos2(θ) + σ2
y sin2(θ) − (xy − x y)sin(2θ)

σ2
v = σ2

x sin2(θ) + σ2
y cos2(θ) + (xy − x y)sin(2θ)

From Eq. (4) and Table 1, we get the slope of the regression-line L′ : v =
m′u + c′ for Sθ is given by

m′ =
uv − u v

σ2
u

=
(σ2

x − σ2
y) sin(θ)cos(θ) + (xy − x y) cos(2θ)

σ2
x cos2(θ) + σ2

y sin2(θ) − (xy − x y) sin(2θ)
. (6)

On the other hand, if the rotation of the points pi to p′
i would cause a corre-

sponding rotation of the regression-line L : y = mx + c, then from Eqs. (1) and
(4) we would have,

m′ =
m + tan(θ)
1 − m.tan(θ

=
(xy − x y)cos(θ) + σ2

x sin(θ)
σ2

x cos(θ) − (xy − x y)sin(θ)
(7)

Lemma 1. For the special case of θ = π, the rotation of the points pi ∈ S by
the angle π around the origin makes the regression-line RL also rotate by the
angle π. Moreover, the asye remains unchanged.
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Proof. From Table 1, we have u = −x, v = −y, σ2
u = σ2

x, σ2
v = σ2

y and uv−u v =
xy − x y. Let L : y = mx + c be the RL for the points S and L′ : v = m′u + c′

be the RL for the points Sπ. From Eqs. (1)–(2), we get the rotation of L by
π gives the line ρπ(L) : y = mx − c. From Eq. (3), we have y = mx + c, i.e.
v = mu − c. and from Eq. (4), we have m = (xy − x y)/σ2

x = (uv − u v)/σ2
v

= m′. This shows L′ : v = mu − c (with c′ = −c) and this proves that RL is
rotated by π around the origin as we rotate the points in S by π around the
origin. That asye remains unchanged follows from Eq. (5) and the fact that
σ2

y − (xy − x y)2/σ2
x = σ2

v − (uv − u v)2/σ2
u.

Recall that −∞ < m < +∞ and σx > 0. In what follows, we only consider
−π/2 < θ < π/2 and θ �= 0.

Theorem 1. The regression-line for the points S = {pi : 1 ≤ i ≤ N} has the
rotation-property if and only if pi’s are collinear. In that case, the regression-line
equals the optimal perpendicular-distance line.

Proof. Let L be the regression-line for S. First, we prove the “if” part. Assume
that pi’s are collinear with the line L0 : y = m0x + c0 , Then, L = L0 and the
points p′

i = ρ
θ
(pi) are collinear with line ρ

θ
(L0) = L′

0 : y = m′
0x + c′

0 obtained
by rotation of L0 by θ. Thus, the regression-line for p′

i’s trivially rotates by
θ. (Here, σ2

y = m2
0σ

2
x and xy − x y = m0σ

2
x and thus the righthand side of

Eq. (6) equals (cos(θ) − m0sin(θ))(m0cos(θ) + sin(θ))/(cos(θ) − m0sin(θ))
2 =

(m0 + tan(θ))/(1 − m0tan(θ)) = m′
0 as per Eq. (1)).

To prove the “only if” part, let m and m′ be respectively the slopes of
regression-line L for the points pi and of regression-line ρ

θ
(L) = L′ for the

points p′
i = (ui, vi). Because the rotation of points pi by the angle θ causes their

centroid (x, y) also to rotate by θ to the centroid (u, v) of p′
i’s and L and L′

go through the corresponding centroids (x, y) and (u, v), the rotation-property
of regression-line is equivalent to saying that the right hand sides of Eqs. (6)
and (7) are the same when 1 − m.tan(θ) �= 0. This gives after simplification
(xy − x y)2sin(θ) = σ2

xσ2
ysin(θ) and hence (xy − x y)2 = σ2

xσ2
y. This gives, by

Eq. (5), asye = 0 and hence the points pi are collinear with the regressions-line.

Equation (6) gives the following lemma and is illustrated in Example 1.

Lemma 2. If σ2
x = σ2

y = σ2 and xy = x y, then σ2
u = σ2

v = σ2 and uv = u v.
In particular, the regression-line does not rotate due to the rotation of the points
and its slope remains 0.

Example 1. Consider the points SET = {(0, 0), (2, 0), (1,√3)}, consisting of the
vertices of an equilateral triangle shown in Fig. 3(i), which also shows the various
averages, variances, etc. and the regression-line. Figure 3(ii) shows the vertices
of the same triangle after rotation by θ = π/6 around the origin O = (0, 0)
and the corresponding averages, variances, etc. and the associated regression-
line. Here, the regression-line does not rotate along with the points SET because
σ2

x = σ2
y and xy = x y (cf. Lemma 2). A similar situation arises for the points

SSQ = {(1, 1), (−1, 1), (−1,−1), (1,−1)}, the vertices of a square with sides of
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length 2 and parallel to the xy-axes. Here also we have σ2
x = 1 = σ2

y and
xy = 0 = x y, and the regression-line does not rotate if we rotate the points.

5 Effect of Rotation on an OPDL

We first derive the conditions for a line L : y = mx + c to minimize the sum
of perpendicular-distance squares aspd(S,L) for a given set of points S = {pi :
1 ≤ i ≤ N}, N ≥ 2. We denote the minimum sum by aspd(S) or simply by aspd
when S clear from the context.

5.1 Minimizing aspd When m �= ±∞
Figure 4 shows the perpendicular-distance p of a point (x0, y0) from the line L.
We take p = x0 if L is the y-axis (with m = ±∞) and, more generally, p = |x0 −
x′
0| if L : x = x′

0. Otherwise, aspd(S,L) = f(m, c) = 1
N(1+m2)

∑N
i=1(yi−mxi−c)2

and we want to minimize f(m, c).

A = (0, 0) B = (2, 0)

C = (1, √3)

(1, 1/√3)

regression-
line; asye = 2/3

x = 1, x2 = 5/3, y = 1/√3, y2 = 1,
σ 2
x = 2/3 = σ 2

y , xy = 1/√3 = xy

(i) The various averages, variances,
etc. and the regression-line; the open

circle is the centroid (1, 1/√3).

A = (0, 0)

C = (0, 2)

B = (√3, 1)(1/√3, 1)

regression-
line; asye = 2/3

u = 1/√3, u2 = 1, v = 1, v2 = 5/3,
σ 2
u = 2/3 = σ 2

v , uv = 1/√3 = uv

(ii) The various averages, variances, etc.
and the regression-line after rotating the

points in (i) by θ = π/6 around (0, 0).

Fig. 3. Illustration of Lemma 2 for the points SET shown as solid circles, which form
the vertices of an equilateral triangle.

Assume for the moment −∞ < m < +∞. Equating the partial derivative
∂f(m, c)/∂c to 0, we get

∑
(yi − mxi − c) = 0, which simplifies to Eq. (8) below

(which is the same as Eq. (3)). It shows that an optimal perpendicular-distance
line goes through the centroid (x, y) of the points pi = (xi, yi) ∈ S, as is the case
for the regression-line. Now, eliminating c = y − mx in f(m, c) we get f(m) =

1
N(1+m2)

∑
((yi − y) − m(xi − x))2 = 1

1+m2 [σ2
y + m2σ2

x − 2m(xy − x y)].
Equating the partial derivative ∂f(m)/∂m to 0, we get (1 + m2)[mσ2

x − (xy −
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x y)] − m[σ2
y + m2σ2

x − 2m(xy − x y)] = 0, which simplifies to Eq. (9). This is
the same equation we get when we equate ∂f(m, c)/∂m to 0 and then substitute
c = y − mx.

x-axis

y-axis

(0,0)

y = mx + c

(0,c)

|y0 − mx0 − c|

(x0, y0)

(x0, mx0 + c)
(x′0, y′0)

p = |y0 − mx0 − c|/ ⎯ ⎯√ ⎯⎯⎯⎯1 + m2

Fig. 4. Illustration of perpendicular distance.

For a vertical line L : x = x′
0, aspd(S,L) =

∑
(xi − x′

0)
2 and this is minimized

when x′
0 = x, with the minimum value aspd = σ2

x. (For m = ±∞, we take
m/(1 + m2) = 0 = 1/(1 + m2) and m2/(1 + m2) = 1 and this gives f(m) = σ2

x

as above).

y = mx + c (8)

m(σ2
x − σ2

y) + (m2 − 1)(xy − x y) = 0 (9)

Theorem 2. For a set S of N points, the computation of m and c from Eqs. (8)–
(9) for an OPDL takes O(N) time, which is the same as that for the computation
of m and c from Eqs. (3)–(4) for the regression line RL.

Proof. This is immediate from Eqs. (8)–(9) because the computation of each of
xy, x, σ2

x, etc. takes O(N) time [1]. Note that in the case of xy = xy and σ2
x = σ2

y,
m is not unique.

Theorem 3. Let S′ : {(ui, vi) : 1 ≤ i ≤ N} be the points obtained by rotating
the points S = {(xi, yi) : 1 ≤ i ≤ N} (N ≥ 2) by the angle θ around the origin
O = (0, 0). Also, let L′ : y = m′x + c′ be the line obtained by rotating the
line L : y = mx + c by the angle θ around the origin O. Then, L′ minimizes
aspd(S′, L′) if and only if L minimizes aspd(S,L).

Proof. From Eq. (1), after converting m′ and (m′)2−1 to a form with a common
denominator, we get

m′ =
m.cos(θ) + sin(θ)
cos(θ) − m.sin(θ)

=
m.cos(2θ) − (m2 − 1) sin(2θ)

2

(cos(θ) − m.sin(θ))2
(10)
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(m′)2 − 1 =
(m2 − 1)cos(2θ) + 2m.sin(2θ)

(cos(θ) − m.sin(θ))2
(11)

Substituting these values and the values for σ2
u − σ2

v and uv − u.v from Table 1
into the left side of Eq. (9) for L′, we get

m′(σ2
u − σ2

v) + ((m′)2 − 1)(uv − u.v)
= m′[(σ2

x − σ2
y)cos(2θ) − 2(xy − x y)sin(2θ)] + ((m′)2 − 1)[(σ2

x − σ2
y)

sin(2θ)
2

+ (xy − x y)cos(2θ)]
= m(σ2

x − σ2
y) + (m2 − 1)(xy − x y)

and this immediately proves the theorem.

Substituting m2σ2
x = m2σ2

y +(m−m3)(xy −x y) from Eq. (9) into f(m), we
get the following lemma, which shows that the aspd for an OPDL has the same
form as the asye for RL, except that the slope m for an OPDL can be different
from the slope m of RL.

Lemma 3. For an OPDL, aspd = σ2
y −m(xy −x y), where m = slope(OPDL)

is given by Eq. (9).

Example 2. For the points SET in Example 1, each of the points A, B, and
C is at a distance d = 2/

√
3 from the centroid. It is easy to see that for an

arbitrary line L through the centroid and slope(L) = θ, we have aspd(SET , L)
= d2[sin2(π/6 − θ) + sin2(π/6 + θ) + cos2(θ)] = 2 because sin(π/6 − θ) =
(1/2)cos(θ)− (

√
3/2)sin(θ), etc. Thus, any line going through the centroid is an

OPDL. Eq. (9) is trivially satisfied here because σ2
x − σ2

y = 0 = xy − x y.

Example 3. Consider the points SRIT = {(0, 0), (3, 0), (3, 3)}, the vertices of a
right-angled isosceles triangle as shown in Fig. 5(i). We have x = 2, x2 = 6, σ2

x

= 2, y = 1, y2 = 3, σ2
y = 2, and xy = 3. For OPDL, this means c = y − mx

= 1 − 2m, where m minimizes f(m) = (σ2
y + m2σ2

x − 2m(xy − x y))/(1 + m2)
= (2 + 2m2 − 2m)/(1 + m2) = 2(1 − m/(1 + m2)). This happens at m = 1
and the optimal perpendicular-distance line PL going through (x, y) with m =
1 is shown as a thick line. The regression-line RL going through (x, y) with m
= 1/2 is shown as a thin line in Fig. 5(i). The regression-line has asye = 3/2
and aspd(RL) = 9/8 > 1 = aspd(PL). Figure 5(ii) shows the corresponding
results for the points {(0, 0), (3/√2, 3/

√
2), (0, 3

√
2)} obtained by rotating those

in Fig. 5(i) by θ = π/4 around (0, 0). We have now x = 1/
√
2, x2 = 3/2, σ2

x

= 1, y = 3/
√
2, y2 = 15/2, σ2

y = 3, and xy = 3/2. This means c = y − mx =
(3− 1m)/

√
2, where m minimizes f(m) = (σ2

y +m2σ2
x − 2m(xy −x y))/(1+m2)

= (3+m2)/(1+m2) = 1+2/(1+m2). This happens at m = ∞ and the optimal
perpendicular-distance line PL going through (x, y) with m = ∞ is shown as a
thick line. Here, aspd(PL) = 1 as before and is < 3 = aspd(RL).
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B = (3, 0)

C = (3, 3)

A = (0, 0)

PL; m = 1,
aspd = 1

(0, −1)

(x, y) = (2, 1)

RL; m = 1/2,
asye = 3/2,
aspd = 9/8

(i) The regression-line RL and the OPDL
PL for the points given by the vertices

of a right-angled isosceles triangle.

A = (0, 0)

B = (3/√2, 3/√2)

C = (0, 3√2)
PL; m = ∞,
aspd = 1

(x, y) =
(1/√2, 3/√2)

RL; m = 0,
asye = 3 =
aspd

(ii) The regression-line RL and the
OPDL PL for points obtained by rota-

ting those in (i) by θ = π/4 around (0, 0).

Fig. 5. Illustration of the rotation-property of the optimal perpendicular-distance line
PL; here, the regression-line RL rotates in the opposite direction.

6 Conclusion

We have shown here that an optimal perpendicular-distance based regression-
line (OPDL) has the important rotational-invariance property for data-mining
applications that the usual regression-line does not. We have also given detailed
techniques to find an OPDL and given the characterization of the case when
the usual regression-line has the rotational-invariance property.
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Abstract. The research on network public opinion has attracted more and more
attention. To accurately find the hot spots in online public opinion data and analyze
their heat, this paper studies the hot spot mining work of Weibo public opinion
data. Considering the defects of the traditional K-means++ clustering algorithm in
the initial point optimization, the Word2Vec model proposes a hot spot discovery
improvement algorithm for the network public opinion dataWPK-means++ (Word
to vector Penalty factor K-means++). The algorithm introduces the penalty factor
to make up for the problem that K-means++ is applied to the scattered text data of
hot topics that are affected by outlier points, reduces the invalid coverage of the
initial clustering center of the text clustering algorithm, and verifies the accuracy
and efficiency of the final clustering results through the analysis of comparative
experiments. The original dataset is preprocessed using Chinese word segmenta-
tion and removal of stopping words, and the text modeling of the preprocessed
result set is carried out by a word embedding model. Finally, the Weibo public
opinion data set was used as the corpus.

Keywords: Weibo public opinion dataset · Hot spot ·WPK-means++ · Penalty
factor · Clustering

1 Introduction

According to the Statistical Report on the Development of China’s Internet in China,
the number of Internet users reached 1.032 billion in December 2021. The real-time and
high efficiency of the Internet is also not limited by distance, regional culture, and time.
With the expansion of the network scale, the influence and importance of the network
public opinion also continue to expand.

Nowadays, online public opinion has become an important form of social public
opinion. It is characterized by the participation of the whole people and the rapid forma-
tion of hot spots, which can quickly gather massive public opinion data with real-time
value and generate huge public opinion pressure. Therefore, the hot spot mining for net-
work public opinion has become an indispensable preliminary work for the follow-up
public opinionmonitoring andmonitoringwork. The research on network public opinion
in the information age has attracted more and more attention. To accurately find hotspots
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in the massive network public opinion data and analyze their popularity, this paper stud-
ies the hotspot mining ofWeibo public opinion data.Weibo, the largest Internet platform
in China, is full of various public opinion data. This paper conducts hot spot mining of
Weibo public opinion data. This paper just takes Weibo data as an example to verify
our work. An interactive platform like Weibo is essentially a real-time incremental data
streaming platform. To realize the tracking and detection of hotspot information, it is
necessary to realize real-time clustering. Weibo is an emerging social platform in recent
years. Compared with traditional social platforms, it has higher timeliness. The hot spot
discovery of Weibo text is naturally different from traditional news, it has many unique
text characteristics. But not limited to Weibo, other platforms are also possible.

In this paper, the related technologies and related theoretical knowledge of text
clustering technology are studied, combinedwith theWord2Vecword embeddingmodel,
aiming at the defects of the traditional K-means++ clustering algorithm in the initial
point optimization, an improved algorithm WPK-means++ is proposed for the hot spot
detection of network public opinion data. The algorithm introduces a penalty factor
to make up for the problem that K-means++ applied to short text data with scattered
hot words will be affected by outliers, and reduce the invalid coverage of the initial
clustering center of the text clustering algorithm. This paper also verifies the superiority
of the performance of the algorithm through the analysis of comparative experiments.
On this basis, this paper designs the overall architecture of the hotspot discovery and
tracking model. The design ideas and architecture diagrams are expounded, and the
experimental analysis is carried out with theWeibo public opinion dataset as the corpus.

2 Related Work

The researchonhotspotminingof networkpublic opiniondata is comprehensive research
involving a variety of technologies. It includes preprocessing technology, natural lan-
guage processing technology, text feature extraction,weight calculation, keyword extrac-
tion, text summarization, text vectorized representation, and datamining technology, etc.
The rational use of this technology largely determines the efficiency and accuracy of
data processing. The hot spot discovery for online public opinion is centered on text
clustering technology. The current research status on the K-means algorithm can be
divided into start optimization, algorithm combination, parameter adjustment, and other
aspects.

Kolose [1] derived clustering features by the two-step method and combined cluster-
ing of K-means, and Solli, Bazin [2] used the VGG16+K-means bindingmethod to find
high-purity clusters of proton events for real experimental data, and explored the appli-
cation of clustering the potential space of the autoencoder neural network for the event
separation. Chandel, Hot [3], et al. used k-mean classification spectral angle mapping
to improve orchard block-scale mapping of RGB injective mosaic layers. Aoyama, [4],
et al., designed sparse K-means clustering using algorithms with different representa-
tions.AmanowiczMarek [5], and others combined theK-means clustering algorithm and
the hierarchical clustering algorithm for feature selection by applying the genetic algo-
rithm method to obtain the best features. Alsuhaim, Azmi [6], et al., used an enhanced
K-means clustering algorithm that uses the distances calculated from previous iterations
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to minimize the number of distance calculations. A K-means clustering algorithm for
the latent Dirichlet assignment topic modeling approach was proposed by Alharbi, Hijji
[7], et al.

Generally, although the technology applied to text mining has high maturity at home
and abroad, and there are many related research papers, there is relatively little research
on applying text mining technology to the early hot mining of public opinion data,
especially for the public opinion hot mining of Chinese data sets. In the foreign language
literature, Zhang, Liu [8], et al., proposed a modified K-means algorithm that slightly
improves the F value of the clustering results for the comment text data of novel networks.
Zhang, Lu [9], et al., proposed a text content similarity query algorithm and proposed
a set of detection methods based on current network events, which can be applied to
network events to reveal their evolution trends well.

3 Methodology

The purpose of hot spot discovery research of text information is to obtain the most
important topics from massive data information. The core algorithm of the hot spot
discovery model is to realize text clustering. This paper presents theWPK-means++ text
clustering algorithm, combined with the Word2Vec model, and performs initial point
optimization, introducing the penalty factor. The algorithm is suitable for massive sparse
text data processing and can reduce the influence of outliers on the clustering effect. To
realize the real-time clustering detection of hot spot information, this paper combines
the WPK-means++ algorithm with the incremental Single-Pass algorithm to construct a
text clusteringmodel. The specific process shown in Fig. 1mainly includes the following
processes:

Step 1: Preprocess the experimental data set, including Chinese word segmenta-
tion and removal of stop words, where the stop word list is updated according to the
characteristics of the data set. The above processing results are stored on the ground.

Step 2: Do Word2Vec modeling. The preprocessed data set is directly represented
by the Word2Vec word embedding model for data vectorization, the input parameters
involved in the model are given, and the modeling results are stored.

Step 3: Carry out the experimental design of the improved clustering algorithm
proposed WPK-means++ algorithm, and verify the effectiveness and feasibility of the
improved algorithm in text clustering research. First, compare the experimental data sets
with the proposed algorithm. The improved algorithm and the K-means++ algorithm
optimized by the initial point and the Word2Vec model combined with the K-means++
algorithm are compared with each other, and the precision, recall, and F1 value of the
three algorithms are calculated, and the changes in the experimental results are given.
Curve comparison chart.

Step 4: Apply the improved clustering algorithm proposed in the WPK-means++
algorithm to the hot spot discovery of the Weibo public opinion dataset, design exper-
iments according to the model structure and algorithm flow, and give the results of the
hot spot discovery experiment.
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Fig. 1. Design diagram of hot spot discovery model experiment

3.1 Word2Vec

The process of the Word2Vec model can be simply summarized as one-hot encoding
as input, adjusting the model parameters through neural network backpropagation, and
then adjusting the form of one-hot encoding, adding adjacent word relationships to it,
and obtaining a new vector representation through model training. The whole process
can be seen as further optimization of one-hot encoding. Its specific implementation is
divided into two training models: CBOW and Skip-gram.

3.2 Single-Pass Algorithm

This study uses the Single-Pass algorithm for the hotspot tracking phase. The algorithm
abandons the traditional iterative method and adopts the mode of sequential processing
of real-time samples to realize single processing of data. It requires the dataset to have
a certain order. For the current samples to be processed, the classification is processed
according to the algorithm judgment conditions. There is no need to iterate all samples,
the simple thinking process is efficient, and the need to present a parameter to judge the
conditions generated by the new category, and not the number of categories.

The proposed algorithm can be well used in both topic tracking and social media
fields, especially for streaming short text data such as Weibo data. Its efficient char-
acteristics make it well cope with the requirements of real-time data processing. The
algorithm process can be simply described as the following: the similarity calculation of
the current coming sample data, and the similarity calculation between texts can use the
cosine distance or mutual information, and it can also use a similar Word2Vec model for
vector representation. If the bar sample is sufficiently similar to the currently existing
class cluster, it is placed into the class, otherwise, create a new category for it.
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3.3 WPK-Means++ Algorithm Implementation

According to the algorithm introduced in the previous section, the core algorithm of
the hotspot discovery model is the WPK-means++ (Word to vector Penalty factor K-
means++) clustering algorithm. The WPK-means++ algorithm takes the preprocessing
result set D = {x1 x2, ……,xm}, number of clusters k, and threshold λ as input.

The specific steps are as follows:
Step 1: Conduct the Word2Vec modeling of the result set D = {x1, x2,…, xm}.
See the previous section for the specific parameter setting, and store themodel results

as the dataset W. Extract any point from D, noted as μ 1; for any other point x in the
sample set D, select the minimum distance from the nearest cluster center (selected),
And all distances and saved in the array Sum (x).

Step 2: For any x, if the value of W (x) is greater than λ, the larger point of W(x)
is given a higher selected probability. If W (x) is less than λ, the larger W (x) is given
a higher selected probability of the points, and the corresponding sample point x is the
selected probability p.

Step 3:Use theweighted probability distribution, and randomly select the newcentral
points. Repeat steps 2–5 and stops the iteration after the termination condition is satisfied.
Output result noted as {μ1,μ2,…,μk}.

Step 4: Calculate the distance between the remaining point xi (i= 1,2,… m) and the
current center point μj (j = 1,2,… k), Attach xi to the smallest corresponding category,
with the category number of λi, and update the class cluster set.

Step 5: Update the cluster center of each class cluster, If the cluster center stabilizes,
perform step (5), otherwise, iterate the step above (3).

4 Experimental Setup

In this section, to verify the improvement effect of the algorithm, the following compar-
ison experiment is designed: first, theWPK-means++ algorithm, K-means++ algorithm,
Word2Vec model, and K-means++ combination algorithm of these three algorithms on
the same area label experimental dataset for cluster experiment analysis, select accu-
racy, recall, F1 value as the evaluation indicators of the comparison experiment, give the
display and analysis of the comparison experiment results.

4.1 Dataset

In this experiment, the 541.1 MB-sized Weibo data were used as the original dataset,
The dataset includes 249,911 pieces ofWeibo short text data, involving politics, military,
science and technology, sports, finance and business, medicine and health, social life,
and other seven aspects. Each piece of data includes information about id, content, pic-
ture_list, category, dateline, Comment, Repost, likes, new_label, fake_label, comment,
comment_all, etc.
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4.2 Data Pre-processing

Weibo has a new social platform recently. Compared with traditional social platforms,
they have higher timeliness. The hot discovery of micro-blog text is naturally different
from traditional news. It has the characteristics of non-standard text content and fast
semantic update, which increases the difficulty in subsequent text word segmentation
processing. This paper analyzes the characteristics of the text and describes the data
preprocessing method of the text.

This paper firstly analyzes the characteristics of the Weibo public opinion dataset
and extracts the content in the<context> tag as the main body of data mining. Then, the
word segmentation selects the stutteringword segmentation, uses the defaultmode in it to
process, and manually adds the network of newwords with special meanings to the word
segmentation dictionary. The tokenizer contains three modes, of which the default mode
ismore balanced. Thismode can effectively eliminate ambiguity and obtain themost rea-
sonable word segmentation results. In addition, this paper combines common stopwords
such as cn_stopwords.txt, sc_stopwords.txt, hgb_stopwords.txt, baidu_stopwords.txt,
etc., adds and deletes them appropriately, and adds meaningless new words and words
that repeat more words that affect the results of subsequent analysis. The stop word list
Chinesestopword.txt is sorted out in line with Weibo text, containing a total of 2429
stop words. In this paper, Chinesestopword.txt is used as the stop word list to filter the
stop words, which can more effectively clean out the words that affect the text analysis.
Finally, save the preprocessing result set.

4.3 Text Representation

The text representation adopts the Word2Vec model. The specific process of the
experiment is as follows:

Step 1: Traverse the text information in the preprocessing result set, and count the
word frequency to build a dictionary.

Step 2: Generate a Huffman tree structure.

Step 3: Generate the one-hot binary encoding of the current node as the input word
vector.

Step 4: Initialize the intermediate vector of each non-leaf node and the word vector
in the leaf node. The leaf node stores the word vector of each word with a length of
m, which is used as the input vector of the neural network. The intermediate vector
stores a set of vectors with a length of m, which corresponds to the parameters
of the hidden layer in the three-layer network structure. The input layer and the
hidden layer information jointly determine the output result of the classification.

Step 5: Start training.

5 Experimental Result

The input parameter K indicates the number of clusters, and its value has a significant
influence on the clustering experiment results. For this paper, the K value selection
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Fig. 2. Variation curve of K

experiment is analyzed between 10 and 240 values, and gives a curve trend diagram of
the experimental results, as shown in Fig. 2.

It can be seen from the figure that when K takes 220, the clustering results have the
highest accuracy, so in the hot spot discovery experiment in the Weibo public opinion
data set, K takes 220.

To verify the efficiency of the above algorithm, the Single-Pass algorithm, K-
means++ algorithm, improved K-means++ algorithm, Word2Vec model, K-means++
combined algorithm, and WPK-means++ algorithm are analyzed on the same Weibo
public opinion dataset, and the time value spent in the clustering of each algorithm is
shown in Fig. 3.
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Fig. 3. Comparison chart of algorithm efficiency

To verify the effectiveness of the above algorithms in specific experiments, this paper
designs a comparative experiment in the labeled Chinese topic data set to verify the text
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clustering. Recall, precision, and F1 value are the most commonly used to evaluate
clustering An indicator of algorithm effectiveness. Precision and recall are commonly
used indicators in clustering and classification, covering standards such as accuracy and
coverage. The F1 values are the evaluation criteria for combining precision and recall.
The combination of this evaluation index can better evaluate the clustering algorithm
performance comprehensively. Therefore, this paper chooses the recall rate, precision
rate, and F1 value as indicators to evaluate the effectiveness of the clustering algorithm.

In this paper, the proposed improved algorithm WPK-means++ algorithm, K-
means++ algorithm optimized by initial point optimization, Word2Vec model + K-
means++ algorithm is used on the experimental dataset to design the comparison
experiment, and give the comparison test results according to the three indexes.

5.1 Check Accuracy Rate

The accuracy rate represents the ratio of the number of topic samples accurately judged
as a certain category in the experimental results and the total number of all samples
accurately judged as this category in the experimental results. See the calculation formula
in (1).

Precision = |Cit |
|Ci| (1)

Specifically, |Cit | indicates the number of topic samples that the experiment had
judged correctly in category I, and |Cit | represents the full number of samples that the
experiment had judged as a category i. Comparison experiments were designed for the
IMPalgorithmWPK-means++,K-means++,Word2Vecmodel+K-means++ algorithm,
and the experimental results are shown in Fig. 4.
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5.2 Check the Full Rate

The whole represents a proportion of the actual data amount of the category in the return
result. See the calculation formula in (2).

Recall = |Cit |
|Di| (2)

where, |Cit | indicates the number of topic samples that the experiment has judged cor-
rectly in category I, and |Cit | indicates the number of topic samples included in category
i. Comparison experiments were designed for the modified algorithm WPK-means++
algorithm, K-means++ algorithm after initial point optimization, and Word2Vec model
+ K-means++ algorithm, and the experimental results are shown in Fig. 5.
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In some cases, precision and recall will appear, so the F1 value, the index is a compre-
hensive evaluation index, calculated from the weighted harmonic average of precision
and recall, and possible contradictions can be excluded. The calculation formula is shown
in (3).

F1 = 2× P × R

P + R
(3)

where R represents recall and P represents accuracy. Comparison experiments were
designed for the IMP algorithm WPK-means++ algorithm, K-means++ algorithm,
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Word2Vec model + K-means++ algorithm, and the experimental results are shown in
Fig. 6.
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Fig. 6. F1 value comparison experiment diagram

In this paper, the model experimental design was conducted on anaconda3 to show
the ten keywords in the top ten categories in the clustering results of the WPK-means++
algorithm on the public opinion dataset.

6 Conclusion

Because of the optimization shortcomings of the traditional clustering algorithm K-
means++, this paper proposes a hot spot discovery and improvement algorithm (WPK-
means++). By combining the idea of Single-Pass incremental clustering, the hotspot
tracking model is built for the subsequent new data, which reduces the time of repeated
clustering. This paper conducted comparative experiments on the Weibo public opin-
ion dataset and reached a precision of 0.87, recall of 0.86, and F1 score of 0.83. In
future studies, the WPK-means++ algorithm can be tested in a distributed architecture.
Meanwhile, the performance of the proposed algorithm can be validated using newer
data.
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Abstract. This paper conducted a comprehensive scientometric review of Fraud
Detection between 1984 and 2021 to depict the landscapes, research hotspots, and
emerging trends in this field. Besides scientific outputs evaluation using statistical
analysis and comparative analysis, scientometric methods such as co-occurrence
analysis, cocitation analysis, and coupling analysiswere used to analyze the knowl-
edge structure of Fraud detection. Results showed that Fraud Detection research
went up significantly in the past two decades, in addition to conventional sci-
entometric results, keywords with the strongest citation burst such as Intrusion
Detection, Audit Planning, Pattern Recognition, Data Mining, Insurance Fraud,
Benfords Law, Business Intelligence, Outlier Detection, Genetic Algorithm, Big
Data, and Deep Learning, demonstrate the emerging trends of Fraud Detection.

Keywords: Scientometric · Research hotspots · Citespace · Fraud detection

1 Introduction

Fraud Detection (FD) refers to the technology that uses specific algorithms, models, or
tools to identify various suspicious fraudulent activities [1]. Fraud Detection is widely
used in computer science [2], economics [3], business [4], management [5], Health [6]
and so on.

In recent years, comprehensive reviews of the research related to Fraud Detection
were conducted. Bolton, RJ et al. (2002) [7] described the tools available for statisti-
cal fraud detection and the areas in which fraud detection technologies are most used.
Yufeng Kou et al. (2004) [8] have given a comprehensive review of different techniques
to detect fraud and present a survey of current techniques used in credit card fraud detec-
tion, telecommunication fraud detection, and computer intrusion detection.West, Jarrod,
et al. (2016) [9] and Ashtiani, Matin N. et al. (2022) [10] presented a comprehensive
analysis of existing fraud detection literature based on key aspects such as detection
algorithm used, fraud type investigated, and performance of the detection methods for
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specific financial fraud types. Callao, M. Pilar and I. Ruisanchez (2018) [11] describes
the state of the art of multivariate qualitative analysis for determining food fraud and
differentiates between authentication and adulteration. Omair, B and Alturki, A (2020)
[12] gave a systematic literature review of fraud detection metrics in business processes.
Pourhabibi, Tahereh, et al. (2020) [13] investigated the present trends and challenges that
require significant research efforts to increase the credibility of graph-based anomaly
detection. Gupta, Sonika, et al. (2021) [14] and Al-Hashedi et al. (2021) [15] made a
systematic literature review of data mining based on financial fraud detection. Wang,
Nana, et al. (2018) [16] made a comparative analysis of china and the world financial
fraud research based on a knowledge map from the perspectives of hotspots and the
evolution process. Mansour, A.Z. et al. (2021) [17] presented a bibliometric analysis
of fraud detection based on Scopus database and VOSviewer [18]. Different from these
methods, this paper conducts a scientific metrological review of fraud detection research
by investigating scientific output, geographical distribution, and distribution of interna-
tional cooperation, institutions, and journals, aiming to provide another perspective for
research and development in the field of fraud detection. In addition, innovative meth-
ods such as co-citation analysis and burst detection are also applied, which can vividly
describe the landscape, research trends, and fronts of this field.

2 Data and Method

2.1 Data

The data used for this paper were collected fromWeb of Science database on September
12, 2022, and the search strategy is as follows:

Topic = “Fraud Detection*”, Timespan = 1984–2021.
Finally, 2688 bibliographic records were gathered for an in-depth analysis.

2.2 Method

After an ETL operation of the original data, a basic analysis of high-productive coun-
tries/regions and research institutes, highly cited references and highly cited authors
is performed, then the H-index and other indicators are calculated by SciRadar [19],
a self-developed scientometrics software; the geographical distribution of scholars is
drawn by Bibliometrix [20] according to the author relationship; network analysis of
different types of entities, such as countries/regions, research institutes, and categories
and keywords are conducted by CiteSpace [21]. In addition, keyword burst detection is
performed by the algorithm proposed by Kleinberg [22].

3 Result and Discussion

3.1 Scientific Outputs of Fraud Detection Research

Figure 1 shows the maturity forecasting result of Fraud Detection. The black curve
represents documents per year published, it can be seen that substantial interest in Fraud
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Detection research did not emerge until 1998. The red curve represents the cumulative
publications growth. Finally, a green fitting curve using Logistic Growth Model [23]
with formula (1) to evaluate and predict the maturity and the prospective growth of
Fraud Detection publications.

y = 7061.129/(1+ exp421.6617−0.2083x) (1)

Fig. 1. Paper number of fraud detection.

Here, x and y represent the publication year and documents published per year
respectively. According to formula (1), the development of Fraud Detection can be
divided into four stages: infant period (before 2013), growth period (2013–2035), mature
period (2035–2043), and stable period (after 2043). The above stage division shows the
research of Fraud Detection in 2021 was in the mature period with a maturity of 38.07%.

3.2 Characteristics of International Collaboration

A collaboration map between countries/territories was generated by Bibliometrix [19]
(Fig. 2). The color of the place in the collaboration map represents the number of papers.
In total, there are 102 countries/territories and 418 links between them. Table 1 lists the
top ten most productive countries/territories in the field of Fraud Detection. Overall, the
USA is the firstmost productive and influential country,with a total number of 604 papers
(361 independent papers, 243 internationally collaborated papers), 183 institutes, and
14509 citations, its H-Index is 57. China is the second most productive and influential
country in this field, with a total number of 446 papers (278 independent papers, 168
internationally collaborated papers), 273 institutes, and 6287 citations, and its H-Index
is 37. Other countries/territories such as England, Brazil, Spain, and Germany also
make outstanding contributions in this field. Besides, the goal of Betweenness Centrality
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metrics [18] is to find pivotal points between countries/territories of Fraud Detection.
Thus, high betweenness centrality nodes such as USA and England play a central role
in this research field.

Fig. 2. Country/territories collaboration mapping of fraud detection

Table 1. Top ten countries/territories in fraud detection

No C/T TP IP CP TC HI TI BC

1 USA 604 361 243 14509 57 183 0.259

2 China 446 278 168 6287 37 273 0.057

3 India 278 248 30 2274 20 81 0.052

4 England 141 71 70 2975 28 73 0.118

5 Brazil 97 76 21 1091 18 67 0.035

6 Spain 95 66 29 3070 21 60 0.075

7 Germany 99 68 31 1081 17 47 0.076

8 Australia 107 54 53 1717 22 73 0.016

9 France 84 37 47 1205 17 40 0.074

10 Iran 67 56 11 608 13 70 0.010

No., Rank by TP; C/T, Country/Territory; TP, Total papers; IP, Independent papers; CP, Interna-
tionally collaborated articles; TC, Total citations counts; HI, H Index; TI, Total institutes numbers;
BC, Betweenness centrality in Cooperation Networks.

3.3 Characteristics of Institutional Cooperation

Figure 3 shows the institute’s collaboration network of Fraud Detection which was gen-
erated by Citespace. In general, there are 2462 institutes, 834 cooperative relationships
and 23 clusters with 30 or more members. According to the details listed in Table 2,
Carnegie Mellon Univ and Florida Atlantic Univ are the most influential institutes with
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1065 and 1029 citations respectively; Florida Atlantic Univ and Arizona State Univ
engaged in this field earliest since 1998; Alibaba Grp, Tongji Univ and Univ Chinese
Acad Sci are the rising stars in this field.

Fig. 3. Institute collaboration map in the field of fraud detection.

Table 2. Top ten institutes in fraud detection

No. Name Frequent Frequency burst Citations Year

1 Chinese Acad Sci 38 17.07 319 2006

2 Tongji Univ 38 9.39 508 2016

3 Florida Atlantic Univ 35 8.79 1029 1998

4 Carnegie Mellon Univ 31 3.85 1065 2004

5 Shanghai Jiao Tong Univ 27 5.68 436 2011

6 Tsinghua Univ 26 5.10 367 2004

7 Univ Chinese Acad Sci 22 0 100 2017

8 Univ Illinois 18 6.59 501 2006

9 Arizona State Univ 18 5.58 404 1998

10 Alibaba Grp 18 7.70 99 2018

3.4 Publication Distribution and Co-citation Network Analysis

Figure 4 shows the distribution of publication number of Fraud Detection. The red curve
depicts the change in source publication number, it can be seen that the number of
publications in the field of fraud detection is gradually increasing, and has stabilized at
about 200 in the past three years. The green curve shows the change in cited publication
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number which has an abrupt increase after 2017. Figure 5 is the Publication Cocitaion
Network of Fraud Detection generated by Citespace. The node in the network represents
a cited publication and the link between two nodes are calculated by their co-cited
frequents. After a pruning process by G-Index [24] and community detection process by
Louvain algorithm [25], a core network with 957 nodes, 1897 links, and 19 communities
with more than 30 members was generated.

Fig. 4. Source publication number and cited publication number of fraud detection.

Fig. 5. Publication cocitaion network of fraud detection.

Cluster #0 is the largest one with 45 members, including publications such as
Machine Learning, CMC-Computers Materials & Continua, Information Processing &
Management, and its cluster labels are distance-based outliers, pattern recognition, etc.;
Cluster #4 is the newest one with 39 members, including publications such as ACM
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SIGKDD, ICLR, CIKM, and its cluster labels are graph neural network, social network,
etc.

3.5 Character of Subject Categories

Dual-map thematic overlays [26] can reveal the flow of knowledge about Fraud
Detection (Fig. 6). The clusters on the left are the source journals, while the clus-
ters on the right are the target journals. Journals are classified into several disci-
plines. Obviously, the essential knowledge flows are Systems-Computing-Computer
and Economics-Economic-Political in fraud detection research.

Fig. 6. Dual-map thematic overlay of fraud detection (1984–2021)

3.6 Research Hotspots and Emerging Trends of Fraud Detection

Table 3. Top 10 highly cited papers of fraud detection.

Table 3 lists the detail of the top 10 highly cited papers on Fraud Detection which
can represent the main research hotspots in this field. Bolton, R. et al. (2002) [7] made
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a review of statistical fraud detection. Fawcett, T. et al. (1997) [27] applied an adaptive
fraud detection framework to score possible fraud events. Ngai, E.W.T., et al. (2011) [28]
constructed a classification framework for the application of data mining techniques in
financial fraud detection. Chan, P. et al. (1999) [29] proposed methods of combining
multiple learned fraud detectors under a “cost model” which can significantly reduce
loss due to fraud through distributed data mining of fraud models. Yu, F. et al. (2011) [3]
inspected the relationship between corporate lobbying and fraud detection. Abdallah,
A. et al. (2016) [30] explored the state-of-the-art fraud detection systems, approaches,
and techniques in five areas of fraud such as credit card fraud, telecommunication fraud,
healthcare insurance fraud, automobile insurance fraud, and online auction fraud. Sri-
vastava, A. et al. (2008) [31] build a hidden Markov model (HMM) to capture features
of the sequence of operations in credit card transaction processing and used it for the
detection of fraud. Pilar Callao, M. et al. (2018) [11] gave an overview of multivariate
qualitative methods for food fraud detection. Sahin, Y. et al. (2013) [32] utilized a cost-
sensitive decision tree approach for fraud detection. Dal Pozzolo, A. et al. (2014) [33]
concluded the lessons in credit card fraud detection from a practitioner’s perspective.

Fig. 7. Document cocitation network of fraud detection.

The role of document co-citation analysis [34] is to comprehend the intellectual
infrastructure of the knowledge domain in Fraud Detection. After network pruning and
community detection, it generated a core network that includes 1241 cited references,
586 co-citation links, and 18 co-citation clusters containing more than 30 members.
The modularity of community division is 0.9509 (Fig. 7). Table 4 lists the details of
the top 5 largest clusters. The oldest and largest cluster is cluster #0 with the average
year of 2015. Its labels are sampling, imbalanced data, and credit card fraud detection,
and its symbolic papers are [35–37]. Cluster #1 is the second largest one and its label
are credit cards, transfer learning, transaction fraud detection, attention mechanisms,
and individual behavior, and its representative papers are [38–40]. Cluster #2 is the
third largest one and its label are big data, medicare, class imbalance, and random
undersampling, its representative papers are [41–43]. Cluster #3 is the fourth largest one
and its label are outlier detection, fraud management, suspicion score and click fraud,
and its representative papers are [44–46]. Cluster #4 is the fifth largest one and its labels
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are graph neural network, graph convolution network, laplacian matrix, and aggregates,
and its representative papers are [47–49].

Figure 8 shows the timeline graph of Fraud Detection. In this graph, Keywords indi-
cate the micro-scale emerging trends in Fraud Detection are: Intrusion Detection, Audit
Planning, Pattern Recognition, Data Mining, Insurance Fraud, Benfords Law, Business
Intelligence, Outlier Detection, Genetic Algorithm, Big Data, and Deep Learning.

Table 4. Top 5 largest clusters

# Size Mean year Labels (Labeled by LLR) Representative papers

0 42 2015 Sampling; imbalanced data; credit card
fraud detection; credit scoring

[35–37]

1 38 2018 Credit cards; transfer learning;
transaction fraud detection; attention
mechanisms

[38–40]

2 37 2016 Big data; medicare; class imbalance;
random undersampling

[41–43]

3 37 2005 Outlier detection; fraud management;
suspicion score; click fraud

[44–46]

4 33 2018 Graph neural network; graph
convolution network; laplacian matrix;
aggregates

[47–49]

Fig. 8. Timeline graph of the keyword co-occurrence network of fraud detection.
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4 Conclusion

In this paper the prospects, research hotspots, and emerging trends in fraud detection
research are evaluated with quantitative methods. Based on the comprehensive sciento-
metric analysis, the publication data in the field of fraud detection were analysed using
data sets from 1984 to 2021 from the Web of Science database. The analytics mainly
focuses on scientific achievements, geographical distribution, institutions, journals, and
subject categories. In addition, co-citation analysis and burst detection are also applied.
The conclusions of this paper can well reveal the research prospects and emerging trends
of fraud detection from multiple perspectives.
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Abstract. This paper presents an algorithm of set-based differential
evolution for discrete optimization problem. Differential evolution has
been hitherto studied for continuous optimization problem. Extending
approaches in continuous space to these in discrete space with set-based
representation schemes, differential evolution can adopt to discrete opti-
mization problem. A candidate solution is defined by a crisp set and all
arithmetic operations in mutation are redefined by new operators. The
mutation operator of our algorithm adds two different solutions selected
randomly to the current solution and our algorithm constructs the solu-
tion probabilistically. In order to evaluate the validity of our algorithm,
we examine numerical experiments compared to existing algorithms.

Keywords: Differential evolution · Discrete space · Optimization
problem · Set-based scheme · Traveling salesman problem

1 Introduction

For optimization problem, it is generally difficult to find an optimal solution
and it takes a huge amount of time to solve the problem. In this situation, meta-
heuristics have focused attention for solving optimization problems [1]. Meta-
heuristics involve, for example, genetic algorithm (GA) [2] that imitates the
evolutionary process of biology, ant colony optimization (ACO) [3] that does the
foraging behavior of ants, particle swarm optimization (PSO) [4] which imitates
the simple social model such as birds flocking and fish schooling, and differen-
tial evolution (DE) [5] that has the mutation, crossover, selection in evolutionary
computation. For optimization problem, there are continuous optimization prob-
lem in continuous space and discrete optimization problem in discrete space.
Typical examples of optimization problems in discrete space include traveling
salesman problem [6], which searches for the shortest possible route that one
visits each given city once and returns to the start city. Though the traditional
PSO which particles have a position and velocity is designed to work only in
continuous space, discrete particle swarm optimization (DPSO) [7] operates in
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binary space by using sigmoid function. Memory binary particle swarm opti-
mization (MBPSO) [8] based on DPSO decides the position according to the
previous position, and its mechanism is simple and effective. Set-based compre-
hensive learning and particle swarm optimization (SCLPSO) [9] is based on a
set-based representation scheme. SCLPSO can solve discrete optimization prob-
lems with high quality and is successfully applied to large-scale problems. For
knapsack problem, set-based particle swarm optimization with status memory
has been suggested and shown significant results [10]. For an attempt to trav-
eling salesman problem, set-based comprehensive learning and particle swarm
optimization with memory has been discussed [11,12].

In this paper, an algorithm of set-based differential evolution is presented
for discrete optimization problem. Our algorithm has a set-based representation
scheme and extends the application of differential evolution to discrete opti-
mization problem. For applying differential evolution of continuous problems to
discrete problems, a candidate solution is defined on a crisp set and all arithmetic
operators in mutation are redefined by new operators. We modify the procedure
that the mutation and the population sets generate the trial set satisfied con-
straints of traveling salesman problem. Experimental results are compared our
algorithm to Max-min ant system (MMAS) that improved ACO [13], MBPSO
and SCLPSO for traveling salesman problem.

2 Preliminary

2.1 Particle Swarm Optimization

Particle swarm optimization (PSO) is an optimization approach that achieves
the social model of birds flocking and fish schooling. Np particles cooperate
to search for the global optimum in D-dimensional space. Each particle i(i =
1, 2, ..., Np) has position Xi(x1

i , x
2
i , ..., x

D
i ) and velocity Vi(v1

i , v
2
i , ..., v

D
i ) which

are a candidate solution and a vector constructed by the current position and
the best position, respectively. Each particle stores the base position previously
encountered by itself and the best position of all particles. The traditional PSO
algorithm is only operated in continuous space. Updating rule of a velocity and
position of the i-th particle are defined as follows:

vj
i = wvj

i + c1r1(P
j
i − xj

i ) + c2r2(Gj − xj
i ) (1)

xj
i = xj

i + vj
i (2)

where Pi(P 1
i , P 2

i , ..., PD
i ) is the best-so-far solution obtained by the i-th particle

and G(G1, G2, ..., GD) is the best solution yielded by the whole swarm. w, c1,
and c2 are positive coefficients, r1 and r2 are random uniform values in [0.0, 1.0],
and j(j = 1, 2, ...,D) represents the j-th dimension.

2.2 Set-Based Particle Swarm Optimization

PSO extends to set-based particle swarm optimization (SPSO) for solving com-
binatorial optimization problem in discrete space. SPSO adopts a set-based rep-
resentation scheme and redefines a position and velocity and all arithmetic oper-
ators for the discrete space by new operators and procedures.
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A. Representation Scheme
For combinatorial optimization problem, a universal set and a candidate solution
in SPSO are described in the following characteristics.

– Universal set E can be divided into D dimensions, E = E1 ∪E2 ∪ ...∪
ED is a set corresponding to the j-th dimension of the searching space.
In traveling salesman problem, universal set E is composed of all arcs
connecting every two cities, and the j-th dimension of the searching
space E is the set of arcs that connects with node j.

– Candidate solution X corresponds to a subset of E, where X = X1 ∪
X2 ∪ ... ∪ XD is a crisp set with two arcs. X is a feasible solution only
if X satisfies constraints Ω.

According to the above description, a candidate solution is converted into a
solution that optimizes the objective function. Figure 1 shows an example of 4
cities in symmetric traveling salesman problem. Each arc (k, l) can be viewed as
an element, and (k, l) ∈ Ek between node k and l are assigned length dkl. Note
that arc (k, l) is equal to arc (l, k).

Fig. 1. Example of the representation scheme for the symmetric traveling salesman
problem

In Fig. 1(a), there exists E = {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)}. For
example, E1 = {(1, 2), (1, 3), (1, 4)} has only arcs connected to node 1. In
Fig. 1(b), X = {(1, 2), (1, 4), (2, 3), (3, 4)} forms a circuit of the graph. In this
solution, X1 = {(1, 2), (1, 4)} has two arcs connected to node 1. Similarly, each
dimension Ej and Xj have arcs connecting to node j.

B. Procedure of the Algorithm
In SPSO, the position is defined as the candidate solution for discrete optimiza-
tion problems, and the velocity is defined as a set with possibilities as follows:

V j
i = {e/p(e) | e ∈ Ej} (3)
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where V j
i is the set with possibility of the j-th dimension of the i-th particle. V j

i

has possibility p(e) ∈ [0.0, 1.0] of each element e ∈ E.
SPSO generates solutions that are similar to the current solutions. If the

swarm size is small, the algorithm is more likely to be trapped in local optima.
To avoid this situation, SCLPSO uses the velocity updating of comprehensive
learning PSO (CLPSO) [14]. The velocity updating rule denotes as follows:

V j
i = wV j

i + crj(Pbest
j
fi(j)

− Xj
i ) (4)

where Xj
i is position of the j-th dimension of the i-th particle. The position

is given by a crisp set. c and w are positive coefficients, rj is random uniform
values in [0.0, 1.0]. Pbest

j
fi(j)

is the best solution of the j-th dimension of the i-th
particle. fi(j) is given as the following description [14]. First, a uniform random
value R in [0.0, 1.0] is generated. If R is larger than a parameter with the i-th
particle, fi(j) is substituted into i otherwise the algorithm applies position of
particle of high fitness to two randomly selected particles.

After updating the velocity, particle i use the updated velocity Vi to adjust
its current position Xi and builds a new position. Unlike in continuous space,
positions in discrete space must satisfy constrains. Particle i updates its position
according to the new position updating procedure in [9].

2.3 Differential Evolution

Differential evolution (DE) is a population-based stochastic technique of evolu-
tionary computation. The characteristic of DE is simple and easy to implement
without complicated computations. DE uses the difference vector of randomly
selected two different vectors in the population. In DE, an individual x is D-
dimensional real-valued parameter vector xi = [x1

i , x
2
i , ..., x

D
i ] in the population

of Np.

A. Mutation
There are some kinds of mutation strategies in DE. For example, DE/rand/1
strategy is selected, a mutant vector vi = [v1

i , v
2
i , ..., v

D
i ] is generated by the

mutation operator as follows:

vj
i = xj

r1 + F · (xj
r2 − xj

r3) (5)

where xr1 , xr2 and xr3 indicate different three individuals in the population.
Random numbers r1, r2, r3 ∈ 1, 2, ..., Np which are i �= r1 �= r2 �= r3. xj

r1 is called
the parent vectors, and (xj

r2 −xj
r3) is called the differential vector. F is a positive

control parameter used to scale the differential vector.

B. Crossover
The crossover operator implements a recombination of the mutant vector and
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the parent vector to produce the trial vector ui = [u1
i , u

2
i , ..., u

D
i ]. The crossover

operator is defined as follows:

uj
i =

{
vj
i if(randj [0.0, 1.0] ≤ Cr or j = jrand)

xj
i otherwise

(6)

where Cr ∈ [0.0, 1.0] is the crossover rate and appears as a control parameter of
DE. randj ∈ [0.0, 1.0] is a random number and jrand ∈ [1, 2, ...,D] is a randomly
chosen index that ensures ui gets at least one parameter in vi.

C. Selection
The selection operator is used to select the next population xnew between the
trial vector and the target vector. The selection operator is defined as follows:

xnew
i =

{
ui if(f(ui) ≤ f(xi))
xi otherwise (7)

where f() is the fitness function for minim solution.

3 Set-Based Differential Evolution

In this section, we present an algorithm of set-based differential evolution
(SBDE). In this study, a new mutation operator is defined to enable DE to
complete the transformation and DE extends to SBDE for solving combinato-
rial optimization problem in discrete space. Individual xi(i = 1, 2, ..., Np) that
is the candidate solution is a crisp set. Arithmetic operators for mutation and
the procedure are redefined by new operators and procedure. The structure of
SBDE is similar to the original DE, which is shown in Algorithm 1.

Algorithm 1. Pseudo-code for SBDE
procedure SBDE

Initialization:
Set paramters.
Generate solutions xi(i = 1, 2, ..., Np), randomly.
Select solutions in order of the nearest city.

while terminal condition not met do
for each individual xi(i = 1, 2, ..., Np) do

Mutation;
Crossover;
Selection;

end for
end while

end procedure

In SBDE, for accelerating the search speed, Np initial solutions are con-
structed randomly and selected in order of the nearest city. We start searching
iteratively and optimize solutions by repeating iteration, mutation, crossover,
and selection every iteration.
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A. Mutation
In SBDE, the mutation operator generates the mutant set vi = v1

i ∪v2
i ∪ ...∪vD

i .
The mutation operator of SBDE is defined as follow:

vj
i =

{
(xj

r2 − xj
r3) if(randj [0.0, 1.0] ≤ F )

xj
r1 otherwise

(8)

where xr1 , xr2 and xr3 indicate different three individual sets in the population.
F is a positive control parameter to scale the differential set. The redefined
arithmetic operators in Eq. (8) are described below.

Individual set - Individual set: The minus operator between two crisp sets A and
B is defined as follows:

(A − B) = {e | e ∈ A and e /∈ B}. (9)

For example, if A = {(1, 2), (1, 4), (2, 3), (3, 4)} and B = {(1, 3), (1, 4), (2, 3),
(2, 4)}, then we obtain A − B = {(1, 2), (3, 4)}. Differential set (A − B) is to find
elements including A but not B.

Mutation Set: This operator inherits a differential set or an individual set accord-
ing to parameter F for each dimension. We defined this operator that generates
a mutation set as follows:

vj =
{

Sj if(randj [0.0, 1.0] < F )
xj otherwise

(10)

where F ∈ [0.0, 1.0]. Sj is the j-th dimension of the differential set. For exam-
ple, S1 = {(1, 2)}, x1 = {(1, 3), (1, 4)}, F is set as 0.5, rand[0.0, 1.0] = 0.3.
In this case, v1 = {(1, 2)}. But if rand[0.0, 1.0] = 0.7, the result will be
v1 = {(1, 3), (1, 4)}. The mutation set is generated based on the above two
operations.

To help us understanding, the candidate solutions in the case of 4 cities are
shown in Fig. 2. In this case, we obtain a differential set (xr2 − xr3) = S =
{(1, 2), (3, 4)}. In addition, for example, F is set as 0.5. If rand1[0.0, 1.0] = 0.7 >
F , rand2[0.0, 1.0] = 0.2 < F , rand3[0.0, 1.0] = 0.9 > F , and rand4[0.0, 1.0] =
0.4 < F , then we obtain v1 = X1

1 = {(1, 2), (1, 4)}, v2 = S2 = {(1, 2)}, v3 =
X3

1 = {(2, 3), (3, 4)}, v4 = S4 = {(3, 4)}. Finally, we obtain the mutation set
v = {(1, 2), (2, 3), (3, 4)}.

Fig. 2. The candidate solutions in the symmetric TSP with 4 cities
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B. Crossover
To enhance the potential diversity of the population, the crossover operator
performs after generating the mutation set. The mutant set exchanges its com-
ponents with the individual set under the crossover operator to form the trial
set ui = u1

i ∪ u2
i ∪ ... ∪ uD

i , which is also feasible solution.
DE family of algorithms can use two kinds of crossover [15]. In SBDE, we

adopt exponential crossover. The effect of exponential crossover becomes a con-
tinuous path of inherited mutation and population sets. The procedures are
shown in Algorithm 2 and Algorithm 3. In Algorithm 3, trial sets are empty and
we first choose two variables n and L. n denotes the starting point of dimen-
sion number that the trial set inherits the mutant set. L denotes the number of
components the trial set inherits the mutant set. We first choose an integer n
randomly among the numbers [1,D] and another integer L in the interval [1,D].
After choosing n and L, the trial set is obtained as follows:

uj
i =

{
vj
i if(j = 〈n〉D, 〈n + 1〉D, ..., 〈n + L − 1〉D)

xj
i otherwise

(11)

where 〈〉D denote a modulo function with modulus D. The integer L is formed
according to the following pseudo-code:
L = 1;
while(rand[0.0, 1.0] < Cr and L < D){
L = L + 1;

}
Cr is the crossover rate. For each mutant set, n and L must be chosen ran-

domly as shown above.

Algorithm 2. Pseudo-code of crossover procedure.
procedure crossover(xi,vi)

ui = φ
Choose a random index n ∈ [1, D];
L = 1;
while (rand[0.0, 1.0] < Cr and L < D) do

L = L + 1;
end while
for each dimension j(j = 1, 2, ..., D) do

if (j = 〈n〉D, 〈n + 1〉D, ..., 〈n + L − 1〉D) then
construct(uj

i , vj
i )

else
construct(uj

i , xj
i )

end if
end for

end procedure
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Algorithm 2 constructs candidate solutions. Algorithm 3 shows the procedure
for selecting arcs among candidate solutions in Algorithm 2. For each dimension,
uj
i first learns elements in sj and adds the candidate set to one element. In TSP,

for example, we can employ the length of each arc as the heuristic information
and select the shortest arc in the candidate set. If there is no one element in the
candidate set, one element is added in the universal set to construct a feasible
solution.

For example, we assume that the dimension is 4, and given the mutation set
vi = {(1, 2), (2, 3), (3, 4)} and the individual set xi = {(1, 2), (1, 3), (2, 4), (3, 4)}.
Here we assume n = 2, L = 2. Then we start with the 1-st dimension. Since
j �= {〈2〉4, 〈3〉4}, u1

i learns x1
i and add the arc (1,2). Then we turn to the 2-nd

dimension. Since j = {〈2〉4, 〈3〉4}, u1
i learns v1

i and add the arc (2,3). We repeat
this procedure to complete the construction of ui that is a feasible solution.

Algorithm 3. Pseudo-code of construct procedure.
procedure construct(ui,si)

Candidate_Set = {e | e ∈ sji and e satisfies Ω}
if Candidate_Setji �= φ then

select an element in Candidate_Setji and add it to uj
i ;

else
Candidate_Set = {e | e ∈ Ej and e satisfies Ω}
if Candidate_Setji �= φ then

select an element in Candidate_Setji and add it to uj
i ;

end if
end if

end procedure

C. Selection
The selection operator is similar to Eq. (7). In the selection operator, evaluates
the trial set ui and the individual set xi by the fitness and remains the set with
smaller fitness for the next generation, which is expressed as follows.

xnew
i =

{
ui if(f(ui) ≤ f(xi))
xi otherwise (12)

where f() is the fitness function for minimize optimization.

4 Numerical Experiments

We examine numerical experiments for MMAS, MBPSO, SCLPSO, and our
algorithm (SBDE). Traveling salesman problem instances are eil51, berlin52,
st70, eil76, kroA100, eil101, ch130, kroA150, d198 and tsp225 in TSPLIB [16].
We give parameters: the number of cities D, population size Np = 20, number
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of maximum iteration Imax = 500D, generation counter k ∈ [1 : Imax], and
run times T = 30 for each algorithm. Other parameters are chosen as follows:
α = 1, β = 2, and evaporation coefficient ρ = 0.98 in MMAS, weighting constant
c1 = c2 = 4 in MBPSO, inertia weight w = 0.9−0.5∗k/Imax and weight constant
c = 2.0 in SCLPSO, scale parameter F = 0.5 and crossover rate Cr = 0.9 in
SBDE, and probability generated by a uniform random value r in [0.0, 1.0].

Results are given in Table 1. In the instances with a small of cities for eil76,
the fitness difference among the existing algorithms and SBDE is not large. As
the number cities increases, the difference among the average of SBDE and other
algorithms becomes larger. SBDE is only able to find the optimal solution or the
best approximate solution for all instances.

Table 1. Experimental results.

Instance Best known MMAS MBPSO SCLPSO SBDE
Best Average Worst Best Average Worst Best Average Worst Best Average Worst

eil51 426 426 427.93 430 427 427.60 429 426 426.97 428 426 426.93 427
berlin52 7542 7542 7542 7542 7542 7542 7542 7542 7542 7542 7542 7542 7542
st70 675 675 682.30 699 675 679.23 686 675 675.40 677 675 675.33 677
eil76 538 538 539.83 545 538 539.43 547 538 538.27 542 538 538.30 541
kroA100 21282 21282 21429.50 21783 21282 21342.20 21396 21282 21301.47 21468 21282 21287.23 21383
eil101 629 631 639.87 652 629 633.57 640 629 629.40 633 629 629.30 630
ch130 6110 6148 6195.73 6252 6140 6191.00 6271 6110 6146.17 6194 6110 6128.53 6159
kroA150 26524 26771 27029.70 27429 26525 26730.27 27279 26579 26687.73 26894 26524 26563.03 26766
d198 15780 15835 15892.53 16037 15812 15905.20 16571 15789 15825.17 15919 15782 15793.17 15806
tsp225 3916 3924 3958.07 3996 3925 3952.43 4024 3918 3936.17 3955 3916 3923.90 3950

Table 2 is shown the result of wilcoxon signed rank test with a significance
level of 5% between SBDE and other algorithms in 10 instances. Three symbols
“+, −, =” indicate that SBDE exhibits significantly better, worse than, and
equal to the competitor, respectively. Table 2 shows that there are significant
differences in all cases for our algorithm.

Table 2. Comparison results of SBDE with other algorithms.

Algorithms + = −
MMAS 8 2 0
MBPSO 8 2 0
SCLPSO 4 6 0

We investigate the convergence speed for each algorithm. Figure 3, 4, 5, and
6 show the convergence speed of each algorithm for eil51, st70, kroA100 and
kroA150. The convergence speeds of SBDE are the fastest compared to that of
other algorithms for all instances.
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5 Conclusions

We have presented an algorithm of set-based differential evolution for discrete
optimization problem. Our algorithm had a set-based representation scheme for
discrete optimization problem. For applying differential evolution of continuous
problems to discrete problems, a candidate solution was defined on a crisp set
and all arithmetic operators in mutation were redefined by new operators. Our
algorithm showed the effectiveness through numerical experiments compared to
the existing algorithms. For the future work, we will study theoretical consider-
ations.
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Abstract. Due to its short latency, low transmission cost, and benefit
in data security, the vehicle to roadside-units (V2R) technology is grow-
ing in importance in the VANET. Roadside unit (RSU) complicated
location, however, has an impact on the RSU network in terms of time
delay, transmission efficiency, etc., making it challenging to use large-
scale RSU networks. In view of this, a cooperative transmission frame-
work is devised for data transmission in VANET. The number of RSU
and the time delay are used as the metrics for measuring the economy
and network transmission performance, respectively, in order to create
the RSU deployment optimization model in this article, which addresses
the issue. A multi-objective evolutionary algorithm is then used to carry
out the RSU deployment’s optimization. The results of experiments are
based on taxi data from ShenZhen. The findings show that the suggested
technique can reduce the number of RSU while enhancing the RSU net-
work’s transmission capabilities.

Keywords: V2R · RSU deployment · Multi-objective optimization ·
Network performance · Economy

1 Introduction

In response to the rapid development of the transportation infrastructure and
the problems raised by the increasing number of vehicles, the Internet of Vehicles
technology has been proposed and iteratively developed for traffic control, vehicle
safety, information services, and smart city construction, et al. [1–3].

Intelligent Vehicle Infrastructure Cooperative Systems(IVICS) is a hot topic
in the field of Internet of Vehicles, where vehicle to roadside unit (V2R) is a
key technique and road side unit (RSU) network is the intermediate medium
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 118–132, 2022.
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between vehicles and cloud servers. Furthermore, RSU can also be adopted as a
part of the cloud-edge collaboration system for special tasks [4–6]. In compari-
son to the traditional cellular networks, first, the transmission data of RSU are
featured with low communication cost, better message transmission capability,
lower end-to-end delay and flexible deployment et al. [7]. Second, transmitting
the vehicle data with RSU can reduce the data traffic load of the 4G/5G cellu-
lar networks. Third, edge computing can be adopted based on RSU to provide
real-time services for vehicles [8].

When it comes to RSU deployment, data transmission delay and RSU deploy-
ment cost are two optimization factors that are often considered, and there have
been a lot of studies to optimize based on one or both of these indicators. It is
well known that most research work focuses on reducing the transmission delay
to optimize the location of RSU deployment because time delay is an important
indicator to measure network performance. In order to overcome the time delay
problem of signal propagation, Fogue et al. propose a genetic algorithm for RSU
deployment [9]. Ahmed et al. formulate the RSU deployment problem as an inte-
ger linear programming model and propose an RSU placement strategy called
the Delay Minimization Problem (DMP) [10]. Anbalagan et al. propose a meme-
based RSU (M-RSU) placement algorithm to minimize communication latency
and increase coverage area between IoV devices by optimizing RSU deployment
[11]. Shi et al. propose a V2X network-based RSUD message propagation model
and a central-rule-based neighborhood search algorithm (CNSA) [12].

Most deployment optimization algorithms only evaluate vehicle density and
intersection attractiveness, ignoring the impact of map obstructions like build-
ings on RSU deployment. Ghorai et al. suggest a CDT-based algorithm [13].
Wang et al. deduce a connectivity analysis model considering the RSU deploy-
ment problem in one-way road scenarios, and analyzed the relationship between
the number of RSUs and network connectivity [14]. Liu et al. establish a net-
work model containing vehicle clusters for mathematical analysis [15]. Ni et al.
investigate the deployment problem of minimizing the number of RSUs for two-
dimensional IoV networks, using a utility-based maximization problem to solve
the RSU deployment problem [16]. Ma et al. propose a multi-objective artifi-
cial bee colony optimizer (H-MOABC) to optimize a two-level Radio frequency
identification networks planning (RNP) model based on hierarchical decoupling
[17,20]. Yeferny et al. propose Minimum Mobile Mode Coverage (MPC) as a spa-
tiotemporal coverage method to optimize RSU deployments. MPC mines vehicle
trajectory data to describe its travel pattern, then extracts minimal transversals
of a hypergraph to calculate the optimal RSU position [18]. Some researchers
consider both factors when deploying RSU. Cao et al. construct a six-objective
RSU deployment optimization model, including time delay and number of RSU
deployments. This paper proposes a clustering method in which the cluster radius
varies according to the number of RSUs in the cluster [19]. At the same time, an
improved algorithm based on PCMLIA-ADE (PCMaLIA) is proposed to opti-
mize the ES deployment model and achieve the tradeoff between conflicting
objectives.
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Despite the success of the existing work, few studies can be found for RSU
deployment to simultaneously investigate the optimal delay and number of RSUs.
First, the communication performance of the RSU networks is affected by the
distribution of RSUs, since the traffic flow characteristics are different across
areas [21]. Generally, the RSU network’s performance should be good if enough
RSUs are deployed. For instance, dense traffic commonly brings heavy data
transmission load. Consequently, the data packets are crowded in the channel
and need to be queued to enter the route for processing, resulting in increasing
data transmission delay [22,23]. To this end, it is necessary to adopt more RSUs
to reduce the delay and improve the network’s performance. However, increasing
costs are needed to deploy large-scale RSUs, which results in unexpected budgets
and difficulties in implementation [24]. In places with sparse traffic, only small-
scale data needs to be processed. Therefore, the density of RSUs can be curtailed
to reduce the cost of building the RSU networks [25].

In order to balance the budget and performance of the RSU network, this
article proposes a framework for cooperative transmission, based on which a
multi-objective system model is built by considering the transmission delay time
and the number of RSUs. In the proposed model, the transmission delay and
the RSU deployments reflect the performance of the network and the economy
of the system, respectively. In comparison to the single-objective based system
model, the proposed model can get rid of the prior knowledge of weighting the
importance for different objectives.

In summary, this paper makes the following contributions:

1. This paper proposes a hybrid framework for data transmission in the Internet
of Vehicles. Vehicles can choose one of the channels for data transmission, so
that resources can be fully integrated, and vehicles can be adjusted to select
an appropriate channel for data transmission.

2. This paper introduces a multi-objective optimization model based on the time
delay and the number of RSUs to optimize the deployment location of RSUs
from the perspective of economics and network performance for the first time.
We divided the area into grids and selected appropriate grids to deploy RSUs.
This simplifies calculations and converges faster for better results.

3. In order to realize the model, we select a suitable multi-objective joint opti-
mization algorithm, conducted experimental analysis, and obtained ideal
results on the indicators we set.

The rest of this paper is organized as follows. Section 2 describes the proposed
RSU deployment model. Section 3 provides a brief overview of the adopted opti-
mization algorithm. Section 4 presents the experimental results and discussions.
Finally, we conclude this paper and provide several future study directions in
Sect. 5.
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Table 1. Key terms in the model.

Key terms Descriptions

D Length of a data frame
R RSU transmission radius
K The number of RSUs
A RSU set, A = {A1, A2,...,AK}
B Transmission bandwidth
x Distance from vehicle to RSU
RI(x) Data transfer rate
Dc Critical data packet size
np Number of packet received by RSU
TQ Queuing delay of packet
μ Service rate
Den Packet arrival rate
η Single RSU computing power
Tij Communication delay between RSU and vehiclex
Gi(x) Channel gain
N0 Noise power spectral density
β1 Communication path loss constant
β2 Communication path loss index
nv Vehicles number in a certain range
RS Road resource (area)
Tc Critical delay of transmission

Fig. 1. Transmission network framework of RSU.

2 Problem Description and System Model

For better understanding, the key terms involved in the proposed model are
listed in Table 1.

2.1 Multi-RSU Cooperative Data Transmission Network
Framework

In current data transmission systems, RSUs are adopted to assist data trans-
mission and relieve the transmission burden of cellular networks. Strong support
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for intelligent transportation can be furnished by the RSU data transmission
paradigm with low latency and low communication cost.

This paper considers a vehicular network with multi-RSU and cellular base
stations, which helps to connect vehicles to the cloud servers and transmit data
with Internet. Figure 1 illustrates a RSU cooperative data transmission frame-
work, where RSU and cellular networks receive data packets from vehicles and
upload them to the cloud servers. Each vehicle has two communication inter-
faces of RSU and cellular base station. Vehicles can independently choose which
interface to connect to. Compared with the cellular base station, vehicles prefer
to transmit data with RSU due to its low communication cost, low time delay,
and high data security. However, if a vehicle is out of communication range of
the RSU or the RSU that a vehicle connects with is overloaded, the vehicle will
upload data through the cellular base station. This strategy is capable of reduc-
ing the overall communication delay and cost. The RSUs, which are denoted
as A = {A1, A2, ..., AK}, are utilized to receive data packets from vehicles and
forward them to the cloud servers, where K represents the number of RSU.
Communication base stations are arranged to divert a part of vehicle’s data and
relieve RSU data transmission pressure to enhance the service efficiency. Sup-
pose that N vehicles, which are denoted as V = {V1, V2, ..., VN}, are required to
upload the collected data to the edge nodes; each vehicle is of the same rate of
producing and collecting data, and the collected data will be integrated (Referred
as a data packet) and transmitted out when the data stored in the vehicle cache
reach a critical value DC . Here, the set of packets transmitted from vehicles
is denoted as M = {M1,M2, ...,MN}. For the data transmission, vehicles need
to select what kind of edge node to connect with, since each vehicle has two
choices as mentioned above. First, check whether a vehicle is in the range of
RSUs. If the vehicle is in the range of RSUs, it will select the nearest RSU for
data transmission. If the distance between the vehicle and the RSU exceeds the
communication range of the RSU, the vehicle will transmit data with the cellular
base station. The transmission range of the cellular base station is larger than
that of the RSU. It is assumed that the cellular base stations fully cover the
map and can transmit data successfully for the first time. If the transmission
delay with RSU is less than the critical delay, the transmission is considered
successful. However, vehicles are constantly moving, or huge amounts of data
packets are crowded into one RSU, which will result in the time delay exceeding
the critical delay Tc. Therefore, the vehicle will choose the cellular base station
for the second time. Here, denote x as the distance between the vehicle Vn and
the corresponding selected RSU; R is the transmission cover radius of RSU.

2.2 Transmission Delay Model

As shown in the Fig. 2, transmission delay commonly consists of four parts, i.e.,
the propagation delay of data packets between different nodes, the transmission
delay of devices for pushing out data packets, the processing delay of routers for
data checking, and the delay of data packets entering the queue.
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Fig. 2. Time delay model.

In this model, the distance between the roadside unit node and the vehicle is
less than 1,000m, and the speed of data propagation corresponds to the speed of
electromagnetic wave propagation through the air. Consequently, the theoretical
propagation speed is within 0.003 milliseconds, which is significantly less than the
queueing delay and transmission delay of over 100 milliseconds. Therefore, the
propagation delay can be disregarded in this model. Additionally, the processing
delay is generally considered negligible [26].

The sending delay Tij is calculated by (1):

TS =
D

RI(x)
(1)

where TS represents the data transmission time of the ith vehicle in the jth
time slot, RI(x) is the transmission rate of the current location, and RI(x) is
calculated according to

RI(x) = B · log2
(
1 +

Gi(x) · PN

B · N0

)
(2)

Gi(x) = β1 · xβ2 (3)

where Gi(x) and x are the channel gain and distance between vehicle VN and
the RSU, respectively; β1 and β2 represent the path loss constant and path
loss exponent in the communication, respectively; PN is the RSU’s transmission
power; B is the bandwidth and N0 represents the noise power spectral density
[8]. In order to calculate the waiting time of a packet to be received by the RSUs,
the queuing theory of M/M/1 model is adopted in this paper with assuming that
the arrival rate is λ and the service rate of the RSU is μ. λ can be calculated
according to

λ =
Dk

en

m · k!
e−Den (4)
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where Den represents the vehicles’ density and Den can be obtained by

Den =
nv

RS
(5)

where nv is the number of the vehicles in specific regions and RS represents the
road resources. μ is calculated according to

μ =
η

S
(6)

where η is the computing power of a single RSU and S is the average length of
packets. Afterwards, the average waiting time can be obtained according to (7)
to (8).

nv =
ρ

1 − ρ
=

λ

μ − λ
(7)

TQ =
nv

λ
=

ρ

(1 − ρ)λ
=

1
μ − λ

(8)

where TQ is the waiting time. Then, the total transmission delay of one packet
is calculated by

Tij = TS + TQ (9)

where Tij is the total delay of the ith vehicle in the jth time slot. Note that the
RSU-based transmission of the ith vehicle in the jth time slot is successful only
if Tij ≤ Tc, or the ith vehicle will transmit data with cellular stations in the jth
time slot. When sending data packets with the cellular base station, since the
cellular base station has a longer delay and higher communication cost, we set a
larger delay time for the data packets transmitted with the cellular base station
as punishment.

2.3 RSU Number Model

All the RSUs in the model share the same characteristics, such as performance
and deployment costs. Therefore, the cost of building the RSU network depends
on the number of RSUs. In this paper, the map is divided into multiple refined
grid areas GR and each grid only includes one RSU or not. Accordingly, the
number of RSUs deployed in the entire model can be calculated by

GR(n) =
{

1, if RSU depolyed in this area n
0, none RSU depolyed in this area n

(10)

KRSU =
n∑
1

GR (11)

In order to reduce the overall deployment cost, the number of RSUs in the
model should be reduced. Note that this objective is conflict to minimize the
overall delay mentioned above.
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2.4 Problem Formulation

This paper aims at minimizing the average time delay of RSU data transmission
and reducing the number of deployed RSUs by optimizing the location distribu-
tion of the RSUs. These two objectives can be formulated as

minf1 =

{
K∑

n=1

Tij

}
(12)

minf2 = {KRSU} (13)

3 Algorithm Background

The goal of this work is to minimize the transmission delay and the number of
RSUs to achieve an efficient RSU network. NSGA-II is a powerful tool in solving
multi-objective optimization problems [28], which are briefed as follows.

1. Initialization
Given that MG is the maximum number of iterations, Psize is the population
size, Psize individuals are randomly generated, according to the characteristics
of the problem. f1 and f2 are calculated for each individual.

2. Pareto sorting
Execute the non-dominated sorting according to the fitness [27].

3. Selection
Select Psize individuals to participate the crossover and mutation operations
[28].

4. Crossover
The standard NSGA-II algorithm adopts an analog binary crossover operator,
and the new individuals in generation k are generated based on the selected
individuals (See Step 2) according to

p1,k+1 =
1
2
[(1 − βqi) p1,k + (1 + βqi) p2,k] (14)

p2,k+1 =
1
2
[(1 + βqi) p1,k + (1 − βqi) p2,k] (15)

where p(1, k+1) and p(2, k+1) are the individuals generated at generation k
with the crossover operation; p(1, k) and p(2, k) are the selected individuals
at k generation; βqi is calculated according to

βqi = (2μi)
1

τ+1 μi ≤ 0.5 (16)

βqi =
1

[2 (1 − μi)] 1
τ+1

μi ≥ 0.5 (17)

where μi is a random number within [0, 1); τ is the cross-distribution index,
which will affect the distance between the generated individuals and the par-
ent individuals.
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5. Mutation
The mutation operation is to simulate the genetic mutation behavior. This
paper adopts the polynomial mutation operator, which is shown as

pk+1 = pk +
(
pmax

k + pmin
k

)
δk (18)

where pk is the individuals to be mutated at generation k; pmax
k and pmin

k

are the upper and lower bounds of the decision variables; δk is calculated
according to

δk =

{
(2rk)

1
im+1 − 1 rk < 0.5

1 − [2 (1 − rk)]
1

im+1 rk ≥ 0.5
, (19)

where rk is the uniformly distribute random number in [0, 1]; im is the muta-
tion index.

6. Termination criterion checking
If the termination criterion has been satisfied, output the individuals; If not,
select Psize individuals as P (k + 1) from P (k) ∪ Pchild(k) and return to Step
2, where P (k) and Pchild(k) are the populations and the newly generated
individuals at generation k, respectively [27].

The NSGA II’s time complexity is O(MN2), where M represents the number
of objectives and N represents the size of the population. The NSGA II’s space
complexity is O(BTN), where B represents the number of blocks in the map
and T represents the number of time periods.

4 Experiment and Simulation

4.1 Simulation Set up

In the experimental part, all the simulations are run with Intel i7-11800H; Table 2
lists the key parameters in the experiment.

Where PN is the RSU transmit power, N0 is the noise power spectral density,
β1 is the communication path loss constant and β2 is the communication path
loss index, these four parameters are cited from reference [8]. In order to balance
the solution quality and computation time, this paper sets the max generation
Gmax and the population size of one generation Psize as 200 and 50, respectively.
im is the mutation index and τ is the cross-distribution index, which are cited
from reference [28].

4.2 Experiment Data

The experiments are conducted based on a Shenzhen taxi dataset which records
the travel coordinates of 602 taxis in Shenzhen on October 22, 2014, and the coor-
dinate data are updated about every 20–40 s. The following criterion is adopted
for data processing: Data interpolation. We divided the whole day into 12 time
periods in chronological order. Every time period contains 2 h and the sampling
is performed every 30 s in each time period.
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Table 2. The value of key terms.

Key terms Descriptions Value

D Length of a data frame 1 Mb
R RSU transmission radius 1000 m
Dc Critical data packet size 5 Mb
PN RSU transmit power 23 dBm
N0 Noise power spectral density −174 dBm/Hz
β1 Communication path loss constant 0.0007
β2 Communication path loss index 2
Tc Critical delay of transmission 5S
Gmax Max generation 200
Psize Population size of one generation 50
im The mutation index 20
τ The cross-distribution index 20

Fig. 3. Frequency of RSU’s likely location

Fig. 4. Fit function of RSU frequency statistics curve and derivative function
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In this paper, we apply the multi-objective optimization algorithm to opti-
mize taxi trajectory data for each time period to find the pareto optimal surface
of RSU deployment positions and numbers. RSU deployment locations vary each
time period due to taxi trajectories. The frequency heat map of RSU possible
sites is obtained by stacking RSU likelihood locations over all time periods, as
illustrated in Fig. 3. Then we sort and count the frequency of the possible posi-
tions of each RSU, accumulate from the high frequency to the low frequency,
and obtain the change curve of the frequency and quantity shown in the Fig. 4,
and then fit the curve to obtain the fitted continuous function.

Fig. 5. RSU depolyment scheme with different number of RSUs

Since the derivative of the fitted function is greater than zero and the second
derivative is less than zero within the domain of definition (0, 875), it can be
seen that the fitted function is a concave function, and because there are no
inflection points and stagnation points, we cannot find the only optimal point.
According to the derivative function, when the number of RSUs is 200, the value
of the derivative is 136.548, when the number of RSUs is 400, it is 16.388, and in
this interval, the total frequency of RSUs is close to the maximum point. It can
be seen that in this interval, the two indicators of economic activity and delay
are balanced. Therefore, we obtain a series of new RSU deployment schemes in
the interval of 200–400. The delays of these schemes are shown in Fig. 7, and
the deployment position of RSU is shown in Fig. 5. Additionally, the time delay
distribution in each block is shown in Fig. 6, one can see that the number of the
areas with high time delay decreases with the increasing number of RSU.
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Fig. 6. Time delay distribution in each block with different number of RSUs

NSGA-II is applied to find the proper solutions to (12) and (13). The perfor-
mance of the population with respect to these two objectives are shown in Fig. 7,
indicating that with the increasing of the system delay (from about 1,148,176s
to 1,245,795s), the number of RSUs decreases from 200 to 400. In comparison to
the original delay of 4,054,000s and the original RSU number of 450, the delay is
reduced by about 69.3% to 71.7% and the number of RSUs is reduced by 11.2%
to 55.6%.

Fig. 7. Total time delay in 24 h of each scheme

By counting the frequency of RSUs’ usage positions in different regions in
different time periods of the Pareto optimal surface, and selecting the appropriate
number and location of RSUs according to the total frequency changing curve,
we can obtain 5 highly robust RSU deployment schemes which can adapt to the
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traffic flow in different time periods. And the number of RSUs is reduced at the
same time to decrease the deployment cost.

Furthermore, we compare the proposed deployment strategy with the genetic
algorithm-based deployment method [9]. In the genetic algorithm (GA) based
deployment strategy, the two objectives are weighted together with the same
importance. GA adopts the same parameter settings with NSGA-II, which are
shown in Table 2. The fitness function of GA is formulated by the follow equation
[11]:

FitnessGA = w1n
norm
RSU + w2T

norm
total . (20)

Here, w1 and w2 range from 0 to 1, which adjust the importance of the normal-
ized objectives: RSU’s number nnorm

RSU and the time delay Tnorm
total , respectively.

We set w1 = 0.5 and w2 = 0.5. The results are shown in Table 3. One can
observe that NSGA-II achieves better performance in the same traffic-flow envi-
ronment. Furthermore, the proposed strategy leads to a reduced RSU number
in comparison to GA-based strategy with similar delay performance.

Table 3. Comparison results on two algorithm.

Algorithm Time delay/seconds RSU’s number

GA 1.246× 106 472
NSGA-II 1.148× 106 − 1.245× 106 200–400

In summary, the experimental results demonstrate that the adopted algo-
rithm on proposed framework is effective in simultaneously reducing the time
delay and RSU number, which is beneficial to the application of the large-scale
RSU network.

5 Conclusion and Future Work

This paper proposes a cooperation data transmission framework-based RSU
deployment model to minimize data transmission delay and RSU number. These
objectives measure network performance and economy. By adopting a multi-
objective optimization algorithm, the presented RSU deployment strategy is
capable of adapting to the traffic conditions in different regions. Experimental
results show that both the delay and the RSU number can be effectively reduced
with respect to a real-world dataset.

In our future work, we will investigate more factors in the RSU network,
including the RSU work/sleep strategy and the multiple retransmission strategy,
to continue improving the performance of the RSU network.
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Abstract. Using swarm intelligence to obtain multiple optima in a sin-
gle run simultaneously proved efficient for solving multimodal optimiza-
tion problems (MOPs). However, the existing studies fail to resolve the
contradiction between the required solution accuracy and the number of
solutions. In this paper, an improved brain storm optimization (BSO)
algorithm based on knowledge learning (KLBSO) is proposed as a solu-
tion to the problem. The properties of the improved algorithm and the
domain knowledge of the problem are combined during the search pro-
cess. Two factors need to be taken into account to solve a MOP: the
accuracy and the diversity of the solution set. In the proposed algo-
rithm, there are two learning approaches. Firstly, improving the learning
method by replacing the perturbation operator of the random solution
with the inter-solution learning of the worst solutions, improves the opti-
mization ability of the algorithm. Secondly, by analyzing the MOPs,
adding an archive set guarantees the solution’s diversity. To assess the
efficiency of KLBSO, eight benchmark functions with various sizes and
complexities were used. Comparing the results of KLBSO with those of
state-of-the-art methods which are brain storm optimization algorithm
(BSO), brain storm optimization algorithm in objective space (BSOOS),
two kinds of pigeon-inspired optimization algorithms (PIO, PIOr), the
comparison results show that the KLBSO is able to solve the contra-
diction between required solution accuracy and the number of solutions,
and improves the outcomes where BSO is ranked first followed by the
test algorithms.

Keywords: Brain storm optimization · Learning · Multimodal
optimization · Knowledge acquisition · Knowledge utilization

1 Introduction

Many real-world engineering optimization problems are both dynamic and mul-
timodal. Multimodal optimization aims to locate all or most of the multiple
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solutions in a single search and maintain these solutions during the entire search
[10]. The challenge for solving multimodal optimization problems (MOPs) is the
trade-off between solution accuracy and the number of solutions required [8]. If
the accuracy requirements are met blindly, the algorithm is likely to fall into
a single solution, and the number of solutions is insufficient; If too much focus
is placed on the number of solutions, it will be impossible to obtain satisfying
accuracy. An effective approach for solving MOPs is the intelligent optimization
algorithm.

Swarm intelligence optimization methods, as a class of methods that could
effectively solve complex large-scale optimization problems, have become a
research hotspot in many fields [9]. Traditional swarm intelligence optimization
methods, such as particle swarm optimization algorithm, differential evolution
algorithm, etc., are mainly model-driven and based on simple iterative formu-
las, these algorithms use the same parameter settings and structure to address
various optimization problems. These methods have the benefits of being simple
to implement and not requiring prior knowledge of the problem, but failing to
obtain high accuracy and performance guarantee for specific problems.

Brain storm optimization (BSO) algorithm incorporates data analysis [2,
3]. The solution set is directed to the area with the highest fitness value by
classifying or clustering the data from the solution set, iteratively searching the
solution space, and using the current solution information discovered by the
search. To address MOPs, it is crucial to enhance the diversity of the output
solutions and improve the solution accuracy.

This paper proposes an improved BSO based on knowledge learning and
applies it to solve MOPs. This paper is organized as follows. Section 2 intro-
duces the preparatory knowledge of this paper, including the basic knowledge
of the BSO algorithm and multimodal optimization. Section 3 introduces the
knowledge-driven strategy and basic algorithm flow for improving the BSO algo-
rithm. Section 4 discusses and analyzes the experimental results. Section 5 is the
conclusion of this paper and future research directions.

2 Background Knowledge

2.1 Brain Storm Optimization Algorithm

BSO is a swarm intelligence optimization algorithm inspired by the human social
activity—brainstorming process [14]. The algorithm is based on the prototype
of everyone’s brainstorming to solve the problem, extracts the mode of solving
the problem, and abstracts it into an optimization algorithm [3]. Algorithm 1
presents the basic flow of the BSO algorithm.

2.2 Multimodal Optimization Problem

MOP is characterized by two or more very different solutions that have the same
or very close values. Multimodal optimization is to solve MOPs and hold these
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Algorithm 1: The basic process of BSO algorithm
Input: Initialize n individuals with random values, and evaluate the individuals

1 while not find satisfied solutions or not reach the pre-determined maximum
number of iterations do

2 Solution grouping operation: Diverge n individuals into m groups by a
clustering/classification algorithm ;

3 New solutions generation operation: Randomly select solutions from
one or two sets of solutions to generate new solution individuals;

4 Solution disruption operation: Randomly choose a solution, reinitialize
the value of a dimension, and update the function value of the new solution
accordingly;

5 Solution selection operation: Compare the newly generated solution and
the existing solution with the same index; the better one is kept and
recorded as the new individual;

optima during the entire search. Figure 1 shows an example of a MOP. With the
decision variable x ∈ [0, 1] , exist four solutions 0.125, 0.375, 0.625, and 0.875,
as shown in Eq. (1).

f(x) = 1 − sin4(4 × π × x) (1)

Generally, there are two indicators to measure the optimization results of
MOPs, which are the number of optima found (NPF ) and the ratio of the found
optimal solutions to all the global optimal solutions (optima ratio, PR) [4]. For
MOPs, the larger the NPF , the closer the PR is to 1; when the NPF value
is equal to the number of global optimal solutions, that is, all global optimal
solutions are found, and PR is 1. During the experiment, the Eq. (2) is used to
update the PR:

PR =

NR∑

i=1

NPFi

NKP × NR
=

NPF

NKP × NR
(2)

where NPFi refers to number of the found optima in ith run, NR is the number
of runs of the algorithm, NKP is the number of known optima for the benchmark
function.

3 Knowledge Learning for Brain Storm Optimization

3.1 Knowledge-Driven Strategies for Optimization Algorithms

Knowledge in the context of swarm intelligence optimization refers to infor-
mation that is useful for solving problems. The primary challenge in developing
knowledge-driven optimization algorithms, according to various information clas-
sifications, is how to leverage the knowledge acquisition mechanism to extract
valuable knowledge from crowded data.
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Fig. 1. Example of a multimodal optimization problem.

From the perspective of algorithm design, the solution set information that
needs to be processed by the knowledge acquisition strategy could be simply
classified into several categories during the search.

– From the accuracy of the information, information could be divided into def-
inite information and uncertain information.

– From the trend of information changes, it could be divided into static infor-
mation (offline information) and dynamic information (online information)

– From the timeliness of information, it could be divided into historical infor-
mation and current information.

– From the way of information acquisition, it could be divided into direct infor-
mation and indirect information.

In swarm intelligence optimization algorithms, designing algorithms in accor-
dance with the characteristics of the problem is a research hotspot [12]. Consid-
ering the characteristics of the problem in the optimization process, the infor-
mation could be divided into optimization strategy knowledge, population dis-
tribution knowledge, and domain knowledge. Optimization strategy knowledge
refers to the frame design of the algorithm, the selection of optimization opera-
tors and optimization parameters, etc. According to the population distribution
knowledge, which is dynamically changing, the optimization information of the
algorithm could be obtained in real-time and the optimization strategy could be
adjusted.

The knowledge of optimization algorithms refers to choosing the appropri-
ate optimization operator and efficient operator structure, parameter settings,
etc., for the problem. To choose the appropriate setting, it needs to be based
on the characteristics of the problem and leverage knowledge of optimization
algorithms. A hyper-heuristic algorithm is a class of optimization methods that
utilize algorithmic knowledge, using the results of multiple attempts to select a
suitable setting among a variety of settings [6].
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Knowledge of intelligent optimization algorithms could be analyzed and
obtained a priori from the properties of the algorithm and the solved prob-
lem. While the distribution information of the population needs to be obtained
dynamically during the optimization process. Based on the distribution infor-
mation of the population, the status of the current population search could be
obtained, and trends for the next search could be judged, such as the emphasis on
exploration or exploitation capabilities. Convergence and diversity as two indi-
cators to measure population distribution information could guide the direction
of the search.

In this paper, knowledge is defined as the valuable structured information
that swarm intelligence methods could be used to solve optimization problems.
Decomposing complex problems into simple, previously learned sub-problems,
and acquiring knowledge based on a hierarchical approach, could be used to
design algorithms to deal with complex system problems [7].

3.2 Knowledge Learning Strategy of Brain Storm Optimization

To design the learning strategy of the algorithm, it is necessary to combine the
search characteristics of the algorithm and the problem. In terms of algorithm
characteristics, improve the optimization ability of the algorithm by improving
the worst solution at each iteration; in terms of problem characteristics, use the
archive set method to enhance the diversity of optimized solutions. The learning
of algorithmic search features and problem features are combined in the KLBSO
algorithm.

Algorithmic Search Features. BSO is divided into two categories, the clas-
sical method based on solution set clustering BSO algorithm [14] and BSO in
objective space (BSOOS) algorithm [15]. Classic BSO algorithm has some dis-
advantages like premature convergence and high time complexity; while BSOOS
algorithm has the characteristics of fast convergence speed, low computational
resource consumption, and low search accuracy. In this paper, the method needs
to find multiple solutions that meet the accuracy requirements after 500 iter-
ations. Taking advantage of BSOOS algorithm in the diversity of computing
resources and solutions, this study will increase the optimization ability of
BSOOS algorithm to address MOPs. The BSOOS algorithm with learning abil-
ity, in which the disturbance operator of the random solution is removed and the
worst solution is updated by learning from the optimal solution, could increase
the optimization ability of the original BSOOS algorithm.

In each iteration of the BSOOS algorithm, all solutions in the current popu-
lation set need to be sorted according to the fitness value, and divided into elitist
class and normal class. A specific optimization is performed for the worst solu-
tion in the solution set to improve the optimization ability of the algorithm. The
optimal solution and the worst solution of the current solution set are changed
from the original BSOOS. It is generated by the fitness value sorting operation
in the algorithm and does not consume extra computing resources. Drawing on
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the new solution generation method of the differential evolution algorithm, the
worst solution is proposed according to the Eq. (3) to update.

xt+1
worst = xt

worst + F (xt
best − xt

rand) (3)

where xworst, xbest, xrand are the worst solution, optimal solution and random
solution in the current solution set, respectively, t is the number of iterations,
and F is the scaling factor.

Problem Characteristics. To solve MOPs, it is required to locate as many
solutions as feasible in a single search. Under the condition of satisfying search
accuracy, the number and diversity of solutions are particularly important.
Increasing the variety of the current solution set in the population is required to
increase the diversity of the output solution set. However, increasing the diver-
sity of the population will slow down the process of optimization. As a result,
based on the characteristics of the problem, the algorithm search is separated
from the diversity of the solution set. Therefore an additional archive set is uti-
lized to store and maintain the solution set. Algorithm 2 specifies the update
strategy for the archive set. For MOPs, the algorithm is required to consider opti-
mization efficiency and solution diversity. During the search, the archive set is
used to store the intermediate solutions that meet the requirements, which could
maintain the diversity of the solution set. After executing k iterations, KLBSO
employs Algorithm 2 to update the archive set. Only the distance between the
current solution and the solutions in the archive is required.

Algorithm 2: Archive set update strategy
Input: The size of the archive set, the fitness value of the current solution set

1 for All solutions in the current solution set that satisfy the fitness requirement
do

2 if Archive set is not full then
3 save the solution into the archive;

4 else
5 Calculate the distance between the solution and the solution stored in

the archive, and replace the solution closest to the current solution in
the archive with the current solution;

The archive set strategy based on problem features does not change the
search process, so it does not affect the optimization process. However, through
the archive set strategy, the diversity of the output solutions could be effectively
increased. Change once evaluation at the end of the search process to several
judgments in the search process, and store and maintain multiple solutions that
meet the requirements. Thereby improving the quality of the output solution.
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4 Experimental Results and Analysis

Eight multimodal benchmark functions are used to test the proposed KLBSO
algorithm in this experiment, and the selected functions are consistent with the
setting in the paper [1].

4.1 Algorithm Parameter Settings

In the experiment, we used five algorithms including the KLBSO algorithm pro-
posed in this paper, brain storm optimization algorithm (BSO) [13,14], brain
storm optimization algorithm in objective space (BSOOS) [15], 2 kinds of pigeon-
inspired optimization algorithms (PIO, PIOr) [5].

In the experiment, the algorithms all use the same parameter settings: num-
ber of iterations is set to 500 ; PIO and PIOr are both composed of two operators,
map and compass operator and landmark operator with the same methods; ini-
tial population size is set to 100. And all optimization problems will be executed
50 times.

4.2 Results

Table 1 shows the benchmark functions of multimodal optimization used in the
experiment [1,11]. All algorithms iterate 500 times, and the solution accuracy
ε = 1.0E − 03.

Table 1. Benchmark functions of multimodal optimization.

Func Function Optima Niche Maximum Number of
name (global/ radius Known

/local) r Optima (NKP)

f1 (1D) Five-Uneven-Peak
Trap

2/3 0.01 200.0 2

f2 (1D) Equal Maxima 5/0 0.01 1.0 5
f3 (1D) Uneven Decreasing

Maxima
1/4 0.01 1.0 1

f4 (2D) Himmelblau 4/0 0.01 200.0 4
f5 (2D) Five-Uneven-Peak

Trap
2/4 0.5 4.126513 2

f6 (2D) Shubert D × 3D 0.5 186.73090 18
f6 (3D) / many 2709.09350 81
f7 (2D) Vincent 6D/0 0.2 1.0 36
f7 (3D) 0.2 10.0 216
f8 (2D) Modified Rastrigin

∏D
i=1 ki/0 0.01 −2.0 12

f8 (8D) - All Global
Optima

−8.0 12
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Table 2 shows optima ratio (PR) on eight maximum benchmark functions.
For the same benchmark problem, the larger PR the algorithm obtains, the
better the performance of the algorithm for solving multimodal problems will
be. Table 3 shows the solution results of the algorithm. In the table, the bolded
parts of the results are the optimal results of the 5 algorithms in the experiment.

Table 2. The optima ratio (PR) on eight maximum benchmark functions (ε = 1.0E −
03).

Algorithm NPF PR NPF PR NPF PR NPF PR

Function f1 (1D) f2 (1D) f3 (1D) f4 (2D)

NKP ×NR 100 250 50 200

BSO 64 0.64 88 0.352 50 1 51 0.255

BSOOS 86 0.86 250 1 50 1 103 0.515

PIO 77 0.77 54 0.216 49 0.98 50 0.25

PIOr 97 0.97 248 0.992 50 1 59 0.295

KLBSO 99 0.99 133 0.532 50 1 191 0.855

Function f5 (2D) f6 (2D) f6 (3D) f7 (2D)

NKP ×NR 100 900 4050 1800

BSO 50 0.5 100 0.1111 72 0.0177 51 0.045

BSOOS 96 0.6 136 0.5111 1 0.0002 72 0.04

PIO 50 0.5 100 0.1111 62 0.0153 50 0.2777

PIOr 82 0.82 4 0.4444 0 0 272 0.1511

KLBSO 50 0.5 303 0.3366 367 0.0906 111 0.0616

Function f7 (3D) f8 (2D) f8 (8D)

NKP ×NR 1800 600 600

BSO 50 0.0046 53 0.0883 50 0.08333

BSOOS 75 0.006 206 0.3433 0 0

PIO 50 0.0046 50 0.0833 0 0

PIOr 63 0.0058 114 0.9 1 0.00166

KLBSO 91 0.0084 215 0.3583 0 0

Table 2 shows that on most multimodal functions (except f6 (3D)), the PIOr
algorithm is better than the PIO algorithm, indicating that the algorithm with
a ring structure can find more optima and obtain solutions with better diversity.
And the results in Table 3 show that KLBSO achieves the best search accuracy
on most functions. Meanwhile, in contrast to the other four algorithms, BSOOS
has the worst effect on obtaining results that meet the accuracy requirements in
the search. Compared with the BSOOS algorithm, the improved BSOOS with
learning ability, KLBSO algorithm, significantly improves the solution accuracy,
thereby increasing the number of satisfying solutions.

Table 3 presents the solution data after 500 iterations. It can be seen that
for the same type of algorithm, the algorithms that rely on the global optimal
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Table 3. Search results comparisons on eight multimodal optimization problems.

Algo. Best Mean Std. dev. Best Mean Std. dev.

f1 (1D) f2 (1D)
BSO 200 200 0 1 1 0
BSOOS 200 194.197 24.611 0.99812 0.78158 0.26884
PIO 200 199.531 1.8298 1 1 9.4E-17
PIOr 200 198.786 3.9477 1 0.99999 1.5E-11
KLBSO 200 200 0 1 0.99999 9.4E-17

f3 (1D) f4 (2D)
BSO 0.99999 0.99999 6.6E-16 200 200 0
BSOOS 0.99320 0.58414 0.35828 199.998 171.927 130.92
PIO 0.99999 0.99995 0.00032 200 199.999 3.5E-11
PIOr 0.99999 0.99931 0.00468 199.999 199.999 0.00145
KLBSO 0.99999 0.99999 4.9E-16 200 200 6.2E-14

f5 (2D) f6 (2D)
BSO 4.12651 4.12651 2.0E-15 186.730 186.730 9.9E-14
BSOOS 4.12295 3.13253 2.77107 186.611 159.776 50.4790
PIO 4.12651 4.12651 2.2E-15 186.730 186.730 6.9E-13
PIOr 4.12651 4.12645 0.00012 186.730 186.569 0.46379
KLBSO 4.12651 4.12651 3.3E-14 186.730 186.730 4.0E-12

f6 (3D) f7 (2D)
BSO 2709.09 2450.38 498.75 1 1 0
BSOOS 2704.14 2118.15 915.29 0.99997 0.95072 0.16910
PIO 2709.09 2647.77 207.89 1 1 1.0E-16
PIOr 2707.52 2510.00 220.96 0.99999 0.99998 1.6E-05
KLBSO 2709.09 2458.35 472.56 1 0.99999 2.3E-15

f7 (3D) f8 (2D)
BSO 1 1 1.0E-16 −2 −2 0
BSOOS 0.99992 0.97781 0.08327 −2.15886 −5.75254 4.27077
PIO 1 0.99996 0.00013 −2 −2.00000 4.23E-06
PIOr 0.99999 0.99917 0.00103 −2.00000 −2.00020 0.00032
KLBSO 0.99999 0.99999 3.3E-12 −2 −2 2.28E-12

f8 (8D)
BSO −8 −8 9.33E-08
BSOOS −8.74641 −14.2320 5.55439
PIO −8.00030 −8.29651 0.33122
PIOr −8.41504 −10.27624 1.04460
KLBSO −8.00011 −8.00018 4.73541
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value information for search (such as PIO algorithm) are more efficient than
those that rely on the local extremum information (such as PIOr algorithm) for
better convergence accuracy. Compared with the BSOOS algorithm, the BSO
algorithm could effectively improve the search accuracy of the solution by using
the location information, but it consumes a lot of extra computing resources
due to the continuous clustering. It can be seen that the overall performance
of the PSO-type algorithm is better, while the BSO-type algorithm performs
better on complex problems. On most multimodal functions (except f6 (3D)),
the solution accuracy is almost indistinguishable between KLBSO and BSO.
On f6 (3D), KLBSO algorithm shows better results than BSO algorithm. Also,
by improving the BSOOS algorithm, the search accuracy of the algorithm can
be effectively improved. This also illustrates the effectiveness of the algorithmic
learning strategy.

5 Conclusion and Future Work

This paper studies a knowledge learning-based brain storm optimization algo-
rithm that improves algorithm characteristics and learns problem knowledge,
optimizes the algorithm’s solution structure and parameter settings and applies
the improved algorithm to solve MOPs. The experimental results show that the
proposed KLBSO algorithm is superior to the original algorithm in terms of both
search accuracy and solution diversity, which also shows the effectiveness of the
algorithm and knowledge-learning strategy. Future research work will mainly
focus on: (1) Research on the BSO algorithm for learning problem knowledge
with an adaptive mechanism, and adaptively selection operators for different
search stages; (2) Research on combining both the search solution accuracy and
diversity to improve the search efficiency of the algorithm in MOPs.
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Abstract. Stock prediction plays a key role in stock investments.
Despite the promising achievements of existing solutions, there are still
limitations. First, most methods focus on mining the local features from
node neighbors, while ignoring non-local features in the stock market.
Second, most existing works form the portfolio with the stocks with the
highest predicted return, exposed to some risk factors that cause com-
mon price movements. To reduce the risk exposure, it is crucial to learn
a diversified portfolio. To address the shortage of existing methods, this
paper proposes a novel stock recommendation framework that enables
both local and non-local feature learning for stock data. Different from
the existing methods, the stocks are selected locally according to the
ranks within each independent group. This strategy diversifies the rec-
ommended stocks effectively. Experimental results on multiple datasets
from the U.S. and Chinese stock markets demonstrate the superiority of
the proposed method over existing state-of-the-art methods.

Keywords: Stock prediction · Non-local aggregation · Graph neural
networks

1 Introduction

Stock prediction, aiming to predict the future movements of stock prices, plays a
key role in active stock investments. It helps investors to select the stocks with the
best profitability. Sequential models based on recurrent neural networks (RNNs)
[8,14,23] and convolutional neural networks (CNNs) [1,3,4] have been widely
applied to stock prediction tasks. These methods forecast each stock time series
independently, without incorporating the correlations between stocks. Recent
studies have focused on modeling the stock relationships with graph neural net-
works (GNNs) [9,18]. GNN-based methods represent the stock relationships as a
graph and enable features learning from relevant stocks with local aggregation.
However, there are still notable limitations in these methods.

First, few of the existing methods mine the non-local representations of the
market to enhance the prediction of individual stocks. Most existing works lever-
age local operators to aggregate features from node neighbors. However, the price
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 147–159, 2022.
https://doi.org/10.1007/978-981-19-8991-9_12
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movement correlations over different stocks are both local and non-local. Empir-
ical studies have proven that capitalization, industry, liquidity, and many other
non-local factors have a significant impact on the price movements of individual
stocks. [7] Therefore, learning non-local features is crucial for making accurate
stock predictions.

Second, most existing works form the portfolio with the stocks with the high-
est predicted returns. The resulting portfolio may be exposed to some risk factors
that cause common price movements on different stocks, which contributes to
the overall risk of the portfolio. To reduce the risk exposures, it is crucial to
learn a diversified portfolio.

To address these issues, this paper proposes a novel stock recommendation
framework, which enables both local and non-local feature learning for stock
data. It assigns the stocks into diversified portfolios and learns non-local states
for each portfolio. These non-local states are attended by the stock embeddings
with the attention mechanism, which injects global features into node-level rep-
resentations. Different from the existing methods, the stocks are selected locally
according to the ranks within each independent group. This strategy diversifies
the recommended stocks effectively. Extensive experiments on multiple datasets
demonstrate the superiority of our method.

The major contributions of this paper are summarized as follows:

– This paper proposes a novel framework that utilizes both local and non-local
features for diversified stock recommendation. To the best of our knowledge,
it is one of the first few studies exploring the role of non-local features in
stock recommendation.

– To achieve the above goal, two novel designs are leveraged in the framework.
First, the non-local aggregation module is proposed to capture the non-local
market states and inject the non-local states into the stock embeddings. Sec-
ond, a diversity loss is introduced to learn independent groups for diversified
stock recommendation.

– The proposed method outperforms existing state-of-the-art baselines on three
real-world datasets. For example, our method improves the Sharpe Ratio by
61.1% on ACL18, 9.7% on KDD17, and 2.6% on CH compared to the best
baseline methods.

2 Related Work

2.1 Stock Prediction

There is a rich history of studies about stock prediction. Most classical meth-
ods are based on time series analysis models, such as Auto-Regressive Mov-
ing Average (ARMA) [2], Vector Auto-Regression (VAR) [16], and Generalized
Auto-Regressive Conditional Heteroskedasticity (GARCH) [6]. However, these
methods are based on specific linear assumptions about the stochastic processes,
facing difficulties when dealing with complex time series tasks such as stock pre-
diction.
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To address the limitations of classical methods, there have been many efforts
bringing in deep learning to predict the stock trends, which outperform classi-
cal models in precision. For some concrete examples, [23] decomposes the hid-
den states of memory cells with discrete Fourier transform and captures multi-
frequency trading patterns from market data to predict stock prices. [8] lever-
ages adversarial training to improve the generalization of neural networks for
stock prediction. [5] proposes multi-scale Gaussian prior to enhance the local-
ity of vanilla transformer and applies fixed temporal windows to learn hierar-
chical features of market data. In addition, there have been a few attempts
utilizing graph neural networks to model the cross-sectional relationship. [9]
extracts cross-sectional features by graph convolution on the predefined indus-
try and company graphs. [18] leverages multi-graph interaction to learn stock
correlations dynamically, showing competitive performance on various datasets.
Despite they have achieved promising results, few of them explored non-local
feature learning for the stock graph, which is crucial to stock prediction tasks.

2.2 Graph Neural Networks

In recent years, a wide variety of graph neural networks has been proposed. Most
of these models adopt the framework of ”message passing” [11], in which the
GNN aggregates features from neighbors and updates the node representation.
For example, GCN [19] aggregates the linearly transformed features from each
node’s neighbors to update its representation; GAT [17] performs masked atten-
tion to adaptively aggregate features from neighbors; GraphSAGE [12] intro-
duces a sampling strategy for local aggregation to scale to large graphs. Pooling
methods have also been proposed for graphs to coarsen features of a group of
nodes. [21] proposes a differentiable graph pooling module that enables hierar-
chical representation learning of graphs in an end-to-end fashion. [15] proposes
a sparse pooling method that captures coarse information hierarchically with
better edge connectivity. [10] introduces not only a pooling operator (gPool)
but also its inverse operation (gUnpool) to inject coarse features into the orig-
inal graph. Unlike these previous approaches, this paper focuses on risk-aware
coarsening of the stock relation graph, which is underexplored.

3 Method

3.1 Problem Statement

Given a set of historical stock time series X = {X1,X2, · · · ,XN} from N cor-
related stocks, the target is to learn a mapping function fθ(X ) that predicts
the future price movements of these stocks based on observed historical fea-
tures. Each input time series Xi is a multivariate time series that has dimension
T × F , where T is the time series length and F is the feature dimension. To
enable the cross-sectional feature interaction between latent stock embeddings,
this paper further introduces a stock graph G. The graph G can be represented
by G = (V, E ,A), where V is the set of stock nodes, E is the set of edges, and
A ∈ RN×N is the adjacent matrix representing the stock correlations.
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Fig. 1. The overall framework of the proposed method.

3.2 Architecture

Figure 1 shows the overall framework of the proposed method. The input time
series X are firstly fed into a temporal convolution module to encode temporal
dynamics for individual stocks. Then, a cross-sectional convolution module is
applied to enable cross-sectional feature learning that aggregates features from
local neighbors. Finally, a non-local aggregation module is developed, which has
the capability of capturing the global correlations between stocks. Therefore,
both local and non-local dependency learning are incorporated in the framework.
The final predictions are produced with a linear mapping layer. The details of
the framework are described in the following subsections.

3.3 Spatial-Temporal Embedding

To capture both non-linear temporal dependencies and cross-sectional correla-
tions in stock time series, this paper introduces the temporal and cross-sectional
convolution modules, respectively.

Temporal Convolution Module. The temporal convolution module consists
of several dilated CNN blocks to extract high-level temporal features for indi-
vidual stocks. The l-th block contains two 1-D convolution layers with a dilation
parameter of 2l. The dilated convolutions enable a large receptive field for tem-
poral encoding [1]. This module contains 3 hidden building blocks. Each block
has the structure of ”GatedGELU → DilatedConv → GELU → DilatedConv”
with skip connections between adjacent blocks. The kernel size is set to 5 in
order to encode the original daily observations into weekly features. The input
gate (GatedGELU) is designed to filter the noise of the financial data, which can
be formulated as:
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Z ′ = SIGM(w · Z + b) � GELU(Z), (1)

where Z,Z ′ ∈ RN×T×H is the input and output respectively, w, b ∈ RH is the
learnable weights, SIGM is the sigmoid activation function, and GELU is the
Gaussian Error Linear Unit activation function.

Cross-Sectional Convolution Module. The cross-sectional convolution
module is applied after the temporal convolution module to aggregate time series
embeddings from local neighbors. The SAGE convolution [12] is selected as the
building block in the module, for its capability of encoding large graphs. This
module is comprised of three SAGE convolutional layers. To exploit contextual
information from multiple hops, the concatenation of these three SAGE layers
is passed to a fully connected layer to produce spatial embedding. The encoding
process of the cross-sectional convolution module is as follows:

Ei = ReLU(SAGEConvi(Ei−1,A)), (2)
E = tanh(FC([E1, E2, E3])), (3)

where Ei ∈ RN×H represents the embedding from i-th SAGE convolutional
layer, H is the hidden dimension, E0 is the output of temporal convolution
module at the last time point, and E is the final spatial embedding.

3.4 Non-local Graph Aggregation

This subsection proposes the non-local aggregation module that injects global
market states into stock nodes. The assignment matrix is required to coarsen the
local embeddings to global market states. This paper adopts an adaptive way
for learning assignment matrix due to the dynamic nature of the market states.
For example, although the industry of a stock is relatively fixed, varied themes
still emerge over time. Inspired by this, the assignment matrix is defined as the
sum of a dynamic assignment matrix, that changes over time, and a learnable
static assignment matrix:

SG = softmax(S̃ + fassign(E,A)), (4)

where S̃ ∈ RN×G is the learnable static assignment matrix that mines intrinsic
properties of the stocks, fassign is a cross-sectional convolution module with an
output dimension of G, G is the number of the pooled nodes, and SG ∈ RN×G

is the final assignment matrix for graph G.
Following [21], the hidden features of the stock nodes are mapped into the

coarse high-level graph with:

Ec = ST
G E, (5)

Ac = ST
G ASG , (6)

where Ec ∈ RG×H ,Ac ∈ RG×G are the node features and the adjacent matrix
of the coarse graph respectively.
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Then, a GNN module is applied to aggregate global features in the coarse
graph:

E′
c = fc(Ec,Ac), (7)

where fc is a cross-sectional convolution module applied in the coarse graph with
an output dimension of H.

To unpool the coarse features into the original graph, a scaled dot-product
attention layer is introduced, which queries the aggregated node features in the
coarse graph E′

c by the original graph embeddings E:

Q = EWq, K = E′
cWk, V = E′

cWv, (8)

E′ = softmax
(

QKT

√
H

)
V, (9)

where Wq,Wk,Wv ∈ RH×H are learnable weights for linear transformation.

3.5 Diversified Stock Recommendation

Stock ranking [24] serves as an effective way for stock recommendation. It aims to
predict the relative rank of investment revenues in a cross-section. It is required
to learn a function fθ that gives better rank predictions. To achieve this, the
Information Coefficient metric is used as a training objective. The corresponding
loss function can be formulated as:

L
(t)
IC = −

∑
i(r̂i,t − μr̂:,t)(ri,t − μr:,t)

(N − 1)σr̂:,tσr:,t

, (10)

where ri,t denotes the i-th stock return at the time point t, r̂i,t denotes the
predicted ranking score of i-th stock at the time point t, and μ, σ represents the
sample mean and standard deviation respectively.

After getting the rank predictions, one may select the stocks with the highest
ranking scores as the portfolio. However, the portfolio produced by this rule may
be risky due to the common price movements of different stocks. Hence this paper
proposes a risk parity strategy aiming to select stocks from several independent
groups. This strategy is based on a loss function that enforces the non-local
aggregation module to learn a diversified assignment matrix. Note that the nodes
in the coarse graph can be seen as portfolios weighted by the assignment matrix,
and their returns can be calculated by:

R = ST
G r, (11)

where r ∈ RN×Tf represents the return matrix of the future Tf time points for
all stocks.

The goal is to minimize the covariance between these portfolios. Because of
Var

(
1
G

∑G
i=1 Ri

)
= 1

G2

∑
i

∑
j Cov(Ri, Rj), it is feasible to optimize the vari-

ance of the mean of these portfolio returns. Therefore, we propose the diversity
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loss as follows:

LD = Std

(
1
G

G∑
i=1

Ri

)
, (12)

where Std represents the sample standard deviation function.
The final loss is the weighted sum of these two losses balanced by a factor α:

L = αLD +
1

Ttrain

∑
t

L(t)
IC . (13)

To select diversified stocks, the stock nodes are divided into groups using
the assignment matrix. For each stock, the group it belongs to is defined as the
group with the largest assignment weight for this stock. The stock that ranks in
the top k1 in its group will be selected as a candidate. The stocks with top k2
ranking scores in all candidate stocks form the final portfolio.

4 Experiments

4.1 Settings

Datasets. The proposed method is evaluated on three datasets: ACL18 [20],
KDD17 [23], and CH. KDD17 and ACL18 are widely used public datasets for
stock prediction, and CH is a real-world dataset from Chinese markets.

– ACL18 collects the historical time series of 88 stocks in NASDAQ and NYSE
markets, which ranges from 2012-09 to 2017-09. The data from 2012-09 to
2016-02 are used for training, 2016-03 to 2016-08 for validation, and 2016-09
to 2017-09 for testing.

– KDD17 contains 50 stocks in U.S. markets ranging from 2007-01 to 2016-12.
The data from 2007-01 to 2014-12 are used for training, 2015-01 to 2015-12
for validation, and 2016-01 to 2016-12 for testing.

– CH includes the constituent stocks of the SH50 index of the Chinese market.
It contains 49 stocks ranging from 2013-01 to 2020-12. The data from 2013-
01 to 2018-12 are used for training, 2019-01 to 2019-12 for validation, and
2020-01 to 2020-12 for testing.

Features. To evaluate the end-to-end performance without feature engineering,
only the price and volume features are used for the prediction model. To avoid
drifting, the unit roots are removed from the original k-line data by:

xopen
t = opent/closet − 1, (14)

xhigh
t = hight/closet − 1, (15)

xlow
t = lowt/closet − 1, (16)

xclose
t = closet/closet−1 − 1, (17)

xvol
t = volumet/Mean(volumet−41:t) − 1, (18)
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where opent,hight, lowt, closet and volumet denote the open price, the highest
price, the lowest price, the close price and the trading volume at day t respec-
tively, and Mean(volumet−41:t) is the average volume of the data from last 42
trading days (about two months).

Graph Construction. The common movements of the stock prices often reflect
the inherent characteristics of stocks. For example, the prices of stocks belonging
to the same industry often rise and fall at the same time. Hence this paper
adopts a predefined graph in which the edge weights are defined as the Pearson
correlation coefficients between stocks:

Ai,j =
∑

t(ri,t − μri
)(rj,t − μrj

)
(Ttrain − 1)σri

σrj

, (19)

where ri,t denotes the i-th stock return at the time point t, and μ, σ represents
the sample mean and standard deviation respectively. The adjacent matrix A is
calculated using the training set with Ttrain trading days.

Evaluation Metrics. Multiple metrics are used to evaluate the performance
of all methods, including Information Coefficient (IC), Annual Return, Sharpe
Ratio, and Calmar Ratio [13]. IC is the Pearson correlation between the pre-
dicted signals and the ground-truth returns. The Annual Return is the annual-
ized return of the backtesting result for trading strategies. The Sharpe Ratio and
Calmar Ratio are the expected return per unit of risk measured by the standard
deviation and the maximum drawdown respectively.

Hyperparameters. The number of training epochs is set to 5 empirically. α
is set to 1.0. The model inputs time series data of the previous 21 trading days
(about one month). Tf is set to 63. H is set to 64. G is set to 30. k1 is set to 1
for ACL18 and CH, and 2 for KDD17. k2 is set to 10 for ACL18 and KDD17,
and 5 for CH. All experiments are conducted on a NVIDIA GeForce RTX 3090.

4.2 Performance Comparison

Extensive experiments on stock recommendation are conducted to evaluate our
method, compared with other state-of-the-art methods, including SFM [23],
ALSTM [14], Adv-ALSTM [8], GCN [19], TGC [9], G-Transformer [5], and
DTML [22]. The evaluation results are presented in Table 1, 2 and 3. Overall,
the proposed method achieves substantial improvement over existing baselines
on ACL18, KDD17, and CH datasets. Specifically, our method improves the
Sharpe Ratio by 61.1% on ACL18, 9.7% on KDD17, and 2.6% on CH compared
to the best result of baseline methods. We also note that our method achieves
a similar annual return as GCN on the KDD17 dataset. However, our method
substantially improves the Sharpe and Calmar ratios over GCN. This implies
the proposed method effectively reduces the risk while ensuring the return.
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Table 1. Performance comparison results on ACL18 dataset.

Method IC Annual return Sharpe Calmar

SFM −0.22% −8.29% −0.734 −0.473

ALSTM −0.31% 0.24% 0.019 0.012

Adv-ALSTM 0.00% −1.21% −0.111 −0.156

GCN 1.61% 21.87% 1.730 2.143

TGC 1.69% 28.51% 1.734 2.880

G-Transformer 0.26% 5.82% 0.463 0.396

DTML −0.44% −8.49% −0.723 −0.400

Ours 2.49% 37.6% 2.795 5.142

Table 2. Performance comparison results on KDD17 dataset.

Method IC Annual return Sharpe Calmar

SFM −0.44% 12.56% 1.231 1.358

ALSTM 0.47% 17.96% 1.582 2.722

Adv-ALSTM 1.58% 24.21% 1.858 2.226

GCN 1.35% 25.81% 1.552 2.964

TGC −0.01% 16.16% 1.366 2.477

G-Transformer 0.95% 21.35% 1.699 2.708

DTML 2.14% 12.72% 0.868 1.609

Ours 2.63% 26.24% 2.039 5.199

Table 3. Performance comparison results on CH dataset.

Method IC Annual return Sharpe Calmar

SFM 1.48% 10.73% 0.423 0.367

ALSTM 1.63% −2.60% −0.095 −0.063

Adv-ALSTM 0.77% 10.93% 0.404 0.295

GCN 4.32% 35.71% 1.334 2.663

TGC 3.81% 34.28% 1.261 2.501

G-Transformer 4.18% 46.01% 1.880 2.770

DTML 2.81% 37.91% 1.524 1.313

Ours 4.32% 70.84% 1.930 5.841
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4.3 Ablation Study

Table 4. Ablation results on ACL18 dataset.

IC Annual return Sharpe Calmar

Ours 2.49% 37.6% 2.795 5.142

w/o ST Embedding 1.73% 7.99% 0.598 0.607

w/o Non-Local Aggregation 1.50% 24.80% 1.993 4.550

w/o Diversity Loss 1.67% 27.90% 1.896 4.839

To verify the effectiveness of the proposed components in our method, the abla-
tion study is conducted. The proposed method is compared with its three vari-
ants on ACL18 dataset, where (1) w/o ST Embedding removes the tempo-
ral and cross-sectional convolution modules, (2) w/o Non-local Aggregation
removes the non-local aggregation module, and (3) w/o Diversity Loss sets α
to 0. As shown in Table 4, all the above components are indispensable.

4.4 Signal Analysis

The objectives of diversified stock recommendation are twofold. First, the pre-
dicted signals of the model should be capable of distinguishing the levels of stock
returns. This provides a basis for recommending the top-ranked stocks. Second,
the recommended stocks should be as diversified as possible, which reduces the
portfolio risk and improves investment performance. These two aspects are ana-
lyzed respectively below.

Discrimination. For each trading day, the stocks are divided into 5 levels
according to the quantile of their predicted scores. For example, top 0%–20%
means always recommending the top-20% ranked stocks for each trading day.
The backtesting results over different signal quantiles on the ACL18 dataset
for our method are shown in Fig. 2. Among these quantiles, the top quantile
(0%–20%) achieves the best cumulative return, and the bottom quantile (80%–
100%) achieves the worst cumulative return. This shows that the proposed model
is able to distinguish the stocks with different returns clearly.
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Fig. 2. Backtesting results over different signal quantiles on ACL18 dataset.

Fig. 3. The average correlation of the daily selected stocks with different strategies.

Diversification. To assess the portfolio diversity, we calculate the average cor-
relation coefficient between the return series of daily recommended stocks. The
proposed strategy in Sect. 3.5 is compared to the vanilla strategy that selects the
top-ranked stocks globally. Figure 3 shows that the proposed model is able to
improve the diversity of recommended stocks on all the datasets, thus achieving
better performance.

5 Conclusion

This paper proposes a novel framework for diversified stock recommendation.
Inside the framework, the spatial-temporal embedding is leveraged for capturing
both temporal and cross-sectional dependencies, the non-local graph aggregation
module is proposed for learning global market states, and the IC and diversity
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losses are introduced for stock ranking and diversification respectively. Extensive
experiments on ACL18, KDD17, and CH datasets demonstrate the superiority
of the proposed method over the existing state-of-the-art methods. Furthermore,
the ablation study proves the effectiveness of the proposed components. Signal
analysis validates the capability of the proposed method to distinguish the prof-
itability of stocks and recommend a diversified portfolio. The proposed frame-
work is generic and has the potential to be applied for other spatial-temporal
prediction tasks.
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Abstract. Literature in behavioral economics and socioeconomics tells
us that the public’s sentiment expression affects individual decision-
making and hence the market collective decision-making. In this paper,
we investigate whether public sentiment drives stock market perfor-
mance. To be specific, we look at whether there is an association between
changes in the Dow Jones Industrial Average (DJIA) and sentiment
expression by using a large-scale comprehensive dataset of emotional
state swings obtained from Twitter. We analyze relevant textual content
on daily Twitter feeds using two sentiment quantification tools: FinBert,
which is a categorical indicator that captures positive, neutral, and nega-
tive sentiment, and XLNet, which quantifies public sentiment from three
types of moods (Positive, Neutral and Negative). Based on the time series
dataset of the sentiment indicators, the relationship between public sen-
timent and DJIA index value is studied through Granger causal analysis
and self-organizing fuzzy neural network. In addition, the changes in
DJIA closing prices are predicted. Our results show that the accuracy of
DJIA predictions can be significantly improved by including information
on public sentiment. We have achieved state-of-the-art accuracy when
predicting the daily up and down movement of the Dow Jones Industrial
Average closing prices.

Keywords: Stock market · Sentiment analysis · Time series
prediction · Machine learning

1 Introduction

Prediction of stock market performance has always been a hot topic and research
direction. The Efficient Market Hypothesis (EMH) states that stock market
prices in an efficient market follow a random walk pattern since prices reflect
all historical and current information. Stock price changes are due to unforeseen
future events [1]. The movement of stock prices largely depends on new informa-
tion coming to the market, such as news posted on the internet and information
reported in the financial press. However, future news is highly unpredictable.
Hence, stock prices should follow a random walk movement and should never be
predicted.
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The concept of an “efficient market” has been empirically proved in several
early studies [2–5]. The popularity of EMH reached its peak in the eighties [6].
However, the random walk theory has gradually received numerous critics while
studies reveal that markets are inefficient in terms of predictability, raising doubts
about the assumptions of an “efficient market”. Among these, numerous papers
show that existing market anomalies arise from the irrationality of market partic-
ipants, and stock prices are to some extent predictable due to pattens [6–12].

In addition, recent studies have shown that economic and corporate outcomes
can be predicted by early signals could be extracted from online social media,
such as Facebook, Twitter feeds, blogs and forums. Empirical evidences demon-
strate that online public sentiment are useful in predicting book sales [13], movie
sales [14], box-office revenues [15] and a variety of economic indicators [16]. Sev-
eral studies supports that public sentiment has predictive power of stock price
movement [17–19].

In this paper, we test the hypothesis, based on the premise of behavioral
economics, that individuals’ emotions influence their decision-making process,
leading to a strong correlation between “public sentiment” and “market sen-
timent.” We perform sentiment analysis on publicly available Twitter data to
validate the association between the two. By adopting a model of self-organizing
fuzzy neural network (SOFNN), we predict future stock price movements based
on the previous days’ Dow Jones Industrial Average (DJIA) index values and
sentiment indicators.

Our work is based on the well-received study by Bollen et al. [19]. The authors
predict the closing prices of the DJIA by analyzing the sentiment arising from
feeds on Twitter (namely, tweets). The sample dataset of the study includes
daily Twitter feeds containing terms that explicitly express users’ mood states.
The sample period ranges from February 28th, 2008 to December 19th, 2008.
The authors adopt OpinionFinder and Google Profile of Mood States to con-
vert public sentiment into quantifiable values. The resulting time series of mood
swings were cross-validated by comparing public sentiment responses to specific
cultural events. Then, after verifying the correlation between the sentiment value
time series and the DJIA value time series by using Granger causal analysis, the
authors used a self-organizing fuzzy neural network, based on sentiment data
and historical DJIA data, to predict the direction of changes in the Dow Jones
Industrial Index with an accuracy of 86.7%.

Our research combines the experimental results obtained by XLNet and Fin-
Bert to fully exploit the respective advantages of these two algorithms. Get
the sentiment label (positive, natural, or negative) of each tweet through each
algorithm, and the positive, natural, and negative sentiment values under each
algorithm. We use these sentiment labels and sentiment values to predict the up
and down trend of the DJIA.
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2 Related Work

2.1 System Design

Please note that the first paragraph of a section or subsection is not indented.
The first paragraph that follows a table, figure, equation etc. does not need an
indent, either.

Fig. 1. Diagram outlining 3 phases of methodology and corresponding data sets.

As shown in Fig. 1, after the dataset is processed, we proceed in three stages.
In the first stage, we use 3 sentiment assessment tools on the daily tweet dataset:
(1) XLNet, which measures positive, neutral, and negative sentiment from tex-
tual content; (2) FinBert, which measures 3 different sentiments (positive, neg-
ative, and neutral) from a textual content dimension; and (3) calculation of
the daily sentiment label score. These processes resulted in a total of 12 public
sentiment time series, 6 generated by XLNet and 6 generated by FinBert, each
representing a quantified value of public sentiment on a specific date. In addition,
we extracted a time series of daily DJIA closing prices from Yahoo Finance. In
the second stage, we investigate the hypothesis that public sentiment measured
by XLNet and FinBert can predict future trends in the DJIA. We used Granger
causality analysis to correlate DJIA values with the obtained sentiment values.
In the third stage, we build a self-organizing fuzzy neural network model to test
the hypothesis that the prediction accuracy of the DJIA prediction model can
be improved by including public sentiment.

2.2 Data Collection

We obtained a dataset of public tweets from January 1st to December 25th, 2010.
This data provides the username of the post, the date and time the content was
published (GMT+0), and the text content of the tweets (text length is limited
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to 140 characters). In the Twitter text dataset, we only consider tweets that
contain explicit subjective feelings of their authors’ emotional states, such as “I
feel”, “I am feeling”, “I’m feeling”, “I don’t feel”, “I’m”, “ Im”, “I am” and
“makes me” [18,20].

2.3 Pre-processing

Text data contains more “noisy” words, which do not contribute towards classi-
fication [21]. We need to drop those words. In addition, text data may contain
tabs, emojis, more white spaces, punctuation characters, stop words, etc [22].
We also need to remove these words. For this purpose, we create our own stop
words list, which specifically contains stop words related to finance and general
English. After removing stop words, we group all tweets submitted on the same
date. To avoid spam, we filter out tweets that contain hyperlinks such as “http:”
or “www”. In addition, in order to avoid repeated posts affecting the expression
of the overall sentiment value, we also remove the tweets with the same content
sent by the same users and retain the content and time point of the initial posts.
At the same time, we remove the content part of the original tweet in the reposts
and retain the text information of the comments left by the users when repost-
ing. Since this study mainly considers the US market, we convert the times of
the posts in other time zones to the time zone of the New York Stock Exchange
(GMT-8). After processing, the dataset contains 6,809,329 tweets.

2.4 Tokenizing Text Mood by XLNet

XLNet uses Transformer XL as a feature extracting architecture, since Trans-
former XL added recurrence to the Transformer [23,24], which can give the
XLNet a deeper understanding of the language context. XLNet is a pretrained
model, so we only need to use a fine-tuning method to update the pre-trained
model to fit the next task needed.

We randomly select 1000 items from the Twitter data in 2.3 from January
2010 to February 2010 to manually label sentiment labels (Negative, Neutral,
Positive). Then we jointly build a training set with the Financial Phrasebank [25]
to train the classifier. The Financial Phrasebank is a dataset of sentences from
financial news. The dataset consists of 4,840 sentences from English-language
financial news categorized by sentiment (Negative, Neutral, Positive) [26,27].

The Twitter Sentiments Dataset [28] is a public dataset. It contains two fields
for the tweet and the sentiment label. There are a total of 162,981 sets of data.
We randomly select 1,000 of them as the test set to evaluate the performance
of the XLNet model. In order to prevent data distortion, the epoch of XLNet is
set as 1. The results show that the test accuracy is 0.861, the test loss is 0.23,
and the F1-score is 0.87. It meets the needs of our next task.
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2.5 Sentiment Analysis by FinBert

Although XLNet has excellent features in context understanding and language
recognition, more training is required for a larger number of subdivisions in
financial-related fields. In order to obtain the accuracy of sentiment value in more
subdivided directions, we introduce FinBert [29]. FinBERT is a pre-trained NLP
model to analyze the sentiment of financial text. It is built by further training the
BERT [30] language model in the finance domain, using a large financial corpus
and thereby fine-tuning it for financial sentiment classification. FinBert [31] uses
data from Financial Web (6.38B words), Yahoo Finance (4.71B words), and
Reddit Finance QA (1.62B words) for pre-training, and related research shows
that its text analysis in the financial segment is more accurate. FinBert quantifies
the sentiment of tweets in terms of positive, negative, and neutral.

2.6 Comparing Sentiment Analysis Results of XLNet and FinBert

To enable the comparison of XLNet and FinBert time series, we standardized
them to z-scores on the basis of a local mean and standard deviation within
a sliding window of k days before and after the particular date [32,33]. The
principle and mechanism are the same as Gallup’s Economic Confidence Index.
The z-score of time series Xt, denoted Zxt

, is defined as:
where x̄(xt±k) and σ(xt±k) represent the mean and standard deviation of the
time series within the period [t-k, t+k]. This standardization ensures all time
series’ factors to fluctuate around a zero mean and be expressed on a scale of
unit standard deviation.

zxt
=

xt − x̄ (xt±k)
σ (xt±k)

(1)

2.7 Cross-Validation of XLNet and FinBert Time Series
for High-Impact Sociocultural Events

We first validate the ability of XLNet and FinBert to capture various aspects of
public sentiment. For this we will apply tweets published during the March
period from October 5th to December 5th, 2010. This interval was chosen
because it may contain public sentiment reflected by cultural events with sig-
nificant or complex social impact, namely the US Presidential Midterm Elec-
tion (November 2, 2010) and Thanksgiving (November 27, 2011). Therefore,
the emotion quantification results of XLNet and FinBert can be cross-validated
according to the expected responses to these specific events. The time series of
emotion values obtained are shown in Fig. 2 and Fig. 3, and expressed as z-score.
The formula is shown in Eq. 2.
where X represents the emotional time series obtained from the 4 groups, which
are the sentiment label score of XLNet, the sentiment value of XLNet, the sen-
timent label score of FinBert, and the sentiment value of FinBert.

YDjia = a +
n∑

i=1

βiXi−t (2)
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From Fig. 2 and Fig. 3, we can see that the sentiment values of XLNet and
FinBert can both respond to the major social events introduced in the study by
Bollen et al. [18] and respond to public sentiment.

Fig. 2. The XLNet model shows public sentiment swings from tweets posted from
October 2010 to December 2010, which can reveal public responses to the presidential
midterm elections and Thanksgiving.

Table 1. The SSR for each emotion dimension combination is in this table.

Emotion Dimensions SSR

XLN score - XLN value 344.6979244

XLN score - FinB value 334.8667083

FinB score - FinB value 338.9763747

FinB score - XLN value 335.5207981

All 337.9401028
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Fig. 3. The FinBert model shows public sentiment swings from tweets posted from
October 2010 to December 2010, which can reveal public responses to the presidential
midterm elections and Thanksgiving.

The multiple regression results are shown in Table 1. From this table, we
conclude that the emotional performance of some FinBerts is not all consistent
with the emotional changes provided by XLNet. The expression of events by
the sentiment analysis of a single algorithm cannot well reflect the correlation
between public sentiment and special events. If taking all dimensions of emo-
tional changes into account does not give the optimal result, interleaving various
dimensions would achieve relatively better results.

2.8 The Lag of Public Sentiment on Events

Changes in sentiment values are continuous over time. However, the DJIA series
is discontinuous because of the presence of a market closure. We consider the
impact of public sentiment on economic changes to be continuous during the
market closure. In other words, when the market is closed, the DJIA index just
does not show up in the form of data, but the impact of public sentiment is
still there. This part of the impact of public sentiment accumulates until the
market opens. Alternatively, the DJIA value on the first day after the market
opens is not just influenced by one day of public sentiment, but a cumulated
expression of public sentiment over several days. Therefore, the average change
of the DJIA value from the day before the market closure to the first day of the



Novel Sentiment Analysis from Twitter for Stock Change Prediction 167

market opening is calculated. This average change is used to compute the DJIA
value on market closure days. At the same time, a dummy variable is added,
with the date of having the actual DJIA recorded as 0 and the date of using the
calculated DJIA recorded as 1.

We apply the econometric technique of Granger causality analysis to make a
preliminary test on the correlation between DJIA index movement and the daily
time series produced by XLNet and FinBert. Granger causality analysis rests
on the assumption that the past value of one time series influencing the present
and future value of another time series [34]. Granger [35] proposed that the
variance of the optimal prediction error of time series X is reduced by including
the historical data of time series Y. In fact, this notion is based mainly on
predictability but not causality of Y on X [36]. Following Hiemstra and Jones [34],
we use linear Granger causality test on the dynamic relationship between daily
Twitter sentiment and DJIA index movement.

We thus expect that the lagged values of X exhibit a statistically significant
correlation with Y. Correlation however does not prove causation [18]. We are not
testing actual causation but whether one time series has predictive information
about the other or not. Our DJIA time series, denoted Dt, is defined to reflect
daily changes in stock market value, i.e. its values are the delta between day t
and day t 1: Dt = DJIAt-DJIAt−1. To test whether our sentiment time series
predicts changes in stock market values, we compare the variance explained by
two linear models as shown in Eq. 3 and Eq. 4. The first model (L1) uses only
n lagged values of Dt, i.e. (Dt−1, · · · , Dt−n) for prediction, while the second
model L2 uses the n lagged values of both Dt and the XLNet with the FinBert
sentiment time series denoted as Xt−1, · · · , Xt−n. Based on Bollen et al. [18],
we add the second lag to the sixth lag of Dt and Xt in our model L1 and L2.

L1 : Dt = α +
n∑

i=1

βiDt−i−t (3)

L2 : Dt = α +
n∑

i=1

βiDt−i +
n∑

i=1

γixt−i+t (4)

It can be seen from the results of the Granger causality analysis (Table 2),
there is a strong correlation between the time series of emotional values and
DJIA values. Among them, when t=3, the correlation between sentiment series
and the DJIA value series is the highest. In order to show the viewing results
more intuitively, we visualize the time series of emotions and the time series of
DJIA at t=3. To maintain the same scale, we convert the DJIA delta values Dt

and sentiment value Xt to z-scores as shown in Eq. 1. And, since the verification
shows that the result is better when t=3, we use the data with a lag of 3 days
in the model in the subsequent prediction.
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Table 2. The p-values of each sentiment value.

Lag XLNet value F inBert value

– Negative Neutral Positive Negative Neutral Positive

1 day 0.2087 0.0476 0.3504 0.2897 0.3279 0.4833

2 day 0.1276 0.0005 0.0986 0.3626 0.1341 0.3373

3 day 0.0092 0.0025 0.0354 0.0062 0.1088 0.1101

4 day 0.0150 0.0789 0.0584 0.1690 0.0305 0.1247

5 day 0.1479 0.1835 0.2543 0.1041 0.1258 0.0757

6 day 0.3533 0.2959 0.4661 0.3409 0.0178 0.4400

2.9 Model Training and Prediction

Since the correlation between sentiment value and DJIA closing prices is non-
linear [18], after determining the correlation between lags of Twitter sentiment,
lags of DJIA index value and the present DJIA index value, we established a
SOFNN model based on the sentiment value and the closing price of the day
with a lag of 3 days and 4 days, respectively. We have taken January 8th, 2010 to
November 30th, 2010 as the training set, and December 1st, 2010 to December
17th, 2010 as the test set.

The Self Organizing Fuzzy Neural Network (SOFNN) [37] is a 5-layer fuzzy
neural network which uses ellipsoidal basis function (EBF) neurons consisting of
a center vector and a width vector. Based on the relevant literature, we establish
the SOFNN algorithm model. Neural networks have been considered to be a very
effective learning algorithm for decoding nonlinear time series data, given that
financial markets often follow nonlinear trends [18,38] (Fig. 4).

Fig. 4. A panel consisting of three charts. The graph above shows the daily difference
in DJIA values (blue: ZDt) versus XLNet’s sentiment values, i.e. negative, neutral,
positive, with a lag of 3 days. (Color figure online)
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We constructed an online algorithm for SOFNN following the method of
paper [39], where neurons are added or pruned from the existing network when
new samples arrive. In order to compare the effects of different algorithms on
the prediction of the direction of change of DJIA. In contrast to SOFNN, we
used logistic regression and SVM. In order to find higher prediction accuracy, we
studied 7 permutations and combinations of the input variables of the models,
as shown in Eq 5. We finally obtain the prediction results as shown in Table 3.

IA,B... = DJIAt−k,k−1,k−2,...,1,XAt−k,k−1,k−2,...,1 ,XBt−k,k−1,k−2,...,1 ...

DJIA t-k,k-1,k-2,. . .,1 represents the DJIA values and its lagged values. XA,t-
k,k-1,k-2,. . .,1 represents the values of the sentiment dimension and its lagged
values. k represents the values of lag days. A, B, C, D represent the dimension of
sentiments: the sentiment label score of XLNet, the sentiment value of XLNet,
the sentiment label score of FinBert, and the sentiment value of FinBert. I
represent the input dataset [40].

Although we can see from Fig. 2 that the changes of each individual dimension
of sentiment deviates from the changes of DJIA index values, from the results
shown in Table 3, each dimension of sentiment to some degree has contributed on
the predictability of the closing values of DJIA. When all sentiment indicators
are included, the prediction accuracy reaches the highest, 88.30%. We compute
the MAPE value to further test on the accuracy [18], and the results show that
the MAPE value is significantly improved.

Table 3. The model predicts the upward or downward change direction of the closing
price of DJIA compared with the previous day, and compares it with the actual change
direction to obtain the accuracy rate.

I Logistic regression
dirction(%)

SVM
dirction(%)

SOFNN

– Dirction(%) MAPE(%)

XLNet score-XLNet value 62.40 67.97 76.21 1.91

XLNet score-FinB value 62.40 73.26 88.30 1.55

FinB score-FinB value 62.40 64.35 75.86 2.06

FinB score-XLNet value 62.40 68.60 85.89 1.73

All 62.40 70.47 80.65 1.59

3 Conclusions and Future Work

In this paper, we verify the relationship between public sentiment and DJIA
values by surveying a large number of tweets on Twitter. Our results show that,
first, public sentiment can indeed be obtained from large-scale tracking through
natural language processing techniques in specific situations. Second, the corre-
lation between changes in public sentiment and changes in DJIA values after 3
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days was obtained through Granger causality analysis. Third, it is more helpful
to improve the prediction accuracy of the DJIA’s closing price by the compre-
hensive inclusion of various sentiment values, rather than just looking at a single
dimension of sentiment. Fourth, it verifies the feasibility of XLNet and FinBert
in dealing with the influence of text sentiment on market public opinion.

Finally, it is worth mentioning that there are many factors that our analysis
did not take into account. First, we observed and screened datasets in specific
regions and periods. With the progress of the times and changes in people’s
lifestyles, further research and verification are needed on the changed Twitter
user population and expressions. Second, although we get the results of eval-
uating public sentiment after validation, there is no objective fact that it can
directly reflect public sentiment. That is, we only proved the correlation between
emotional state and the prediction result of DJIA value, and there is no data
information on the causal mechanism between these two. Third, we currently
only consider the one-way effect of public sentiment on changes in DJIA val-
ues to make predictions. And the market is complex, and its impact is not just
one-way.

About the future work, due to the strong randomness in the expression
of public sentiment, more targeted sentiment expression can better reflect the
volatility of the stock market. Moreover, there is a certain time lag between
public sentiment and stock price volatility, and our results show that an average
3-day lag can best reflect the impact of public sentiment on the market. But
this is not the optimal lag period. We find that when public sentiment is more
volatile, it takes less time to affect stock prices. Further adjustments to the fore-
casting model may improve the forecasting accuracy for a wider range of time
periods. Therefore, the impact of changes in public sentiment on the market, as
well as on investment decisions, remains an area of future research.
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Abstract. In recent years, the combinational investment of gold and
Bitcoin has become a hot spot, and it is expected to achieve a balance
between risk aversion and maximum income. Some existing methods lack
of timeliness. Hence, this article proposes an Objective Empowerment
Multi-Objective Programming Investment strategy based on ARIMA,
which can increase the income obtained on the premise of minimizing
investment risk. Firstly, the Autoregressive Integrated Moving Average
(ARIMA) model is used to predict the price changes. Then, based on
the forecast curve of prices, a Multi-Objective Nonlinear Programming
model is adopted to find the optimal transaction strategy. This method
achieves to maximize the cumulative income and chooses the strategy
of investment by identifying different market trends. According to the
precise data indicators of the US Gold Market and the Bitcoin Market
from 2016–2021, this article introduces the Entropy Weight method to
evaluate the adopted strategy of the previous period, so as to timely
adjust the next investment strategy. Finally, through the sensitivity test,
it is found that the method proposed in this article is robust.

Keywords: ARIMA model · Multi-objective programming model ·
Entropy weight method

1 Introduction

1.1 Background

Nowadays, the combination of traditional investment and alternative assets has
become a hot spot. Gold has more stable investment value. Its precious metal
attributes and scarcity have been recognized as risk aversion assets since ancient
time. With the development of block-chain technology, virtual currency gradually
enters the vision of asset allocation. Among them, Bitcoin is the most important
currency. It was first issued in November 2008. Due to its privacy and scarcity,
it reached a single $ 69,000 in 2021. Compared with gold, although Bitcoin has
greater risks, its yields, large volatility, and supervision exemption have attracted
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investors’ vision. The combination of gold and Bitcoin is conducive to the pursuit
of maximum benefits while maintaining the security of assets. Due to the violent
fluctuations in the two aspects and high complexity, the research on the process
of allocation of assets is carried out.

Researchers have introduced a variety of methods for research on asset quan-
tification. In recent years, many scholars have used DEA (Data Envelopment
Analysis) model [1] to obtain the best investment. Yun introduced DEA model in
the Multi-Objective Genetic Algorithm to compare the solution. This model can
consider classic DEA models such as CCR and BCC through different param-
eter values [2]. Tavana proposed the NSGA -II and Multi -Objective Particle
Algorithm based on the reference point, and then used the DEA model to eval-
uate the solution. Finally, the TOPSIS method was used to adopt the optimal
solution [3]. Cheng and Vincent used the DEA model to determine the relative
efficiency of each operator in the Genetic Algorithm [4].

The time series method attracts the attention of researchers [6]. Various
methods are applied such as the VaR-APARCH model [7], VEC model [8],
ARIMA [5]. The mechine learning methods are also introduced to assist the
time series analysis [9]. Besides, the safety of Bitcoin and gold is compared [10].
During the research process, the designed algorithm need to be flexible and
robust. The computation time needs to be low for the timely determination.

Due to the dynamic changes in gold and Bitcoin, the daily optimal trad-
ing strategy is also constantly updated, and the requirement for timeliness for
the algorithm is much higher. The above algorithm has more iteration and the
operating efficiency is low. Therefore, investment analysis methods with low cal-
culation costs and fast adjustment speed are required. This article conducts
market price predictions based on ARIMA, combined with Entropy Weight
method to conduct investment strategies and perception evaluations, and pro-
poses an Objective Empowerment Multi-Objective Programming method based
on ARIMA. The process is transformed into a Real-Time Multi-Objective Non-
linear Programming problem, and carried out the research on the hybrid invest-
ment of gold and Bitcoin. At the same time, because gold and Bitcoin are repre-
sentative in the field of futures and virtual currency, the research methods of this
article can also be expanded to investment in multi-futures and multi-currencies.

1.2 Problem Analysis

Based on the goal mentioned above, following points are considered:

– To determine the specific operation (buy, hold, or sell) performed on a certain
day, we need to first judge the price trend of that day or even a period of
time in the future. From the data, we can see that both assets have a certain
growth, but the final change trend does not tend to be linear, so it can be
roughly considered that the time series of the two assets are not stable. We
introduce the prediction model ARIMA to explore the changing tendency of
gold and Bitcoin prices.
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– We use the price change data before the day to predict the price of this day,
and the price of a period of time after that, and then analyze the price of
this day and the price changes in the period of time before and after, if it is
the lowest price, then make a purchase; if the price is the highest point, sell
it; if the price is between the lowest and the highest, we need to consider the
commission we have to pay for each transaction and make a decision later.
After identifying the daily trend of price changes, we further consider the
optimal trading strategies for each day. Our primary goal is to make the final
total return as high as possible. However, in reality, traders may sell assets
not for profit, but to avoid more losses. Therefore, we use a Multi-Objective
Programming model to maximize profits and reduce losses as the overall goal,
and adjust the value of the factor, so as to find the corresponding optimal
trading strategy.

– The output of the Multi-Objective Programming model is not unique, so
we select the optimal trading strategy through comparison. In order to find
the best trading strategy, we use Entropy Weight method, which is more
objective, set evaluation indicators, and find the same indicator data of the
gold market and Bitcoin market in the same period, and obtain the optimal
transaction through the first question. The strategy and the actual data are
scored, and we end up with the best strategy.

– To determine how sensitive the strategy is to transaction cost, we analyze the
sensitivity by changing the values of gold trading commission α and Bitcoin
trading commission β and observe changes in total assets as well as transac-
tion frequency.

The flow chart is shown in Fig. 1:

Fig. 1. Flow chart

2 Objective Empowerment Multi-objective Programming
Investment Strategy Based on ARIMA

2.1 Symbol, Definitions and Assumptions

– Symbol and Definitions
For ease of calculation, the symbols are defined as follows:
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Name Symbol Name Symbol

Total value of assets held z Hold gold weight m

Gold daily price g Buy gold weight m+

Gold forecast price g
′

Sell gold weight m-

Change in the value of gold held Δg Hold Bitcoin weight n

Bitcoin daily price b Buy Bitcoin weight n+

Bitcoin forecast price b
′

Sell Bitcoin weight n-

Change in the value of bitoin held Δb Gold trading commission α

Amount of dollars held d Bitcoin trading commission β

– Assumptions
In order to simplify the model and grasp the essence of the problem, we make
the following assumptions:

First, each transaction is executed at the closing price of the day, and
the closing price is known. Second, as actual transaction, gold trading is
suspended on statutory holidays, assuming that the daily price of gold during
the period when the market is not open is consistent with the last business
day before the suspension. Third, whether it is gold or Bitcoin, it can only
be traded in US dollars and cannot be directly converted. Last but not the
least, gold and Bitcoin can only be held, purchased or sold on that day.

2.2 Data Preprocessing

– Gold is regarded as Actual in this article, including gold nuggets (bricks),
gold ingots, gold bars and gold coins, needs to rely on relevant platforms and
institutions for trading, so it is necessary to consider the situation that these
trading platforms and institutions stop trading on statutory holidays.

– Unlike gold, as futures, Bitcoin has no entity and no issuing institution, so it
can be traded every day and will not be affected by legal holidays.

– We use the method of Min-Max scaling to process the daily prices of gold
and Bitcoin, and convert the method of linearization of the original data to
the range of [0,1]. The normalization formula is as follows:

Xnorm =
X − Xmin

Xmax − Xmin
(1)

Among them, Xnorm is the normalized data, X is the original data, Xmax

and Xmin are the maximum and minimum values of the original data set,
respectively.

2.3 ARIMA Model

Autoregressive Integrated Moving Average model, ARIMA for short, regards the
data sequence formed by the predicted object as a random sequence, and uses a
certain mathematical model to approximate this sequence. ARIMA model has
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three parameters:p,d and q, p represents the lags of the time-series data itself
adopted in the prediction model,d represents the orders of difference that the
time series data needs to undergo to be stable and q represents the lags of the
prediction error adopted in the prediction model. Once this model is recognized,
the future value can be predicted from the past values and current values of the
time sequence. The modeling steps are as follows:

Stationary Test. In order to explore whether the trends of historical data and
future data obey similar tendency, we need to test the stationarity of the time
series. The p-values corresponding to the unit root statistics of Bitcoin and gold
are 0.9614 and 0.9042 respectively, both of which are significantly greater than
0.05.

Therefore, it is judged that the sequence is a non-stationary sequence. In
order to improve the stationarity of the data, we perform a first-order differ-
ence operation on the two data. The p-values for Bitcoin and gold outputs are
2.3078e−11 and 9.2697e−13, which are far less than 0.05. In Fig. 2, the X-axis
represents the number of days, and the Y-axis represents the first-order differ-
ence.

Fig. 2. Stationary test

We can see the relatively average random oscillation of the white noise
sequence around zero. Therefore, the sequence of the first difference is stable.
Compared with the first difference, the improvement of the stationarity from
the second difference is limited. Hence, it is more appropriate to use the first
difference for this sequence that d=1.

ACF and PACF Test. The Autocorrelation Coefficient(ACF) measures the
correlation between the same event in two different periods, The q-value can
be roughly judged by the maximum lag point of ACF plot. When calculating
the influence or correlation degree of a certain element on another element, the
influence of other elements is not considered temporary, and the close degree of
mutual relationship between those two elements is studied separately, which is
called Partial Correlation. The p-value can be roughly judged by the maximum
lag point of the Partial Autocorrelation Coefficient (PACF) plot. The plots are
shown in Fig. 3.
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Fig. 3. ACF and PACF Plot

The price of gold and Bitcoin in the previous 30 days are selected for the
analysis. As can be seen from Fig. 3, the trend sequence ACF and PACF of
Bitcoin experiences a shape increase in the first order, which is called the first-
order truncation, so we could choose p=1,q=1. Similarly, the trend sequence ACF
and PACF of gold has second-order truncation, so we could choose p=2,q=2.

However,it is subjective to order the model by tailing and truncation. There-
fore, BIC is introduced to traverse the value of p and q.

Model Ordering. Bayesian information criterion originates from Bayesian the-
ory and is mainly used in model selection problems to find the best balance
between model complexity and the descriptive power of model logarithmic data
sets. Let x = {x1, · · · , xN} be the data set and M be the parameter model to
be selected. To maximize the maximum likelihood function L(x,M), the BIC of
model M can be defined as:

BIC(M) = log L(x,M) − λ
m

2
log N (2)

The first part represents the matching quality between model and data, the
second part is the penalty factor of model complexity, λ represents the penalty
factor, which can be set according to different model selection situations, and
M represents the number of parameters. [11]

The order of p and q in the ARIMA model generally does not exceed 5 orders,
so we use the traversal method, p, q take values from 0 to 5 respectively, train
the data, and draw a heat map, as shown in Fig. 4. The X-axis represents the
q-value, and the Y-axis represents the p-value.



A Novel Investment Strategy for Mixed Asset Allocation 179

Fig. 4. Heat Map

In the heat map of Bitcoin and gold, the minimum values of BIC are 29617.20
and 3571.46, which (p,q)=(3,2) and (0,0) respectively.

Model Validation. To confirm the correctness of the model, we conduct auto-
correlation test of model residuals. The test results of Bitcoin and gold are shown
in Fig. 5. The shaded area represents the standard deviation. It is obvious that
the autocorrelation coefficients of the residuals are all within 2 times the stan-
dard deviation, so the test is passed.

Fig. 5. Residual Analysis

Model Prediction. The data is predicted with the new parameters, and the
result is shown in Fig. 6.
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Fig. 6. Model Output

The X-axis represents the number of days since September 11, 2016 and the
Y-axis represents the price of Bitcoin and gold in US dollar. Red is the predicted
curve, black is the original curve.

It can be seen in Fig. 6 that the fitting effect is good.

Computing Prediction Accuracy. In order to ensure that our prediction
model is sufficient to support the completion of the follow-up work, we calculate
the accuracy of the price changes of gold and Bitcoin predicted by the ARIMA
model. By observing the difference between the predicted value and the true
value, we count the number of prediction errors, and thus calculate the prediction
accuracy of gold and Bitcoin to be 97.896% and 96.126%, respectively. At the
same time, we calculate the standard deviations of gold and Bitcoin respectively,
and the results are 1.302 and 101.471, and the average daily prices are 1464.549
and 12206.068. The standard deviations are more reasonable under the vertical
comparison. Therefore, our prediction model can support the following work.

2.4 Multi-objective Programming Model

Multi-Objective Programming model is an important branch of operations
research. It is a mathematical method of scientific management developed on
the basis of nonlinear programming to solve multi-objective decision-making
problems. Multi-Objective Programming refers to a programming problem with
multiple objective functions. In mathematics, the Multi-Objective Programming
method can be written in the following form:

min (f1(x), f2(x), · · · , fk(x)) , s.t x ∈ X (3)

k >1, refers to the number of objective functions, and the set X is a set of feasible
decision vectors. Feasible sets are usually defined by some constraint functions.
Furthermore, a vector-valued objective function is usually defined as:

f : X → Rk, f(x) = (f1(x), · · · , fk(x))T (4)

x∗ ∈ X is a workable solution or a workable decision. Vector obtained for feasible
solutions X∗ is z∗ := f (x∗) ∈ Rk, which is called the target vector or the result.

For each objective k(k ∈ K)in multi-objective optimization, if there are
two sets of parameters θ = (θs, θk) and θ∗ = (θ∗

s , θ
∗
k), such that Lk(θs, θk) ≥
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Lk(θ∗
s , θ

∗
k) and L(θs, θk) �= L(θ∗

s , θ
∗
k), then the parameter θ∗ = (θ∗

s , θ
∗
t ) is called

Pareto optimal [12]. In multi-objective optimization, there is usually no feasible
solution that minimizes all objective functions simultaneously. Therefore, atten-
tion should be paid to Pareto optimal that cannot be improved in any objective
without compromising at least one objective. The modeling steps are as follows.

– Determine the objective function
According to the requirement, the total return should be as large as possible,
but considering the actual transaction, the prices of gold and Bitcoin may
continue to rise or fall for a certain period of time, that is, the extreme point
is not reached. Therefore, we should take into account the eagerness of traders,
and let traders make as much as possible in an uptrend and lose as little as
possible in a downtrend. The expressions for the three targets are as follows:

z = g′ (
m + m+ − m−)

+ b′ (
n + n+ − n−)

+ d − g
(
m+ − m−) − b

(
n+ − n−)

− α ∗ g ∗ (
m+ + m−) − β ∗ b ∗ (

n+ + n−) (5)

Δg = g′ (m + m+ − m−) − g ∗ m − g
(
m+ − m−) − α ∗ g ∗ (

m+ + m−)

(6)
Δb = b′ (n + n+ − n−) − b ∗ n − b

(
n+ − n−) − β ∗ b ∗ (

n+ + n−)
(7)

Coordinate and compromise among the three objective functions, so that each
sub-objective can be optimized as much as possible.

– Determine constraints
The amount of gold and Bitcoin cannot be negative after each transaction:

m − m− ≥ 0, n − n− ≥ 0 (8)

Every trade uses USD, so the USD that the trader has before the trade must
be higher than the price of the newly purchased asset plus the commission
paid:

d−g∗(
m+ − m−)−α∗g∗(

m+ + m−)−b∗(
n+ − n−)−β ∗b∗(

n+ + n−) ≥ 0
(9)

The amount of buying and selling gold and Bitcoin cannot be negative:

m+ ≥ 0,m− ≥ 0, n+ ≥ 0, n− ≥ 0 (10)

2.5 Entropy Weight Method

In information theory, entropy is a measure of uncertainty. According to the
characteristics of entropy, the randomness and disorder degree of an event can
be judged by calculating the entropy value, and the dispersion degree of an index
can also be judged by the entropy value. The greater the dispersion degree of
the index, the greater the impact of the index on the comprehensive evaluation.
Entropy weight method can determine the weight of each evaluation index, which
can effectively reduce the influence of human subjective factors on the weight
size [13]. The modeling steps are as follows:
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Determine and calculate evaluation indicators

a. AnnualizedRate of Return =
Annual Profit

Initial Assets of the year

b. AnnualizedMaximumDrawdownRate = Max
Zj−Zi

Zi

c. Annualized SharpeRatio =
ExpectedRate of Return − Risk FreeRate

Portfolio StandardDeviation

We make a portfolio investment of gold and Bitcoin, and its expected rate of
return is 5.90% ; The risk-free interest rate is an asset investment without credit
risk and market risk, which refers to the interest rate of treasury bonds whose
maturity date is equal to the investment period. By looking up the data, we find
that the risk-free interest rate in the United States from 2016 to 2021 is 1.56%.
The formula for the portfolio standard deviation is:

σP =
√

w2
Aσ2 (kA) + w2

Bσ2 (kB) + 2wAwBR (kA, kB) σ (kA) σ (kB) (11)

wi is the weight of each element in the combination, σ(i) represents the standard
deviation of each element, and the calculation formula is as follows:

σ =

√∑n
t=1(R,−R̄)2

t − 1
(12)

Among them, Rt and R are the actual rate of return and the average rate of
return in each period, respectively, and t is the number of historical rates of
return.
R(Ka,Kb) represents the correlation coefficient of elements a and b, and the
calculation formula is:

R(X,Y ) =
∑

(x − x̄)(y − ȳ)
√∑

(x − x̄)2
∑

(y − ȳ)2
(13)

x is the daily price and x̄ is the average daily price.

d. Calmer =
AnnualizedRate of Return

AnnualizedMaximumDrawdownRate

However, in our actual operation, the Sharpe ratio does not apply, and the
specific reasons are expected rate of return and risk-free rate of return are mainly
for portfolio investment of different stocks, we did not find data on portfolio
investment. Also, when calculating the standard deviation, since gold cannot be
traded every day, the price of gold will have no data for some days, and it cannot
correspond to the price of Bitcoin one-to-one, so the correlation coefficient cannot
be calculated. Furthermore, the investment ratio of gold and Bitcoin changes
dynamically, so there is no fixed weight. If the first and last values are forced to
replace the weight, a large error may occur.
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Local analysis of indicators for each year
Construct a judgment matrix for each evaluation index in each year, where

rows 0 to 4 represent September 11, 2016 to September 10, 2017, September
11, 2017 to September 10, 2018, and so on. Columns 0 to 2 represent three
indicators: Annualized Rate of Return, Annualized Maximum Drawdown Rate
and Calmer. First, adopt the normalization formula:

zi,j =
xi,j − min (x1, j, x2, j, · · · , x3,j)

max (x1,j,x2,j, · · · , x3,j) − min (x1,j, x2,j, · · · , x3,j)
(14)

to make matrix X non-negative, which includes 5 samples and 3 indicators:

X =

⎛

⎜
⎜
⎜
⎝

x1,1 x1,2 · · · x1, 3

x2,1 x2,2 · · · x2, 3

...
...

. . .
...

x5,1 x5,1 · · · x5,3

⎞

⎟
⎟
⎟
⎠

(15)

The normalized matrix is in Fig. 7.

Fig. 7. Normalized Judgment Matrix

The normalized matrix obtained after the first step is Z:

Z =

⎛

⎜
⎜
⎜
⎝

z1,1 z1,2 · · · z1, 3

z2,1 z2,2 · · · z2, 3

...
...

. . .
...

z5,1 z5,1 · · · z5,3

⎞

⎟
⎟
⎟
⎠

(16)

Second, calculate the proportion of the ith sample under the j − th index, and
regard it as the probability used in the calculation of relative entropy p.

pi,j =
zi,j

∑5
1=1 zi,j

(17)

Third, calculate the information entropy of each index, the information utility
value, and obtain the entropy weight of each index by normalization. For the jth
index, the information entropy is calculated as follows:

ej = − 1
ln 5

5∑

i=1

pi,j ln pi,j (18)
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The entropy values of the three indicators are 0.7713, 0, 0.8924. The definition
of information utility value is:

dj = 1 − ej (19)

Therefore, the greater the utility value of information is, the more information it
corresponds to. The entropy weight of each index can be obtained by normalizing
the information utility value:

ωj =
dj∑
dj

(20)

The actual weights of the three indicators are 0.1719, 0.7516, 0.07648. Based on
the entropy weights, the scores of each year are 3.4000, 1.3676, 0.6137, 0.3991,
1.7660 and the first year has the highest score. Therefore asset growth in the
first year is the fastest.

3 Results and Analysis

To make the results more specific and persuasive, we assume that the initial
asset is $1000, 0 troy ounces, 0 bitcoins.

3.1 Case Study

Based on the prediction result of ARIMA model, we use the data of the first
twenty-five days as the initial sample size for prediction, and obtain the trend
chart of the daily value of US dollar, gold and Bitcoin owned by traders. Since this
model is a Multi-Objective Programming model, the solution sets are various.
After running the model multiple times, we obtain an optimal solution set, select

Fig. 8. Total Changing Tendency
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the optimal trading strategy through comparison, and choose the final trading
strategy according to the optimal trading strategy. The specific analysis is carried
out based on Fig. 8. The X-axis reprsents days, and the Y-axis represents value.

In the first month, the prediction accuracy is low, the prediction model is
poorly fitted, and the investment risk is high.

On October 11, 2016, it is predicted that Bitcoin will appreciate by 2.54%, so
spend all US dollars to buy 1.59 bitcoins. Over the next 4 months, Bitcoin’s daily
price volatility will increase evenly, with an increase in total assets. By January
3, 2017, it is predicted that in the next four days, the price of Bitcoin will drop
sharply, and the loss rate is as high as 22.5%, so all the existing Bitcoins are
sold.

A week later, it is forecast that gold will increase by 3.4% in a short period
of time, so it will hold about 1,800 US dollars to buy all gold, and only 1.53
ounces of gold will be held at this time. On the second day, it is predicted that
gold has reached its peak in the next week, and then it will drop by 2.7%, and
Bitcoin has reached the lowest value in the past two months, so after all the gold
is sold, all the dollars will be used to buy Bitcoin. In the ensuing three months,
the Bitcoin price fluctuates little and grows steadily, and the total assets double.
By April 16, 2017, it is predicted that Bitcoin suddenly dropped, so all Bitcoins
are sold. The price of gold is relatively stable, so it is not traded. Half a month
later, it is predicted that Bitcoin will surge by 11.7%, so all US dollars are used
to buy nearly 2 bitcoins. By July 8, 2017, the price of Bitcoin is growing rapidly
and steadily. On this day, it is predicted that the price of Bitcoin will drop
dramatically, so all Bitcoins owned are sold.

After 20 days, a large increase in the value of Bitcoin is predicted, and all the
funds are used to buy Bitcoin. In the following six months, the price of Bitcoin
surges. On January 6, 2018, it is predicted that the price of Bitcoin will fall
sharply, so all Bitcoins are sold. The price of gold remains relatively stable, so
it is not traded and the total assets have already increased significantly.

On February 17, 2018, it is predicted that the growth trend of Bitcoin is
obvious, and all US dollars are used to buy Bitcoin. In the ensuing year, the
market rebounds, and the value of Bitcoin continues to decline slowly. In January
2019, it is predicted that the price of Bitcoin will increase significantly in a short
period of time, so Bitcoin is sold. The price of gold remains relatively stable, so
it is not traded.

By March 2019, the price of Bitcoin have recovered, and a large increase is
predicted, and all funds are used to buy Bitcoin. In the following three months,
the volatility of Bitcoin increases, so the Bitcoin held is not sold. By June 28,
2019, the value of Bitcoin has dropped significantly in a short period of time,
so we choose to sell all Bitcoin. A month later, predicting an imminent rise in
Bitcoin price, buy Bitcoin with all your liquid assets. By September 28, 2019, the
price of Bitcoin has fallen sharply, and the total assets have declined relatively
when they choose to announce the sale. On October 20, 2019, it is predicted that
the price of Bitcoin will skyrocket in the short term, so buy Bitcoin with all US
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dollars. But 4 months later, Bitcoin rebounds sharply, so sell all Bitcoins. The
price of gold remains relatively stable, so it is not traded.

After the low price lasts for a month, the price begins to recover. Because of
the short-term interest, Bitcoin is purchased near the lowest point of the price
forecast. By May 2021, Bitcoin price fluctuates greatly, but there is a substantial
increase in value and total assets increase. But after 14 months of volatile growth,
there is a notable drop in the short-term forecast, so all Bitcoins are sold. The
price of gold fluctuates in a small range, so it is not bought or sold.

By July 2021, the price has seen its lowest value in nearly 1 year, so use all
the funds to buy Bitcoin. In the following two months, the price volatility of
Bitcoin increases, and by the end of the five-year period, 8.7 bitcoins are still
held, and the total assets are 401896.2854 US dollars. From the change trend
of total assets, it can be found that the total assets have an increasing trend,
and the values of the last five days are 451530.4769, 459453.0313, 408270.2462,
401896.2854, 0. It can be seen that the final total assets are 401896.2854 US
dollars.

According to Entropy Weight method, we build a judgment matrix of evalua-
tion indicators to prove that our model provides the best investment strategy, in
which rows 0 to 2 represent the optimal strategy we found, the gold market, and
the Bitcoin market. Columns 0 to 2 represent three indicators: Annualized Rate
of Return, Annualized maximum drawdown rate and Calmer. The normalized
matrix is in Fig. 9:

Fig. 9. Normalized Judgment Matrix

The entropy values of the three indicators are 0.6364, 0, 0.7925. The actual
weights of the three indicators are 0.2314, 0.6365, 0.1321. Using the formula to
score the optimal trading strategy in the first question, the actual investment
strategy in the gold market, and the actual investment strategy in the Bitcoin
market, the results are 192.16, 0.5589, 54.6426. We find that the score of our
proposed trading strategy is much higher than the other two, so we can consider
our trading strategy as the best trading strategy.

3.2 The Discussion of Optimal Strategy

In the above calculation, total assets after five years would be 401896.2854 US
dollars. Chen Xinyu [14] use the Gray Forecast model to predict the price of
gold and bitcoin the next day respectively. Next, compare the absolute value of
the rise or fall to the absolute value of the median to determine the sell and buy
operations. Then, establish a dynamic programming model to avoid risks, and
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use the Monte Carlo Method to determine the transaction time and transaction
amount. Finally, the total value after five years was obtained by referring to the
literature and recalculating the proportion of fixed investment. By comparing the
sizes of the two, the optimal strategy is proved. The total assets are calculated
to be 3636.259 US dollars, which is much smaller than the result of this paper,
so this paper adopts the optimal investment strategy.

3.3 Sensitivity Analysis

In order to study the sensitivity of the strategy to the transaction cost, the
article adjusts the value of the transaction commission and records the changes
of the transaction strategy and transaction frequency. Due to the fact that the
actual investment has many disturbances, the market fluctuates greatly, and the
model predicts the future price in a limited number of days, the planned trading
strategy pays more attention to short-term interests, and realizes the appreci-
ation of assets under large price fluctuations, which is likely to cause frequent
transactions. However, the increase in transaction commissions will inevitably
increase transaction costs. Be more cautious when buying and selling, and avoid
frequent transactions.

Fig. 10. Heat Map

Typical transaction commissions are 1%, 0.5%, or less. In our tests, the trad-
ing commission for gold and the trading commission for Bitcoin are chosen as
25 discrete values evenly distributed between 0 and 0.1%. The trading strategy
of each pair (α, β) combination is calculated by traversal, and the total assets
accumulated in each pair (α, β) under 5 years are visualized through Fig. 10.

It can be seen that the cumulative total income is more sensitive to the
changes in commissions. With the increase of transaction costs, the overall trend
of cumulative total returns is decreasing; At the same time, it can be found that
the changes of α and β have different effects on cumulative total returns. When
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α remains the same, with the increase of β value, the cumulative total return
is generally reduced, and the change of β will have a greater impact on the
cumulative total return. If the value of β remains the same, only looking at the
value of α, the cumulative total return first increases and then decreases with
the increase of α, and the change range is relatively small.

To illustrate the effect of commission changes on transaction frequency, the
number of transactions under different (α, β) combinations in the experiment is
counted. Figure 11 is the transaction times of gold and Bitcoin under different
(α, β), respectively.

Fig. 11. Heat Map of Trading Time

It can be clearly seen that the number of gold transactions decreases signifi-
cantly with the increase of commission α. When α exceeds 2.08%, gold basically
does not traded. The number of Bitcoin transactions also decreases with the
increase in commissions, but the decrease is not as significant as gold. Even
with the 10% commission on trades, trading did not stop completely. This is
also related to the characteristics of the two products. The price of gold is rela-
tively stable, the price fluctuation is small, and the expected return is relatively
low. When the commission reaches a certain level, gold has no investment value.
However, the price of Bitcoin rises and falls are relatively drastic, Bitcoin fell to
an one-month low as Russian President Vladimir Putin’s decision to launch a
military operation in eastern Ukraine followed the cryptocurrency’s plunge. At
the time of writing, Bitcoin was trading at $35,478.13, down 7.1%. Wang Juan,
secretary general of the digital economy Committee of Beijing Computer Society,
thinks that under the situation in Russia and Ukraine, Ukraine’s second largest
hub as COINS mining machine, digital currency supply scarce, high dependence
on the network environment, exchange instability, poor trading convenience, led
directly to the capital to convert them into real liquidity, the threshold is too
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high, too slow, and the timeliness and availability than anonymity, So gold, which
is easy to exchange, is once again in demand.

To sum up, the combination of traditional assets and new assets can increase
returns, but its own and the uncertainty of the environment also brings greater
risks. In the actual investment process, we should maintain a cautious and objec-
tive attitude, and reasonably arrange the investment strategy of gold and Bitcoin.

4 Conclusion

For the problem of portfolio investment, in order to maximize the total invest-
ment return, the idea of first predicting the future market price and then fig-
uring out the investment strategy and total assets is adopted. First, according
to historical data, the ARIMA model is used to predict the closing prices of
gold and Bitcoin on the next trading day, respectively. From the perspective of
prediction accuracy, the fitting effect is good. Then, according to the forecast
results of the price of the current day and the forecast price of the next day, the
Multi-Objective Programming model is used to figure out the optimal investment
strategy and obtain the maximum profit. According to Entropy Weight method,
the article compare the strategy proposed with other two known strategies and
finally prove that the optimal investment strategy is provided.
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Abstract. The goal of this paper is to discuss how we establish the “Hammer
Credit System” by applying Gibbs sampling algorithm under the framework of
bigdata approach to extract features in depicting proxy default (bad) samples or
illegal behaviors by following the “five step principle”. Our study shows that the
Hamer Credit System is able to resolve three problems of the current credit rating
market in China which rate: “1) the rating is falsely high; 2) the differentiation
of credit rating grades is insufficient; and 3) the poor performance of predicting
early warning and related issues”; and in addition the CAFÉ credit is supported
by clearly defining the “BBB” as the basic investment level with annualized rate
of default probability in accordance with international standards in the practice
of financial industries, and the credit transition matrix for “AAA-A” to “CCC-C”
credit grades.
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1 The Background and Related Issues

The credit rating is one of the most important parts for today’s financial market economy
(Altman [1, 2], Altman and Sabato [3], Hull [8, 9]). After nearly 30 years of rapid
development in the domestic financial industry, the current domestic credit ratingmarket
in China is now facing at least three main problems (PBC [4, 5]), they are:
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1. The rating is falsely high;
2. The differentiation of credit rating grades is insufficient; and
3. The poor performance of predicting early warning.

Since the world’s first Credit Rating agency was established by U.S. Moody’s in
the early 20th century, the Credit Rating industry with a century of development, has
played an important intermediate role in promoting market development, revealing and
preventing credit risks, reducing transaction costs, and assisting the government in finan-
cial supervision, and of course, has faced many adjustments (Dun and Bradstreet [6],
FICO [7], Anderson [14], Chi et al. [15], Thomas et al. [16], Witzling [17], Yuan and
Wang [18]). The Securities and Exchange Commission of the U.S. also believes that
Credit Rating results have become more and more important to investors and other mar-
ket participants in recent years, affecting issuers’ access to the capital market, funding
costs, financial transaction structure, trustee’s investment capabilities, and so on. At the
same time, the development and growth of the Credit Rating industry and the formation
of a system depend to a large extent on the development of the financial market, espe-
cially the bond and securities market (Jing et al. [10], Du [11], Zhang [12], Ministry
[19], PBC [4, 5]).

Thanks nearly 30 years of development, China’s rating business includes almost
all aspects of China’s financial market. However, there are still a few many existing
problems summarized as follows: First, the understanding of the Credit Rating industry
needs to be deepened; Second, the legislative work on Credit Rating is obviously lagging
behind; Third, the failure to form an effective supervision system; Fourth, the imbalance
between supply and demand in the Credit Rating market is prominent, which is, on
the one hand, there are many credit rating agencies (CRAs), on the other hand, the
credit rating industry has few quality professional products available for rating and poor
business stability, which makes many credit rating companies rely on non-credit main
business support; Fifth, the independence and impartiality of credit rating agencies needs
to be enhanced, and they are subject to more administrative interventions in the process
of conducting credit ratings and lack objective independence; Sixth, there is a lack of
objective and credible rating behavior, and this is the most deadly problem at present,
especially in the objective assessment and handling of the actual situation of China’s
financial market itself, generally existing immature professional rating technologies, and
the problem that the quality of credit ratings urgently needs to be improved professionally
(Du [11], Feng [13], PBC [4, 5], Yuan [21]).

From the perspective of modern rating theory and approach in the practice from
international credit rating agencies (CRAs), China’s credit rating companies are grad-
ually exploring credit rating methods and technologies that are suitable for China’s
national conditions, and have initially formed rating methods that can cover basic rat-
ing theories, Credit Rating models, and credit rating system based on classification of
industries, products, and subjects. Nevertheless, the gap between China’s Credit Rat-
ing companies and its international counterparts is also very prominent: for instance,
credit rating is a necessary disclosure factor to promote the issuance of credit bonds in
our country, and an important reference basis for bond issuance pricing, but during the
rapid development of China’s bond market, a large number of potential risks have been
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accumulated, and default events have occurred frequently, and the risks have shown nor-
malization of default events, diversification of the nature of the subject, diversification
of bond varieties, diffusion of industry distribution, and diversification of default area
distribution and so on often happened. A typical incredible case is that the ratings of
most China’s companies by domestic rating agencies are still high with the rating grades
from “AA” to “AAA” levels mostly, for example, according to the data provided by the
platform “Wind”1 at the end of year 2020, almost more than 90% of issuers and their
bonds/debts’ rating are in the range of AA and above, compared with the Credit Ratings
of international rating agencies, the overall rating in Chinese capital markets is so higher
and the distribution is more concentrated, which is not conducive to domestic and for-
eign investors to identify different risk of bond/debts in guiding investment decisions.
If the quality of current credit rating market for domestic financial market in China is
not improved and adjusted in time, this will affect the healthy development of China’s
financial market, especially the capital market for ever (see, PBC [4, 5]).

Taking into account a simple fact that the available samples of default (also, called
“bad” sample) events observed for defaulted entities (the issuers being companies or
enterprises) in the market is very small, we must consider to find a new path to establish
reasonable credit rating method suitable to Chinese markets with international stan-
dards. On the other hand, in the current era of digital economy (ecology), especially
in today’s rapid development of big data with the financial technology (Fintech), under
the premise of fully considering the information provided by both traditional structure
and unstructured data, using new approach in dealing with non-structure data which is
called “Hologram” approach (Yuan andWang [18]) as a fundamental tool, we are able to
extract (non-structured) risk feature factors based on un-structured data (instead of only
traditional structure data) as breakthroughs to establish the so-called “Hammer (CAFÉ)
Risk Assessment System” (in short, “Hammer (CAFÉ) Credit System”, or “Hammer”,
or “CAFÉ Credit”) to conduct rating for almost 10,000 companies in China by including
all listed companies and bonds/debts’ issuers (Yuan [20, 21], Yuan et al.[22, 23]). At the
same time, combining the international standards that must be considered in the finan-
cial credit market, the basic investment level recognized in the financial industry is with
“BBB” grade as the starting level, we are able to resolve the issue for the problemwithout
enough default events (i.e., the “default”, or “bad samples”) by creating enough required
proxy bad samples under the twelve categories of non-structured relevant penalty data
released by CSRC (China Securities Regulatory Commission) on listed companies in
A-share capital markets of China (see more from Yuan [20, 21]). In this way, it would
help us to establish a so-called “Hammer (CAFÉ) Credit Rating system” for China’s
corporate entities and bonds (debts) that are in the line with international standards (e.g.,
see Yuan [20, 21], Yuan et al. [23]).

In this paper, we first discuss the existing problems of the current rating system used
by the capital markets in China, then discuss the idea how the framework of “Hammer
(CAFÉ) System” is established by applying theHologram approach, then as applications
of the “CAFÉ System” (reflected as the “Hammer”, or “CAFÉ Credit” when related to
the capital markets’ risk assessment) (Yuan [20, 21]). The foundation of our Hammer
(CAFÉ) system is a multi-dimensional risk assessment under the framework of bigdata

1 A data service company in China for the information of financial market activities.
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analysis by using the so-called Hologram approach (Yuan and Wang [18]) applying
to “heterogeneous” data with combining the concept so-called “dynamic ontology” to
extract entities’ risk genes2 by using AI algorithms (mainly, the Gibbs samplingmethod)
as the proxy default (bad) samples to resolve the issue “not sufficient defaulted (bad)
samples” (Yuan et al. [25, 26], or Yuan [21). In this way, we are able to achieve com-
prehensive dynamic assessments for companies’ credit risk from the four dimensions
which consists of “Corporate structure hologram” (denoted by “C”), “Accounting behav-
ior hologram” (denoted by “A”), “Financial behavior hologram” (denoted by “F”) and
“Ecosystem Hologram” (denoted by “E”), in short, “CAFÉ system“ to form the “CAFÉ
RiskAssessment System” for the (credit) risk assessment for entities in financial markets
of China in the practice.

The goal of this paper is to discuss how we establish the “Hammer (CAFÉ) Credit
System”by applyingGibbs sampling algorithmunder the frameworkof bigdata approach
to extract features in depicting bad or illegal behaviors by following the “five step
principle” descried below with a full picture to readers at the first time in this paper.
Then by using a number of case studies, we show that the Hammer (CAFÉ) Credit
System discussed in this paper is able to resolve three problems of the current credit
rating market in China which rate: “1) the rating is falsely high; 2) the differentiation
of credit rating grades is insufficient; and 3) the poor performance of predicting early
warning and related issues”, and in addition the Hammer (CAFÉ) credit is supported by
clearly defining the “BBB” as the basic investment level associated with the (annualized)
rate of default probability in accordance with international standards in the practice for
financialmarkets, and the credit transitionmatrix for “AAA-A” to “CCC-C” credit grades
in describing (forecasting) the change of entities’ crediting rating.

This paper consists of three parts: The first section is for an introduction and back-
ground and issues we face in current Chinese markets. The second section discuss the
general framework and the key ideas of our “Hammer (CAFÉ)RiskAssessment System”
established under the big data approach by applying the method for the extraction of risk
features based on Gibbs algorithms (Yuan et al. [23]) and Hologram (Yuan and Wang
[18]). Finally, the third Section is for the conclusion with brief discussion related CRAs
for emerging markets on rating business in the practice related to financial industries in
China, and possible impact and influence to the East Asian Economics.

2 The Framework of CAFÉ Risk Assessment System by Using
Bigdata Method

As the world’s second largest economy, China needs to establish a risk assessment
system suitable for its national conditions and in line with the international credit rating
system. In order to achieve this goal, the first work is to build a credit evaluation model
by scientific means, and enough bad samples are needed to realize modeling, model
proofreading and testing. Then, according to the international credit rating standard,

2 Here, “RiskGene” is basically a general term,whichmainly represents various kinds of risk fea-
tures in describing bad behaviors of entities such as financial anomalies, breaking compliance,
business rules in the practice required by CSRC, PBC, or related regulatory agencies.
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return to the most basic through the professional definition of “AAA” to “C”, and take
“BBB credit rating as the most basic investment grade” as the standard to establish
the credit rating system for issuers (and bonds/debts): That is by applying the following
“five Steps” (called “Five Step Principle”) to establish a scientific and consistent standard
system for credit rating with the default rates as the base criteria and bonds (debts) (Yuan
[20, 21]):

Step 1: defining credit rating standards with default rate as the base criteria;
Step 2: constructing the “default matrix” required by credit risk;
Step 3: construct the “credit transfer matrix” of the change of subject (company) and
debt credit qualification;
Step 4: supporting the “ROC” (and “AUC”)3 testing for credit model performance in
Steps 2 and 3 above;
Step 5: build the necessary “proxy default (bad) samples to support Steps 2, 3 and Step
4 above (so allow us to complete the construction of the credit rating system in Step 1).

Here, we like to point out that the most difficult part is to construct enough “proxy
bad samples for default events”, and in addition, the information from actual default
(bad) samples collected in Chinese capital market is not regular, thus not able to provide
necessary risk information to support the modeling and related testing performance for
credit risk modelling by comparing with those from capital markets in North America
or West European regions. Indeed, for example, from 2007 to the end of year 2021, the
sample size of all true default entities in China was only about 210 cases, and moreover,
most of their basic risk information and related data are not disclosed. This difficulty
situation forces us to find a new way to solve the issue on the shortage of default (bad)
samples by constructing enough “proxy bad samples” for default events (in depicting
(default) bad events or illegal behaviors of entities in the capital market of China), that is,
China’s credit evaluation system must build a description of proxy bad samples suitable
for Chinesemarket! Fortunately, the bigdata analysis in Fintech supports us to realize this
goal by taking, for example, the penalty data released by CSRC, and related regulatory
agencies as the “proxy default (bad) samples” for listed companies using such as the
Gibbs sampling algorithm to extract corresponding features which describe the possible
bad behaviors in the capital markets by listed companies, as discussed by Yuan [20, 21].

Today, the capital markets in China maintains of more than 50,000 bonds (or debts),
plus near around5,000 listed companies, but around92%of the bonds and issues are rated
as “AA” or even higher credit rating. From the perspective of international standard in
the practice, this is obviously inconsistent with the real market situation, which means
that most of companies rated as “AA” or “AAA” are actually not true! On the other
hand, since 2018, a number of companies (enterprises) rated as “AA” or “AAA” with

3 The term “ROC” stands for Receiver Operating Characteristic (Fawcett [30]). The ROC curves
are frequently used to show in a graphical way the connection/trade-off between clinical sensi-
tivity and specificity for every possible cut-off for a test or a combination of tests. In addition,
“AUC” is the area under ROC curve which gives an idea about the benefit of using the test(s) in
question, often used in the testing of (default) bad samples in financial credit risk assessments
for loan application by either individual or companies for their business development (Handley
and McNeil [29]).
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their bonds/debts with “AAA” credit ratings (such as the state-owned platforms) directly
went to bankrupt or announcing no plan to pay back the face amount and or accrued
interest of bonds/debts, these events absolute are against the current domestic credit
rating system in China. Therefore, it is so urgently to have an internationally accepted
Credit Assessment System suitable for China’s financial market. In order to achieve this
goal, as mentioned above, our starting point is first to find a scientific way to construct
enough bad samples that required by the credit rating modelling to identify good or
bad companies with the clear definition for the standard being “BBB” credit rating
as the fundamental investment level associated with criteria consisting of the “Default
Probability” and the “Credit Transition Matrix” for all classes from “C” to “AAA”
credit rating grades. In this way, we first construct around more 1,200 bad samples for
years since 2017 which was around 20% of listed companies in China’s exchange stock
markets, which support us to give a clear definition for the standards being “BBB” credit
rating grade as the fundamental investment level; and finally we are able to establish a
genera framework called “CAFÉ Risk Assessment”, with its application in credit rating,
called “CAEF Credit” (Yuan [20], Yuan et al. [22]).

In summary, our “CAFÉ Credit” uses “BBB” (instead of current “AA” rating by
current most rating agencies inside China) as the starting point for the basic investment-
grade standard by against the international standard under Five Steps principle listed
above, and our CAFÉ credit system is able to solve three problems discussed above,
which is also verified by a number of case studies below (see the work given by Yuan
et al., 2022a; Yuan et al., 2022b). We like to point out that this is the first time in this
paper to give a full picture how he framework of CAFÉ System (also maybe reflected as
“CAFÉ Credit”, or “Hammer System” when related to the applications in the practice)
by applying five step principle mentioned above as discussed by Sects. 2.1, 2.2, 2.3 and
2.4 below.

2.1 The Framework for the Construction of CAFÉ Risk Assessment System

In the process of implementation, our starting point is to define the credit rating of
entitles (companies, and also their bonds/debts) from the following four dimensions:
First, the company’s financial performance; Second, whether the company has fraud
and how good or bad of the corresponding financial management quality; Third, how
health of the company in terms of financial assets and liabilities, immediately indicating
the degree of risk of company failure or default; and the fourth: The quality of the
company’s ecological environment and business risk (i.e., how good of the companies’
ecosystems). This is done by using ourHologram approach (Yuan andWang [18]), which
leads us to conduct the rating distinction more clearly, and the credit rating assessments
can better reflect the company’s actual credit status in the market.

Our “CAFÉ” is indeed the system that integrates all kind of information including the
management structure of the corporation itself, the operational and business disclosure
information, and related parts in terms of networks. All of these are done by classifying
as four dimensions:

1. Corporate structure hologram (denoted by “C”); and
2. Accounting behavior hologram (denoted by “A”); and
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3. Financial behavior hologram (denoted by “F”); and
4. Ecosystem Hologram (denoted by “E”).

In short, denoted by “CAFÉ” to represent the “CAFÉ Risk Assessment System”
for financial markets in China. For the convenience of our discussion, the both terms
“CAFÉ” and “Hammer” are used interchangeably in this paper.

The twomajor features of this system are that it does not only include static analysis,
but also the dynamic analysis, and then combinedynamic analysiswith corporate ecology
to build a more objective characterization of corporate ratings, but also allow us to form
corresponding characterizations which integrate heterogeneous and heterogeneous big
data by using the hologram approach developed since year 2015 as a tool to implement
the “data fusion” to extract (risk) features with the concept called the “Risk Genes”
embedded in the complex network of entities with associated related parties as discussed
by Yuan and Wang [18].

We like to specifically share with the readers that in order to have a good perfor-
mance of risk assessment system for entitles in Chinese market, it is essentially to first
establish the criteria for the modelling of listed companies financial fraud risk indicators
(risk features), which should be the integration of financial statement analysis, the perfor-
mance analysis on the enterprisemanagement and associated governance structure, audit
and internal control analysis, based on the general framework of the so-called “fraud
triangle theory” as the starting point, and then to extract reliable risk characteristics
(features) which include at least the following three types, which are either in traditional
structured or unstructured data forms in our CAFÉ system: 1) the pressure/motivation
dimension includes financial stability, external pressure, personal needs and financial
goals; 2) the opportunity/vulnerability dimension including industry attributes, invalid
supervision, organizational structure; and 3) the excuse/attitude dimension includes the
auditing dimension.

Fig. 1. The framework Identification for company’s financial fraud risk under the Hammer (Café)
Assessment

Indeed, we follow the structure as illustrated by the Fig. 1 to conduct the risk identi-
fication for company’s performance on its financial fraud behaviors to build our reliable
risk features in supporting dynamic credit risk assessment for listed companies.

Actually, as discussed in next Section, based on the data from 2016 to 2020 from
China’s listed companies, we first classify all bad (i.e., not-good) events as twelve kinds
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raised from capital markets of China, they are: 1) occupation of company assets; 2) false
disclosures (other); 3) illegal guarantees; 4) fraudulent listings; 5) unauthorized changes
to the use of funds; 6) general accounting mishandling; 7) false records (or misleading
statements); 8) postpone disclosure; 9) fictitious profits; 10) major material omissions;
11) false listings of assets; and 12) the other case. By the fact that these twelve types of
bad events can be used to explain the 8 types of financial fraud behaviors, which thus
allow us to construct around 1,000 bad cases as the “proxy (default) bad samples for
default events”. In this way, by combining with audit information and internal control
performance on the enterprise’s management and governance structure, which help us
to establish a dynamic and ecological enterprise risk assessment (see more by Yuan
[20, 21], Yuan et al. [22–26]) and related references wherein), by using Gibbs sampling
algorithms to extract risk features as discussed in next section briefly.

2.2 The Extraction of Risk Features Based on AI Algorithm Under the Bigdata
Framework

The quality for the construction of China’s credit system is actually essentially with
one key thing: how to deal with the situation where well-defined default (bad) samples
are normally not available? That is, how we “construct” a reasonable number of proxy
default or bad samples (as around 20% of total listed companies) based on the alternative
data (i.e., the unstructured samples) which are mainly illegal behaviors caused by some
of entities and related parties from among around 5,000 listed companies, and they may
be issuers for debts in the capital markets of China.

As discussed above, based on around 5,000 listed companies, we like to have around
1000 (=20% × 5000) default bad samples. However, the actual situation is that until the
end of year 2021 (from year 2007), the total number of default entitles (samples) that can
be used to describe company failures in China is not more than 210 cases, so the possible
way we can do is to consider around 2,700 events (which are mainly non-structure data)
issued or released by the regulatory bodies of “China Securities Regulatory Commission
(CSRC)” and “ChinaBanking and InsuranceRegulatoryCommission (CBIRC)” for their
punishment on those listed companies which are bond/debt issuers as the raw data, and
by taking these raw data regarded a kinds of “proxy (default) bad samples” for listed
(companies) issuers’ illegal behaviors such as financial frauds and others bad behaviors
listed in Table 1 below, and they basically appeared either embedded in the financial
report statements, or other business activities, which are qualified as a kind of big data
samples. These around 2,700 samples are the original sources for us to construct at least
1,000 around proxy bad samples as required for us to build credit risk assessments by
following Five Steps Principle in the practice.

By using framework for the extraction of risk features based by Gibbs algorithms
established by Yuan et al. [22]), we will discuss below how we extract the risk charac-
teristics embedded in these 12 kinds of category for bad events (see Table 1 below) in
explaining 8 types of financial fraud behaviors (see Table 2) to construct around 1,000
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proxy (default) bad samples to establish the modeling of our Hammer (CAFÉ) credit
rating system.

The Extraction of Features Highly Correlated to the Behavior of Financial Fraud
Events
During time period from January 2017 to December 2018, the data results show that
there were around 2,700 bad events happened by around 383 listed companies as given
by Table 1 below for twelve categories of bad events by applying the general principle
of CSRC’s compliance in the practice for capital markets in China.

Table 1. The Summary of 12 classes of violation events from listed companies from Jan. /2017
to Dec. /2018

Appropriation
of company
assets

Unauthorized
change of use of
funds

Breach of
warranty

Fraudulent
listing

False
disclosure
(other)

Sequence
assets

87 17 60 0 32 4

General
accounting is
not handled
properly

Misrepresentation
(misleading
statement)

Deferred
disclosure

Fictitious
profits

Material
omissions

Other

30 233 306 15 143 117

On the other hand, In the light of China’s capital market, Huang et al. [27] conducted
analysis based on 175 financial fraud behaviors caused by 113 listed companies from
the time period between 2010 to 2019, and one key conclusion they find is that almost
all of financial fraud behaviors by listed companies in the past 10 years in China can
be classified as eight types: Including such as Income and cost fraud (including cost
fraud and expense fraud), monetary capital, investment income, asset impairment, non-
operating revenue, expenditure and related other ways.

Through sorting, the following is the distribution of fraud by listed Companies in
China’s capital market in eight categories (see Table 2):

Table 2. The list of financial fraud types in the capital markets of China

Fraud type # of Events Ratio Fraud type # of Events Ratio

1) Revenue fraud 77 44% 5) impairment fraud 13 7%

2) Expense fraud 25 14% 6) non-operating revenue
and expenditure fraud

10 6%

3) Cash fraud 24 14% 7) investment income
fraud

7 4%

4) Cost fraud 17 10% 8) Other fraud 2 1%
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In this way, we are able to construct around 1,000 proxy samples of issuers’ financial
anomalies which would be regarded as the “proxy samples” for (default) bad behaviors
under the eight types of financial fraud behaviors based on around 2,700 bad events (as
shown by Table 1.), this allows us to reach the ratio level around 20% for proxy (default)
bad samples among the total 5,000 listed companies, which would provide truly strong
supporting for the modelling of the CAFÉ credit system as we will discuss below.

In order to achieve this highly related risk feature extraction that characterizes fraud-
ulent embedded from the un-structured data, we use the one so-called Gibbs sampling
algorithm (see the related application by Yuan [20, 21], Yuan et al. [24–26]). The Gibbs
sampling method indeed is a Monte Carlo algorithm based on the Markov framework
(MCMC) in statistics, which is also listed as one of the top ten human algorithms in the
20th century (Geman and Geman [33]), which is, in particular, important and useful in
deal with simulation in the practice for high dimensional complex systems. Since the
launch of its basic algorithm prototype for Gibbs algorithm in the 1950s, starting in the
1970s and 1980s, the integration of the AIC (Akaike Information Criteria) (Akaike [31]),
and BIC (Bayesian InformationMetrics) (Schwarz [32]) test standards for the amount of
information were used and developed, the Gibbs algorithm is currently a very effective
method to support feature extraction from high dimensional complex systems.

Based on the framework and proxy bad samples discussed above, we are able to
obtained following 8 characteristic factors in depicting the risk of financial fraud were
screened out by using the Gibbs sampling method as shown by Table 3. below (see also
Yuan et al. [23], Yuan [20, 21] for more in details), which is based on the pool of 183
initial features given by Table 4. below.

Table 3. The 8 features highly correlated to the behavior of financial fraud events

Numbers Description of features Coefficients p-value Significant Odds ratio

0 Constant term − 2.49 0.00% N/A 0.08

1 Deduction of non-net profit
growth rate

− 0.41 0.00% 82.30% 0.67

2 Growth rate of works under
construction

− 0.16 0.89% 87.40% 0.85

3 Advance payment growth rate − 0.15 1.05% 59.70% 0.86

4 Where: interest expense (finance
expense)/total operating income

0.30 0.00% 97.90% 1.36

5 Net income from
investments/total operating
income

− 0.15 0.24% 52.90% 0.86

6 Other income/total operating
income

− 0.20 0.06% 98.45% 0.82

(continued)
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Table 3. (continued)

Numbers Description of features Coefficients p-value Significant Odds ratio

7 Other receivables (including
interest and dividends)/total
assets

0.20 0.00% 99.80% 1.22

8 Long-term borrowings/total
assets

− 0.17 0.14% 65.05% 0.84

The Table 4. is the pool of initial characteristic factors (in part) in supporting to
describe the behaviors of financial fraud and related financial anomalies, which helps
jus to extract 8 key features given by Table 3. above.

Table 4. The pool of initial characteristic factors for the behavior of financial frauds & related
financial anomalies

Numbers Description of features Significance of related parties

1 Paid-in capital (or equity)/total assets 31.95%

2 Days of non-current asset turnover 25.70%

3 Capital leverage 20.15%

4 Net worth EBIT rate 18.45%

5 Short-term borrowings/total assets 15.55%

… … …

181 Accounts receivable turnover days 0.05%

182 Growth rate of other payables 0.05%

183 Absorption of cash received from
investments/Subtotal of cash inflows from financing
activities

0.05%

The sample data with ratio of 80% as the training set and 20% as the test set (keep the
proportion of black and white samples in the training set and the test set the same, i.e.,
the proxy “bad” samples account for around 20% of the total training set as mentioned
above), by using the Logistic regression model and combining with OR (Odds Ratios)
criteria, we extracted 8 features to describe the behaviors of financial fraud risk for listed
companies, and the corresponding AUC values based on the training set and test set are
0.771 and 0.766, respectively (as shown in the area under theAUC curve in Fig. 2 below),
which means that the features we screened can be more effective in characterizing the
financial fraud risk of listed companies.

For the meaning of the ROC testing in a simple way, if the ROC test result is 0.7 or
above, it indicates that the features used have strong discrimination and interpretation
capabilities (see Yuan et al. [20, 21], Yuan et al. [22–26]) for the supporting the claim
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Fig. 2. The AUC (ROC) test for features in depicting financial fraud risk model

here, which thus supports our CAFÉ system has the ability to evaluate companies and
debts more effectively.

Next, we discuss the extraction of features for fraud indicators from the framework of
corporate governance structure as need for the construction of our CAFÉ credit system.

TheExtraction of Fraud Indicators from the Framework of CorporateGovernance
Structure
Now considering the classification analysis of the company’s major shareholders, man-
agement, board of directors and supervisory board according to the shareholding ratio,
the identity of the position, and the proportion of internal and external, the CART classifi-
cation method and the corresponding XGBoost algorithm (combined with theWeight of
Evidence (WOE), and Information Value (IV) to explain the impact on the risk of possi-
ble fraud on the assessment for listed companies, then we obtain an unstructured feature
assessment index that characterizes the quality of the corporate governance structure
(Yuan [20, 21] and references wherein).

By the fact that the heart of corporate governance is the company’s ownership struc-
ture, which indeed plays a key role which affects the behavior of financial fraud in the
practice. This can be described in terms of the following four features from the per-
spective of corporate governance framework to be used to provide early warning for the
performance that may lead to fraudulent behavior. Indeed, the company’s shareholding
structure affects the company’s financial fraud risk important factors, and the following
four characteristics can be used to warn the typical performance characteristics that may
lead to fraud from the perspective of the corporate governance framework (Yuan et al.
[24]):

1. The ratio of major shareholders, and legal representatives of companies is between
5% and 50%;

2. The cumulative ratio of the major shareholder shall not exceed 60%, that is, the sum
of the shares of all major shareholders shall not exceed 60%; and

3. The shareholding of senior management is less than 1%; and
4. The proportion of major shareholders in the board of directors is not exceed 12%.



The Framework of Hammer Credit Rating System for Enterprises 203

Now put all together on the two types of features extracted and developed by last two
parts, combining with the performance analysis on internal and external audit-related
data, we just have established a comprehensive characteristic system that could portray
the company’s financial fraud behavior (see the illustration by Fig. 1 above).

In addition, in terms of the construction for features from characterizing indicators
of corporate (financial) fraud, we may think about a basic question: Why is there always
fraud event happened by the listed companies? In view of above question, actually
by combining the business situation, violations, cooperation of the audit institution,
as well as auditor’s education experience, work experience, etc. together to conduct a
comprehensive sorting and analysis, and useWOE and IV criteria (Yuan et al. [24], Yuan
[21]), we actually have the following core findings (which seem never been discussed
by the existing literature before):

1. The number of inconsistencies from company’s audit committee has a corresponding
impact on the company’s fraud behavior; and

2. The linear performance of theROCcurve test for audit performance also shows that in
general, external audits can only find whether the company has fraudulent behavior,
but cannot form a preventive effect against the company’s financial fraud (because
if the external audit work can form a preventive effect, the ROC corresponding to
the audit effectiveness test curves should be nonlinear convex functions rather than
linear states); and

3. In the studyof the relationship between the number of directors and structure of senior
management team for companies, it is found that regardless of the company’s rating,
the number of board committees as long as it iswithin the prescribed reasonable range
(i.e., in principle, the number of directors is between 5 and 9 people), the number of
directors does not constitute a special impact on the company’s operation.

Here we also like to point out that for more discussion related above 1), 2) and 3) in
details, see Yuan et al. [24] and reference wherein.

We also refer to Yuan et al. [22] for the comprehensive case studies in support how
the Hammer (CAFÉ) credit system is able to identify the financial fraud behavior in the
practice of capital markets in China in last a few years.

2.3 The Construction of Credit Transition Matrix by Hammer (CAFÉ) System
for Financial Markets in China

Credit rating adjustment is one of the most important rating actions of credit rating
agencies. Credit rating adjustment behaviors include upscaling, downscaling, and main-
tenance. In a certain period (inspection period), the result of credit rating agency’s
adjustment of the debt issuer’s credit rating can form the debt issuer’s credit migration
path, which reflects the change in the debt issuer’s credit quality, this is done through
the so-called Credit Transition Matrix (Hull, [8, 9]; Jarrow et al. [28]). In order to do so,
we first discuss the mapping rules for the construction of the Hammer (CAFÉ) credit
transition matrix with the following two parts below.
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The Definition for BBB Rating Associated with Default Probability Criteria
for CAFÉ (Hammer) Credit Risk Assessment
As discussed in the beginning of this paper, one ofmajor reasons for credit rating systems
in financial markets used and developed by the most Credit Rating Agencies (CRAs) in
China associated with three typical issues such as “the rating is falsely high; the differ-
entiation of credit rating grades is insufficient; and the poor performance of predicting
early warning and related issues”, is mainly due to one face that the shortage of (default)
bad samples as not many CRAs paid the attention to solve this problem.

Under the framework above in Sect. 1 and using algorithms for the extract of features
discussed based on the proxybad samples above inSect. 2,we are able to derive its default
(model) rate for the BBB credit rating with its annualized default probability as shown
by Table 5 below (for the default of probability rate in the physical measure, i.e., the
rates observed from markets):

Table 5. The criteria of annualized default probability for BBB rating for hammer (CAFÉ) system
(2020)

Rank CAFÉ (Model) CAFÉ (observed from market) Moody’s CRAs in China

AAA 0.004% 0.000% 0.000% 0.152%

AA 0.008% 0.000% 0.020% 0.369%

A 0.021% 0.000% 0.060% 0.502%

BBB 0.113% 0.113% 0.180% 2.825%

BB 0.631% 0.733% 0.910% 8.261%

B 1.987% 1.944% 3.440% 12.177%

CCC-C 10.641% 12.139% 10.140% 28.701%

P.S.: CAFÉ (Hammer)’s (Annualized) Default Probability Rate is from 2020; Moody’s is the
average from 1983 to 2017; CRAs in China is from 2014 to 2020

Based the results given by Table 6., it is clearly for the generic “BBB” credit rating
in capital market of China for non-financial industry, its annualized default probability
(PD) is 0.113% based on the data collected as December 31,2020, which is comparable
with 0.180% used by Moody’s. The criterion being 0.113% for BBB grade was actually
validated by themarket data we observed in year 2020, and the corresponding annualized
default probabilities for “AAA” to “CCC-C” are determined under the help of our default
rate model, as shown by the Table 5., too.

In another word, in order to resolve three issues faced by credit rating markets in
China, it is done by first clearly defining (determining) the “BBB” as the basic investment
level accordance with international practice with consideration of features from the
capital markets in China with reasonable default probability. We also obtained that the
default rate of hammer and Moody’s rating at “AAA-BBB” is generally lower than
1.000%, which is consistent with the default rate of investment grade “BBB and above”
bonds (assets), which is significantly lower than those given by CRAs in China. We also
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observed that our Hammer and Moody’s results show that the default rate for “CCC-C”
grade is significantly different from that of “AAA-B” level.

The Mapping Rules for CAFÉ (Hammer) Credit Transition Matrix
By following Yuan et al. [22, 23], take the criteria for “BBB” rating as the base with
help for the annualized default probability rates from “AAA” to “CCC-C”, which allow
us to construct transition matrices.

In order to make the credit transitionmatrix useful, we need first consider its stability
of Hammer (CAFÉ) credit system, so the construction of the rating transition matrix is
completed by the mapping consisting of three steps below (see the Table 6 below):

The First Step: Divide the default model into one-year and two-year periods, and
conduct ROC verification to determine the final model;

The Second Step: Give different rating results based on the 1-year and 2-year default
models;

The Third Step: Integrate the 1-year and 2-year rating results to give the initial rating.
The rules are as follows:

Table 6. CAFÉ’s initial rating mapping table based on 1 year and 2 year period data

Items Credit rating in 1 year

Credit rating in 2 years AAA AA A BBB BB B CCC-C

AAA A A A BBB BB BB CCC-C

AA A A A BBB BB BB CCC-C

A A A A BBB BB B CCC-C

BBB A BBB BBB BBB BB B CCC-C

BB BBB BBB BBB BBB BB B CCC-C

B BB BB BB BB BB B CCC-C

CCC-C BB B B B CCC-C CCC-C CCC-C

The CAFÉ’S (Hammer) Credit Transition Matrix
Taking into account the limitation of data acquisition, the observation limit of CAFÉ
on the sample of listed companies is limited to the period from 2014 to 2019. We have
obtained 3,000 companies with complete annual financial information from 2014, and
4,500 companies in 2019. Taking the 31st of December, 2020 as the observation day, the
number of default samples returned for one year was 44; the number of default samples
returned for the second year was 89 (here, we emphasize that we have actually observed
“three years of return the number of default samples in this report is 115”, but in the
construction and analysis of the credit transition matrix in this report, the reason is that



206 G. X. Yuan et al.

other sample information needs to be improved when the default samples of three years
backed back are used for feature extraction. Therefore, only the backed One-year and
two-year default samples) (Jarrow et al. [28]).

Based on the use of the above mapping rules, after integrating the rating results
with the one-year and two-year default models, we will observe the following basic
conclusion: the basis of the credit transition matrix from rating “AAA-A” to “CCC-C”
(see Appendix below, also given by Yuan et al. [23]) for the definitions of Hammer
(CAFÉ) Risk assessment system in details). Basically with “BBB” as the center, this
maintains good stability, thereby solving the problem of instability of the “AAA”, “AA”
and “A”-level migration matrix (especially for emerging markets like China). Therefore,
from the perspective of the credit transition matrix, if we classify “AAA” to “A” into the
“AAA-A” category, after adjusting the mapping threshold, we have the following credit
transition matrix results as shown by Table 7. below (see also Yuan et al. [22, 23]):

Table 7. Summary information of BBD 2015–2020 transition matrix

AAA-A BBB BB B CCC-C

AAA-A 71.55% 24.76% 3.24% 0.39% 0.04%

BBB 15.11% 69.19% 13.77% 1.76% 0.15%

BB 3.68% 22.62% 55.66% 16.52% 1.51%

B 2.05% 8.94% 36.30% 42.93% 9.74%

CCC-C 1.52% 5.05% 16.41% 39.39% 37.37%

It can be seen from the results of the transition matrix that the “AAA-A” grades
maintain better stability after merging, and the transition matrix also reflects the mono-
tonic decrease in the stability of “AAA-CCC” at each level, which supports the relative
stability of our CAFÉ system Stability issues, and thus play a role in supporting the
industry.

Put all together, by following five step principle given above, we now establish
the Hammer (CAFÉ) credit system for capital markets in China to have a reasonable
performance for credit rating in the practice with the international standards in the
practice, which help us to give a clear classifications for credit grades from “AAA” to “C”
given by Appendix A (below) associated with credit risk information with (annualized)
rate of default probability, and credit transition matrix, which are requited by PBC [4,
5] effectively on January 1, 2023!

Now as applications of Hammer (CAFÉ) Credit assessment, our case studies will
showHammer (CAFÉ) credit system’s capability in resolving three issues: “1) the rating
is falsely high; 2) the differentiation of credit rating grades is insufficient; and 3) the
poor performance of predicting early warning and related issues” in the current capital
market by comparing with true market performance provided by the most of CRAs in
China, and see more given by Yuan [20, 21] in details and the Sect. 2.4 below.
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2.4 The Applications of Hammer (CAFÉ) Assessment System on Capital
Markets in China

By following the previous studies established by Yuan et al. [22–24], which are as
applications of the CAFÉ Risk Assessment based on around 5,000 listed companies in
China with information before the end of 2020, we actually have the following main
conclusions incorporating by a number of case studies in this section and Yuan et al.
[22] for the comprehensive analysis by covering at least 8 sectors of listed companies.
they are:

1. The domestic listed companies with a credit rating being “AA” or above accounted
for about 10% of listed companies, and companies with a rating of “AAA” accounted
for only about 1% of listed companies. By compared with foreign countries such
as USA, the proportion of “AAA” level is about 2%-4%, and the corresponding
proportion of “AAA” level in Japanese listed companies is 3%-6%;

2. From the credit rating grades distribution of listed companies, the term structure of
default probability, and the performance for the detection results in terms of testing
by the ROC curve, our CAFÉ Credit is more able to characterize the credit risk of
China’s companies, and at the same time has better predictive capabilities.

The above general conclusions show that the CAFÉ credit system for capital markets
in China conduct a reasonable performance for credit rating for all listed companies.

3 The Conclusion with Brief Discussion and Remark

As mentioned in the beginning of this paoer, under the help of proxy bad samples for
default eventswhich are based on the penalty data released byCRSC for listed companies
and issuers of debts in financial markets in China, this paper first discusses how we
establish the so-called “Hammer (CAFÉ) Credit System” by applying Gibbs sampling
algorithm under the framework of bigdata analysis for the extract of features in depicting
bad or illegal behaviors by following “five step principle”. The Hammer (CAFÉ) credit
rating assessment system allows us to resolve three problems of the current credit rating
market in China which are: “1) the rating is falsely high; 2) the differentiation of credit
rating grades is insufficient; and 3) the poor performance of predicting early warning
and related issues”. In addition, the CAFÉ credit is developed by clearly defining the
“BBB” as the basic investment level in accordance with international standards in the
practice of financial industries with annualized rate of default probability, and the credit
transition matrix.

Second, by considering a simple fact that the reasonable size for default samples with
basic necessary information of issuers directly observed from the capital markets would
not be improved in a short term in China, we are able to develop a bigdata approach
to establish the “Hammer (CAFÉ) Risk Assessment System” which seems suitable to
financial markets in China under the framework by extracting risk features incorporating
Gibbs samplingmethod to identify and obtain reliable risk factors from the proxy default
(bad) samples. For related applications with more discussion in details, see Yuan [20,
21], Yuan et al. [22–26] and reference wherein.



208 G. X. Yuan et al.

Third, we realize that though Hammer (CAFÉ) Credit System established under the
framework of big data in this paper is capable to reveal the company’s risks, and the
comprehensive case studies given by the paper and those given by Yuan et al. [22] show
that the Hammer (CAFÉ) system is able to provide risk assessments of issues in China’s
capital market in the line with international standards to support the development of the
credit rating system for domestic financial industry, however, the term structure of default
probability rate established is only for one year long, and the credit transition matrix of
CAFÉ credit is still needed to be improved for “AAA”, “AA”, “A” and “CCC-C” grades
during to the development of capital markets in China by looking forward.

Before the ending of this paper, we also like to make a few remarks for a brief
discussion on what might happen from the perspective of credit rating agencies (CRAs)
on rating business in the practice related to financial industries in China, and even the
impact and influence to the East Asian Economics (see also, related discussion by Oh
[34], Joe and Oh [35], and Tian et al. [36]).

First, we like to point out that as No.2 position for the economy size in the world,
China must have a reliable credit rating system under a framework of financial way in
the line with the international standards accepted by international financial communities
in the practice, such as the “five step principle” discussed above in this paper. Thus
there exists a “competitive” environment on credit rating markets in China should be
first beneficial for the development of financial markets in Credit risk assessment by
emphasizing the quality on the financial risk assessments on issues and debts with such
as the exposure on the rates of default probability must be released by CRAs, which is
required to apply to all CRAs’ starting on January 1, 2023 by People’s Bank of China
(PBC) (the main regulatory body on financial markets in China) based on its official
announcement on Aug 6/2021 and Aug 18/2021 (see PBC [4, 5]), it seems to us this is
indeed a huge step!

Second, China began to start its open door policy on the credit business since around
2018/2019 to allow foreign ownership of CRAs, and currently only a few international
agencies ones like S&P and Fitch hold general credit rating licenses for business on
corporate and debt credit rating inside China, but we do think this is also the opportunity
for CRAs inside China, too as they always are facing the challenge raised by the practice
from the dynamic behavior of financial markets in China with rapid changes in daily
basis with Chinese characteristics (see the discussion by Tian et al. [36] and references
wherein for more discussion).

Overall, we are sure that the current practice of credit rating market in China with
three problems will be improved to meet the international standards with the risk expo-
sure such as the term structure of default probability rates, and associated credit transi-
tion matrix, this would also be the driving force to promote the healthy development of
financial markets globally.
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Appendix: The Framework for the Extraction of Features Based
on Gibbs Algorithms

The following is the framework for the extraction of risk features by using Gibbs
sampling algorithms (see Yuan et al. [23] for more in details).

Step 1: Assuming that the characteristic indicators depicting financial fraud follow
the Bernoulli distribution, the characteristic space formed by the characteristic factors
is initialized. Based on random sampling, the characteristics are classified according to
whether the coefficient is 0: those who are not 0 are recorded as 1:

A0 = (0, 1, 1, . . . , 0) ∈ {0, 1}m. (1)

where,m represents the number of features in the initialized feature space, and represents
A0 a subset in the initialized feature space.

Step 2: Via BIC (Bayesian Information Criterions) construct a standard that supports
random sample counting, and construct a distribution function for features, to:

PBIC(in = 1|I−n) = exp(−BIC(in = 1|I−n))

exp(−BIC(in = 0|I−n)) + exp(−BIC(in = 1|I−n))
(2)

where PBIC(i) the indicator transfer probability function, representing the nth feature,
I−n is in addition to in the other feature sets, the number of features in the initialized
feature space, I0 represents a subset in the initialized feature space, using the formula to
ensure that the feature subset shifts to a higher degree of fit, As a result, the salience of
the characteristic indicators that ultimately characterize financial fraud behavior can be
revealed.

Step 3: Determine the number of sample counts for the sample. The number of
sampling calculations is determined to reduce the computational complexity and ensure
that the results of the final indicator significance are achieved within the tolerable margin
of error. At this point, we need to set the error range due to the sample size. In order to
ensure the significance of the extracted feature calculation results, the sample size error
is usually recommended to be no more than 5%, and the corresponding formula is as
follows:

Std(p) =
√
p(1 − p)

M
<

√
1

4M
. (3)

When the analog error is controlled within 2 times of Std(p) by not bigger than
5% (for 2 standard deviations (i.e., 2 Std(p)), the number of sampling counts can be
obtained by the above formula M is 400 (times), In this way, the number of sample
counts can have the effect of reducing the computational complexity and ensuring the
distinctiveness of the features.
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Abstract. Community detection is of great importance to find hidden infor-
mation in complex networks. For this problem, local expansion algorithms are
becoming popular due to the low time complexity. However, most of them depend
heavily on seed selection or require setting some thresholds in advance, leading
to inaccurate partition. To this end, this paper proposes a self-adaptive two-stage
local expansion algorithm (SALEA) for community detection. Specifically, we
propose a self-adaptive strategy that can be used in SALEA for finding commu-
nities spontaneously. In the first stage, we apply the self-adaptive strategy for
nodes to conduct local expansion and get coarse community structures. In the
second stage, we apply the self-adaptive strategy for weak communities obtained
in the first stage to refine the coarse community structures and get more accu-
rate partitions. Finally, the experimental results on real and synthetic networks
demonstrate that SALEA is superior over several state-of-the-arts.

Keywords: Complex network · Community detection · Local expansion
algorithm · Self-adaptive strategy · Two-stage framework

1 Introduction

Complex networks have been used in numerous fields to describe many kinds of com-
plex systems, such as Internet networks and social networks. In these complex net-
works, there are always community structures which means the nodes in the same com-
munity have dense connection while the nodes between different communities have
sparse connection [1]. Detecting community structures accurately can find hidden infor-
mation in complex networks effectively. Therefore, community detection has drawn the
attention of numerous academics and it has emerged as a key tool in several fields,
including social science, network science, biological science, and so on [2].

Based on the different network information required, community detection algo-
rithms can be divided into two kinds generally. One kind is global algorithms which
apply information from the entire network to detect communities. Global algorithms,
such as hierarchical clustering [3,4], spectral clustering [5–7], and evolutionary com-
putation [8–11], can always get accurate and reasonable results according to the global
information obtained. However, due to their high time complexity, the majority of them
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 215–230, 2022.
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cannot be employed for large-scale complex networks. Another kind is local algorithms
which utilize local information instead of global information to detect communities.
Local algorithms, including random walks [12,13], label propagation [14,15], and so
on, can detect communities in a short time because of their acceptable time complexity.

Local expansion [16–23] is one kind of popular local algorithm. Two main ways can
achieve local expansion. One way is expanding from specific seeds. It requires selecting
one seed node by computing the local property index first. Then, to optimize the parti-
tion, it merges nearby nodes of the seed node using the predetermined rules or metrics.
As a result, the local expansion process end and the final partition can be created. It
is obvious that local expansion algorithms can make full use of local information and
reduce computational time effectively. The other way is connecting all pairs of nodes
which are based on local similarity. Instead of finding the seeds and conducting local
expansion based on the seeds, they pay more attention to the local property for each
node. They select the closest or the most similar node for each node and make them
a pair. Based on these pairs of nodes, they can reconstruct a simpler network and find
connected component in the network, where each connected components can be viewed
as a community.

The aforementioned local expansion algorithms for community detection have
shown their good performance in complex networks. However, for the first method of
local expansion, their performances depend heavily on the position of seeds. A sound
method for choosing seeds can select nodes that may exist in its community more accu-
rately and completely, whereas a poor method is likely to produce subpar results. Mean-
while, most of them require setting some thresholds and metrics in advance at the local
expansion process, such as the threshold of fitness [16] and modularity [24], which may
influence the precision of partition. Moreover, nodes that are far from the center of the
network can easily be ignored [25]. For the second method of local expansion, there
may exist many communities which only contain small amounts of nodes because of
lack of global knowledge. Hence, most of them require setting a parameter λ in advance
for the community size to merge these incomplete communities into complete ones.
However, these two methods also exist some weaknesses. For one thing, the parameter
may influence the results greatly and an inappropriate setting may lead to inaccurate
partition. For another, if we merely care about the community size, the internal topo-
logical structure of the community will be neglected.

To this end, in this paper, we propose a self-adaptive two-stage local expansion
algorithm for community detection. In the algorithm, we suggest a self-adaptive strat-
egy for local expansion and global merger in the two stages. Note that the proposed
self-adaptive strategy can detect communities spontaneously without any parameter.
Specifically, in the first stage, we apply the self-adaptive strategy for local expansion.
Thus, we mainly take account of the property of the last added nodes and the center of
the community can keep updated. As a result, the nodes at the edge of networks can
also be easily checked and accurately determined whether to add a community without
any thresholds and extra metrics, which can get coarse community structures quickly.
However, it may form weak communities which are incomplete and only contain small
amounts of nodes. To refine these coarse community structures, the same self-adaptive
strategy can be applied in the second stage and weak communities can merge accurately
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and effectively. In the global merger process, we not only need to consider the internal
topological structures of the communities but also compute the local similarity between
weak communities and neighboring communities. Specially, the main contributions of
this paper can be summarized as follows.

1. A self-adaptive local expansion strategy is suggested for local expansion and global
merger two stages. The local expansion process can start from any node or weak
community and put its closest neighbor into the same community with it. Then
the closest neighbor can be viewed as the new start node and continue to conduct
expansion. The process will be repeated until the size of the community achieves
the maximum. Different from existing algorithms, the process of local expansion
with the rule of local similarity is self-adaptive and can stop spontaneously. By the
self-adaptive process, we can get a reasonable and accurate network partition.

2. Based on the proposed self-adaptive local expansion strategy, a two-stage algorithm
named SALEA is suggested for community detection. In the first stage, we apply the
proposed self-adaptive strategy and traverse each node so that we can form coarse
community structures in a short time. Then we select weak communities that have
no real sense of community structure. By traversing weak communities and applying
the self-adaptive strategy for them, we can refine coarse community structures in the
second stage. Thus, we get more accurate community structures.

3. The effectiveness of the proposed SALEA is verified on both real-world networks
and synthetic networks. Experimental results demonstrate that the proposed SALEA
performs better than several state-of-the-art and representative local expansion algo-
rithms for community detection on complex networks.

2 The Proposed Algorithm SALEA

In this section, we will present the proposed SALEA method for community detection
on complex networks. First, we present the general framework of the self-adaptive two-
stage algorithm, and then elaborate how the self-adaptive strategy is used in the two
stages.

2.1 The General Framework of SALEA

In the proposed SALEA, a self-adaptive strategy is proposed to detect communities
spontaneously. Based on the proposed self-adaptive strategy, the SALEA consists of a
self-adaptive local expansion stage and a self-adaptive global merger stage. In the first
stage, we randomly select nodes and apply the proposed self-adaptive strategy so that
can form one community. Then we choose another node from the rest nodes which are
not traversed and also apply a self-adaptive strategy which can form another community.
The process will be repeated until each node is traversed. In this way, we can get initial
communities and isolated nodes. Next, we consider the local property of the isolated
nodes and find their nearest nodes with greater centrality (NGC node) [26]. Then we
need to merge the isolated nodes into the communities containing their NGC nodes.
Thus, we can get coarse community structures quickly.

However, most initial communities only contain small amounts of nodes and are
viewed as weak communities that have no real sense of real community structure. To
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Algorithm 1: General Framework of SALEA
Input: Network G(V , E)
Output: F : Final solutions;
1: C ← ∅; //store initial communities and isolated nodes in the first stage
2: F ← ∅

Stage1: Self-Adaptive Local Expansion Stage
3: while V �= ∅ do
4: [V1] ← LocalExpansion(V , E);
5: V ← V − V1;
6: C ← C ∪ {V1}
7: end while
8: I ← get all isolated nodes;
9: C ← merge isolated nodes I into initial communities C which contain their NGC nodes;

Stage2: Self-Adaptive Global Merger Stage
10: while C �= ∅ do
11: [C1] ← GlobalMerger(C, G);
12: C ← C − C1;
13: F ← F ∪ {C1}
14: end while

refine the coarse community structures, we view all weak communities as seed nodes
in the second stage. Specifically, each seed node is required to be traversed and the
self-adaptive strategy is used again. As a result, we can get more accurate community
structures. Algorithm 1 presents the main procedure of the proposed SALEA. In the
following, we present the proposed self-adaptive strategy and illustrate how to apply it
in the two stages.

2.2 Self-adaptive Strategy

In this section, a self-adaptive strategy is proposed for local expansion and global
merger. The strategy can be used for nodes and weak communities. The self-adaptive
strategy for nodes can be applied in the first stage and the self-adaptive strategy for
weak communities can be applied in the second stage.

Self-adaptive Strategy for Node. In the local expansion stage, each node can be
viewed as a seed node. Thus, we can randomly choose one node v0 from the network
as a start node and put the node into a new local community. Then we select the start
node’s closest node v1 and include it into the newly created community. However, if
node v0 do not have the closest node, the node will be identified as an isolated node.
Next, we view the closest node as a new start node and continue to find its closest node
v2. If v2 and v0 are the same nodes, the local expansion process will stop. Otherwise,
node v2 will also be included in the newly created community. When the next closest
node vn has been in the newly created community, we are unable to find new nodes and
the process should stop.

When a community has formed, we may find that the closest nodes of other untra-
versed nodes exist in the community. If this happens, let these nodes be included in the
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Fig. 1. An illustrative example of the proposed self-adaptive strategy.

newly created community so that the partition can be completed. In this way, we can
get the coarse community structures. Figure 1 gives an example of illustrating the self-
adaptive strategy. In this figure, the directed edge between node v0 and v1 means node
v1 is the closest node to node v0. The process will stop until the closest node of node v4
has existed in the newly created community, just like node v3 or node v2. If there exist
nodes like v5 and v6 which are not included in the community at first, we need to merge
them into the community.

Self-adaptive Strategy for Weak Community. We randomly select set C of nodes in
a weak community that has no real sense of community structure as a seed and create
a new final community F1 to store it. Next, we get the set NB of all its neighboring
initial communities’ nodes and choose the pair of nodes (vC , vNB) that are the most
similar nodes between set C and NB, where vC is a node in set C and node vNB is
another node in set NB. Then, we put the community CNB which contains node vNB

into final community F1 and community CNB is considered as the closest community
of C. In this way, we can refine coarse community structures and get more accurate
community structures. If community CNB and other subsequent communities satisfy

– Condition 1: The community is a weak community.
– Condition 2: The community does not exist in the newly created community F1.

then they can be viewed as a new seed and continue to merge with other initial commu-
nities. Otherwise, the process of merger for community C will stop.

In summary, we can conclude that the proposed self-adaptive strategy can detect
communities spontaneously without setting any parameter.

2.3 Self-adaptive Local Expansion Stage

Similarity Evaluation. To evaluate the similarity between two nodes, we use the defi-
nition of the common neighbors [27] of adjacent nodes vi and vj , shown in formula 1.

CNij = |Γ (i) ∩ Γ (j)| (1)

where Γ (i) and Γ (j) are the sets of neighbors of node vi and vj , respectively. Remark-
ably, the value of CNij represents the sharing neighbors’ number of node vi and vj .
We find that the more neighbors two nodes share, the higher local similarity of the two
nodes has. When node vk has the highest local similarity with node vi among all the
neighbors of node vi, we call vk is the closest node of vi and both nodes always exist
in the same community.



220 H. Shan et al.

Self-adaptive Local Expansion. Since we have computed the similarity between adja-
cent nodes, we can apply the above-mentioned self-adaptive strategy for nodes to form
initial communities. However, the closest node of a node requires to be similar to the
node and has good centrality. If one node has several candidate closest nodes which
share the same number of neighbors with it, we choose the node which has the largest
value of degree as the closest node of the node, because the node which has the most
number of neighbors has a better centrality comparing other nodes. Algorithm 2 sum-
marizes the details of local expansion in complex networks.

Algorithm 2: LocalExpansion
Input: Network G(V , E)
Output: V C : Nodes exist in one community;
1: v ← randomly select one node from the network;
2: V C ← v;
3: NB ← get neighbors of node v;
4: vCN ← get the closest node of v fromNB;
5: while vCN �= ∅ do
6: v ← vCN ;
7: V C ← v ∪ V C;
8: NB ← get neighbors of node v;
9: Candidate1 ← get the closest node of v fromNB;
10: vCN ← Candidate1 − V C;
11: end while
12: Candidate2 ← find other nodes which aren’t in the community but their closest nodes in it;
13: V C ← V C ∪ Candidate2

Isolated NodesMerger. After the self-adaptive local expansion stage, we can get initial
communities and isolated nodes. It is obvious that one isolated node cannot be viewed
as one community. Therefore, we require to merge these isolated nodes into neighbor-
ing initial communities. The community which contains the high centrality node can
always appeal to the isolated nodes. To measure the centrality of one node, we adopt
the formula [26]

centrality(v) = deg(v) +
∑

u∈Γ (v)

(deg(u) +
∑

w∈Γ (u)

deg(w)) (2)

where deg(x) is the degree of node x and Γ (x) is the set of neighbors of x. When
centrality values of all neighbors of an isolated node have been calculated, we choose
the maximum among them as its nearest nodes with greater centrality (NGC node) and
merge the isolated node into the community which contains the NGC node. Thus, we
can get the coarse community structures. Figure 2 describes what is isolated node and
how to merge it into initial communities. Nodes {v1, v2, v3} and nodes {v4, v5, v6, v7}
are identified as two communities. Since no nodes share common neighbors with node
v0, it is identified as an isolated node. We calculate the centrality of node v2 and v4,
and get the values of 26 and 52, respectively. Therefore, we merge nodes v0 into the
community {v4, v5, v6, v7}.
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Fig. 2. An illustrative example of an isolated node and its merger process.

2.4 Self-adaptive Global Merger Stage

After self-adaptive local expansion, the coarse community structures can be obtained
quickly. However, we find that some initial communities not only have dense connec-
tions internally but also have close connections externally. We call these initial commu-
nities weak communities which are required to global merge in the second stage. The
reason why weak communities are formed is that they have very dense connections in
the local areas and are unable to expand further.

Seeds Selection. Since any weak community can be chosen as a seed, we need to
identify what is weak community quantitatively. Thus, we define the index of weak
community extent (WCE)

WCE = β × outdegree(C) − indegree(C) (3)

where outdegree(x) is the number of edges between community x and other neighbor-
ing nodes and indegree(x) is the number of edges in community x. The parameter β
can evaluate the quality of C and a higher value of β means that more communities can
be chosen as seeds, which is always set as 2. If the value of WCE is greater than zero,
we think the community does not have a good community structure and is identified as
a weak community. All weak communities among communities will be viewed as seeds
in the second stage.

Self-adaptive Global Merger. Since the seeds of the second stage have been
chosen, a self-adaptive strategy for weak communities can be applied in the sec-
ond stage. However, if there exist two or more pairs of nodes (vNB1, vC1),
(vNB2, vC2), ..., (vNBn, vCn, ) which share the same number of common neighbors,
we are supposed to find the pair that the node in set NB has the most centrality to the
node in set C. The index to evaluate the centrality has been given

centrality(x, y) =
degree(x)
degree(y)

(4)
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Algorithm 3: GlobalMerger
Input: Network G(V , E); Initial Communities Ci, i = 1, 2, ..., n
Output: F : a final community partition;
1: IC ← randomly select an initial community from C;
2: F ← IC;
3: if IC is a weak community then
4: NB ← get nodes of neighboring communities of IC;
5: ICCN ← get the closest node in NB of nodes in IC;
6: ICNB ← get the initial community which contains ICCN ;
7: F ← F ∪ ICNB ;
8: while ICNB �= ∅ and ICNB is a weak community do
9: IC ← ICNB ;
10: NB ← get nodes of neighboring communities of IC;
11: ICCN ← get the closest node in NB of nodes in IC;
12: Candidate1 ← get the initial community which contains ICCN ;
13: ICNB ← Candidate1 − F
14: F ← F ∪ ICNB ;
15: end while
16: Candidate2 ← find other communities which aren’t in the set but their closest

communities in it;
17: F ← F ∪ Candidate2
18: end if

where degree(x) denotes the degree of node x. In this part, x is the node in set NB
while y is the node in set C. The pair (vNBi, vCi) having the largest centrality(x, y)
is chosen and vNBi is viewed as the closest node of vCi.

Isolated Communities Merger. When we traverse all the weak communities and get
several new final communities Fi, i = 1, 2, 3, ..., n, there exist the rest of the initial
communities which are not traversed. These k initial communities called isolated com-
munities will be put into newly created final communities Fi, i = n+1, n+2, ..., n+k
respectively, which do not need extra merger. Thus, we can refine the coarse commu-
nity structures and get more accurate community structures. Algorithm 3 presents the
details of the global merger stage.

2.5 Complexity Analysis

Let the number of nodes in the network G be n and the number of edges in the network
G bem. The computational complexity of SALEA consists of two main stages (i.e. self-
adaptive local expansion stage and self-adaptive global merger stage). In the first stage,
each node is viewed as a seed node so that neighbors of them and neighbors of neighbors
of them require to be checked. Therefore, we suppose the largest node degree is d and
the complexity of the first stage isO(n×d×d). After the first stage, we can get the initial
communities. Let the number of these communities be k. Thus, the average size of
initial communities is n/k. If the maximum number of initial communities’ surrounding
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communities is k1, the complexity of the second stage is O(k×(k1×n/k)2). However,
the local similarity between nodes in adjacent communities has been calculated in the
first stage so that the complexity of checking each community can be simplified from
O(n/k) to O(1). Thus, the complexity of the second stage is O(k × k2

1). Hence, the
computational complexity of SALEA is O(n × d2 + k × k2

1).

3 Experimental Results

In this section, we empirically verify the performance of the proposed SALEA by com-
paring it with several state-of-the-art and representative local expansion algorithms on
both real-world and synthetic networks. In the following, we introduce experimental
settings including five baseline algorithms, test data sets and evaluation metrics and
then analyze the experimental results of the proposed SALEA.

3.1 Experimental Settings

Comparison Algorithms. In this paper, five local expansion algorithms have been
chosen to be comparison algorithms, namely Louvain [28], label propagation algorithm
(LPA) [29], LSMD [19], ASOCCA [23] and BLI [22]. Note that Louvain, LPA and
LSMD are algorithms that use the first way of local expansion, while ASOCCA and BLI
are algorithms that use the second way of local expansion. With the exception of BLI, all
compared algorithms’ source codes were obtained from the authors of those algorithms.
For BLI, we have tried our best to optimize the code and make it run as effectively as
we can to allow for a fair comparison. All experiments in this paper are conducted
on Legion Y7000 2020 with an Intel(R) Core(TM) CPU i5-10300H, 2.50GHz, 16GB
memory.

Test Data Set. Experiments are conducted on both real-world and synthetic networks.
We adopt four real-world networks as test data sets including Zachary’s [30] karate
club, dolphin social network [31], American college football [32] and books about U.S.
politics [32], which all have ground truth community structures. The characteristics of
the four real-world networks are given in Table 1.

Table 1. Real-world networks with different characteristics.

Real networks #Nodes #Edges Ave. Degree Real clusters

karate 34 78 4.59 2

dolphin 62 159 5.13 2

football 115 613 10.66 12

polbook 105 441 8.4 3

Since LFR networks developed by Lancichinetti et al. [33] can reflect several sig-
nificant characteristics of complex networks, we also adopt them as synthetic networks
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Table 2. LFR networks with different characteristics.

Group LFR networks #Nodes Mixing parameters

Group1 LFR1 1,000 0.35

LFR2 2,000 0.35

LFR3 3,000 0.35

LFR4 4,000 0.35

LFR5 5,000 0.35

LFR6 10,000 0.35

Group2 LFR7 10000 0.1

LFR8 10,000 0.2

LFR9 10,000 0.3

LFR10 10,000 0.4

LFR11 10,000 0.5

LFR12 10,000 0.6

to test the performance of algorithms in community detection. LFR networks include
much information determined by kinds of parameters, such as node number N , average
node degree k, mixing parameter μ and so on. We can adjust these parameters to syn-
thesize networks having different properties. Two groups of LFR networks are used as
test data sets. The first group of LFR networks have different node numbers including
1,000, 2,000, 3,000, 4,000, 5,000 and 10,000. The mixing parameter of the first group is
set to 0.35. The second group of LFR networks has different mixing parameters includ-
ing 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6. The node number of the second group is set to 10,000.
For the two groups of LFR networks, the remaining important parameters are set as fol-
lows. The average node degree k is set to 50, the maximal node degree maxk is set to
100, the clustering coefficient is set to 0.55 and other parameters not mentioned remain
default values. The characteristics of these LFR networks are given in Table 2.

EvaluationMetrics. To assess the performance of algorithms, two widely used metrics
are adopted. The first one is normalized mutual information (NMI) [34], which can
measure the similarity between the true community partition and the result detected by
an algorithm. Formally, it can be defined as

NMI =
−2

∑m(X)
i=1

∑m(Y )
j=1 nij log(

nij∗N
nXi

∗nXj
)

∑m(X)
i=1 nXi

∗ log(nXi

N ) +
∑m(Y )

j=1 nXj
∗ log(

nXj

N )
(5)

where the number of communities in partition X can be denoted as m(X), the nodes
number in the network can be denoted as N and the number of sharing nodes between
community i in partition X (i.e. Xi) and community j in partition Y (i.e. Yj) can be
denoted as nij . Meanwhile, the number of nodes in Xi can be denoted as nXi

and the
number of nodes in Yj can be denoted as nYj

. The more similar between the ground
truth and community structure detected by an algorithm are, the larger value of NMI
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is. The range of NMI value is supposed to be in [0,1]. If partition A detected by an
algorithm is the same as the ground truth B, NMI(A, B) = 1, while if A is completely
different from B, NMI(A, B) = 0.

The second metric is adjusted rand index ARI [35]. Formally,

ARI =

∑m(X)
i=1

∑m(Y )
j=1

(
nij

2

) − Ω
[∑m(X)

i=1

(nXi
2

)
+

∑m(Y )
j=1

(nYj

2

)]
/2 − Ω

(6)

where Ω can be denoted as

Ω =
m(X)∑

i=1

(
nXi

2

)
∗

m(Y )∑

j=1

(
nYj

2

)/(
N

2

)
(7)

Like NMI , ARI is another kind of metric which can measure the accuracy of the
partition results. The range of ARI value is supposed to be in [-1,1]. A large value of
ARI always means the good performance of an algorithm.

Table 3. NMI and ARI of the six algorithms by averaging over 10 runs on the real-world
networks.

Network Metric Lovain LPA LSMD BLI ASOCCA SALEA

karate NMI_avg 0.66 0.82 1 0.83 0.83 1

NMI_std 0.03 0.11 0 0 0 0

ARI_avg 0.52 0.84 1 0.88 0.88 1

ARI_std 0.03 0.11 0 0 0 0

dolphin NMI_avg 0.52 0.62 0.88 0.32 0.54 1

NMI_std 0.04 0.11 0 0 0 0

ARI_avg 0.34 0.50 0.93 0.29 0.39 1

ARI_std 0.03 0.16 0 0 0 0

football NMI_avg 0.86 0.87 0.85 0.88 0.75 0.88

NMI_std 0.01 0.03 0 0 0 0

ARI_avg 0.73 0.74 0.66 0.77 0.51 0.77

ARI_std 0.04 0.09 0 0 0 0

polbook NMI_avg 0.50 0.39 0.45 0.45 0.50 0.54

NMI_std 0.01 0.20 0 0 0 0

ARI_avg 0.59 0.46 0.59 0.50 0.62 0.60

ARI_std 0.03 0.24 0 0 0 0

3.2 Experiments on Real-World Networks

In this section, we test the effectiveness of the proposed SALEA on real-world net-
works. Table 3 lists the averages and standard deviations of NMI and ARI of the six
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algorithms for community detection averaging over 10 runs on the four real-world net-
works. As shown in the table, the SALEA achieves the best average values of NMI
among all the algorithms on all test data sets while it achieves the best average values
of ARI on the three test data sets and the second best average value of ARI on the one
test data set.

To further illustrate the effectiveness of the proposed SALEA, we take the karate
network as an example. As shown in Fig. 3(a), the karate network can be divided into
four communities by Louvain. Although nodes in the same community have close con-
nection, some nodes between different communities also have dense connection. Since
Louvain pursues modularity-based optimization, the partition results may be different
from the ground truth community structure. Hence, they cannot achieve a high value of
both NMI and ARI .

Fig. 3. The karate network detected by Louvain and SALEA. Nodes having the same colour are
in the same community. (a) The partition result detected by Louvain. (b) The partition result
detected by the proposed SALEA.

As shown in Fig. 3(b), we can clearly find that SALEA can merge four communities
into two communities, because it makes full use of the local property of each node
and doesn’t need to set extra metrics for community in advance, which can improve
the partition accuracy. For BLI and ASOCCA, both of them can also expand further
and form two communities, but they ignore the neighbors’ properties of the isolated
nodes and are unable to deal with them accurately. In other data sets, both of them
are also unable to solve small size communities problem just like Louvain because the
parameter λ for community size cannot be set accurately in advance. For LPA, the
algorithm has large randomness and the result is not stable so it cannot always have an
accurate partition.

3.3 Experiments on LFR Networks

Since the proposed SALEA has the best performance among all comparison algorithms
on the four small real-world networks, to further verify the effectiveness of SALEA on
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large networks, we conduct experiments on LFR networks. Since the ASOCCA has an
enumeration process which makes him run out of memory, we exclude it in the LFR
network experiment. The results of five algorithms averaging over 10 runs on the first
group have been presented in Fig. 4. It is obvious that the NMI and ARI values of the
proposed SALEA are always the best compared to other algorithms no matter the size
of node’s number in the networks. Thus, the effectiveness of the proposed SALEA in
LFR networks which have different node numbers can be verified.

The results of the five algorithms averaging over 10 runs on the second group have
been presented in Fig. 5. As shown in the figure, the larger mixing parameter value
becomes, the more difficult detecting community structure accurately is, namely the
smaller NMI and ARI value is. Nonetheless, the NMI and ARI of the proposed
SALEA can take the lead in all cases.

In summary, we can conclude that the proposed SALEA can detect communities
accurately on both real-world and LFR networks.

Fig. 4. NMI and ARI of the five algorithms by averaging over 10 runs on the LFR networks
having different node numbers. (a) NMI of the five algorithms. (b) ARI of the five algorithms.

Fig. 5. NMI and ARI of the five algorithms by averaging over 10 runs on the LFR networks
having different mixing parameters. (a) NMI of the five algorithms. (b) ARI of the five algo-
rithms.
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4 Conclusion and Future Work

In this paper, we proposed a self-adaptive two-stage local expansion algorithm named
SALEA for community detection. In SALEA, a self-adaptive strategy has been sug-
gested to form accurate and reasonable partitions, which can be applied in the two
stages. Specifically, the proposed self-adaptive strategy was applied for traversing each
node so that the coarse community structures can be found in a short time. Then, in
the second stage, the self-adaptive strategy was also applied for traversing each weak
community to refine the obtained coarse community structures. Thus, we can get more
accurate community structures. The effectiveness of the proposed SALEA for com-
munity detection has been demonstrated by the experimental results on real-world and
synthetic networks.

There still exists SALEA-related work that deserves to be looked into more thor-
oughly. For simplicity, we only detect the non-overlapping communities on unsigned
networks in this paper, in the future, we would like to extend SALEA by exploring
other kinds of networks, such as dynamic networks and signed networks. Moreover, it
is also interesting to extend SALEA for detecting overlapping communities. Last but
not least, it is very interesting to exploit the community structure obtained by SALEA
to further improve the performance of other tasks in complex network analysis such as
link prediction [36] and influence maximization [37].
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Abstract. Collaborative filtering-based recommender systems are vul-
nerable to shilling attacks. How to detect shilling attacks has become a
popular research direction. Some recent works have applied deep learn-
ing to the field of shilling attack detection. However, most of the exist-
ing deep learning-based shilling attack detection models are based on
user-item scoring matrices, which do not apply manual scoring features
well and cannot be used to detect cold-start shilling attackers. Thus, we
propose a shilling attack detection algorithm based on Supervised Pro-
totypical Variational Auto-Encoder (SP-VAE). Specially, SP-VAE can
obtain a unified user-profile representation that can be easily used to
down-stream applications of shilling attack detection classifiers. Then,
the algorithm constructs the prototype representation of various shilling
attacker, and a classifier is used to classify various shilling attack users
and normal users. The experimental results show that our method con-
sistently outperforms the traditional method in the case of cold-start
profile of the shilling attack.

Keywords: Recommendation system · Shilling attack detection ·
Prototype network · Variational auto-encoder · Neural networks

1 Introduction

With the rapid development of e-commerce technology, the data and information
on the Internet have shown an explosive growth trend. Faced with such a large
amount of information, it is often difficult for users to select a service or prod-
uct and find the target they need. Ordinary search engines can no longer meet
users’ needs for accurate and fast access to information. In order to solve this
problem, the recommendation systems are generated. Recommender systems are
technologies that filter and push information based on users’ own characteristics,
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and are an important tool to solve the information explosion problem. Collab-
orative filtering [1] is one of the most widely used and mature algorithms in
recommendation systems. Many well-known e-commerce recommendation sys-
tems are designed based on collaborative filtering algorithms, such as Amazon,
YouTube and Facebook [2].

However, due to the characteristics of the collaborative filtering algorithm
itself, there are serious security issues with the recommender system. Some
fraudulent users influence the recommendation results of the system by injecting
fake user profiles into the recommendation system. An attacker may increase or
decrease the frequency of recommendations for certain products to change the
product sales according to his own purpose. This kind of attack performed by
fraudulent users is called shilling attack [3]. Shilling attacks not only mislead
users’ choice of products, but also cause unfair competition to normal merchants,
resulting in large economic losses and seriously affecting the healthy development
of e-commerce. Therefore, how to detect attacking users and ensure the security
and recommendation quality of collaborative filtering recommendation system
has become an important research direction.

In order to resist the impact of shilling attacks on recommendation systems,
many researchers in China and abroad have been working on shilling attack
detection methods and robust recommendation algorithms [4–6]. According to
the degree of use of prior knowledge, shilling attack detection methods can
be divided into supervised learning, unsupervised learning and semi-supervised
learning. For supervised learning-based models, this is considered as a classi-
fication problem. That is, normal users and different shilling attack types are
regarded as different categories, and then the shilling attack user detection is
realized by constructing multi-classifiers with manually constructed features. For
the unsupervised model of shilling attack detection, it is usually implemented
based on a user-item rating matrix and must satisfy certain priori assumptions
to complete the detection of shilling attacks. Semi-supervised learning usually
starts with classifier learning based on the training dataset, and then tunes
the classifier by analyzing the distribution characteristics of the test dataset.
With the increasing use of deep learning in the field of data mining and recom-
mender systems, there are several approaches to improve the detection accuracy
of shilling attack by applying deep learning techniques [7,8].

Although new advances have been made in shilling attack detection through
deep neural network models, current approaches do not address how to learn
a set of manually constructed features. Unsupervised learning, such as varia-
tional autoencoder (VAE) [9] has achieved excellent performance in capturing
outliers in the outlier detection domain. However, if applied directly to shilling
attack, which could lead to reduce the detection effect with the unsupervised
VAE model, especially when the number of manually constructed features is
small. That is, the VAE model does not adequately express the classification
between normal user profiles and shilling attack user profiles. In addition, some
sophisticated shilling attackers escape detection by existing shilling attack detec-
tion algorithms by scoring only a small number of items, and the class of users
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is known as cold-start shilling attackers [10]. It is difficult to construct effective
behavioral profiles for new coming shilling attackers, especially for cold-start
shilling attackers.

To address this problem, we propose a Supervised Prototype Variational
AutoEncoder (SP-VAE) based detection method in a recommender system.
First, we construct features of attacking users and normal users based on the
attack model of the shilling attack, and then inject them into the dataset to con-
struct a training set and a test set to numerically label normal users and multiple
attacking users. Next, we compute 11 feature values for all users, including the
injected fake users, and form feature vectors using the user labels and these fea-
ture values. Moreover, we train the feature vectors for all users in the training
set using the supervised variational autoencoder model and the prototype net-
work approach. On the MovieLens dataset, we verify that the SP-VAE shilling
attack detection method improves detection performance and demonstrate the
effectiveness of the detection algorithm in the face of multiple shilling attacks.
Our major contributions are summarized as follows:

• We design a supervised variational autoencoder method, which is an end-to-
end learning process using a supervised variational autoencoder function for
characterizing the feature representation of the training set.

• We propose a multi-task SP-VAE model for shilling attack detection, in which
the feature representation and the prototype representation of the classifica-
tion are learned, respectively.

• We conduct experiments on the real-world datasets to demonstrate the effec-
tiveness and efficiency of our proposed method.

2 Related Works

2.1 Traditional Maching Learning-Based Models

The problem of resisting the impact of shilling attack detection is essentially
a classification problem, which classifies users into normal users and shilling
attack users. Traditional machine learning-based models can be classified into
three categories: supervised-based models, unsupervised-based models, and semi-
supervised-based models.

Supervised learning-based detection methods require analyzing features that
can effectively describe an attack, extracting a set of feature values, constructing
a classification model by traditional machine learning-based methods, and then
using that classification model to detect a shilling attack. Chirita et al. [11]
first proposed to detect shilling attacks based on various features of the labeled
user, and detect average and random attacks, respectively. Williams et al. [12]
systematically defined detection metrics based on previous work and proposed a
shilling attack detection method based on decision trees and feature attributes.
The method further analyzes the feature differences between shilling attack user
profiles and real user profiles, and extracts a series of high-performance detection
attributes.
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Unsupervised learning-based detection methods are good for detecting
unknown shilling attacks, but the methods rely on prior knowledge and need to
satisfy the assumption that shilling attack users are extremely similar. Ohma-
hony et al. [13] first used clustering methods to detect shilling attacks. They mod-
ified the clustering method used in reputation reporting systems to detect fraud-
ulent users of attack target items. Then several scholars proposed various unsu-
pervised algorithm-based methods for shilling attack detection, Bhuamik [14]
proposed a method based on K-mean classification, and Cheng and Hurley [15]
proposed a method based on PCA, which has been shown to outperform other
unsupervised methods. Yang et al. [16] proposed an unsupervised method based
on graph mining to detect shilling attackers.

Semi-supervised learning-based detection methods combine the information
of labeled users with the distribution pattern of unlabeled user data, providing
better detection performance than supervised and unsupervised methods. Wu et
al. proposed a semi-supervised learning-based shilling attack detection method,
HySAD [17]. The core part of the learning process is based on a semi-supervised
plain Bayesian approach, which uses maximum likelihood to estimate parameter
values and iterative solutions using a similar EM algorithm. Cao et al. [18]
and Wu et al. [19] proposed a new semi-supervised learning-based detection
method, semi-SAD, which can use both labeled and unlabeled user profiles. And
then, they proposed another semi-supervised hybrid learning model hPSD [20],
which combines user features with user-product relationships for shilling attack
detection and achieves good detection results.

2.2 Deep Neural-Based Models

In recent years, deep neural network learning techniques have achieved great
success in natural language processing, computer vision, personalized recom-
mendation [21,22]. Currently, many scholars have applied these techniques to
the attack detection of recommendation systems.

Tong et al. proposed a new method CNN-SAD [8] based on convolutional
neural network and social perception network (SAN). Because the deep features
implemented can describe the user’s rating behavior more accurately than the
features designed manually, the proposed method can detect the attack more
effectively. Hao et al. [7] analyzed the user’s behavior from the user rating matrix,
user adjacency matrix and other angles. The stacked denoising autoencoder was
used to automatically extract user features. On the basis of principal component
analysis, the features extracted from multi-view were effectively combined, and
SVM was used as a classifier to generate detection results. Xu et al. designed
a double-attention recurrent neural network (HDAN) [23] for the behavior of
defamatory users to give opposite evaluations between scores and comments,
and used the improved GRU network to calculate whether the comments were
positive or negative. Hao et al. [24] proposed an integrated attack detection
method using deep sparse autoencoder to automatically extract features based
on the time preference information of user rating items.
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2.3 Prototypical Network

Jake Snell et al. [25] proposed a prototype network that can be used for few-shot
learning. The network can recognize new categories that have never been seen
during the training process, and only a small amount of sample data is needed for
each category. The prototype network maps the sample data from each category
into a space, and extracts their mean value to represent the prototype of the
category. Using Euclidean distance as the distance metric, the training makes
the distance of this type of data to the prototype of this type the closest, and the
distance to other types of prototypes is farther. When testing, it uses softmax
to process the distance from test data to the prototype of each category to
determine the category label of test data. We apply this method combined with
the VAE method to detect the shilling attacks with cold-start conditions.

3 Preliminaries

In this section, we first introduce the background of shilling attacks against
collaborative filter-based recommender systems.

3.1 Problem Definition

Suppose there are M users U = {u1, u2, · · · , uM} and N items I =
{I1, I2, · · · , IN} (e.g. products, service, check-ins) in the e-commerce platforms,
Rui = {0, 1, 2, 3, 4, 5} denotes user u has rated item i and R ∈ R

M×N is the
rating matrix. The positive feedback rating 1–5 indicates that the user has rated
the item, while the rating 0 is an unknown entry. A rating usually accompa-
nied by this other information, such as comments, rating time, etc. The goal
of recommender system model is used to build a model to predict the scores of
unknown entries with positive feedback ratings and obtain the top-k items for
the user that would be interested in.

The goal of shilling attackers is to promote or suppress a set of target items
with many attack strategies and destroy the actual recommendation effectiveness
of the recommendation systems. Each attack profile is divided into four parts:
selected items, filler items, unrated items and target item [26]. To be specific,
the selected items and the filler items are used to the selected items for specific
attack purposes and the randomly selected items, while the target item is the
items that need to attack. Meanwhile, for each injection attack, the attackers
usually choose one or many attack strategy to fix each attack profile. The basic
attack strategies are random attack, average attack, bandwagon attack, segment
attack, and etc.

In this paper, the objective of our shilling attack detection task is to spot
various attackers with different attack strategies. In a recommender system, the
user’s behavior footprints, user rating time, rating strategies, etc. all indirectly
reflect whether the user is an attack user. Thus, it is common to define a number
of statistical characteristics for each user to indicate their own characteristics. For
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user u, we can generate K-dimension dense feature vector Xu ∈ R
K to construct

their pre-defined behavior property. We utilize X to denote the feature matrix
of all users. Based on these preliminaries, the shilling attack detection task can
be defined as follow:

Definition 1. Shilling Attack Detection. Given a training set Xtrain and
its label set Ytrain, the aim of shilling attack detection is to detect the shilling
attackers in the test set Xtest, where X = Xtrain∪Xtest and Ytrain = {0, 1}|Ytrain|

j=1

(0 is the normal user and 1 is the shilling attacker).

3.2 Feature Generation

According to the differences in scoring methods between trust attack users and
normal users, We choose 11 features to describe the differences between shilling
attack users and normal users in total, including Entropy, DegSim, LengthVar,
RDMA, WDMA, WDA, FMD, MeanVar, FMV, FMTD, and TMF. The above
feature indicators describe the differences between normal users and shilling
attack users from different attack types, and achieve good results.

4 Approach

4.1 Framework

In this section, we detect the shilling attacker with the SP-VAE model. Figure 1
shows the framework of proposed model, where N and S is the classification of
normal users and shilling attackers. It consists of two modules: 1) Variational
auto-encoder embedding module which is used to obtain the robust representa-
tion of manual marking features. 2) A supervised prototypical model is used to
learn a classifier for shilling attack detection.

4.2 Variational Auto-encodering Embedding

In this subsection, we formulate the training set Xtrain representation from
a variational auto-encoding (VAE) perspective. VAE combines Bayesian infer-
ence and simple neural networks to learn a robust representation of the train-
ing set [27]. By optimizing the neural network parameters in the encoding and
decoding steps, the VAE can be optimized by back propagation using continuous
random variables. Given a latent hidden variable z randomly sampled from some
prior distribution pθ(z), VAE can be expressed as an encoder enc(x) = qφ(z|x)
and a decoder dec(z) = pθ(x|z), where x ∈ Xtrain. Using the variational infer-
ence, the task is to maximize the evidence lower bound (ELBO) [28]:

X (pθ, qφ) = Eqφ(z|x)[log pθ(x, z) − log qφ(z|x)] (1)

= Eqφ(z|x)[log pθ(x|z)] − KL(qφ(z|x)‖pθ(z)) (2)

= −LV AE (3)
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Fig. 1. The framework of our proposed method.

where KL(·‖·) is the Kullback-Leibler (KL) divergence, pθ(z) = N (0, 1), XV AE

is the loss function that we need to minimize in the VAE model. Specifically,
we can formulate the encoder and decoder process through a neural network.
Under this scenario, VAE is commonly used to first transform the input vec-
tor into a low-dimensional representation z ∈ Z for the downstream models in
the unsupervised learning domain. To apply VAE to the domain of supervised
learning, we construct a shared forward model φ : X → Z, a decoding function
r : Z → X and a prediction function d : Z → Y, where d is the downstream of
the prediction task, and then the new loss function can be calculated as:

L1 =
1

|Xtrain|
|Xtrain|∑

j=1

[lV AE(x̃j , xj) + ld(ỹj , yj)] (4)

where x̃j is the reconstructed vector of the user uj , ỹj is the prediction label of
the user uj . By construction, we can obtain the reconstruction loss function with
lV AE(x̃j , xj), and then we train the prediction loss with ld(ỹj , yj) by optimizing
a binary cross-entropy loss,

ld(ỹj , yj) = −yj log(ỹj) + (1 − yj) log(1 − ỹj). (5)

4.3 Iterative Prototype-Classification Assignment

During the variational auto-encoder embedding processing, the user profile can
be obtained with the training set D = {(p1, y1), (p2, y2), ...(pn, yn)|pj ∈ R

D, yi ∈
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{1, 2, ...k}}, with n users and k user categories, where pj = |x̃j − xj | rep-
resents the latent d-dimensional feature deviation vector between the recon-
structed vector x̃j and the original vector xj of the user uj , and yi represents
the label of the category. Motivated by [29], we develop an iterative prototype-
classification assignment process to maintain K-classification attributes. We
divide the training set into support set and query set. The support set is
Dsup = {(p1, y1), (p2, y2), · · · , (p|Dsup|, y|Dsup|)|xi ∈ R

D, yi ∈ {1, 2, ...K}}, with
m users and K user categories, where m < n. Sk represents the set of users
of category k. Note that the prototype network needs to calculate the proto-
type representation ck for each category. Firstly, the embedding feature function
fϕ : RD → R

M is used to map the user feature data of dimension D to dimen-
sion M . The prototype representation ck of each category is the mean of the
embedding features of each category in the support set.

ck =
1

|Sk|
∑

(pl,yl)∈Sk

fϕ (pl) (6)

After getting the prototype of each category, we use the softmax function to
calculate the probability of each user in the query set being classified into each
category:

fϕ(yl = k | pl) =
exp (−d (fϕ(pl), ck))∑
k′ exp (−d (fϕ(pl), ck′))

, (7)

where fϕ(pl) is the embedding feature representation vector, and d(fϕ(pl), ck)
is the Euclidean distance between fϕ(pl) and ck. The real category label corre-
sponding to the user profile is k. The training process uses the random gradient
descent method, and the loss function is defined as follows:

L2 = − 1
|Dsup|

|Dsup|∑

l=1

log fϕ(yl = k | pl). (8)

Putting all the components of the loss function in the variational auto-
encoder embedding processing and the interactive prototype-classification
assignment processing together, supervised prototypical variational autoencoder
can be obtained with an end-to-end manner with the following loss:

L = L1 + λL2, (9)

where λ is used to weight the contribution of the variational auto-encoder embed-
ding processing and the interactive prototype-classification assignment process-
ing.

4.4 Summary and Implementation Details

We summarie our method in Algorithm 1. Given a support set, it contains four
categories of user profiles: normal users, love/hate attack users, random attack
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users and average attack users profile. For the classification task, we have four
categories: normal users, love/hate attack users, random attack users and average
attack users. The established process is as follows:

Algorithm 1. Proposed Method
Input: Training set Xtrain, label set Ytrain, test set Xtest, the weight parameter λ
1: initialization parameter Θ
2: obtain the feature set of each user in Section 3.2
3: for t = 1, 2, · · · MaxIter do
4: train the supervised VAE by Eq. (4)
5: train the iterative prototype-classification model by Eq. (8)
6: obtain the global loss function by Eq. (9)
7: gradient ascent with �ΘL
8: end for
9: Return the Learned Θ

First, given each user profile, we can calculate the feature information of
each user according to the feature calculation formula using the supervised VAE
method fϕ(x) to encode each user sample, and use the auto-encoding operation
to extract the user coding information with Eq. (4). Next, after learning the
coding representation of each sample, we sum and average all the sample codes
under each classification, and take the results as the prototype representation of
the classification. When a new user profile sample in the test set Xtest is input
into the network, what we need is to predict its classification label. In the same
way, we use fϕ(x) to generate its coded representation for this new data sample.
Then, the Euclidean distance formula is used to calculate the distance between
the coded representation of the new sample and the prototype representation,
and judge which classification the query sample belongs to through the nearest
distance. Finally, after calculating the distance between the new data sample
and all the classifications, we use softmax function to convert the distance into
the form of probability and then get the distance of different categories.

5 Experiments

5.1 Dataset

Most of the data sets used in the research of shilling attack detection are the
MovieLens data set1, which is a non-commercial public data set for research
purposes. The MovieLens data set has three levels of ratings of 100K, 1M, and
10M,which contains users’ ratings of movies.

The dataset we selected is the Movielens-100k dataset, which is the most
widely used in these three datasets. The data set records a total of 100,000
ratings information for 1682 movies by 943 users, among which the rating value
1 http://movielens.umn.edu/.

http://movielens.umn.edu/
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is between 1 and 5 points, 5 points means like this movie most and 1 point means
like this movie least. The higher the rate, the higher the user’s preference for
the movie. This data set also contains information about the time of user rating,
movie types and user attributes. We mainly use users’ rating information for
these movies.

In the Movielens-100k dataset, we first select u1.base, and then we construct
the profile of the attack users according to the attack model of shilling attack.
We select three types of attacks: random attack, average attack and love/hate
attack in our experiment processing. Finally, the attacking users are injected
into u1.base with different attack size to form our training set. We set the filler
size and attack size of multiple different orders of magnitude. The filler size is
set to 0.5%, 1%, 2%, 3%, 5%, and the attack size is set to 5%, 10% and 15%,
respectively. The filling rate and attack size are combined in pairs to construct
32 kinds of user profiles of shilling attacks, which are injected into u2.base to
generate 32 kinds of test sets.

5.2 Evaluating Metrics

In order to objectively and accurately evaluate the experimental results of
this algorithm, we selected three evaluation metrics widely used in information
retrieval and statistical classification, Precision and Recall and F1. Since there
will be a contradiction between Precision and Recall in some cases. For example,
if only one result is detected and correct, the Precision will be 100%, but the
recall is very low. In order to avoid the contradiction between the two indicators,
we use F-measure to weigh and average them. This indicator integrates Preci-
sion and Recall, which can more accurately reflect the detection ability of the
algorithm. The higher the F1 value, the better the detection effect.

F1 =
2 × Precision × Recall

Precision + Recall
(10)

5.3 Baselines

K-Nearest Neighbors Classifier (KNN): KNN classifier is a supervised
learning with top-K nearest neighbors. First, extract the features of the new
data and compare them with each data feature in the test set. Then k nearest
(similar) data feature labels are extracted from the training set, and the classi-
fication with the most frequent occurrence in the K nearest data is counted as
a new data category.

Naive Bayes Classifier (NB): It is a classification algorithm based on the
Bayesian theorem and the assumption of independence of feature conditions.
For a given training data set, it first learns the joint probability distribution of
input and output, and then based on this model, use Bayes’ theorem to find the
output with the highest probability.

Decision Tree Classifier (DT): DecisionTree Classifier uses a tree structure
to build a classification model. Each node represents an attribute. According to
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the division of this attribute, it enters the child nodes of this node until the leaf
nodes. Each leaf node represents a certain category, so as to achieve the purpose
of classification.

SVM Classifier (SVM): SVM Classifier is a supervised learning method. It
maps the vector to a higher dimensional space and establishes a maximum spac-
ing hyperplane in this space. Two parallel hyperplanes are built on both sides of
the hyperplane separating the data. Separating the hyperplane maximizes the
distance between the two parallel hyperplanes. The greater the distance between
the parallel hyperplanes, the smaller the total error of the classifier.

MLPClassifier (MLP): It is a classifier based on multi-layer neural network,
including three layers: input layer, hidden layer and output layer. There can
be multiple hidden layers and different layers of MLP neural network are fully
connected. Any neuron in the upper layer is connected to all neurons in the next
layer. The classifier is trained by reading the training set, and then the test set
is classified.

Supervised-VAE Classifier (SVAE): It is a simplified version of our algo-
rithm and only variational auto-encoding is used to classify the different user
profiles.

CNN Classifier [30] (CNN): The CNN classifier is used a deep Convolutional
neural network-based method which used the user rating profiles only and does
not use the artificially designed features.

5.4 Experimental Details

We implement the MLP, SVAE, CNN and our model based on Pytorch2 and
other baselines with python machine learning library Scikit-learn3. We adopt
Adam with default parameter setting to optimize our objective functions. the
embedding size, learning rate and batch size are set to 64, 0.001, and 64 for
MLP, SVAE, CNN and our model. Our proposed method and all baselines are
training on a Windows server with 3.6 GHz Intel I7-11700KF CPU and 10 GB
Nvidia GeForce RTX 3080 GPU.

5.5 Results

Impact of the Hyper-Parameters. In this section, we mainly illustrate the
influence of two hyper-parameters: filler size and the contribution weight of
variational auto-encoding and the interactive prototype-classification λ. In order
to verify the accuracy of the prototype network-based method with different filler
size, we conduct an experiment with different size and a fixed attack size 10%.
The filler size is range from 0.2% to 1%, with a total of 5 levels of 0.2%, 0.4%,
0.6%, 0.8%, 1%. In Fig. 2, we depict how the change of different filler size in terms

2 http://www.pytorch.org.
3 https://scikit-learn.org/stable/.

http://www.pytorch.org
https://scikit-learn.org/stable/
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of precision, recall and F1. As can be seen in Fig. 2, in terms of precision, recall
and F1, our proposed SP-VAE model performs an upward trend with increasing
filling size with a fixed attack size 10%. Moreover, the upward trend of precision
is some of the most pronounced.

Fig. 2. Performance of different filler
sizes.

Fig. 3. Performance of contribution
weight λ.

The second experiment is used to investigate the impact of the contribution
weight of variational auto-encoding and the interactive prototype-classification
λ. We set the filler size 1% and attack size 10, and the injected attack are
random attack, average attack and love/hate attack, respectively. Figure 3 shows
the performance of our model with different contrition weight from 0 to 1 with
0.1 interval. As can be seen, when the contrition weight λ = 0.3, the maximum
recall and F1 are obtained for the MovieLen dataset. Therefore, λ = 0.3 is the
relatively good choice, and becomes the default setting in our next experiments.

The Comparison of Different Detectors. In order to verify the accuracy
of our proposed SP-VAE method, we designed several groups of comparative
experiments. We mainly adjust the two parameters of filling size and attack size.
The filling sizes range 0.5%, 1%, 2%, 3%, and 5%, and the attack size is set to 5%
and 15%. We conducted experiments on 8 groups of test sets and recorded the
precision, recall rate and F1 values, and used the comparison method described
in the previous section to compare with our method: KNN, NB, DT, SVM, MLP,
SVAE, and CNN.

Table 1 lists the evaluation results in the terms of precision, recall and F1,
where the best results are highlight in bold type. As shown in Table 1, we observe
that: (1) We can find that the shilling attack detection method based on the
prototype network has better detection effect in most of the cases when the filling
rate is low. When the filling rate increases, the detection effect also becomes
better and tends to be stable. In the case of cold start, especially when the filling
rate is less than 1%, our method has a better detection effect, which verifies the
effectiveness of our method in the face of cold start attack detection. This clearly
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Table 1. Overall performance comparisons with different filler sizes under 5% and 15%
attack sizes

Measure Method Filler size

0.5% 1% 2% 3% 5% 0.5% 1% 2% 3% 5%

Precision KNN 0.958 0.964 0.965 0.968 0.987 0.861 0.919 0.941 0.968 0.983

NB 0.941 0.927 0.931 0.942 0.943 0.782 0.821 0.823 0.824 0.831

DT 0.945 0.981 0.985 0.988 0.983 0.911 0.923 0.933 0.940 0.967

SVM 0.941 0.972 0.975 0.978 0.985 0.885 0.896 0.921 0.955 0.976

MLP 0.958 0.968 0.969 0.968 0.972 0.863 0.908 0.914 0.922 0.961

SVAE 0.908 0.920 0.925 0.933 0.935 0.852 0.856 0.860 0.863 0.870

CNN 0.963 0.967 0.972 0.979 0.983 0.872 0.906 0.911 0.920 0.948

SP-VAE 0.977 0.988 0.990 0.991 0.992 0.924 0.968 0.981 0.990 0.989

Recall KNN 0.967 0.976 0.977 0.980 0.985 0.887 0.910 0.938 0.967 0.983

NB 0.964 0.963 0.965 0.966 0.967 0.884 0.885 0.886 0.889 0.895

DT 0.969 0.989 0.989 0.987 0.984 0.911 0.932 0.923 0.940 0.971

SVM 0.965 0.971 0.973 0.977 0.982 0.885 0.896 0.930 0.955 0.981

MLP 0.969 0.971 0.972 0.972 0.975 0.893 0.917 0.920 0.921 0.946

SVAE 0.912 0.931 0.972 0.952 0.951 0.851 0.865 0.868 0.874 0.877

CNN 0.973 0.974 0.942 0.983 0.986 0.898 0.915 0.918 0.922 0.958

SP-VAE 0.977 0.976 0.979 0.981 0.985 0.929 0.963 0.975 0.985 0.985

F1 KNN 0.962 0.968 0.971 0.973 0.986 0.873 0.914 0.939 0.967 0.983

NB 0.947 0.945 0.947 0.951 0.955 0.830 0.832 0.853 0.840 0.862

DT 0.956 0.984 0.987 0.985 0.981 0.880 0.900 0.933 0.926 0.969

SVM 0.948 0.972 0.974 0.977 0. 983 0.852 0.901 0.925 0.956 0.978

MLP 0.963 0.969 0.970 0.970 0.973 0.877 0.912 0.917 0.922 0.953

SVAE 0.909 0.923 0.933 0.943 0.943 0.852 0.861 0.964 0.868 0.973

CNN 0.964 0.970 0.974 0.981 0.984 0.884 0.911 0.915 0.922 0.953

SP-VAE 0.977 0.982 0.984 0.985 0.988 0.925 0.965 0.978 0.986 0.987

demonstrates the benefit of our SP-VAE model which integrates the supervised
prototype network and the variational auto-encoding. (2) The performance is
followed by DT and KNN methods. In particular, the DT algorithm obtained
some best results with the attack size 5% as the filler size increased. However,
when the attack size is set to 15%, the best results are our method. This indirectly
illustrates the stability of our proposed algorithm and the instability of other
baseline algorithms. (3) The MLP and SVAE methods, as the module of our
model, our model significantly outperforms MLP and SVAE models in the terms
of precision, recall and F1, indicating that MLP and SVAE should be considered
to integrate them together with the prototype module.

6 Conclusion

In this paper, we investigated the shilling attack detection in recommender sys-
tems, and presented a novel supervised prototypical variational autoencoder
model named SP-VAE for shilling attack detection. Specifically, to obtain the
robust representation of user profiles with manual marking features, we used the
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supervised variational autoencoder to aggregate the feature values for all users.
To obtain the classes of each user, we construct the prototype representation of
various shilling attackers and normal users. The experiments on the real-world
datasets confirmed the effectiveness of our proposed SP-VAE model.
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ence Foundation of China (NSFC) under Grant Nos. 72172057, 71701089, 92046026,
in part by the Fundamental Research on Advanced Leading Technology Project of
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Abstract. With the rapid development of natural language process-
ing technology and knowledge graph technology, knowledge graph based
intelligent question answering systems are being increasingly applied in
various fields and industries. In the poultry industry, it is of great impor-
tance for farmers to promptly obtain scientific information of poultry dis-
ease diagnosis and curing measurements, where knowledge graph based
question answering systems can contribute richly. In this paper, we design
and implement Knowledge Graph based Chicken Disease Diagnosis Ques-
tion Answering System (CDD-QAS) via deep learning models. We build
a knowledge graph for chicken disease diagnosis, which contains 28 com-
mon chicken diseases and their corresponding symptoms, prevention and
curing measures. In the construction of intelligent question answering
system, we use BERT-TextCNN to realize the task of intention recog-
nition and use BiLSTM-CRF to realize the task of entity recognition.
Experimental results show that our proposed system can achieve bet-
ter performance than other models, and possess great interactivity and
accuracy. The proposed system can make great contribution to poultry
industry and sets a good example of applying knowledge graph and deep
learning methods in building question answering system.

Keywords: Intelligent question answering system · Knowledge graph ·
Intent recognition · Entity recognition

1 Introduction

Poultry farming occupies a very important position in modern agriculture. It
plays an increasingly important role in meeting the increasing demand for meat
products caused by the improvement of people’s material life. However, affected
by many factors such as breeding environment, poultry are prone to diseases. If
effective measures are not taken in time to prevent and control diseases, flocks
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of poultry may die, resulting in serious economic losses and biosafety prob-
lems. Therefore, obtaining accurate poultry disease classification, pathological
symptoms, treatment measures, preventive measures and other information has
become an urgent need for farmers.

Nowadays, based on the rapid development of artificial intelligence, there
are some intelligent approaches for poultry disease diagnosis, early warning and
breeding safety risk assessment [1,2]. These methods can effectively improve the
diagnostic effects of poultry diseases and minimize the risky factors of poultry
breeding. However, with the popularization of information technology in recent
years, a large amount of poultry data has been accumulated. In this way, the
intrinsic knowledge in massive data cannot be effectively utilized by the tradi-
tional methods, for they lack the abilities of learning knowledges from big data.

In this paper, we construct a Knowledge Graph based Chicken Disease Diag-
nosis Question Answering System (CDD-QAS), including 28 common chicken
diseases and their corresponding symptoms, prevention and curing measures.
The pipeline of the question answering system is shown in Fig. 1. Firstly, BERT
[3] and TextCNN [4] are used to identify the intent of the input question. Then,
we use Bidirectional LSTM-CRF [5] for entity recognition (ER). Finally, the
identified information is filled into the pre-designed semantic slot to get the
query statement, which is used to obtain relevant information in the chicken dis-
eases knowledge graph. The main contributions of this paper can be concluded
below.

– We take advantage of the vast amount of data on chicken disease through
knowledge graph technology. The constructed knowledge graph includes 28
common chicken diseases and their corresponding symptoms, prevention and
curing measures.

– We use deep learning and knowledge graph technology to build our Chicken
Disease Diagnosis Question Answering System (CDD-QAS). It can achieve
high accuracy, great interactivity and efficiency for intelligent chicken disease
diagnosis. Hence, it can contribute to the poultry industry and knowledge
graph application.

2 Related Works

2.1 Automated Poultry Disease Diagnosis

The diagnosis of poultry diseases requires a large amount of relevant domain
knowledge, which leads to a large investment of human resources. However, with
the development of artificial intelligence, more intelligent diagnostic methods
have emerged in the past decade. For example, Wang et al. [1] proposed a back
propagation neural network based on genetic algorithm. The genetic algorithm
is used to search the optimal solution of weight and threshold in global space,
and the auxiliary diagnosis system of avian diseases is implemented. Zhou et
al. [2] used AHP-DS model to establish a risk early warning index system for
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Fig. 1. Overview of the proposed model.

poultry industry, which was used to analyze the impact of many risks such as
epidemic situation, feeding management, market risk and product risk. Mbelwa
et al. [6] used convolutional neural networks to identify the most common chicken
diseases from the images of chicken droppings. Although these methods reduce
manual efforts, the poultry disease diagnosis is slightly less efficient and effective
because knowledge from the massive amount of data cannot be fully utilized.

2.2 Intelligent Question Answering System

Question answering has been successfully applied in various domains. The com-
monly used methods are based on template, semantic parsing or deep learning.
Systems based on template method has the disadvantages of difficult mainte-
nance and poor portability because the template is manually designed by hun-
dreds of experts. The question answering system based on semantic parsing first
analyzes the questions syntactically. Then the question information is converted
into logical expressions, which are combined with the semantic information in
the knowledge graph to generate the query statements. For instance, Liu et al. [7]
implemented a question answering system based on semantic parsing for college
entrance examination consultation. With respect to question answering system
based on deep learning method, it currently has two directions: module-level
question answering system and end-to-end question answering system. The for-
mer one uses deep learning technology to improve each module, including intent
recognition module, entity recognition module, entity normalization module and
so on. The latter one vectorizes the information, maps it to the low-dimensional
space using neural network model, then calculates the similarity and finally
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returns the answer with the pre-designed scoring mechanism. Since deep learn-
ing has achieved great success in many tasks, there are more and more deep
learning based QA system [8–10] emerging in last decade.

2.3 Knowledge Graph Based QA System

Knowledge graph is a kind of semantic network based on graph model, which
aims to use graph structure to store and express natural language sentences [11].
This makes it great potential to build intelligent question answering applications
and many scholars have studied the construction method of knowledge graph [12–
16]. The previous question answering system is based on database retrieval and
keyword matching. But they could not accurately identify the question intent,
resulting in poor accuracy of the output answers. Sometimes users are required
to manually filter answers, and may even get answers unrelated to the question.
However, the knowledge graph can solve these defects and has greater advantages
than the traditional methods. For the questions and answers with diversified
expression, the QA system based on knowledge graph can perform quite well in
recognizing these varied expression. In addition, the usage of knowledge graph
can solve the problems of large storage space and low query efficiency due to
the large pool of expertise in intelligent question answering systems. Li et al.
[17] proposed a reading comprehension model, which can fully take advantage
of the structural medical knowledge and the reference medical plain text. Park
et al. [18] proposed a graph-based QA system on electronic health records. And
they demonstrated that graph-based datasets perform better than table-based
datasets and the state of the art QA models at that time.

3 Knowledge Graph Construction

In this paper, we first construct a knowledge graph containing 28 common
chicken diseases, and then use deep learning methods to implement an intel-
ligent Chicken Disease Diagnosis Question Answering System (CDD-QAS) for
these 28 poultry diseases. In order to construct a comprehensive and reliable
knowledge graph of chicken diseases, we use a variety of data sources in Chinese,
including relative websites, books and domain experts knowledge. Specifically,
for the data source of knowledge graph, we collect the structured and semi-
structured data related to chicken diseases from relevant websites and combine
the structured chicken disease information organized by experts. Table 1 shows
the structural symptom information of highly pathogenic avian influenza as an
example. Since our dataset is in Chinese, we add translations to make this table
understandable. Then we preprocess the data to extract the entities and entity
relationships, and manually fuse the knowledge. Finally, we build our chicken
disease knowledge graph, example of which can be shown in Fig. 2. The entity
and relationship information of the map is described as shown in Table 2.
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Table 1. Clinical information of highly pathogenic avian influenza. (The notes of
symptoms refer to the diagnostic index out of 100.)

Category Discription Score

Symptoms

脚鳞出血

(Hemorrhage of foot scales) 10

胸部皮肤出血

(Skin hemorrhage of chest) 10

鸡冠出血或发绀

(Hemorrhage or cyanosis of comb) 10

呼吸道症状，如咳嗽、喷嚏，呼吸困难

(Respiratory symptoms such as cough, sneezing and dyspnea) 2

病鸡流泪，头和面部水肿

(Ears and facial edema in sick chickens) 2

. . . . . .

Treatment

鸡发生高致病性禽流感时，因发病急、发病和死亡率很高，目
前尚无好的治疗办法。

(At present, there is no good treatment for highly pathogenic
avian influenza in chickens because of its acute onset and
high mortality.)

. . .

非疫区的养殖场应及时接种疫苗,从而防止禽流感发生。

(Chickens in farms in non-epidemic areas should be
vaccinated in time to prevent the occurrence of avian
influenza.)

Precaution

不从疫区或疫病流行情况不明的地区引种或调入鲜活鸡产品。

(Do not introduce or transfer fresh chicken products from
epidemic areas or areas with unknown epidemic situation.)

. . .

控制外来人员和车辆进入养鸡场，确需进入则必须消毒。生产
中的运饲料和运鸡产品的车辆要分开专用。

(Control outside personnel and vehicle to enter chicken farm,
and entering one must be sterilized. Vehicles for transporting
feed and chicken products should be separately used.)
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Fig. 2. Chicken disease knowledge graph.

Table 2. Entity information of the knowledge graph.

Name Description

Disease Disease entity

Pathology Pathological entity

Symptoms Symptom entity

Cure Treatment entity

Precaution Preventive entity

4 Question Answering System Based on Knowledge
Graph

4.1 Overview

In the design of the intelligent question answering system for chicken disease
diagnosis, we first integrate BERT [3] model and TextCNN [19] model to identify
the intent of the question. Next, we use BiLSTM-CRF [5] to recognize the poultry
symptoms and disease entities in the questions. Then, the recognized information
is filled into the pre-designed semantic slots to answer the user’s questions based
on the template. At the same time, since one symptom may associate with
multiple diseases, we use confidence-based uncertainty inference to solve the
problem, in which we rank the weights according to the degree of association
between each symptom and disease, infer the top 4 sets of data with the highest
probability, and return their disease names and the inferred probabilities to the
user.

The method proposed in this paper not only constructs a comprehensive
knowledge graph for chicken diseases diagnosis, but also realizes a scientific and
interactive intelligent poultry disease diagnosis system, which can offer great
assistance for poultry management and treatment. In the following, we will elab-
orate on the concrete implementation of the system, including Intent Recognition
(IR) model and Entity Recognition (ER) model.
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4.2 Intent Recognition

The purpose of Intent Recognition (IR) is to determine the need for the user to
ask questions. And the essence of IR task is a text classification problem. Based
on the characteristics of the poultry disease, this paper uses BERT [3] as the
underlying structure and the TextCNN [19] model as the upper model structure.

The user’s questions plus [CLS] and [SEP] are fed into the encoding layer of
BERT with the output of 768-dimensional token. Hence, the word vector matrix
dimension of the BERT layer output is n × d, where n is the sentence length
and d is 768. Each word in the input question corresponds to the output word
vector, which are then put into the next TextCNN model. Then the word vector
matrix is convolutionally pooled using convolutional kernels with the width of
768 and the heights of 2, 3, and 4. Finally, we can obtain the 768-dimensional
feature vector. In order to retain the advantages of BERT for better classification
of obscure sentences and TextCNN for more sensitive keywords, our IR model
concatenates the 768-dimensional token of CLS and the output of TextCNN,
which are then sent to the fully-connected layer as the features of sentences and
output the category and confidence level of each sentence.

4.3 Entity Recognition

The task of the Entity Recognition (ER) in this paper is to extract the dis-
ease entities and symptom entities from the input question. In our method, we
leverage BiLSTM-CRF [5] model to train the dataset annotated by the BIO
annotation system. Our ER model is consist of three layers: the embedding
layer, the BiLSTM layer, and the CRF layer. The pipeline of this model can be
summarized in three stages.

First, in the embedding layer, this paper uses the Word2Vec [20] pre-trained
model from Python’s gensim library to encode the poultry disease corpus, embed-
ding each word in the user’s question into a 200-dimensional vector space to
generate a sequence of word vectors.

Second, we adopt BiLSTM to extract the semantic expression vector of each
word in its context, and then uses softmax activation to decode the word seman-
tic vector, which performs multiple classifications for each word. In this paper,
we use the BIO annotation system [21] to annotate the entities, where B tag
represents the beginning of entities, I tag represents non-beginning characters
of entities, and O tag represents non-entities. In ER task, we focus on recogniz-
ing two types of entities, disease entities and symptom entities, which are the
key entities to retrieve related information. Hence, in the proposed CDD-QAS,
there are five candidate categories for each word, including B-Disease, I-Disease,
B-Symptom, I-Symptom, and O.

Finally, the output of the BiLSTM is fed into the CRF layer, where the state
transition matrix is used to predict the current label, and the softmax function
is used to obtain the conditional probability of the final sequence. The sequence
with the highest score is used as the final labeling result of the model using the
Viterbi algorithm [22]. The role of the CRF layer is to take into account the
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context of the current character. The individual sequence labels become more
logical through the CRF layer, because CRF can increase the label restrictions
and reduce the unreasonable sequence labels.

5 Experiments

5.1 Datasets

Intent Recognition. According to the types of entities in the knowledge
graph, the CDD-QAS in this paper design four kinds of question intents: dis-
ease diagnosis, treatment method, prevention method and related symptoms.
For these four kinds of question intents, this paper crawls question statements
in Huaxia Veterinary Website and Baidu Post Poultry Bar, and generates these
question statements into the dataset by using question template and dictionary
method with ratio of 2:8.

After obtaining the data, we clean the data and label the dataset according
to the intent categories to do multi-classification task training of supervised
learning. Finally, we get a IR dataset with 526 samples. The information of each
intent category in our dataset is shown in Table 3.

Table 3. The information of each intent category in Intent Recognition dataset.

Category Amount Corpus examples

Diagnosis 97 鸡为什么会啄蛋?

( Why do chickens peck eggs? )

Treatment 152 你好，鸡精神沉郁怎么治？

(Hello, how to treat mental depression in
chicken?)

Prevention 177 怎么避免我家的鸡得鸡痘？

(How to avoid chicken pox in my chickens?)

Symptoms 100 如果家鸡得了新城疫会怎么样？

(What will happen if a domestic chicken
gets Newcastle disease?)

Entity Recognition. Since there is no public dataset in the field of poultry
diseases, this paper modifies the open source Chinese Medical Question and
Answer NER (cMedQANER) dataset in ChineseBLUE [23] to fit into our task.
We replace the symptom entities and disease entities in the cMedQANER dataset
with those in poultry diseases and convert other types of entity labels to non-
entity labels.

www.hxshouyi.com
https://tieba.baidu.com
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Based on the questions in the IR dataset, the nonstandard words and stop
words are first cleaned. And then the sentences are manually labeled with five
types of tags, namely B-Disease, I-Disease, B-Symtom, I-Symtom, and O. After
the labeling is completed, we clean the data again and split the statement with
punctuation marks such as full stops or spaces. If a segment has all “O” tags,
the segment is removed from the sentence in order to improve recognition per-
formance. The training set of this dataset has 206,836 words, the validation set
has 17,033 words, and the test set has 23,374 words, which are shown in Table 4.

Table 4. Entity recognition dataset

Number Word Label

1 治 O

2 疗 O

3 鸡 B-Disease

4 马 I-Disease

5 立 I-Disease

6 克 I-Disease

7 氏 I-Disease

8 病 I-Disease

... ... ...

247,239 咳 B-Symptom

247,240 嗽 I-Symptom

247,241 , O

247,242 苍 B-Symptom

247,243 白 I-Symptom

5.2 Experiment Setup

Our experimental environment is Python3.6, keras 2.3.1, tensorflow 1.14.0. And
the detailed experimental setup of each task are briefly displayed below.

Intent Recognition. After continuously tuning the hyperparameters, a group
of hyperparameters which make the model have best performance are finally
obtained. The model uses BERT for parameter initialization. In this task, the
size of epoch is set to 10, the batch size is set to 32, the maximum sentence
length is set to 60.

Entity Recognition. When comparing the performance of various models for
entity recognition, the size of epoch is set to 50. The output vector dimension of
each neuron in LSTM is set to 128, the learning rate is set to 0.001, the batch
size is set to 8, and the optimizer is set to Adam.



Knowledge Graph Based CDD-QAS 255

5.3 Evaluation Metrics

In our experiments of IR task and ER task, we mainly use the precision, recall
and F1-Score as our experimental metrics.

Precision =
TP

TP + FP
× 100% (1)

Recall =
TP

TP + FN
× 100% (2)

F1 − Score =
2TP

2TP + FP + FN
× 100% (3)

where TP is an outcome where the model correctly predicts the positive class,
TN is an outcome where the model correctly predicts the negative class, FP is
an outcome where the model incorrectly predicts the positive class, FN is an
outcome where the model incorrectly predicts the negative class.

5.4 Experimental Results

The overall experimental tasks can be divided into 2 subtasks, Intent Recognition
and Entity Recognition.

Intent Recognition. In order to verify whether BERT is helpful to the
improvement of intention recognition accuracy, this paper makes a compari-
son experiment between BERT-TextCNN model (adopted in this paper) and
TextCNN model. The overall performance of the two methods is shown in
Table 5. From the experimental results, we can see that the added BERT model
can contribute to improving the accuracy of IR task, and BERT-TextCNN model
performs much better than TextCNN on the chicken disease question dataset.

Entity Recognition. Table 6 comparing the model used in this paper with
other baselines shows that BiLSTM-CRF model has the best performance. On
this basis, we use the model to identify disease entities and symptom entities.
From the table, we can see that the overall performance of the model to classify
different entities is quite prominent.

Table 5. Experimental results of the Intent Recognition task.

Model Precision Recall F1-Score

TextCNN 83 79 80

Bert-TextCNN 92 90 90
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Table 6. Experimental results of the Entity Recognition task.

Model Precision Recall F1-Score

HMM 79.26 75.66 77.28

CRF 85.48 81.53 83.42

LSTM 82.93 55.09 66.12

LSTM-CRF 83.64 81.97 82.97

BiLSTM 84.97 81.86 83.34

BiLSTM-CRF 84.98 82.63 83.77

5.5 Demonstration

In this paper, we build an executable QA system of our CDD-QAS. With the
knowledge graph as the data source, our CDD-QAS provides users with conve-
nient functions such as chicken disease information retrieval, disease diagnosis,
disease treatment, epidemic prevention, and risk assessment. The visualization
of the CDD-QAS can be seen in Fig. 3.

In the demonstration demo, we use 6 questions with different intents to test
our CDD-QAS, including inquiring chicken disease diagnosis, treatment meth-
ods, prevention methods, disease symptoms, irrelevant question and aimless
question. According to the output answers of our CDD-QAS, this system can
accurately recognize the intents of the questions and answer the user accurately
and interactively.

Our CDD-QAS set a great example of applying knowledge graph and deep
learning methods in poultry disease diagnosis QA system, which is of great
significance for advanced application of knowledge graph and the development
of intelligent poultry industry.

6 Conclusion

In this paper, we construct a comprehensive knowledge graph of 28 common
chicken diseases and realize a intelligent Chicken Disease Diagnosis Question
Answering System (CDD-QAS) based on the knowledge graph. We obtain mas-
sive data of chicken diseases from varied ways to build up a scientific and com-
prehensive knowledge graph. And we resolve our target into two tasks to solve
respectively, intent recognition task carried out by Bert-TextCNN and entity
recognition task carried out by BiLSTM-CRF. With the recognized intent and
entities of the input question, we then fetch information from the chicken disease
knowledge graph to form the final answer. Based on experimental results, it is
proved that this system is highly accurate, effective, intelligent and interactive,
which realizes a scientific chicken disease diagnosis system for poultry indus-
try and contributes to the intelligent poultry development. In the future, we will
consider utilizing data in different languages and adopting multi-modal methods
to improve our system.
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Fig. 3. Visualization examples of our CDD-QAS.
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Abstract. The rapid spread of severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2) infection has led to an unprecedented public health, economic, and
social crisis worldwide. Since no therapeutic treatment is yet available to effec-
tively clear the virus and terminate transmission, supportive therapy is the primary
clinical approach for coronavirus disease (COVID-19). The role of corticosteroids
as one of the main means of anti-inflammatory adjuvants in the treatment of
COVID-19 is controversial. Here, we retrospectively evaluated the therapeutic
effects of corticosteroids by comparing clinical data of patients treated with or
without a corticosteroids therapy at different severity levels. Kaplan-Meier curves
shows that therapywithmethylprednisolone and cortico-steroids increases the risk
of death in patients with critical COVID-19 pneumonia. For patients in the criti-
cal group, the risk of death was slightly higher in males receiving corticosteroids
therapy, while hypertension and trauma history reduced the hazard ratio.

Keywords: SARS-CoV-2 · COVID-19 · Corticosteroids therapy ·
Methylprednisolone · Dexamethasone

1 Introduction

COVID-19 is caused by SARS-CoV-2, which is responsible for global public health
emergencies. Although the World Health Organization (WHO) and many coun-
tries/regions provide guidelines for COVID-19 at different clinical stages, no pharma-
ceutical products or measures have yet been developed to safely and effectively treat
COVID-19. Supportive therapy is the surrogate prior to the emergence of specific ther-
apeutics [1]. Most patients have mild illness, but the elderly and those with underlining
comorbidities may progress to severe illness requiring hospitalization and care in the
intensive care unit (ICU) [2]. The pathological progression of severe COVID-19 in
patients includes a host inflammatory cytokine storm that leads to immunopatholog-
ical lung injury, diffuse alveolar damage that accompanies the development of acute
respiratory distress syndrome (ARDS), and death [3].
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Cytokine storm, as well as viral evasion of cellular immune responses, play an
equally important roles in disease progression [4]. Thus, tackling the immune response
with immunomodulatory agents is as important as addressing viral replication to prevent
progression to multiorgan dysfunction [5]. Among the drugs that received early atten-
tion were corticosteroids due to their prominent broad-spectrum of anti-inflammatory
and immunomodulatory effects via both the innate and adaptive immune system [6].
Corticosteroid monotherapy has been reported for the treatment of SARS-CoV-2 with
an underlying ill-ness such as renal transplantation [7]. Corticosteroids may improve
the dysregulated immune response caused by ARDS and sepsis. However, its adverse
effects are partly due to suppression of normal host immune responses and impeded
viral clearance [8]. High doses of corticosteroids are closely associated with adverse
events such as secondary infections, inhibition of glucose uptake, delayed viral clear-
ance, and emergence of viral resistance [9, 10]. Thus, the debate regarding the use of
corticosteroids in COVID-19 patients is controversial [11].

Observational studies in patients with SARS and MERS have demonstrated that
cortico-steroid therapy delays viral clearance and increases the high risk of compli-
cations, including hyperglycemia, psychosis, and avascular necrosis [12]. Patients with
moderate-to-severe COVID-19 pneumonia are likely to benefit frommoderate-dose cor-
ticosteroid therapy relatively late in the course of the disease, especially when patients
require mechanical ventilation. Early treatment in milder disease seems to be harmful
[13]. Low-dose corticosteroid therapy or pulse corticosteroid therapy appears to have
a beneficial role in the management of severely ill COVID-19 patients. WHO recom-
mends systemic cortico-steroids for the treatment of patients with severe and critical
COVID-19, and recommends short courses of corticosteroids at low-to-moderate dose,
used prudently, for critically ill patients with COVID-19 pneumonia [14].

More recently, systemic corticosteroids in the form of dexamethasone have been
shown to reducemortality in patientswith severeCOVID-19 requiring oxygen therapy or
using a mechanical ventilator [15]. Nonetheless, more studies are needed to replicate the
otcome shown in theRECOVERYtrial to drawa substantive conclusion [16]. Intravenous
methylprednisolone (1–2mg/kg/day) is recommended for 3–5days, but not for long-term
use [17]. Methylprednisolone (dose and regimen not reported) reduces the risk of death
in patients with COVID-19-associated ARDS [18]. However, corticosteroids in severe
COVID-19–related acute respiratory distress syndrome (ARDS) have also been reported
to be associated with increased mortality and delayed viral clearance. Corticosteroids
may have both potentially deleterious and beneficial effects during the different stages of
infection, lung injury, andARDS. InWuhan, the use of corticosteroidswas not associated
with a beneficial effect in reducing in-hospital mortality in severe or critical cases [19].
Here, we aimed to estimate the effects of corticosteroid use on mortality in a large cohort
of COVID-19 patients with severe or critical illness.
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2 Materials and Methods

2.1 Study Design and Participants

This retrospective study was based on clinical data collected from January 2020 to April
2020 at Tongji Hospital in Wuhan, China. All subjects were diagnosed with COVID
pneumonia according to WHO interim guidance. Patients were risk-stratified according
to the severity ofmild, moderate, severe or critical COVID-19 symptoms presented at the
hospital. Patients without hypoxia or exertional dyspnea were considered to have mild
COVID-19. Patients with mild COVID-19 received only symptomatic relief and were
not admitted to the hospital. Patients presented with infiltrates on chest radiography and
required supplemental oxygen by nasal cannula or high-flow nasal cannula were classi-
fied as havingmoderate COVID-19. Patients were classified as having severe COVID-19
if they had hypoxia (oxygen saturation ≤ 93% in room air) or tachypnea (respiratory rate
> 30 breaths/min). Patients with respiratory failure requiring mechanical ventilation
were classified as having critical COVID-19.

2.2 Data Collection

Data were determined from the hospital’s electronic medical record and recorded on
a standardized electronic case report form. Demographic data, information on clini-
cal symptoms or signs at presentation, and laboratory and radiological examinations
during the admission were collected for all COVID-19 patients. Patients with multiple
admissions were included. All laboratory tests and radiological assessments, including
plain chest radiography and computed tomography of the chest, were performed at the
discretion of the attending physician. We collected demographic data (gender, date of
birth, age, ancestral home, time of death, date of visit, discharge date, length and dura-
tion of hospitalization), history of present illness, history of past illnesses (infectious
diseases, history of allergies, history of blood transfusion, previous surgeries, hyperten-
sion, coronary artery, diabetes, chronic obstructive pulmonary disease (COPD), malig-
nant diseases, cerebrovascular diseases, hepatitis, tuberculosis, history of trauma, and
cardiovascular disease), physical examination, specialist examination, chestX-ray exam-
ination, chest CT examination, routine blood tests, biochemical tests, coagulation tests,
blood gas analysis, and treatment (ventilator, intubation, oxygen therapy, hemodialysis,
extracorporeal membrane oxygenation (ECMO), continuous renal replacement therapy
(CRRT), gamma globulin therapy, traditional Chinese medicine (TCM), corticosteroids
therapy, immunotherapy, antiviral therapy, and antibacterial therapy). The main evalua-
tion parameter was the mortality rate of severely and critically ill patients after hospital
admission.
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2.3 Inclusion and Exclusion Criteria

Cases with missing clinical information, mild and moderate symptoms were excluded.
The survival analysis model estimated the association between corticosteroids use and
in-hospital mortality in patients with COVID-19. The parameters used in univariate
and multivariable Cox regression were laboratory test values, including routine blood,
bio-chemical tests, coagulation tests, and blood gas analysis.

2.4 Statistical Analysis

We aimed to evaluate the therapeutic effect of corticosteroids in patients with or without
corticosteroids therapy in different severity categories. Patients were divided into four
groups (mild, moderate, severe, and critical) according to their severity. Survival analysis
is the analysis of time-to-event data, which describe the length of time from a time origin
to an endpoint of interest. Kaplan-Meier curve analysis is a univariate analysis and is
useful when the predictor variable is categorical. Therefore, we performedKaplan-Meier
curve analysis for patients with and without corticosteroids therapy in the severe and
critical illness groups, starting from the date of visit to the date of discharge or death.

The Kaplan-Meier curve analysis describes the survival rate based on one of the
factors under investigation, but ignores the impact of other factors. The Cox model is
an alternative that extends survival analysis methods to simultaneously assess the effect
of several risk factors on survival time. The Cox model is a survival analysis regression
model used for investigating the association between patients’ survival time or mortality
and multiple predictor variables in the medical field. The survival time used in Cox
regression is the time from hospital admission (usually coinciding with the start of the
first treatment ad-ministered) to the last visit. The Cox model is applicable to both quan-
titative predictor variables and categorical variables. Univariate Cox regression analyses
were performed to identify individual factors significantly associated with mortality.
The multivariable Cox regression model was used to describe how these factors jointly
affected survival time. In the multivariate Cox proportional hazard model, only univari-
ate analysis variables with p < 0.05 or speculative associations with the event were
included to avoid overfitting. All variables with significance < 0.05 in the univariate
study plus age and gender were included in the multivariate study [20]. The baseline
characteristics of participants with andwithout corticosteroids therapy, including routine
blood, biochemical tests, coagulation tests, cytokines, and vital signs, were compared.
Descriptive data are presented as means with standard deviations. Categorical variables
are expressed as percentages. All statistical analyses were performed using R Studio.
Research manuscripts reporting large datasets that are deposited in a publicly available
database should specify where the data have been deposited and provide the relevant
accession numbers. If the accession numbers have not yet been obtained at the time of
submission, please state that they will be provided during review. They must be provided
prior to publication.
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Interventionary studies involving animals or humans, and other studies that require
ethical approval, must list the authority that provided approval and the corresponding
ethical approval code.

3 Results

3.1 Characteristic and K-M Survival Curves

As at April 2020, 3337 patients had been admitted to Tongji Hospital. All patients
were classified into four groups (mild, moderate, severe, and critical) according to the
severity of COVID-19, except for 30 of them who had no accurate diagnosis (Table 1).
49.9% of the patients were males, which was slightly less than females. For critically ill
cases, males ac-counted for 59.6% of cases, indicating that males are more susceptible
to COVID-19. For the patients with a mean age of 58.39 years (Standard Deviation
(SD) = 16.12), the mean age was highest in the critical group (64.95, SD = 16.66).
The immune response was poorer in the elderly. Ageing is associated with endothelial
dysfunction, which can lead to vascular pathologies and cardiovascular diseases in the
elderly patients. The systematic use of corticosteroids therapy was higher in critically ill
COVID-19 patients, with up to 80.6% of them receiving corticosteroids therapy. A lower
percentage of patients with underlining comorbidities received corticosteroids therapy.
65% of patients receiving corticosteroids therapy used methylprednisolone, while 14%
used dexamethasone (Fig. 5(c) and Fig. 1).

Of the 3337 patients admitted to the hospital, 294 patients with mild and moderate
dis-ease and cases without an accurate diagnosis were excluded. Our analysis included
2243 (67%) patients with severe pneumonia and 800 (24%) patients with critical pneu-
monia (Fig. 2). Cases with various complications, which may interfere with the thera-
peutic effect of corticosteroids, are also listed. In the severe group, 1037 (46%) of the
patients were male and 857 (38%) received corticosteroids therapy, with an average age
of 57 years. In the critical group, 477 (60%) of the participants were male and 645 (81%)
received cortico-steroids therapy, with an average age of 65 years. The survival analysis
was performed on participants in both groups starting from the date of admission until
discharge or death. The survival analysis, including Kaplan–Meier survival curves and
Cox regression, was performed for our severe (2243) and critical (800) groups. The
Kaplan–Meier survival curves showed that in the critical group, control therapy had bet-
ter efficacy compared to corticosteroids andmethylprednisolone, while in the absence of
the severe group, there was no significant difference between the corticosteroid-treated
and control groups (Figs. 3 and 4). In both the severe and critical groups, there was
no significant difference between patients treated with dexamethasone compared to the
control group (Fig. 5).We controlled the therapy variables except for corticosteroids ther-
apy and compared the laboratory test values between patients treated with and without
corticosteroids in the severe (728) and critical (88) groups.



Therapeutic Effects of Corticosteroids 265

Table 1. Characteristic distribution for collected COVID-19 patients

Level Total Mild Moderate Severe Critical P

N 3337 2 262 2243 800

Gender (%) Male 1664
(49.9)

1 (50.0) 132 (50.4) 1037
(46.2)

477
(59.6)

< 0.001

Female 1673
(50.1)

1 (50.0) 130 (49.6) 1206
(53.8)

323
(40.4)

Age (mean (SD)) 58.39
(16.12)

59.00
(25.46)

49.33
(14.68)

57.22
(15.07)

64.95
(16.66)

< 0.001

BMI (mean
(SD))

23.89
(8.89)

NaN
(NA)

25.52
(23.44)

23.78
(4.02)

23.25
(3.39)

0.038

Corticosteroids
therapy (%)

No 1784
(53.4)

2
(100.0)

219 (83.6) 1386
(61.8)

155
(19.4)

< 0.001

Yes 1553
(46.5)

0 (0.0) 43 (16.4) 857
(38.2)

645
(80.6)

Past disease (%) No 1468
(44.0)

1 (50.0) 146 (55.7) 1077
(48.0)

237
(29.6)

< 0.001

Yes 1845
(55.3)

1 (50.0) 112 (2.7) 1155
(51.5)

556
(69.5)

Infectious
disease (%)

No 3225
(96.6)

2
(100.0)

250 (95.4) 2175
(97.0)

769
(96.1)

0.614

Yes 112
(3.4)

0 (0.0) 12 (4.6) 68 (3.0) 31 (3.9)

Allergic history
(%)

No 3070
(92.0)

2
(100.0)

244 (93.1) 2043
(91.1)

751
(93.9)

0.047

Yes 267
(8.0)

0 (0.0) 18 (6.9) 200
(8.9)

49 (6.1)

Blood
transfusion
History (%)

No 3307
(99.1)

2
(100.0)

262
(100.0)

2224
(99.2)

790
(98.8)

0.234

Yes 30 (0.9) 0 (0.0) 0 (0.0) 19 (0.8) 10 (1.2)

Past surgery (%) No 2759
(82.7)

2
(100.0)

217 (82.8) 1870
(83.4)

644
(80.5)

0.385

Yes 578
(17.3)

0 (0.0) 45 (17.2) 373
(16.6)

156
(19.5)

Hypertension
(%)

No 2338
(70.1)

1 (50.0) 221 (84.4) 1638
(73.0)

459
(57.4)

< 0.001

Yes 999
(29.9)

1 (50.0) 41 (15.6) 605
(27.0)

341
(42.6)

(continued)
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Table 1. (continued)

Level Total Mild Moderate Severe Critical P

Coronory (%) No 3100
(92.9)

1 (50.0) 256 (97.7) 2098
(93.5)

716
(89.5)

< 0.001

Yes 237
(7.1)

1 (50.0) 6 (2.3) 145
(6.5)

84
(10.5)

Diabetes (%) No 2881
(86.3)

1 (50.0) 241 (92.0) 1951
(87.0)

662
(82.8)

0.001

Yes 456
(13.7)

1 (50.0) 21 (8.0) 292
(13.0)

138
(17.2)

COPD(%) No 3292
(98.7)

2
(100.0)

261 (99.6) 2222
(99.1)

777
(97.1)

0.001

Yes 45 (1.3) 0 (0.0) 1 (0.4) 21 (0.9) 23 (2.9)

Malignoncy (%) No 3243
(97.2)

2
(100.0)

258 (98.5) 2191
(97.7)

763
(95.4)

0.01

Yes 94 (2.8) 0 (0.0) 4 (1.5) 52 (2.3) 37 (4.6)

Cerebrovascular
disease (%)

No 3220
(96.5)

2
(100.0)

257 (98.1) 2197
(97.9)

736
(92.0)

< 0.001

Yes 117
(3.5)

0 (0.0) 5 (1.9) 46 (2.1) 64 (8.0)

Hepatitis (%) No 3278
(98.2)

2
(100.0)

254 (96.9) 2208
(98.4)

784
(98.0)

0.423

Yes 59 (1.8) 0 (0.0) 8 (3.1) 35 (1.6) 16 (2.0)

Tuberculosis (%) No 3275
(98.1)

2
(100.0)

257 (98.1) 2206
(98.4)

781
(97.6)

0.716

YES 62 (1.9) 0 (0.0) 5 (1.9) 37 (1.6) 19 (2.4)

Trauma history
(%)

No 3263
(97.8)

2
(100.0)

261 (99.6) 2197
(97.9)

773
(96.6)

0.04

Yes 74 (2.2) 0 (0.0) 1 (0.4) 46 (2.1) 27 (3.4)

Cardiovascular
(%)

No 2185
(65.5)

1 (50.0) 210 (80.2) 1545
(68.9)

410
(51.2)

< 0.001

Yes 1152
(34.5)

1 (50.0) 52 (19.8) 698
(31.1)

390
(48.8)

Abbreviation: Body Mass Index, BMI; Body Surface Area, BSA; Extracorporeal Membrane
Oxygenation, ECMO; Continuous Renal Replacement Therapy, CRRT; Chronic Obstructive
Pulmonary Diseases, COPD; Chronic Kidney Disease, CKD.
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Fig. 1. Flow chart of patient group selection

The small sample for the previous analysis and the relatively young (median age of
39 years) and mild disease of the patients included in the study limited the generalizabil-
ity of the findings to patients without ARDS, which is a major threat and challenge in
clinical practice. The observational nature implies that many confounding factors may
have influenced our results [21]. For patients in the severe group, univariate Cox regres-
sion results showed that gender (p < 0.05), infectious disease (p < 0.05), hypertension
(p< 0.05) and cardiovascular history (p< 0.05) were significantly associated with mor-
tality. COVID-19 patients had diverse complications, of which different complications
contributed differently to survival time. COPD had a greater impact on mortality than
other complications.

Fig. 2. Kaplan-Meier survival curves of critically ill (a) and severely ill (b) patients treated with
corticosteroids
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Fig. 3. Kaplan-Meier survival curves of critically ill (a) and severely ill (b) patients treated with
methylprednisolone

Fig. 4. Kaplan-Meier survival curves of critically ill (a) and severely ill (b) patients treated with
dexamethasone. Yellow and blue shaded areas indicate the 95% confidence interval (CI).
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Table 2. Univariate Cox regression of severely ill patients

Beta HR (95% CI) Wald test p value

Age 0.04 1 (1–1.1) 3.8 0.052

Gender 1.2 3.2 (1–10) 4 0.045

Corticosteroids therapy 0.57 1.8 (0.64–4.9) 1.2 0.27

Past disease 1.2 3.4 (0.95–12) 3.5 0.061

Infectious disease 1.6 5.1 (1.1–22) 4.6 0.033

Allergic history – 17 3.6e-08 (0-Inf) 0 1

Blood transfusion history – 15 3e-07 (0-Inf) 0 1

Past surgery 0.6 1.8 (0.58–5.7) 1 0.31

Hypertension 1.1 3.1 (1.1–8.4) 4.6 0.031

Coronory 0.024 1 (0.13–7.8) 0 0.98

Diabetes 0.019 1 (0.23–4.5) 0 0.98

COPD 2 7.6 (1–58) 3.8 0.05

Malignoncy 1.1 3 (0.39–23) 1.1 0.29

Cerebrovascular disease 1.2 3.4 (0.45–26) 1.4 0.24

Hepatitis 1.6 4.7 (0.62–36) 2.2 0.13

Tuberculosis 1.4 4.2 (0.56–32) 1.9 0.16

Trauma history 1.2 3.4 (0.45–26) 1.4 0.24

Cardiovascular 1.2 3.3 (1.2–9.2) 5.1 0.024

HR: hazard ratios; CI: confidence interval.

3.2 Univariate and Multivariable Cox Regression

A univariate Cox proportional-hazards model was used to estimate the association be-
tween medical history and in-hospital mortality. Administration of corticosteroids in
severe COVID-19–associated ARDS was not associated with increased 78-day mortal-
ity and delayed SARS–CoV-2 coronavirus RNA clearance (Table 2). However, corti-
costeroids in critically ill COVID-19 were associated with increased 78-day mortality
(Tables 4 and 5). According to multivariable Cox regression results, having infectious
diseases increased the hazard ratio for death in the severe group (Table 3). Corticosteroids
are hazardous during recovery because the virus not only persists, but also prevents the
body from generating protective antibodies. Previous reports have demonstrated the ben-
eficial effects of corticosteroids on critically ill COVID-19 patients [21]. Compared to
the non-corticosteroids group, the systemic use of corticosteroids was not associated
with any beneficial effect in reducing in-hospital mortality in both severe cases (HR =
1.8, 95% CI: 0.64–4.9, p = 0.27) and critical cases (HR = 2.7, 95% CI: 1.8–4.2, p <

0.001).
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Table 3. Multivariable Cox regression of severely ill patients

coef exp
(coef)

Lower
95%

Upper
95%

se (coef) z Pr(>|z|)

Gender = Male 1.0989 3.001 0.9489 9.49 0.5874 1.871 0.0614

Infectious
disease = yes

1.5683 4.799 1.0683 21.56 0.7665 2.046 0.0407 *

Hypertension =
yes

0.2367 1.267 0.1582 10.15 1.0614 0.223 0.8236

Cardiovascular
= yes

1.0218 2.778 0.3345 23.08 1.0801 0.946 0.3441

Concordance = 0.749 (se = 0.059)

Likelihood ratio test = 12.74 on 4 df, p = 0.01

Wald test = 13.5 on 4 df, p = 0.009

Score (logrank) test = 15.76 on 4 df, p = 0.003
* P-values between 0.01 and 0.05. coef: coefficient. coef > 0 means higher hazard and worse
prognosis. Exp (coef): exponential coefficients, known as hazard ratios, give the effect size of
covariates. Exp (coef) > 1 means higher hazard. se(coef): standard error of coefficients. z: Wald
statistic value. z = coef / se (coef).

For patients in the critical group, the results of univariate Cox regression showed that
age (p < 0.001), gender (p < 0.001), corticosteroids therapy (p < 0.001), hypertension
(p< 0.05) and history of trauma (p< 0.05) were significantly associated with mortality.
Hypertension was a common factor contributing to mortality rate in both severe and
critical COVID-1 groups. Males had a higher risk of death, and corticosteroids therapy
increased the hazard. According to multivariable Cox regression results, a history of
trauma reduced the hazard ratio for death.Corticosteroids increasedmortality in critically
ill patients with COVID-19, in contrast to previous reports.

Table 4. Univariate Cox regression in critically ill patients

Beta HR (95% CI) Wald test p value

Age 0.018 1 (1–1) 18 1.70E-05

Gender 0.42 1.5 (1.2–1.9) 12 0.00053

Corticosteroids Therapy 1 2.7 (1.8–4.2) 21 4.00E-06

Past disease – 0.2 0.82 (0.64–1) 2.7 0.1

Infectious disease 0.34 1.4 (0.82–2.4) 1.5 0.22

Allergic history 0.028 1 (0.64–1.7) 0.01 0.91

Blood transfusion history 0.72 2.1 (0.97–4.3) 3.5 0.061

Past surgery – 0.2 0.82 (0.61–1.1) 1.8 0.18

(continued)
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Table 4. (continued)

Beta HR (95% CI) Wald test p value

Hypertension – 0.28 0.75 (0.6–0.95) 5.8 0.016

Coronory 0.17 1.2 (0.84–1.7) 0.93 0.33

Diabetes – 0.29 0.75 (0.55–1) 3.2 0.072

COPD – 0.047 0.95 (0.47–1.9) 0.02 0.9

Malignoncy 0.32 1.4 (0.88–2.2) 2 0.16

Cerebrovascular disease – 0.16 0.85 (0.56–1.3) 0.56 0.45

Hepatitis – 0.064 0.94 (0.39–2.3) 0.02 0.89

Tuberculosis 0.063 1.1 (0.53–2.1) 0.03 0.86

Trauma history – 1 0.35 (Table 4 Univariate Cox
regression of critical patients
0.13–0.95)

4.3 0.039

Cardiovascular – 0.2 0.82 (0.66–1) 3 0.081

HR: hazard ratios; CI: confidence interval.

Table 5. Multivariable Cox regression in critically ill patients

coef Exp(coef) Lower 95% Upper 95% se(coef) Z Pr(>|z|)

Age 0.02377 1.0241 1.015 1.0332 0.004515 5.264 1.41E–07 ***

Gender = Male 0.426075 1.5312 1.2073 1.9421 0.121273 3.513 4.42E–04 ***

Corticosteroids
therapy = yes

0.997764 2.7122 1.7701 4.1557 0.21771 4.583 4.58E–06 ***

Hypertension =
yes

–0.400641 0.6699 0.5317 0.844 0.117894 -3.398. 6.78E–04 ***

Trauma history
= yes

–1.005674 0.3658 0.1363 0.9815 0.503583 –1.997 0.045821 *

Concordance = 0.642 (se = 0.017)

Likelihood ratio test = 81.55 on 5 df, p = 4e-16

Wald test = 69.86 on 5 df, p = 1e-13

Score (logrank) test = 71.34 on 5 df, p = 5e-14

* P-values between 0.01 and 0.05. ** P-values between 0.001 and 0.01. *** P-values less than
0.001. Coef: coefficient. Coef > 0 means higher hazard and worse prognosis. Exp (coef): expo-
nentiated coefficients, known as hazard ratios, give the effect size of covariates. Exp (coef) > 1
means higher hazard. Se (coef): standard error of coefficients. z: Wald statistic value. Z = coef /
se (coef).
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3.3 Differences in Physiological Indicators

Furthermore, we controlled for other therapy variables since treatment is always tailored
to the individual patient and the combinations of different treatments are indeed diverse.
We selected patients who received the following treatments, including oxygen therapy,
traditional Chinese medicine, antiviral therapy, antibacterial therapy, but not ventilator,
intubation, hemodialysis, ECMO, CRRT, gamma globulin therapy, and immunotherapy.
There were 728 cases in the severe group and 88 cases in the critical care group who
met the above conditions. We compared all available indicators between the two groups
of patients treated with and without corticosteroids and found numerous differences,
including reducedBaso% in both groups and reducedBaso# in the critical group. The box
plot shows the difference inBaso%andBaso# between corticosteroid-treated and control
groups (Fig. 5). For severe patients, the results showed higher WBC#, LDH, Neut# and
Neut%, and lower UA, ALB, TP, Lymph% in patients treated with corticosteroids (p <
0.001) (Tables 6 and 7; Fig. 6).

Fig. 5. Boxplot of indicators with significant differences in the critical group and distribution of
corticosteroids therapy. Patients treated with corticosteroids have (a) lower basophil counts and
(b) lower basophil percentage in the critical group.

Table 6. Descriptive statistics of parameters in the severely ill patient group

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

N 728 422 306

Gender (%) Male 353 (48.5) 207 (49.1) 146 (47.7) 0.778

Female 375 (51.5) 215 (50.9) 160 (52.3)

WBC #(mean
(SD))

6.06 (1.75) 5.80 (1.53) 6.41 (1.96) < 0.001

RBC #(mean
(SD))

4.10 (0.53) 4.12 (0.51) 4.08 (0.55) 0.444

MCV (mean
(SD))

89.81 (4.72) 89.85 (4.65) 89.75 (4.82) 0.777

(continued)
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Table 6. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

MCHC (mean
(SD))

342.42
(12.59)

342.99 (10.87) 341.63 (14.61) 0.152

MCH (mean
(SD))

30.76 (2.11) 30.82 (1.89) 30.68 (2.38) 0.378

RDW-CV
(mean (SD))

12.80 (1.52) 12.67 (1.49) 12.99 (1.53) 0.005

RDW-SD
(mean (SD))

41.38 (3.93) 40.97 (3.73) 41.95 (4.12) 0.001

Lymph %
(mean (SD))

26.62 (8.01) 28.27 (7.97) 24.33 (7.51) < 0.001

Lymph #
(mean (SD))

1.52 (0.50) 1.57 (0.48) 1.46 (0.51) 0.003

Mono %
(mean (SD))

9.27 (2.30) 9.35 (2.24) 9.16 (2.38) 0.278

Mono # (mean
(SD))

0.54 (0.17) 0.53 (0.15) 0.56 (0.18) 0.003

Neut % (mean
(SD))

61.63 (9.01) 59.72 (8.72) 64.25 (8.76) < 0.001

Neut # (mean
(SD))

3.85 (1.53) 3.56 (1.32) 4.25 (1.69) < 0.001

Hct (mean
(SD))

36.70 (4.03) 36.85 (4.03) 36.49 (4.02) 0.235

Eos % (mean
(SD))

1.71 (1.30) 1.78 (1.27) 1.57 (1.36) 0.528

Baso % (mean
(SD))

0.45 (0.24) 0.49 (0.24) 0.40 (0.23) < 0.001

Eos # (mean
(SD))

0.12 (0.09) 0.12 (0.08) 0.11 (0.10) 0.081

Baso # (mean
(SD))

0.03 (0.01) 0.03 (0.01) 0.02 (0.01) 0.002

Hb (mean
(SD))

125.60
(14.75)

126.44 (14.82) 124.44 (14.61) 0.072

PLT # (mean
(SD))

243.99
(70.08)

246.07 (70.08) 241.11 (70.10) 0.348

(continued)
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Table 6. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

MPV (mean
(SD))

10.53 (0.81) 10.50 (0.82) 10.56 (0.80) 0.375

PDW (mean
(SD))

12.12 (1.84) 12.09 (1.89) 12.16 (1.77) 0.635

PCT (mean
(SD))

0.25 (0.07) 0.26 (0.07) 0.25 (0.07) 0.216

P-LCR (mean
(SD))

28.83 (6.61) 28.66 (6.74) 29.06 (6.44) 0.432

ALT (mean
(SD))

30.22
(21.12)

28.63 (20.02) 32.41 (22.40) 0.017

AST (mean
(SD))

25.20
(11.65)

24.29 (10.41) 26.44 (13.09) 0.014

GGT (mean
(SD))

41.77
(37.14)

38.80 (34.41) 45.85 (40.31) 0.012

TBIL (mean
(SD))

9.57 (5.49) 9.56 (4.89) 9.57 (6.23) 0.979

DBIL (mean
(SD))

4.09 (3.97) 3.98 (2.98) 4.25 (5.02) 0.36

IBIL (mean
(SD))

5.54 (2.60) 5.64 (2.76) 5.40 (2.36) 0.226

ALB (mean
(SD))

37.12 (3.89) 37.77 (4.02) 36.23 (3.53) < 0.001

GLO (mean
(SD))

30.42 (4.07) 30.32 (4.27) 30.56 (3.79) 0.435

TP (mean
(SD))

67.54 (4.47) 68.09 (4.44) 66.78 (4.40) < 0.001

ALB/GLO
(mean (SD))

1.26 (0.25) 1.29 (0.27) 1.22 (0.23) 0.001

PA (mean
(SD))

239.71
(61.70)

244.05 (56.80) 234.17 (67.22) 0.143

TBA (mean
(SD))

5.31 (11.50) 4.93 (8.19) 5.78 (14.62) 0.491

Crea (mean
(SD))

70.49
(19.04)

70.52 (18.47) 70.45 (19.82) 0.965

(continued)
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Table 6. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

Urea (mean
(SD))

4.48 (1.43) 4.44 (1.32) 4.54 (1.57) 0.323

UA (mean
(SD))

275.14
(79.31)

285.96 (78.73) 260.23 (77.78) < 0.001

TC (mean
(SD))

4.14 (0.87) 4.11 (0.87) 4.17 (0.86) 0.373

TG (mean
(SD))

1.66 (0.95) 1.64 (1.00) 1.67 (0.89) 0.759

HDL-C (mean
(SD))

1.04 (0.28) 1.04 (0.27) 1.03 (0.28) 0.739

LDL-C (mean
(SD))

2.61 (0.78) 2.61 (0.78) 2.60 (0.77) 0.921

K + (mean
(SD))

4.25 (0.37) 4.25 (0.37) 4.25 (0.37) 0.904

Na + (mean
(SD))

140.03
(2.33)

140.23 (2.30) 139.76 (2.34) 0.007

Cl- (mean
(SD))

101.43
(2.56)

101.63 (2.41) 101.15 (2.73) 0.013

Ca (mean
(SD))

2.18 (0.10) 2.19 (0.10) 2.17 (0.10) 0.006

P (mean (SD)) 1.09 (0.17) 1.10 (0.17) 1.08 (0.17) 0.273

Mg2 + (mean
(SD))

0.86 (0.07) 0.86 (0.06) 0.85 (0.08) 0.062

Glu (mean
(SD))

6.31 (2.26) 6.08 (1.87) 6.63 (2.69) 0.001

LDH (mean
(SD))

221.87
(61.19)

213.85 (59.91) 232.91 (61.30) < 0.001

ALP (mean
(SD))

72.11
(25.86)

70.35 (24.58) 74.52 (27.37) 0.032

ChE (mean
(SD))

7246.98
(1831.97)

7407.12
(1959.45)

7048.08
(1644.60)

0.068

AFU (mean
(SD))

24.68 (8.37) 24.07 (6.16) 25.43 (10.46) 0.13

Cys-C (mean
(SD))

1.06 (0.32) 1.06 (0.30) 1.07 (0.33) 0.796

(continued)
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Table 6. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

Amy (mean
(SD))

67.81
(33.12)

64.86 (21.47) 71.67 (43.71) 0.07

CKD-EPI
(mean (SD))

91.86
(17.20)

92.20 (17.06) 91.40 (17.40) 0.534

TT (mean
(SD))

16.66 (1.25) 16.68 (1.25) 16.65 (1.26) 0.749

PT (mean
(SD))

13.70 (0.97) 13.68 (1.07) 13.72 (0.82) 0.542

APTT (mean
(SD))

38.94 (4.63) 39.03 (4.45) 38.82 (4.88) 0.568

AT:A (mean
(SD))

93.65
(12.17)

93.76 (11.90) 93.47 (12.64) 0.783

PT-INR (mean
(SD))

1.05 (0.10) 1.05 (0.11) 1.05 (0.08) 0.921

D-Dimer
(mean (SD))

1.04 (1.25) 0.99 (1.40) 1.10 (1.00) 0.273

FDP (mean
(SD))

6.45 (7.73) 6.46 (7.62) 6.43 (7.91) 0.975

Fbg (mean
(SD))

4.36 (1.16) 4.24 (1.17) 4.53 (1.13) 0.001

PTA (mean
(SD))

93.79
(10.00)

93.91 (9.90) 93.64 (10.16) 0.729

IL-6 (mean
(SD))

12.17
(20.86)

9.68 (15.28) 14.97 (25.47) 0.005

IL-10 (mean
(SD))

8.79 (5.18) 8.77 (5.18) 8.81 (5.22) 0.969

IL-8 (mean
(SD))

18.27
(30.76)

18.10 (35.29) 18.45 (24.82) 0.9

TNF-α (mean
(SD))

8.35 (3.91) 8.34 (4.23) 8.37 (3.50) 0.928

IL-1β (mean
(SD))

11.31
(10.62)

13.10 (14.27) 9.62 (4.87) 0.101

IL-2R (mean
(SD))

532.05
(330.07)

496.89 (311.32) 575.53 (347.59) 0.004

IgA (mean
(SD))

2.43 (0.99) 2.38 (0.89) 2.48 (1.07) 0.511

(continued)
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Table 6. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

IgG (mean
(SD))

11.44 (2.45) 11.46 (2.17) 11.42 (2.68) 0.921

IgM (mean
(SD))

1.08 (0.46) 1.13 (0.49) 1.04 (0.44) 0.232

C3 (mean
(SD))

0.86 (0.16) 0.85 (0.14) 0.86 (0.18) 0.549

C4 (mean
(SD))

0.23 (0.08) 0.23 (0.07) 0.23 (0.09) 0.999

temperature
(mean (SD))

36.85 (8.30) 36.43 (1.98) 37.41 (12.55) 0.118

breathe (mean
(SD))

19.79 (1.63) 19.75 (1.92) 19.84 (1.10) 0.431

diastolic (mean
(SD))

76.61
(11.41)

76.54 (9.12) 76.70 (13.90) 0.849

systolic (mean
(SD))

125.39
(13.53)

125.52 (13.25) 125.22 (13.92) 0.772

Pulse-rate
(mean (SD))

80.42 (8.93) 80.20 (9.51) 80.73 (8.08) 0.434

SpO2 (mean
(SD))

97.12 (5.51) 97.11 (6.13) 97.13 (4.54) 0.958

WBC#: white blood cell count; RBC: red blood cell count; MCV: mean red blood cell vol-
ume; MCHC: mean red blood cell hemoglobin concentration; MCH: average red blood cell
hemoglobin; RDW: red blood cell volume distribution width; Lymph %: lymphocyte percentage;
Lymph #: lymphocytes count; Mono%: monocyte percentage; Mono#: monocyte count; Neut%:
neutrophil percentage; Neut#: neutrophil count; Hct: hematocrit; Eos%: eosinophils percentage;
Eos#: eosinophils count; Baso%: basophils percentage; Baso#: basophils count; Hb: hemoglobin;
PLT#: platelet count; MPV: mean platelet volume; PDW: platelet distribution width; PCT: platelet
hematocrit; P-LCR: percentage of large platelets; ALT: alanine aminotransferase; AST: aspar-
tate aminotransferase; GGT: gamma-glutamyl transferase; TBIL: total bilirubin; DBIL: direct
bilirubin; IBIL: indirect bilirubin; ALB: albumin; GLO: globulin; TP: total protein; PA: prealbu-
min; TBA: total bile acid; UA: uric acid; TC: total cholesterol; TG: triglycerides; HDL-C: high
density lipoprotein cholesterol; LDL-C: low density lipoprotein cholesterol; Glu: glucose; LDH:
lactate dehydrogenase; ALP: alkaline phosphatase; ChE: cholinesterase; AFU: α-L-fucosidase;
Cys-C: cystatin; Amy: amylase; TT: thrombin time; PT: prothrombin time; APTT: activated par-
tial thromboplastin time; AT:A: antithrombin activity; FDP: fibrinogen degradation products;
Fbg: fibrinogen; PTA: prothrombin time activity; IL: interleukin; TNF: tumor necrosis factor; Ig:
immunoglobulin; SpO2: SpO2 oxygen saturation.
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Table 7. Descriptive statistics of parameters in the critically ill patient group

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

N 88 31 57

Gender (%) Male 40 (45.5) 13 (41.9) 27 (47.4) 0.791

Female 48 (54.5) 18 (58.1) 30 (52.6)

WBC #(mean
(SD))

7.34 (2.69) 6.62 (2.03) 7.73 (2.93) 0.063

RBC #(mean
(SD))

3.90 (0.57) 3.84 (0.58) 3.93 (0.57) 0.471

MCV (mean
(SD))

89.49 (5.40) 89.08 (6.74) 89.71 (4.56) 0.604

MCHC
(mean (SD))

338.87(12.08) 339.83 (13.83) 338.34 (11.10) 0.585

MCH (mean
(SD))

30.35 (2.40) 30.31 (3.05) 30.37 (2.00) 0.909

RDW-CV
(mean (SD))

13.40 (1.51) 13.25 (1.46) 13.49 (1.54) 0.491

RDW-SD
(mean (SD))

43.09 (5.05) 42.55 (5.47) 43.39 (4.84) 0.46

Lymph %
(mean (SD))

19.79 (8.27) 21.65 (7.04) 18.78 (8.75) 0.12

Lymph #
(mean (SD))

1.26 (0.59) 1.38 (0.81) 1.20 (0.41) 0.183

Mono %
(mean (SD))

8.49 (2.72) 9.71 (2.88) 7.82 (2.41) 0.002

Mono #
(mean (SD))

0.57 (0.20) 0.61 (0.18) 0.56 (0.21) 0.244

Neut %
(mean (SD))

69.48 (10.31) 65.39 (8.10) 71.70 (10.76) 0.005

Neut # (mean
(SD))

5.37 (2.60) 4.44 (1.55) 5.87 (2.91) 0.013

Hct (mean
(SD))

34.72 (4.74) 33.90 (4.08) 35.16 (5.05) 0.238

(continued)
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Table 7. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

Eos % (mean
(SD))

2.31 (1.23) 2.13 (0.85) 2.48 (1.65) 0.727

Baso %
(mean (SD))

0.37 (0.26) 0.53 (0.34) 0.28 (0.16) < 0.001

Eos # (mean
(SD))

0.12 (0.13) 0.17 (0.17) 0.09 (0.08) 0.003

Baso # (mean
(SD))

0.02 (0.02) 0.03 (0.02) 0.02 (0.01) < 0.001

Hb (mean
(SD))

117.20(17.65) 115.17 (14.91) 118.30 (19.01) 0.43

PLT # (mean
(SD))

234.50(75.56) 223.80 (72.08) 240.32 (77.38) 0.33

MPV (mean
(SD))

10.83 (0.94) 11.11 (0.94) 10.69 (0.92) 0.047

PDW (mean
(SD))

12.77 (2.14) 13.33 (2.11) 12.47 (2.12) 0.075

PCT (mean
(SD))

0.25 (0.06) 0.25 (0.06) 0.25 (0.07) 0.638

P-LCR (mean
(SD))

31.18 (7.45) 33.43 (7.60) 29.99 (7.16) 0.04

ALT (mean
(SD))

36.48(86.20) 23.25 (21.56) 43.68 (105.56) 0.291

AST (mean
(SD))

32.30(47.35) 28.90 (17.56) 34.15 (57.52) 0.622

GGT (mean
(SD))

45.35(35.40) 32.09 (22.01) 52.56 (39.20) 0.009

TBIL (mean
(SD))

10.90 (8.85) 12.38 (13.54) 10.10 (4.65) 0.25

DBIL (mean
(SD))

5.30 (6.73) 6.27 (10.56) 4.78 (3.14) 0.324

IBIL (mean
(SD))

5.66 (2.78) 6.13 (3.85) 5.40 (1.96) 0.245

(continued)
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Table 7. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

ALB (mean
(SD))

34.64 (3.57) 35.01 (3.88) 34.44 (3.40) 0.481

GLO (mean
(SD))

31.67 (5.17) 32.15 (5.85) 31.41 (4.79) 0.523

TP (mean
(SD))

66.27 (4.75) 67.16 (5.67) 65.78 (4.14) 0.194

ALB/GLO
(mean (SD))

1.15 (0.26) 1.14 (0.27) 1.15 (0.25) 0.875

PA (mean
(SD))

221.13(69.33) 225.86 (84.86) 218.68 (61.34) 0.749

TBA (mean
(SD))

5.78 (8.53) 8.17 (13.95) 4.52 (2.72) 0.143

Crea (mean
(SD))

72.01(29.72) 75.11 (33.43) 70.33 (27.67) 0.474

Urea (mean
(SD))

6.10 (3.52) 6.30 (3.30) 6.00 (3.65) 0.705

UA (mean
(SD))

248.85(78.71) 262.74 (78.17) 241.30 (78.66) 0.224

TC (mean
(SD))

4.01 (0.91) 3.80 (0.86) 4.13 (0.92) 0.106

TG (mean
(SD))

1.54 (0.77) 1.43 (0.70) 1.61 (0.81) 0.382

HDL-C
(mean (SD))

0.99 (0.35) 1.04 (0.45) 0.96 (0.28) 0.392

LDL-C
(mean (SD))

2.41 (0.72) 2.32 (0.78) 2.47 (0.69) 0.461

K + (mean
(SD))

4.31 (0.42) 4.31 (0.47) 4.31 (0.40) 0.983

Na + (mean
(SD))

139.88 (3.13) 139.94 (2.98) 139.86 (3.24) 0.909

Cl- (mean
(SD))

101.14 (3.67) 101.70 (3.71) 100.84 (3.64) 0.295

(continued)
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Table 7. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

Ca (mean
(SD))

2.16 (0.11) 2.19 (0.12) 2.14 (0.10) 0.052

P (mean
(SD))

1.04 (0.21) 1.03 (0.26) 1.04 (0.17) 0.863

Mg2 + (mean
(SD))

0.83 (0.10) 0.81 (0.08) 0.84 (0.11) 0.251

Glu (mean
(SD))

7.00 (2.13) 6.79 (2.48) 7.12 (1.92) 0.491

LDH (mean
(SD))

294.41(212.48) 251.62 (73.04) 317.68 (256.36) 0.165

ALP (mean
(SD))

72.94 (23.15) 70.67 (25.78) 74.17 (21.73) 0.501

ChE (mean
(SD))

6027.11(1742.86) 6235.45
(2075.83)

5916.80
(1561.53)

0.536

AFU (mean
(SD))

24.06 (7.64) 23.54 (6.93) 24.34 (8.08) 0.724

Cys-C (mean
(SD))

1.28 (0.61) 1.44 (0.73) 1.19 (0.51) 0.152

Amy (mean
(SD))

70.58 (28.27) 77.22 (22.26) 66.59 (31.00) 0.211

CKD-EPI
(mean (SD))

87.83 (21.83) 80.76 (22.30) 91.67 (20.77) 0.024

TT (mean
(SD))

16.73 (1.72) 16.81 (1.34) 16.68 (1.91) 0.734

PT (mean
(SD))

14.37 (1.91) 14.69 (2.37) 14.20 (1.60) 0.253

APTT (mean
(SD))

40.01 (5.67) 41.49 (6.46) 39.15 (5.03) 0.068

AT:A (mean
(SD))

91.09 (14.46) 90.86 (15.10) 91.21 (14.28) 0.923

PT-INR
(mean (SD))

1.12 (0.20) 1.15 (0.24) 1.10 (0.17) 0.22

(continued)
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Table 7. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

D-Dimer
(mean (SD))

1.81 (1.62) 1.84 (1.47) 1.80 (1.72) 0.915

FDP (mean
(SD))

8.35 (7.60) 9.03 (5.73) 7.97 (8.52) 0.605

Fbg (mean
(SD))

4.65 (1.23) 4.72 (1.37) 4.61 (1.15) 0.686

PTA (mean
(SD))

88.58 (14.72) 85.24 (15.99) 90.40 (13.79) 0.117

IL-6 (mean
(SD))

42.59 (140.08) 30.29 (40.50) 50.13 (175.50) 0.566

IL-10 (mean
(SD))

15.14 (22.57) 21.50 (38.96) 12.25 (8.57) 0.29

IL-8 (mean
(SD))

21.92 (23.02) 25.26 (29.54) 20.02 (18.46) 0.368

TNF-α (mean
(SD))

10.41 (5.52) 11.54 (6.96) 9.73 (4.37) 0.173

IL-1β (mean
(SD))

16.35 (17.99) 12.67 (9.51) 19.79 (23.17) 0.295

IL-2R (mean
(SD))

732.42 (495.55) 748.50 (541.31) 722.15 (469.81) 0.822

IgA (mean
(SD))

2.37 (1.10) 2.74 (1.40) 2.20 (0.92) 0.163

IgG (mean
(SD))

13.18 (4.78) 11.90 (3.06) 13.78 (5.34) 0.265

IgM (mean
(SD))

1.11 (0.58) 0.96 (0.42) 1.18 (0.64) 0.282

C3 (mean
(SD))

0.87 (0.19) 0.94 (0.24) 0.85 (0.16) 0.188

C4 (mean
(SD))

0.23 (0.09) 0.24 (0.10) 0.23 (0.08) 0.796

(continued)
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Table 7. (continued)

Level Overall No
corticosteroids
therapy

Corticosteroids
therapy

p

temperature
(mean (SD))

36.31 (2.26) 36.79 (1.31) 36.05 (2.61) 0.144

breathe
(mean (SD))

20.37 (2.23) 19.70 (1.19) 20.73 (2.56) 0.037

diastolic
(mean (SD))

150.19 (714.27) 73.35 (7.10) 191.98 (887.43) 0.46

systolic
(mean (SD))

126.30 (12.93) 127.43 (12.74) 125.68 (13.10) 0.547

Pulse-rate
(mean (SD))

81.46 (8.40) 81.60 (7.15) 81.39 (9.07) 0.913

SpO2 (mean
(SD))

96.10 (5.87) 97.69 (2.14) 95.24 (6.99) 0.061

WBC#: white blood cell count; RBC: red blood cell count; MCV: mean red blood cell vol-
ume; MCHC: mean red blood cell hemoglobin concentration; MCH: average red blood cell
hemoglobin; RDW: red blood cell volume distribution width; Lymph %: lymphocyte percentage;
Lymph #: lymphocytes count; Mono%: monocyte percentage; Mono#: monocyte count; Neut%:
neutrophil percentage; Neut#: neutrophil count; Hct: hematocrit; Eos%: eosinophils percentage;
Eos#: eosinophils count; Baso%: basophils percentage; Baso#: basophils count; Hb: hemoglobin;
PLT#: platelet count; MPV: mean platelet volume; PDW: platelet distribution width; PCT: platelet
hematocrit; P-LCR: percentage of large platelets; ALT: alanine aminotransferase; AST: aspar-
tate aminotransferase; GGT: gamma-glutamyl transferase; TBIL: total bilirubin; DBIL: direct
bilirubin; IBIL: indirect bilirubin; ALB: albumin; GLO: globulin; TP: total protein; PA: prealbu-
min; TBA: total bile acid; UA: uric acid; TC: total cholesterol; TG: triglycerides; HDL-C: high
density lipoprotein cholesterol; LDL-C: low density lipoprotein cholesterol; Glu: glucose; LDH:
lactate dehydrogenase; ALP: alkaline phosphatase; ChE: cholinesterase; AFU: α-L-fucosidase;
Cys-C: cystatin; Amy: amylase; TT: thrombin time; PT: prothrombin time; APTT: activated par-
tial thromboplastin time; AT:A: antithrombin activity; FDP: fibrinogen degradation products;
Fbg: fibrinogen; PTA: prothrombin time activity; IL: interleukin; TNF: tumor necrosis factor; Ig:
immunoglobulin; SpO2: SpO2 oxygen saturation.
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Fig. 6. Boxplot of indicators with significant differences in the severe group. Patients treated with
corticosteroids have (a) lower alanine aminotransferase, (b) basophil percentage, (c) lymphocyte
percentage, (d) total protein, (e) uric acid and higher (f) white blood cell count, (g) neutrophil
count, (h) neutrophil percentage, and (i) lactate dehydrogenase in the severe group.

4 Discussion

Corticosteroids influence the inflammatory component of the inflammation–thrombosis–
hypoxia interaction,which is beneficial in cases requiringmechanical ventilation and less
effective after the development of a thrombus [22]. Corticosteroids are recommended in
cases where intratympanic injections or oral medication given within a week result in a
sudden hearing loss of more than 60 dB. Systemic or local corticosteroid therapy is not
recommended for bacterial ENT infections [23]. Corticosteroid therapy should strike a
balance between a small reduction in mortality and the potential impact of prolonged
coronavirus shedding [24], and the duration of corticosteroid therapy should not be
limited to 14 days [25].

While previous reports performed a 28-day survival analysis, we extended the mor-
tality analysis to 78 days. In this prospective analysis, we collected and screened clinical
data from 2243 severely ill patients and 800 critical cases among 3337 COVID-19
patients. Survival analysis demonstrates that corticosteroid therapy is not associated
with a significant reduction in mortality in severely and critically ill patients. Corticos-
teroids should be considered in critically ill patients with severe COVID-19, but should
be avoided in patients who do not require oxygen therapy [26]. Contrary to what was
observed in the RECOVERY clinical trial, the absence of beneficial effects in this study
may be due to biases in observational and indication data, differences in the clinical
characteristics of patients, choice of corticosteroids, dose administered, concomitant
antiviral or anti-inflammatory drugs, time of initiation and duration of treatment [18].
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To address this controversy, efforts have been made to clarify the effectiveness of
corticosteroids in ARDS through large-scale multi-center randomized controlled trials
[27]. Characterization of the immune activation patterns of COVID-19 patients should
provide additional insight into the timing and therapeutic effects of corticosteroids and
help determine which COVID-19 patients will benefit or be harmed [28].

5 Limitations

This study has several limitations. First, sample size was large. However, many vari-
ables were involved, such as dosage, types of corticosteroid, initiation and duration of
treatment, other concomitant treatments, underlining comorbidities, and demographic
factors. The absence of stratification and incomplete information on certain factors asso-
ciated with outcome may have led to an imbalance between the treated and control
groups. Second, the study was retrospective in nature using real-world observational
data outside the context of a random controlled trial. Third, small variations in stan-
dard clinical management of COVID-19 patients may not be completely excluded due
to the emergency situation, which involves a wide spectrum of departments and physi-
cian specialists on ac-count of hospital reorganization and availability of resources. The
data in this study are too sparse to draw any firm conclusions that may signal delayed
viral clearance and in-creased secondary infection [29]. Finally, the daily evolution of
inflammatory parameters during the first days after corticosteroid administration was
documented in a limited number of included patients, which is insufficient to draw
conclusions [30].
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Abstract. In cloud storage, existing image fuzzy deduplication technology often
adopts a cloud-based deduplication method, which, although it improves the
image’s deduplication efficiency, ignores the client’s communication overhead.
Therefore, to further reduce the bandwidth consumption caused by redundant
image uploading, researchers use similar images to extract the same features and
employ image features as encryption keys to achieve cross-user deduplication.
Although this approach reduces the communication overhead, it increases the risk
of side-channel attacks and threatens the image’s privacy. Thus, this paper pro-
poses a cross-user deduplication scheme based on image content decomposition to
solve the privacy concern. Specifically, by acquiring the image’s frequency char-
acteristics, the base data representing the image’s main contents and the deviation
data representing the image’s details are decomposed from the image. Then, we
use the cross-user deduplication method for the base data deduplication and the
cloud side deduplication method for the deviation data deduplication. The imple-
mentation demonstrates that the developed scheme improves the deduplication
efficiency under the premise of effectively resisting side-channel attacks.

Keywords: Cloud storage · Image deduplication · Side channel attacks · Fuzzy
deduplication

1 Introduction

Supported by advanced multimedia technology, much image data abounds in the appli-
cations and platforms [1–3]. As an essential storage method, cloud storage technology
shelters massive image data. However, large scale of perceptually similar images, always
considered duplicated or redundant, imposes high storage costs to cloud servers and huge
redundant communication costs to users. Image fuzzy deduplication technologies [4–
8] are effective solutions to the problem above. Since similar images share the same
features, we can utilize an index which composes of various features of the image
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to identify whether it exists in the cloud. With the help of histogram [9], perceptual
hash [10], and other feature extraction methods [11], the fuzzy deduplication method
significantly promotes image deduplication efficiency. However, these methods bring
great challenges to user privacy protection. Since the images uploaded to the cloud
may contain sensitive information, such as the amount in the electronic invoice, the
formula in the electronic prescription, or a person’s photo identity, leakage of sensi-
tive data leads to significant losses. To protect image security, researchers proposed a
fuzzy deduplication scheme based on convergent key management [12]. However, this
data encryption method imposes additional computing and storage overhead. Hence,
cross-user deduplication effectively reduces communication costs [13–17], using image
features as encryption keys and utilizing image ownership authentication technology to
achieve cross-user deduplication of similar images. However, these algorithms cannot
completely resist side-channel attacks which occurs in cross-user deduplication, where
an attacker can infer content of sensitive data by monitoring the deduplication responses
from the cloud.

Some researchers have recently proposed generalized deduplication methods and
developed a set of secure deduplication frameworks [18–20]. Under this framework,
raw data is decomposed into bases and deviations. In order to achieve confusion, only
cross-user deduplication is performed on the base, while cloud side deduplication is
performed on the deviation. Since the same base can be extracted from similar data with
a certain probability, the attacker cannot judge the existence of the target data in the
cloud according to the base’s deduplication response. Thus the side-channel attack can
be effectively resisted. However, such methods are only applicable to text data.

This paper proposes a cross-user generalized deduplication method appropriate for
images to solve the above problems. Specifically, the suggested method uses a cross-
user secure deduplication framework based on generalized deduplication and employs a
perceptual hash algorithm for the base and deviation extraction to extract the same base
from similar images with a high probability, improving the deduplication efficiency.
Specifically, the main contributions of this paper are as follows:

1. Proposing a new image security deduplication framework. Indeed, the image is
decomposed into base and deviation, where the base is deduplicated across the users,
and the deviation is deduplicated in the cloud. In particular, the framework supports a
base extraction scheme based on perceptual hashing. Under the proposed framework,
the deterministic relationship between data existence and deduplication response is
broken, and the deduplication efficiency can be effectively improved.

2. Conducting security analysis and performance verification on the proposed method
and revealing that: (1) The proposed method can effectively resist side-channel
attacks and protect image existing privacy. (2) The developed base extractionmethod
can extract the same base from similar files with high probability, reducing the cloud
storage overhead.

2 Related Work

In order to achieve image deduplication, Zhen et al. [7] considered an image as a binary
file and then performed a sliding chunking strategy for image deduplication. This strategy
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is robust to image-level changes like noise but is sensitive to changes like picture resiz-
ing. Agarwala et al. [8] developed a secure near-identical image deduplication scheme
using dual-integrity convergent encryption (DICE) protocol to improve deduplication
efficiency. This scheme divides the image into chunks and applies the DICE protocol
separately to each chunk instead of the whole image. However, the DICE protocol is
vulnerable to offline dictionary attacks, a certain kind of side channel attack. Subsequent
work suggested the fuzzy image deduplication scheme, based on the concept that the per-
petually similar images are different in bit level but share the same feature vectors [9–11].
Nevertheless, these schemes cannot protect the images from the curious cloud system
and malicious side channel attackers. Therefore, Li et al. [12] introduced a secure fuzzy
image deduplication scheme. This scheme generates the signature of each image with
the perceptual hash algorithm and determines the duplicate images by comparing the
hamming distances between perceptual hash algorithm with a given distance. However,
this scheme does not involve the ownership authentication of similar images. In paper
[13], the authors proposed a client-side image fuzzy deduplication scheme that supports
proof of ownership (PoW) authentication. This method achieves PoW-equipped dedu-
plication relying on a novel similar image ownership authentication, which ensures that
only the image owner can calculate the value of certain perceptual hash while the others
cannot. However, the technique must set a trusted server and pay computing overhead
for PoW. Takeshita et al. [14] designed a fuzzy deduplication scheme with a password-
authenticated key exchange strategy and a secure locality-sensitive hash. Nevertheless,
the deduplication should be assisted by other online users of limited availability. Li
et al. [15] proposed SPSD, an AVG-phash based PoW-equipped fuzzy deduplication
solution. AVG-phash largely reduces the computational overhead and can be easily
extended to deduplication of multimedia data. However, the side channel attack threat
still remains unsolved. The state-of-art fuzzy deduplication method is FuzzyDedup [16],
where fuzzyMLE and fuzzyPoW are designed. FuzzyMLE cannot resist side-channel
attacks, which is a potential threat inherent in client-based deduplication. However, rely-
ing on data encryption and ownership proof imposes additional computing and storage
overhead and cannot entirely resist side channel attacks. Indeed, an attacker can infer
sensitive data content by monitoring the traffic during deduplication.

Researchers have recently proposed a series of cross-user data deduplication tech-
niques that resist side-channel attacks. These algorithms are primarily for text data
but are employed for secure fuzzy image deduplication. For instance, Zuo et al. [17]
proposed a chunk-level data deduplication scheme (RRCS), where one of the chunks
uploaded by the client side contains sensitive information with low minimum entropy.
Regardless of whether the sensitive chunk is duplicate, the cloud responds to the user
side with a predefined number related to the number of the non-duplicate chunks. This
strategy prevents the attacker from knowing whether the certain chunk is a duplicate or
not. However, if the cloud side requires the user to upload chunks that does not contain
the sensitive chunk, existential privacy will still be exposed. On this basis, Tang et al.
[18] required the client to upload the XOR of all requested chunks regardless of sensi-
tive chunks, achieving indistinguishable responses. In addition, the authors introduced
MBOS [19], a deduplication scheme based on a marking strategy to resist side-channel
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attack. However, RRCS, RMDS, and MBOS cannot be applied to fuzzy image dedupli-
cation because they are sensitive to any image-level change, similar to paper [7, 8]. Some
researchers have recently proposed generalized data deduplication schemes to decom-
pose the original data into bases and deviations. For example, Tang et al. [20] suggested
a generalized deduplication scheme--SRGDS. They proposed a detailed implementa-
tion at the content-coding level, ensuring the same template that contained generalized
information could be extracted from similar files with non-negligible probability. Gener-
alized deduplication is robust to text changes and is a potential approach to fuzzy image
deduplication.

3 Proposed Secure Cross-User Fuzzy Deduplication Scheme

3.1 The Framework

Image
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Fig. 1. The framework
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This part first presents the cross-user fuzzy deduplication framework as a preparation
before introducing the design in detail. Figure 1 illustrates that the client who launched
the deduplication request first performs a DCT transform to the frequency domain for
the original image. In the frequency domain of the original image, the low-frequency
component is extracted as the base, and the high-frequency component is extracted as
deviation. The base is converted to a binary sequence using a DCT-based perceptual
hash algorithm, and the base hash is obtained. Next, the client sends the base hash
as a deduplication request to the CSP, which receives the base hash and then checks
its existence in the cloud. If this is the first request to upload an image in the whole
image system, the CSP will ask the client to upload the base and deviation without
deduplication. If the client requests to upload again, theCSPwill return the deduplication
response to the client based on the existence of the uploaded base hash in the cloud.
After the client receives the deduplication response from the CSP, the client applies
deduplication to the base and compresses the deviation, then uploads the deduplicated
base and compressed deviations. After the CSP receives the uploaded content from the
client, it first decompresses the deviation and divides the deviation into chunks of the
same size as base. Then the deviation chunks converts into binary sequences by DCT-
based perceptual hash algorithm to obtain deviation hash respectively, and the hash
results used to compare with the deviation data already saved in the cloud. In the same
way as base data processing, the cloud only retains one deviation data of a hash value.
Finally, the CSP obtains the deduplicated base and deviation and stores them in the
cloud.

3.2 The Proposed Scheme

The suggested deduplication process contains three key steps: (1) base extraction, (2)
deviation computation, and (3) image deduplication, which will be introduced in detail.

(1) Base extraction: The DCT transform is first performed on the image, and the low-
frequency component which represents the image’s main data content is selected
as the base data of the image. Since the perceptually similar images often having a
similar data content, there’s a high probability that our scheme can extract similar
bases. Next, we further obfuscate the base data, using the DCT-based perceptual
hashing algorithm (DCT-phash) to calculate the base data hash values. The DCT-
phash algorithm first calculates the DCT mean value in the DCT matrix which
derives from the whole image and compares it with each value in the matrix. If
DCT mean value is less than or equal to DCT matrix value, it is recorded as ‘1’.
Otherwise it is recorded as ‘0’. Thus, base data are converted into a binary sequence.
Note that the dynamic base size is used in this paper, which is 1/80 of the original
image.

(2) Deviation extraction: The left data after base extraction processing is deviation data.
That is to say, the algorithm performs DCT transformation on image, and selects
high-frequency components which represent the image’s details as the deviation
data. After receiving the deduplication response, the user compresses the deviation
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and uploads it to the cloud. The Cloud decompresses it and dividing it into base-
sized chunks. Similar to the base data, we also use the DCT-phash algorithm to
calculate the deviation feature values of each chunks.

(3) Image deduplication: In our method, the base data deduplication occurs in the client
side and the deviation data deduplication occur in the cloud side. The deduplica-
tion of base data can reduce communication overhead, while the deduplication of
deviation data can further improve storage efficiency, under the premise of effective
resistance to side channel attack. When cross-user deduplication occurs, the user
first uploads the feature value of the base data to the cloud, and the cloud determines
the existence of the image chunk through database retrieval. If the hash result of
the feature value exists, it is determined to be a similar image, and the original
base data will not be uploaded, while only the deviation data are uploaded after
compression. To protect data privacy and resist side-channel attacks, the deviation
data is not deduplicated in the client side. After uploading the data to the cloud,
we compute the DCT-phash value of the deviation in the cloud. The results are
compared in a cloud database to fuzzy deduplicate similar deviation data. In the
fuzzy deduplication processing, we compare the hamming distance of DCT-phash
computed with the data that have been stored on the cloud side. Here, the hamming
distance parameter is set to 5.

4 Performance Evaluations

In this section, we introduce the evaluation of security and deduplication performance,
comparing with the SPSD algorithm [15]. For the experiment, the server is equipped
with two Intel CPU, 2 GB RAM, and a 40 GB SSD in a cloud virtual machine. Both
perceptual hash and DCT functions rely on OpenCV 4.6 in Python 3.6.

4.1 Deduplication Performance

In these experiments, we specially generate an image data set that includes 1000 images
originating from a template as shown in Fig. 2. We define that similar images means
perceptually similar images, so every image in our data set are considered as non-
similar images. For better analysis and comparison, we further apply salt noise to each
original image and generate a perceptually similar image. Finally, A data set including
2000 images is formed and used in the following communication overhead and storage
overhead experiments.

The communication overhead of our scheme and SPSD is illustrated in Fig. 3. It high-
lights that when the number of images tested increases, the deduplication rate in com-
munication has a growing trend. Since our generalized deduplication scheme requires
the uploading of all the deviations, the communication overhead in proposed scheme is
less than SPSD (see Fig. 3). Despite the lower deduplication rate, our scheme is designed
to ensure the security against the side channel attack at the expense of communication
cost.

Next, the storage overhead is presented in Fig. 4. In this experiment, our scheme
overcomes the disadvantage in communication cost because the cloud performs dedu-
plication on the non-existent bases and the deviations uploaded additionally. In Fig. 4,
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our scheme deduplicates almost 60% data when more than 500 images are tested. In
spite of the much lower deduplication rate than SPSD, the proposed scheme proves to
be secure and efficient because the data we chose comes from two different bill patterns,
one of which should not be deduplicated in our scheme. SPSD takes the two patterns as
similar images, thus leading to a plausible but wrong result. Therefore, as we noticed
the experiment results above, we additionally plot the error rate of SPSD. As shown in
Fig. 5, the SPSD has a non-negligible possibility to be wrong in fuzzy deduplication.

Fig. 2. Images with sensitive message

Fig. 3. Communication overhead
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Fig. 4. Storage overhead

Fig. 5. Error rate of the SPSD algorithm

4.2 Security Evaluation

This part, we mainly test and verify the scheme can effectively resist the side channel
attacks.We choose an employee record image andmodify some sensitive information for
experiments. Figure 6 shows the original image as well as themodified image, andmarks
the difference between two images with a red rectangle. Then, our scheme and the SPSD
algorithm are used to extract image deduplication features respectively. Figures 7 and 8
compares the DCT-phash results of the base and the deviation extracted by our scheme
with both images. While Fig. 9 shows the AVG-phash results by the SPSD algorithm of
the two images. For the convenience of presentation, we sequentially encode every 8 bits
into a block, the abscissa is the ID of each block, and the ordinate is the corresponding
DCT-phash value in decimal form of each block. Due to the large size of the deviation
data, Fig. 8 shows part of the results. As can be seen from Figs. 7 and 8, the same base
results and different deviation results are extracted from the two images. Therefore, in
the side-channel attack scenario, if the attacker only modifies the sensitive image in each
deduplication request, he still needs to upload the deviation data. In the cloud side, the
parted different deviation data are still retained after fuzzy deduplication processing. So,
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the attacker cannot obtain the existence privacy of the image.However, as shown inFig. 9,
the SPSD algorithm generate the same AVG-phash results between two images, which
causes a side channel attack issue. Figure 10 shows the recovered results of two images,
it proved that the image uploaded by the user can be recovered after the deduplication.

Fig. 6. Comparison of two images

Fig. 7. The base extraction results of image1 and image2

Fig. 8. The deviation extraction results of image1 and image2
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Fig. 9. The SPSD algorithm results of image1 and image2

Fig. 10. Recovered images

5 Conclusion

This paper proposes a novel cross-user deduplication scheme Specifically, we reduce
the overhead and privacy protection according to the data characteristics by extracting
the basis and deviation of the image content decomposition and conducting cross-user
deduplication and cloud side deduplication. As the first scheme to apply the generalized
deduplication theory to image fuzzy deduplication, we successfully verify the effec-
tiveness in resisting channel attacks and image deduplication. Other methods of digital
watermarking can be integrated into this framework to strengthen its performance further.
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Abstract. Public auditing technology has currently been proposed to ensure the
integrity of the cloud data and reduce users’ overheads, which, enables users to
hire a third-party auditor (TPA) for cloud data auditing. However, most exist-
ing public auditing schemes are exposed to security problems of not completely
reliable TPAs, easily manipulated challenge messages, and the convenience for
external adversaries to launch side-channel attacks based on audit parameters.
Additionally, a large number of redundant integrity tags caused by the auditing
mechanism increase the storage burden of cloud servers, and reduce the searching
and auditing efficiency. Hence, aiming to solve the concern of data security and
storage efficiency in cloud storage, this paper proposes a blockchain-based cloud
storage integrity auditing with secure deduplication (BIAD). We distribute a ran-
dom file key between different users by employing the ciphertext-policy attribute
encryption (CP-ABE), and conduct secure public auditing through the blockchain
combined with a bloom filter-based random challenge generation method. In par-
ticular, by applying the random key to encrypt ciphertext and integrity tags, the
existence and ownership privacy of the requested file in the auditing process can be
protected. The security analysis and experimental results demonstrate that com-
pared with the state-of-the arts, the proposed scheme achieves public auditing and
deduplication in a secure and lightweight way.

Keywords: Cloud storage service · Blockchain · Integrity auditing · Data
deduplication · Side-channel attack

1 Introduction

Cloud storage, as a new storage mode, enables users to outsource data to remote servers,
contributing to saving a lot of storage and management costs for users with limited
resources [1]. However, cloud storage also presents many complications and challenges
with all the convenience. Among them, the security of cloud storage is one of the key
issues. Usually, users tend to delete local data to save space after outsourcing it, which
indicates that users lose physical control over their data. Cloud storage data may be
attacked by internal and external adversaries or damaged by uncontrollable factors [2,
3]. For example, cloud servers may delete data that is not frequently accessed to save
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cloud space. Once the user unknowingly uses incomplete data, a loss may be caused.
Therefore, it is of practical significance to regularly check the integrity of cloud storage
data.

In traditional public auditing schemes [4–9], users generally hire a third-party auditor
(TPA) to audit their outsourced data regularly. However, these schemes have the follow-
ing issues. ➀TPA is not completely reliable. TPA may generate a good audit report
without verifying the integrity proof for reducing the computation overhead. ➁Single
Point of Failure (SPoF). Once the centralized TPA is damaged by external attack or an
internal failure, the auditing process cannot be normally conducted, and incorrect results
may be produced [10]. Subsequently, researchers have investigatedmany public auditing
schemes with the introduction of blockchain technology [11, 12]. Most of them adopt
the Nonce value in the block to generate challenge messages and store the hash val-
ues of audit logs in the blockchain transactions. However, these methods only improve
the reliability of TPA while failing to prevent collusion between malicious TPA and
blockchain miners. As an improvement, a decentralized public auditing scheme based
on blockchain (BDPA) [10] was proposed. It applies blockchain instead of centralized
TPA and generates challenge messages relying on a smart contract. None of the above
schemes considers the risk of side-channel attack [13–15]. After auditing, the auditor
stores a log file that records the auditing process on the local server. In this case, the
external adversary can launch a brute-force dictionary attack to predict the content of the
data before using the challenge message, so as to verify the correctness of the integrity
proof in the log file. The existence privacy of the file will be exposed once the verifi-
cation is successful. Moreover, the ownership privacy will be compromised since the
verification key used by these schemes is associated with the identity of the user.

At the same time, with the introduction of an auditing mechanism, the corresponding
integrity tags will induce a considerable number of wasted storage space. In addition to
the redundancy of the data itself [16, 17], due to different signature keys from distinct
data owners. This inevitably increases the storage burden of the cloud server and reduces
the efficiency of searching and auditing in the whole system. Therefore, the public audit-
ing scheme with deduplication has become a research hotspot to solve the problem of
storage efficiency. Then, a public auditing scheme based on Message-Locked Encryp-
tion (MLE) supporting deduplication [18] was proposed to improve storage efficiency.
Nonetheless, users are required to monitor the identity of TPA by processing some audit
parameters online. As a follow-upwork, a novel strategy to support tag deduplication and
integrity auditing [13] was designed through the aggregation strategy based on Lagrange
interpolation. This scheme can resist the side-channel attack on the ownership privacy
of the file. Nevertheless, it can neither perform public auditing and deduplication before
the number of copies reaching the threshold nor protect the existence privacy of popular
files.

Therefore, we focus on data security and storage efficiency in cloud storage services
and present a blockchain-based integrity auditing with secure deduplication (BIAD).
Our main contributions are summarized as follows:

• A secure public auditing framework is proposed. We replace the centralized TPAwith
a decentralized blockchain network to enhance the robustness of the whole auditing
scheme. Moreover, to assure the randomness and reliability of the challenge message
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in auditing process, we combine the smart contract with a new random challenge
generation method based on the bloom filter.

• The ciphertext-policy attribute encryption (CP-ABE) is introduced to support the
secure deduplication of integrity tags aswell as ciphertexts, thus enhancing the storage
efficiencyof the cloud server.Besides, the randomlygeneratedfile key is able to protect
the existence and ownership privacy of files in the auditing mechanism.

• The security of BIAD is analyzed in detail and compared with the state-of-the arts
in system overhead. Theoretical analysis and experimental results reveal that BIAD
can lower the storage overhead of the cloud and reduce the computing and communi-
cation pressure of users. Concurrently, it further weakens the collusion risk between
malicious participants in public auditing and successfully resists the side-channel
attack.

2 Definitions and Preliminaries

2.1 System Model

The system model of the BIAD, as shown in Fig. 1, involves four different entities: key
server (KS), user, cloud server (CS), and blockchain network.

Initial User

Ciphertext, Tags 

Key Server

CP-ABE
Cloud Server

Subsequent User Blockchain Network 

Smart contract

RandomGen

Audit Request

Audit Result

LogCheck

ProofChallenge

LogGen

Fig. 1. System model of BIAD

• KS: The KS is a CP-ABE [19] Key Server, which is responsible for the management
and issuance of each file key.

• User: The user is a data owner with limited storage and computing resources, who
outsources local data to cloud server without backup. Furthermore, the user is able to
entrust a TPA to audit the integrity of uploaded data and check the audit log.

• CS: The CS is an entity that provides storage services, with large storage space and
strong computing power. It stores andmaintains the complete outsourced data, as well
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as limits the query rate of each user to reduce the risk of online brute-force dictionary
attack by malicious adversaries.

• Blockchain: The blockchain is a transparent, tamper-proof distributed ledger, which
provides immutable data logging services and platforms for the smart contract.

Definition 1. BIAD mainly consists of 12 algorithms:

• DupDetect. The algorithm is used to detect whether the requested file is duplicate in
the cloud.

• FileEnc. The algorithm allows the initial user to encrypt the file with a randomly
generated file key.

• TagGen. The algorithm generates integrity tags and the PoW tag.
• Store. The algorithm is used to verify and store data, and update the index list.
• FkeyEnc. The algorithm allows KS to encrypt the file key through CP-ABE.
• PoWVerify. The algorithm verifies the validity of the subsequent user.
• RandGen. The algorithm enables the smart contract to generate a random number.
• ChallGen. The algorithm generates the challenge message.
• ProofGen. The algorithm enables the CS to generate integrity proof.
• ProofVerigy. The algorithm allows the authorized verification node to verify integrity
proof.

• LogGen. The algorithm generates the log file of the auditing process.
• CheckLog. The algorithm checks the behavior of the authorized verification nodes by
checking the validity and correctness of log files.

2.2 Threat Model

The primarily security goal of BIAD is to protect the privacy and integrity of the data.
We assume that communication between different entities cannot be externally truncated
or tampered with. Finally, the current threat situation is summarized as follows:

Internal Adversary. One is the CS, a semi-honest entity, which enforces the protocol
honestly, but will be curious about sensitive information of users. It tries to hide data
loss by falsifying valid evidence, or delete data that users do not frequently access to
save space. The other may be a blockchain node involved in generating the challenge
message, which attempts to submit specially constructed values to control the final result.

External Adversary. Typically, this type of adversary is someone, who has access to
the audit log files, launches brute-force dictionary attack to gain the target data privacy.
Considering two scenarios now. One is that the legitimate users apply identity-related
key before storing them in the cloud together with the original data. The other is they
replace identity-related key with MLE key, and upload ciphertext and corresponding
tags to the CS. In the first case, the adversary can directly put the predicted data into the
parameter-generating equation, the privacy of the existence and ownership of the target
file is compromised once the equation holds. In the second case, MLE key protects the
identity of file owner, but the adversary can still steal the existence privacy by predicting
the content to verify the specific equation.
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2.3 Design Goals

To realize effective public auditing of cloud storage data in the above model, BIAD
needs to achieve following objectives:

• Data correctness: CS must ensure that the data uploaded by the initial user is correct
and complete.

• Public auditability: Only if the complete data of the user is stored correctly, can the
CS pass the integrity auditing. The verification node in the blockchain cannot control
the randomness of the challenge message.

• Side-channel attack resistance: The external adversarieswithout file key cannot launch
side-channel attacks to steal the ownership privacy and the existence of target files on
during the auditing.

• Robustness: By employing a blockchain instead of centralized TPA, the system is able
to work properly even if some nodes in the blockchain fail unexpectedly.

• Efficiency: Not only the ciphertext, but also the corresponding integrity tag can be
deleted, which further improves the efficiency of cloud storage.

3 The Proposed Scheme

3.1 Construction of BIAD

A KS, a user U , a CS, and a blockchain are involved in setup phase, upload phase, audit
phase and check phase of BIAD.

Setup Phase. Let G1 and G2 be two cyclic groups of prime order p, g and ω be two
generators. Let e : G1×G1 = G2 denote a bilinear map.H : {0, 1}∗ → G1 is defined as
a secure hash function and h : {0, 1}∗ → Zp is defined as an encryption function. The
system public parameter is P = (e, p,G1,G2, g, ω,H , h, l).

Upload Phase. Different upload processes are provided for different users.

– Initial user U . The first one to upload a file F :

(1) DupDetect.

• U calculates a deduplication tag hF = h(F) and sends it to the CS.
• After receiving hF , the CS looks for a match in an index list that records the dedupli-
cation tag and the PoW tag in the cloud. If there is no matching record, 0 is returned
to indicate U is the first one to upload F .

(2) FileEnc.

• U chooses a random γ ∈ Z
∗
p as a file key kF to obtain the public key Y = gkF and the

ciphertext C = EkF (F).
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(3) TagGen.

• U divides C into n chunks: C = c1||c2|| · · · ||cn, for each chunk cj,j ∈ [1, n], id j ∈ Z
∗
p

is the serial number. Then U computes Sj

Sj = (H
(
id j

) · ωcj )
kF (1)

as the id j-chunk integrity tag and generatess a root node hroot (H0) of the Merkle hash
tree (MHT) [20] for F as the PoW tag. As shown in Fig. 2, MHT records hash values
of plaintext chunks and connected nodes.

H1

H3 H4

H7 H8 H9 H10

f1 f2 f4f3

H2

H5 H6

H11 H12 H13 H14

f8

H0

f5 f7f6

Fig. 2. The MHT of the file

• After processing all tags, U packs them into M̃ = {C,
{
Sj

}
j∈[1,n],Y , hF , hroot} and

uploads to the CS.

(4) Store.

• Upon receiving M̃ , the CS verifies the correctness of the data according to a bi-linear
equation as

e

(∏n

j=1
Sj, g

)
= e

(∏n

j=1
H

(
id j

) · ωcj ,Y

)
. (2)

If holds, the CS stores C and
{
Sj

}
, and inserts hF and hroot into the index list.

(5) FkeyEnc.

• KS maintains a CP-ABE access policy tree for each file, which takes the unique
identity of a user as an attribute and assigns a private key Kcpabe ∈ Z

∗
p related to its

identity to each user. All of authorized users who possess the file are connected to the
OR gate [19]. In particular, CP-ABE encrypts the random file key KF after receiving
it from the initial user and then assigns access key Kcpabe to each user, which enables
authorized user to decrypt the encrypted KF to assess the file.
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– Subsequent user U ′.The user who uploads F later:

(1) DupDetect.

• This step is the same as that for the initial user. The only difference is that the CS can
find a match in the index list and return 1 to claim the requested file has been stored
in the cloud. That is to say, U needs to prove the ownership of F .

(2) PoWVerify.

• CS sendsU ′ a challenge setChallF of randomly selected elements from chunk indexes
[1, n], such as {2, 3, 5} in Fig. 2.

• U ′ firstly generates a MHT of F and then returns the smallest set, which consists of
the nodes of challenge set and auxiliary ones contributing to generate the root node.
U ′ needs to return PoWF = {H6,H7,H8,H9,H10,H11,H12} in Fig. 2.

• Then the CS calculates a root hash h′
root based on PoWF and verifies whether h′

root
equals to hroot . If so, the CS will notify the KS to distribute U ′ an identity-related
private key to decrypt kF .

Audit Phase. The blockchain performs the public auditing after receiving the audit
request.

(1) RandGen.
• Collection of the hash value. The blockchain node whowants to participate in sends

the hash of secret value [10] and a deposit to the smart contract within a specified
time.

• Validation of the secret value. The node that successfully submits the hash needs
to send the real secret value to the smart contract. Then the smart contract will
calculate its hash value, which is compared with the previous submitted one. If they
are not equal, the secret value will be deleted and the deposit will be confiscated.

• Construction of a random number. The smart contract calculates a random η ∈ Zp

from the valid secret value, and returns the deposit as well as reward to honest
nodes respectively. At the end, the smart contract authorizes a nodeN with enough
computational power depending on the random η to be the verification node [10].

(2) ChallGen.
• N selects k chunk indexes as a challenge set L = {l1, l2, · · · , lk} according to η.
• N sets up k hash functionshi : {0, 1}∗ → Z

∗
P , i ∈ [1, k] based on the bloom

filter [21], computes hi(η) to generate k challengesvj∈ Z
∗
p,j ∈ L, and then sends

challenge message Chall = {(j, vj)}j∈L to the CS, as shown in Fig. 3.

(3) ProofGen.
• CS generates integrity proof as

S =
∏lk

j=l1
Sj

vj ∈ G1, (3)
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Fig. 3. The generation of challenge message based on bloom filter

μ =
∑lk

j=l1
vjcj ∈ Zp, (4)

and sends Proof = {S, μ} to N .

(4) ProofVerify.

• After receiving Proof , N verifies

e(S, g) = e

(∏lk

j=l1
H

(
id j

)vj · ωμ,Y

)
, (5)

and returns 1 to indicate the data is complete if equation (5) holds. Otherwise, returns
0 to indicate the data is corrupted or the CS is malicious.

Check Phase. The user can check the behavior of the verification node.

(1) LogGen.
• N creates (TaskID,Random,Bloomfilter,Chall,Proof , 0/1) as an entry and stores

all entries to a log file in chronological order as shown in Table 1, where taskID is
the number of the smart contract. Then the hash value of the entry is calculated to
store in the blockchain.

Table 1. Log file

TaskID Random Bloom filter Chall Proof AuditResult

taskID1 η1 hi
1, i ∈ [1, k] Chall1 (S1, μ1) 0/1

taskID2 η2 hi
2, i ∈ [1, k] Chall2 (S2, μ2) 0/1

...
...

...
...

...
...
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(2) LogCheck.
• U firstly checks whether the hash value stored in the blockchain matches that stored

locally by N . Secondly, it checks if the random η is the same one generated in the
smart contract and verifies the challenge message. All parameters are valid only if
they are validated.

• U selects a random subset of challenge message and generates an index set B =
{b1, b2..., bk ′ } to the CS.

• CS returns integrity tags and ciphertexts of these challenged chunks.

• U calculates S(B) = ∏b
k
′

j=b1,
Sjvj , μ(B) = ∏b

k
′

j=b1
vjCj, j ∈ B, and then verifies

e
(
S(B), g

)
= e

(∏b
k
′

j=b1
H

(
id j

)vj · ωμ(B)

,Y

)
. (6)

If Eq. (6) holds,U accepts the auditing process. Otherwise,U considers the auditing
process is unqualified.

3.2 Security Analysis

Theorem 1. CS must be responsible for the integrity and security of the data once the
data is stored to the cloud.

Proof. Before storing integrity tags and the data uploaded by the initial user, the CS
is able to check whether the data is complete through Eq. (2):

e

(
n∏

j=1
Sj, g

)

= e

(
n∏

j=1

(
H

(
idj

) · ωcj
)KF , g

)

= e
(∏n

j=1 H
(
idj

) · ωcj , gKF

)

= e

(
n∏

j=1
H

(
idj

) · ωcj ,Y

)

.

(7)

If the verification holds, the CS stores the data with its related information.

Theorem 2. BIAD is able to resist the control of random values bymalicious blockchain
nodes.

Proof. As long as there is an honest blockchain node among participants when
generating the random number by the smart contract, the final output is guaranteed to
be unpredictable. Specifically, n involved nodes first submit the hash of the secret value,
and disclose their secret value in the second step. Therefore, even if (n − 1) malicious
nodes collude, the secret value of the remaining node could not be predict, so the attack
fails.

Theorem 3. BIAD can prevent malicious adversaries from stealing the privacy of the
specific user under side channel.
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Proof. Considering the two cases mentioned in Sect. 2.2, the root cause of the threat
is that the adversary can verify whether the equation holds. Note that BIAD adopts a
randomly generated file key independent from user’s identity to generate integrity tags.
Although the adversary has known the “vj” in the challenge massage and the “μ” in the
integrity proof through Eq. (4), the ciphertext C cannot be obtained since the file key
KF is not visible. Hence, it is hard for the adversary to steal the existence and ownership
privacy of the specific file by verifying the equation.

Theorem 4. BIAD can resist the collusion between malicious authorized verification
node and the CS, and effectively check the integrity of cloud data.

Proof. The authorized verification node obtains the challenge messages based on the
bloom filter. Due to the unidirectional nature of the bloom filter, it is unable to pre-design
challenge messages that satisfy malicious behavior, ensuring the strong randomness of
the challengemessage. During the proof verification, the node verifies the integrity proof
generated by the CS according to bilinear Eq. (5):

e(S, g) = e

(
lk∏

j=l1

Sj, g

)

= e

(
lk∏

j=l1

((
H

(
idj

) · ωcj
)kF

)vj
, g

)

= e
(∏lk

j=l1

(
H

(
idj

) · ωcj
)vj , gkF

)

= e

(
lk∏

j=l1

H
(
idj

)vj · ω
∑lk

l=1 vjcj , gkF

)

= e

(
lk∏

j=l1

H
(
idj

)vj · ωμ,Y

)

.

(8)

It indicates that the data is complete in the cloud once the verification is passed. Then,
the node stores the hash value of the log file recording the auditing process in the block
transaction. The log file is guaranteed not to be tampered with after the block is packaged
and chained.

4 Performance Evaluation

All experiments are conducted on a workstation with Linux operating system Ubuntu
20.04 64-bit, CPU Intel(R) Core I5-8250U @ 3.40 GHz, memory 12 GB and hard disk
1 TB. We utilize PBC Library and Python 3.8 to code. Particularly, the length of the
cyclic group G1 is denoted as |G1| and that in Zp as |Zp|. The system security level is
chosen to be 160 bits.

We compare the performance of BIAD with One-Tag Checker [15] and ATDS [10]
in terms of storage overhead, communication overhead, and computation overhead.
Suppose there are y(y > 0) users owning the same object file F , which is divided into
n chunks of the equal size. Let k be the number of challenged chunks, s be the number
of chunks within a chunk in the One-Tag Checker, and t be the threshold for triggering
tag aggregation in the ATDS. To be fair, the storage and communication costs of F are
not considered.
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4.1 Storage Overhead

The storage overhead for these schemes is shown in Table 2. In BIAD, the CS needs to
store integrity tags and related information. After subsequent users prove the ownership
of the file, the KS will add an attribute to the file’s access tree so that the new user will
obtain the permission to access the file key. Set n to 300 and t to 40, the comparison of
storage overhead is shown in Fig. 4. Compared with ATDS, BIAD and One-Tag Checker
are not limited by the threshold. As we can see, there is no need to upload the auxiliary
information or secondary tags to ensure private auditing before the threshold is reached,
which significantly improves the storage efficiency of the CS. In addition, as the number
of users increases, the storage overhead of One-Tag Checker rises, resulting in a gap
with that of BIAD.

Table 2. Comparison of storage overhead

User Num One-tag Checker [18] ATDS [13] BIAD

y < t n|G1| + 2y|Zp| (2ny + t)|G1| n|G1| + (3 + y)|Zp|
y ≥ t (n + t)|G1|
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Fig. 4. Comparison of storage overhead

4.2 Communication Overhead

The communication overhead is considered during the upload and audit phase.

Upload Phase. Table 3 shows the total communication overhead of each user in this
phase. Refer to the previous section for the analysis of communication overhead. Note
that the PoW method is different for each scheme when subsequent users prove the
ownership of files. We uniformly expressed as |PoWF | for the convenience since the
size of PoWF is smaller. After setting y to 1000 and 10000, n to 300, and t to 40, the
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communication overhead is visualized as shown in Fig. 5 (a) and (b), where the lines of
BIAD and One-tag Checker almost coincide. It shows in Fig. 5(a) that when the number
of users is fewer, two schemes are almost two orders of magnitude different fromATDS.
And it is clear in Fig. 5(b) that as the number of users increases, two schemes gradually
approach to ATDS and eventually tend to be parallel, but the communication overheads
of them are always smaller than that of ATDS.

Audit Phase. The communication cost at this stage mainly depends on the size of the
challenge message and the integrity proof as shown in Table 4, where special parameter
in One-tag Checker is the sum of integrity tags signed by the product of the re-signed
key and the challenge message. It should be noted that BIAD introduces blockchain to
replace traditional TPA, so the random number η ∈ Zp generated by the smart contract
also needs to be transmitted.

Table 3. Comparison of communication overhead for upload phase

Comparison scheme Total communication overhead

One-tag Checker [18] n|G1| + 2y|Zp| + |PoWF |
ATDS [13] (2nt + y)|G1| + |PoWF |
BIAD n|G1| + 2(1 + y)|Zp| + |PoWF |
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0 200 400 600 800 1000
1E+4

1E+5

1E+6

1E+7

C
o
m

m
u
n
ic

at
io

n
 O

v
er

h
ea

d
 (

B
y
te

s)

The number of  users

 BIAD

 ATDS

 One-tag Checker

0 2000 4000 6000 8000 10000
1E+4

1E+5

1E+6

1E+7

C
o
m

m
u
n
ic

at
io

n
 O

v
er

h
ea

d
 (

B
y
te

s)

The number of  users

 BIAD

 ATDS

 One-tag Checker

Fig. 5. Comparison of communication overhead for upload phase
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Table 4. Comparison of communication overhead for audit phase

One-tag Checker [18] ATDS [13] BIAD

Random 0 0 |Zp|
Challenge k(|n| + |Zp|) k(|n| + |Zp|) k(|n| + |Zp|)
Proof k(2|G1| + s

∣
∣Zp

∣
∣) k(|G1| + ∣

∣Zp
∣
∣) k(|G1| + ∣

∣Zp
∣
∣)

Special paras 2|G1| 0 0

Total 2(k + 1)|G1| + k(1 +
s)|Zp| + k|n|

k|G1| + 2k|Zp| + k|n| k|G1|+(2k+1)|Zp|+k|n|

4.3 Computation Overhead

The notation is described as follows:ExpG1
andMulG1 denote exponential operation and

multiplication operation in G1. MulZp and AddZp denote multiplication operation and
addition operation in Zp. Pair denotes bilinear pairing operations. HashG1 and HashZp

denote hash functionH : {0, 1}∗ → G1 and h : {0, 1}∗ → Zp respectively.

Upload Phase. The computation overhead in this phase is mainly from tag generation,
as shown inTable 5. InBIAD, theMHTof thefile for (2n−1) timesHashZp . Additionally,
the initial user needs to generate integrity tags. Set y to 10000, t to 40, and s to 40. The
total computation overhead for 100 users is shown in Fig. 4. It is visualized that BIAD
performs better, almost 1 order of magnitude less than that of One-tag Checker and
almost 2 orders of magnitude less than that of ATDS (Fig. 6).

Table 5. Comparison of computation overhead on user side for upload phase.

Comparison scheme Total computation overhead

One-tag Checker [18] n(s + 1)ExpG1
+ nsMulG1 + nHashG1 + 2yMulZp

+ yAddZp

ATDS [13] (2ny + 2nt + t)ExpG1
+ (2ny − y + t)MulG1

+ n(y + t)HashG1

BIAD 2nExpG1
+ nMulG1 + nHashG1 + 2yHashZp
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Fig. 6. Comparison of computation overhead for upload phase

Table 6. Comparison of computation overhead on user side for upload phase.

Comparison schemes Proof generation Proof verification

One-tag Checker [18] 2kExpG1
+ 2(k − 1)MulG1 +

(2k + s)MulZp + s(k−1)AddZp

2Pair + (k + s)ExpG1
+

(k + s − 1)MulG1 + kHashG1

ATDS [13] kExpG1
+ (k − 1)MulG1 +

kMulZp + (k−1)AddZp

kExpG1
+ (k − 1)MulG1 +

kMulZp + (k−1)AddZp

BIAD kExpG1
+ (k − 1)MulG1 +

kMulZp + (k−1)AddZp

kExpG1
+ (k − 1)MulG1 +

kMulZp + (k−1)AddZp

Audit Phase. The computation overhead at this phase is mainly produced from auditing
verification, as shown in Table 6. It should be noticed that during proof verification, One-
tag Checker requires the user to generate key parameters for TPA online. In ATDS, the
user can only perform private auditing to resist side-channel attack until the threshold
is reached. While in BIAD, the auditing is always performed by the verification node,
so as to the user’s computation overhead keeps 0. Obviously, not only reducing the
computational pressure, BIAD truly achieves public auditing, which is more practical.

5 Conclusion

In order to settle down the problem of data security and storage efficiency of cloud
storage services, we propose a blockchain-based integrity auditing scheme with secure
deduplication in cloud storage. On the one hand, the MHT-based PoW achieves secure
deduplication at the user side, and CP-ABE controls the access to the file key. On the
other hand, a combination of blockchain and bloom filter produces reliable challenge
messages. It is worth mentioning that BIAD offers indirect protection against side-
channel attack by employing the randomly generated file key. Finally, the security of
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BIAD is analyzed in detail and its performance is evaluated comprehensively through
comparative experiments. The results show that the scheme provides a strong security
guarantee under cost-controllable condition.
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Abstract. Aiming at the problem of insufficient utilization of author information
and low accuracy of the existing name disambiguation methods, a name disam-
biguation method based on commonly used author information entity relationship
graph is proposed. The entity relationship graph is constructed according to the
information of the co-authors and the authors’ affiliated institutions, years of birth,
gender and degrees, and the edges in the graph is divided into two categories: the
vertices in the first type edges are the authors, and the vertices in the second type
edges must include any one of the affiliated institution, year of birth, gender and
degree. The connection strength of two authors with the same name in the graph is
calculated by following steps: first, the length of the paths is limited; second, the
first type edges and the second type edges are searched respectively in the graph;
then, the connection strengths of different types of paths are calculated and nor-
malized according to the number and the length of paths, and weighted summed
to obtain the connection strength between two authors; finally, the obtained con-
nection strength is compared with the threshold to realize name disambiguation.
The experimental results show that the proposed method has higher accuracy than
baselines.

Keywords: Data quality · Name disambiguation · Entity relationship graph ·
Accuracy · Big data

1 Introduction

In the era of big data, overwhelming data has brought a new challenge: there may be
different representations of the same objective entity in the same or different data sets,
causing a decrease in data quality. Entity Resolution is to distinguish different data object
representations of the same objective entity [1–3]. Name Resolution is an important
research content of entity resolution, which mainly focuses on human name resolution,
place name resolution and organization name resolution. Human name resolutionmainly
includes the identification of the same name corresponding to different people, that is,
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Name Disambiguation, and the identification of multiple different names corresponding
to the same person [4–6]. This papermainly studies the problemof name disambiguation.

Due to China’s large population, the problem of name disambiguation in Chinese
people becomes very outstanding [7]. For example, when using “My Nanjing APP” to
query the same name, the result shows that there are as many as 3190 people named
“ZhangWei” in Nanjing. In literature retrieval process, the ambiguity of the name easily
leads to the decline of the retrieval accuracy, which troubles users a lot. And it will also
affect the attribution of scientific research results. Therefore, identifying different author
entities with the same name and correctly assigning their academic achievements to the
corresponding author is very important, which can significantly improve the academic
transparency of researchers and correctly evaluating their research ability.

Currently, existing name disambiguation methods can be divided into supervised
methods and unsupervised methods [8–10]. The supervised methods mainly train a
classification model to realize name disambiguation, and the unsupervised methods cal-
culate the similarity between the authors with the same name to judge whether two
authors are the same author. The DISTINCT method is a supervised method, it calcu-
lates the connection strengths of the paths between two authors through random walk
probability according to the authors’ information, such as the co-authors, research fields,
journal or conference names and publication places, and then obtains the weights of dif-
ferent paths by training a Support Vector Machine (SVM) classifier. According to the
weights of different paths, the connection strength between the two authors is calculated
to realize name disambiguation [11, 12]. A GrapHical framewOrk for Name diStincTion
(GHOST) method based on co-authors is an unsupervised method [13]. The GHOST
method constructs a graph based on the cooperative relationship between authors, then
searches the effective paths between the authors in the graph; and calculates the sim-
ilarity between the authors according to the number and length of effective paths by
using the parallel resistance similarity function, and compares the similarity with the
set threshold to achieve the name disambiguation [14, 15]. Since GHOST only uses
co-author information, if there is no co-author information in the literature, the method
may not work. Therefore, Shang et al. proposed a Co-author and Affiliate Based Name
Disambiguation (CoAAND) method based on the information of co-authors and affili-
ated institutions [16]. According to the cooperative relationship between authors and the
membership relationship between authors and affiliated institutions in literature records,
the connection strength between two authors with the same name is obtained by search-
ing the effective paths of two authors in the graph [17], and the connection strength is
compared with the set threshold to disambiguate the same name. In the above methods,
if there are no co-authors in the two papers published by the same author and they belong
to two different affiliated institutions in the two papers, the CoAANDmethod will judge
that there are two people, which reduces the method accuracy.

In order to improve the accuracy of name disambiguation, this paper proposes a
name disambiguation method based on commonly used author information. The entity
relationship graph is constructed by using the information of the co-authors and the
authors’ affiliated institutions, years of birth, gender and degrees. The paths in the graph
are divided into two types and searched respectively with a length constraint: the vertices
in the first type paths are the authors, and the vertices in the second type paths include
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authors’ affiliated institution, year of birth, gender and degree. The connection strengths
of paths are calculated and normalized according to the number and the length of paths
between the authors to be disambiguated. Then, the obtained connection strengths are
weighted summedand comparedwith the set threshold value to judgewhether the authors
to be disambiguated are the same author entity. Compared with the methods mentioned
above, NDAP can utilize the author information more effectively even when part of
author information is missing.

Section 2 introduces the name disambiguation method based on commonly used
author information, Sect. 3 carries out experiments, and Sect. 4 summarizes the work of
this paper.

2 The Name Disambiguation Method Based on Commonly Used
Author Information

To improve the accuracy of name disambiguation, we propose a Name Disambigua-
tion method based on Author Profile (NDAP), which mainly use the commonly used
information of the authors to disambiguate the same names.

2.1 Construct Entity Relationship Graph

The entity relationship graph is represented asG = (V, E), where V is the set of vertices
and V = A ∪ O ∪ Y ∪ D ∪ S, in which A = {a1, a2, …, am} is the set of all authors’
names, and the authors to be disambiguated are distinguished by names with numbers;
O = {o1, o2, …, os} is the set of authors’ affiliated institutions, Y = {y1, y2, …, yk} is
the set of authors’ years of birth, D = {bachelor, master, doctor} is the set of authors’
degrees, S = {male, female} is the set of authors’ gender, E is the set of edges. If there is
a cooperative relationship between authors in a paper, then connect these two vertices of
authors by the first type edge. And the vertex of an author is connected with the vertices
of his affiliated institution, year of birth, gender, degree through the second type edges.
This paper does not consider co-authors with the same name.

Assuming the paper information as in Table 1 and the author to be disambiguated is
Li Na, then an entity relationship graph can be constructed as shown in Fig. 1.

Table 1. Author’s common information and published papers

Paper Authors with their affiliated institutions, years of birth, gender and degrees

p1 Li Na(o1, 1977, female, doctor), Ji Xiaobing((o1, o3), 1976, male, doctor), Zhang
Lin(o1, 1961, male, doctor)

p2 Li Na(o2, 1971, female, doctor), Chen Xiaohui(o2, 1988, male, master)

p3 Li Na(o3, 1977, female, doctor), Ji Xiaobing(o1, 1976, male, doctor), Zhang Lin(o1,
1961, male, doctor)

(continued)
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Table 1. (continued)

Paper Authors with their affiliated institutions, years of birth, gender and degrees

p4 Li Na(o4, 1987, female, master), Li Yifan(o4, 1966, male, doctor), Wang Hong(o4,
1988, female, master)

p5 Li Na(o4, 1987, female, master), Li Yifan(o4, 1966, male, doctor), Wang Hong(o4,
1988, female, doctor), Zhang Yinxia(o4, 1985, female, doctor)

In Table 1, p is the published paper, and other contents are the commonly used author
information, where o represents the affiliated institutions of the authors.

In Fig. 1, vertex set V includes all authors’ names, affiliated institutions, years of
birth, degrees and gender, and two vertices are connected when they both are authors

o1

Li Na1
Zhang 

Lin
{p1}

Ji 

Xiaobing

Li Na3 o3

Li 

Na2

{p1}

Chen 

Xiaohui

o2

female

1977

1971

doctor

Li Na4

Li Na5

Li 

Yifan

Wang 

Hong

Zhang 

Yinxia
o4

1987 {p5}

{p5}

master

male

1966{p4,p5}

1985 {p5}

1961

1976

1988

{p
1}

Fig. 1. Commonly used author information entity relationship graph
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and have cooperated in a paper or one vertex is the author information of another author
vertex.

If two authors to be disambiguated are the same author entity, their affiliated institu-
tions, degrees, gender and years of birth are generally the same, and their co-authors are
relatively fixed, that is, there are paths connected in the figure, and the more paths and
shorter lengths, the more likely they are to correspond to the same author entity [18].

2.2 Calculate Connection Strength between Authors

In this section, the connection strength of two authors is calculated as follows:

1. Distinguish Path Types. As there are many types of vertices, one path may include
vertices of different types. As shown in Fig. 1, there exists the path “Li Na 1 - Doctor
- Ji Xiaobing - Li Na 3”, which includes vertices of degree and co-author. Because
different types of edges contribute differently to the authors’ name disambiguation,
the accuracy and efficiency of searching can be improved by limiting the edge type
in a path. Meanwhile, for one author entity, he may have multiple co-authors, but
his affiliated institution, year of birth, degree and gender may be relatively fixed.
Therefore, this paper divides the paths into two categories. The first type path only
contains the first type edges, namely the co-author type edges; and the second type
path consists of the second type edges, that is the edge type of author name - affiliated
institution, author name - year of birth, author name - gender, and author name -
degree.

2. Path Length Limitation. For two authors to be disambiguated as and ae, the breadth-
first search strategy is adopted to search the paths between two vertices of as and
ae in the graph. As shown in Fig. 1, there are two paths from “Li Na 4” to “Li Na
5”: “Li Na 4 - Li Yifan - Li Na 5” and “Li Na 4 - Li Yifan - Wang Hong - Zhang
Yinxia - Li Na 5”, and the latter one is obviously longer. The longer the path is, the
less it can contribute to disambiguation, and the higher its search time complexity
is. By limiting the path length, the search efficiency can be improved and has little
influence on the disambiguation performance, so the path lengths of two path types
are limited within a certain range respectively.

3. Calculation of Connection Strength. The connection strength is the sum of the path
connection strength of all paths between two vertices. Suppose R1= {P1, P2, …,
PL} is the set of the first type paths between as and ae whose length are not greater
than 4, R2 = {P′

1 P′
2, , …, P′

M } is the set of second type paths between as and ae
whose length are not greater than 2. Pi (Pi ∈ R1) and Pj (Pj ∈ R2) are the paths
between as and ae, NPi is the length of path Pi and NPj the length of path Pj. Then,
the connection strength between as and aeis calculated by following formulas.

cs(as, ae) = ω1

∑

Pi∈R1

1

Npi
+ ω2

∑

Pj∈R2

1

Npj
(1)

s.t.ω1 + ω2 = 1 (2)

ω1, ω2 ≥ 0 (3)
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where, cs(as, ae) is the connection strength between as and ae, ω1 is the weight of the
first type paths,

∑
Pi∈R1

1
Npi

is the sum of the connection strengths of the first type paths, ω2

is the weight of the second type paths,
∑

Pj∈R2
1
Npj

is the sum of the connection strengths

of the second type paths.
Assume that the path between two authors to be disambiguated, “Li Na 1” and “Li

Na 3”, is shown in Fig. 2. “Zhang Lin” and “Ji Xiaobing” are the co-authors of “Li Na
1” and “Li Na 3”, and the affiliated institutions of “Li Na 1” and “Li Na 3” are o1 and
o3 respectively.

In Fig. 2, the breadth-first search is conducted for the first type paths between “Li
Na 1” and “Li Na 3”, and the result paths are “Li Na 1 - Ji Xiaobing - Li Na 3”, “Li Na
1 - Zhang Lin - Li Na 3” and “Li Na 1 - Ji Xiaobing - Zhang Lin - Li Na 3”. Then the
connection strength of each path is calculated as 1/2, 1/2, 1/3, respectively. The second
type paths between “Li Na 1” and “Li Na 3” are “Li Na 1 - Doctor - Li Na 3”, “Li Na
1 - female - Li Na 3” and “Li Na 1 - 1977 - Li Na 3”. And the connection strength of
each path is 1/2, 1/2, 1/2 respectively. After obtaining the connection strength of the two
types of paths respectively, the connection strength between “Li Na 1” and “Li Na 3” is
obtained by using Formula (4) to (5), and then compared with the set threshold to judge
whether “Li Na 1” and “Li Na 3” are the same author.

The pseudo-code of NDAP is given in Algorithm 1:
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In algorithm 1, step 1 constructs an entity relationship graph based on the paper
record data and author profile information; step 2 defines the search limitations for the
two types of paths in the graph; steps 3 to 7 search the two types of paths and obtain
the normalized connection strengths of paths between each pair of two authors, and
weighted sum the connection strengths of paths to get the connection strength between
the two authors; steps 8 to 9 compare the connection strength between two authors with
the set threshold, if the connection strength is larger than the threshold, then the two
authors are the same author, otherwise not.

o1

Li Na1
Zhang 

Lin
{p1}

Ji 

Xiaobing
Li Na3

{p1}

female

1977

doctor

{p3}

male

1961

1976

o3

Fig. 2. Example of author information entity relationship

3 Experiments

3.1 Experiments Data Sets

In order to verify the effectiveness of the proposed method, the information of authors
to be disambiguated is obtained from WanFang1 database for test experiments.

The paper records of authors “Zhang Hui”, “Li Wei”, “Wang Wei”, “Li Dan” and
“Yang Jing” are obtained from WanFang database. The information of co-authors and
affiliated institutions, years of birth, gender and degrees is derived according to the paper
records. The detailed information is shown in Table 2.

1 https://www.wanfangdata.com.cn.

https://www.wanfangdata.com.cn
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Table 2. The statistical information of author information in paper records

Name Number of papers Number of authors Number of
co-authors

Number of
affiliated
institutions

Zhang Hui 50 9 574 158

Li Wei 71 10 1723 537

Wang Wei 146 13 1666 370

Li Dan 74 7 864 227

Yang Jing 150 6 1026 212

3.2 Baselines

To verify the effectiveness and superiority of NDAP method, a comparative experiment
is conducted with DISTINCT method and CoAAND method. The settings of methods
in the experiment are as follows:

MethodA:DISTINCTmethod in reference [11]. Themethod constructs the data into
a graph. Then it measures the connection strengths of the paths between two vertices
in the graph by the random walk probability. Next, the weights of different types of
paths between two vertices are obtained by training an SVM classifier. And finally,
the connection strengths are weighted summed and compared with the set threshold to
achieve the name disambiguation.

Method B: CoAAND method in reference [16]. This method first constructs entity
relationship graph of authors by using the co-authors’ names and affiliated institutions,
then uses breadth-first search strategy to search the effective paths between the authors
in the graph. According to the number and the type of effective paths, the connection
strength between two authors is calculated and compared with the threshold, hence
realizing the disambiguation of the same name.

Method C: the NDAP method proposed in this paper. In this method, the weight of
the first type paths ω1 is set to 0.4, and the weight of the second type paths is set to 0.6.

3.3 Evaluation Indicators

For namedisambiguation,Recall, Precision andF1values are commonly used tomeasure
the disambiguation performance. Suppose N1 is the number of authors with the same
name to be disambiguated in the dataset, N2 is the number of authors with the same name
being disambiguated by the methods, and Nc is the number of authors with the same
name being correctly disambiguated by the methods. Then, recall value R, precision
value P and F1 value can be calculated by following formulas:

R = Nc

N1
× 100% (8)

P = Nc

N2
× 100% (9)
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F1 = 2 × P × R

P + R
× 100% (10)

where a greater indicator value represents a better method performance.

3.4 Results

DISTINCT, CoAAND and NDAP methods are used to disambiguate the author entities
in the data sets in Table 2. And the mean and variance results of the methods are obtained
and listed in Table 3.

Table 3. Experiment results

Name Method R(%) P(%) F1(%)

Zhang Hui DISTINCT 60.93 ± 7.81 73.58 ± 9.22 66.66 ± 8.95

CoAAND 73.47 ± 6.09 100 ± 0 84.68 ± 2.74

NDAP 87.1 ± 10.98 100 ± 0 92.95 ± 2.66

Li Wei DISTINCT 50.85 ± 8.58 67.42 ± 6.61 57.9 ± 8.24

CoAAND 65.14 ± 3.22 84.07 ± 9.04 73.35 ± 5.93

NDAP 68.76 ± 13.3 100.00 ± 0 81.42 ± 10.8

Wang Wei DISTINCT 53.39 ± 4.22 62.02 ± 0.83 56.77 ± 1.32

CoAAND 72.85 ± 12.11 75.00 ± 4.18 73.80 ± 6.91

NDAP 80.07 ± 4.29 82.01 ± 1.76 81.9 ± 3.08

Li Dan DISTINCT 33.69 ± 3.69 61.81 ± 11.12 44.19 ± 5.62

CoAAND 47.63 ± 5.97 62.37 ± 5.66 53.99 ± 1.98

NDAP 66.3 ± 5.96 96.74 ± 14.24 78.66 ± 7.27

Yang Jing DISTINCT 30.57 ± 2.14 66.46 ± 2.49 41.88 ± 2.67

CoAAND 52.06 ± 11.09 95.78 ± 8.06 67.9 ± 12.25

NDAP 95.42 ± 1.5 95.75 ± 1.08 95.2 ± 0.14

It can be seen from Table 3 that the recall, precision and F1 values of NDAP
method are greater than those of CoAANDmethod and DISTINCT method, except that
CoAAND has a better precision value on the data set of authors “Yang Jing”, indicating
the superiority and effectiveness of NDAP method over other methods.

Table 3 shows that NDAP method is better than CoAAND method and DISTINCT
method. The reasons may be as follows:

1. The CoAAND method only utilizes the co-authors and affiliated institutions infor-
mation of the authors with the same name, whose information amount is less than
NDAP method. In addition, when the same author belongs to different institutions,
CoAAND cannot judge that the authors are the same author entity, yet NDAP can
overcome this problem.
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2. The DISTINCT method needs more information such as research field, published
journal, conference name, publication place and so on to achieve better performance.
Besides, the method adopts the random walk probability to calculate the connection
strength, which is insufficient to reflect the connection strength between the authors.
The experiment results show that the NDAP method proposed in this paper needs
less information while having better disambiguation performance than DISTINCT
method, representing that NDAP has better applicability.

4 Conclusions

Aiming at the problem of inadequate utilization of author information and low accuracy
of the existing name disambiguation methods, a name disambiguation method based
on commonly used author information entity relationship graph, namely, NDAP is pro-
posed. The NDAP method first constructs an entity relationship graph according to the
information of the co-authors and the authors’ affiliated institutions, years of birth, gen-
der and degrees. Next, it divides the edges and paths in the graph into two categories: the
vertices of the first type edge only contain the authors and the vertices of the second type
edge must include any of the affiliated institutions, years of birth, gender and degrees;
the first type path only consists of the first type edges and the second type path only
consists of the second type edges. Then it limits the length of the different types of paths
to reduce the time complexity of searching, and search the paths by using the breadth
first searching strategy. At last, the connection strength of two authors with the same
name in the graph is obtained by weighted summing the connection strengths of the
paths between the two authors. The NDAP method is compared with CoAAND method
and DISTINCT method, and the results show that the proposed method has a better
performance. Further analyzing the results, NDAP has the following 3 advantages:

1. In the process of namedisambiguation, author similarity cannot bemeasured directly,
so the author information data is transformed into a graph, and the paths between
the authors in the graph are found through the breadth first search method, which
overcomes the influence of heterogeneous features of authors.

2. The corresponding entity relationship graph constructed according to the commonly
used author information can effectively reflect the connection strength between two
authorswith the samename,which improves the accuracywhendeterminingwhether
the two authors in the graph are the same entity.

3. The calculation efficiency is improved by setting the path length limitations of differ-
ent path types in the graph, which makes the proposed name disambiguation method
simpler and more efficient.
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Ontology-Based Metadata Model Design of Data
Governance System
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Abstract. Data as an important asset, its governance problem gradually high-
lighted. Metadata as an important data technology means of data governance, its
model is of great significance for sharing, exchanging, understanding, discover-
ing, and interoperating data. This paper based on the ontology method, integrates
various metadata models and proposes a metadata model system for the data
governance lifecycle to promoting the construction of cross-domain data sharing
space.

Keywords: Metamodel · Data governance · Ontology · Structure metadata ·
Discovery metadata

1 Introduction

Data, as an important asset, its governance, management, sharing and exchange are no
longer limited to a certain enterprise or field, and have become an important issue faced
by the country and the whole society. With the promotion and practice of the Open
Government Data (OGD) in the global scope, data can be transferred and applied in a
larger range. The influence and value of data gradually emerge [1], contributing to the
development of social [2], political [3], economic [4] and environmental [5], etc. Data
opening ability has become an important embodiment of national competitiveness [6].

With the development of big data, how to realize the discoverability, comprehension,
and interoperability of massive data in the cross-domain data space, and how to support
the understanding and automatic processing of humans and machines has become an
urgent problem to be solved. Cloud, Big Data, Artificial Intelligence and other technolo-
gies cannot improve the capabilities of the data itself. Metadata, as the data to describe
the data, is an important method and technical approach for the effective description and
management of the data space and the goal of improving the capabilities of the data itself
[7, 8]. In the construction of the portal website of open government data, the description
and management of open data sets through metadata has become one of the core func-
tions of the open data portal. Among them, metadata model, namely metamodel, is the
core and key of metadata management system and metadata interoperability, such as the
most famous W3C Open Data Metadata Cataloging DCAT standard [9].

Where there is data, there must be a need for metadata construction. Therefore,
the governance and management of the data lifecycle also puts forward higher and
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more comprehensive requirements for metadata construction and management. From
the perspective of ontology, facing the requirements for the description of data feature
and the governance of data, this paper reorganizes and synthesizes the existing metadata
models, and proposes a framework of metadata model system in governing data.

2 Metadata Model Technology

2.1 Metadata Model Classification

Metadata model is a model that describes metadata. With the construction and develop-
ment of metadata in various fields, the research and achievements of metadata model are
constantly improved and developed. There are also many methods for the classification
of metadata.

United States Department of Defense divides metadata into structure metadata, dis-
covery metadata and application metadata in its data strategy [7, 8].The companies like
Huawei divides metadata into technical metadata, business metadata, and operational
metadata [10].

In the ISO/IEC 19583-1:2019 (Information technology – Concepts and usage of
metadata Part 1: Metadata concepts) [11] published by the International Organization
for Standardization in 2019, metadata can be mainly divided into structure metadata,
descriptive metadata and management metadata according to its different functions. So
no matter which classification method, from a functional point of view, there are mainly
three categories:

1) About the description of the data composition structure, the description of the
semantic structure of the data to improve the understandability and interoperability of
the data, this metadata is called structure metadata in this paper, such as Huawei’s
technical metadata, registered metadata object in ISO/IEC 11179-3 [12], metadata for
digital still images in ANSI/NISO Z39.87 [13], geographic information metadata in
ISO/IEC 19115-1 [14], etc., all belong to this type of metadata.

2) The description of the external characteristics and content of the data, themetadata
used to discover and identify the content, this metadata is called the discovery metadata
in this paper, such as the descriptive metadata in ISO/IEC 19583-1 [11], the famous DC
metadata [15], the discovery metadata of the US military [7, 8], W3C’s DCAT [9], etc.,
all belong to this kind of metadata.

3) Metadata required for data management and application, which is used for data
exchange management, right confirmation management, value and quality evaluation,
etc., this metadata is called management metadata in this paper, such as management
metadata in ISO/IEC 19583-1 [11], and W3C’s PROV-DM [16] for data provenance
management are all belong to this kind of metadata.

2.2 Structure Metadata Model

Structure metadata models can generally be divided into two categories:
1) Dedicated structure metadata, usually such metadata models are released syn-

chronously with specific data model standards, such as ➀the metamodel used with Joint
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C3 Information Exchange Data Model (JC3IEDM) of NATOMultilateral Interoperabil-
ity Program (MIP) [17], which is specially used to describe the logical data model and
physical datamodel of JC3IEDM;➁National Information ExchangeModel (NIEM) [18,
19] jointly implemented by the US Department of Homeland Security and the Depart-
ment of Justice, the structure domain of the model quotes common syntax and basic data
types of XML Schema to support describing the generic, public and business domain of
NIEM.

2) General structure metadata, this kind of metadata model is more abstract, such
as ISO/IEC 11179-3:2013 (Information Technology Metadata Registry (MDR) Part 3:
Metadata model and Basic Attributes of a Registry) [12] standards the conceptual model
of a metadata registry and a set of basic attributes when a full registry solution is not
required; And the not yet officially published ISO/IEC 11179-7:2019 Information tech-
nology – Metadata registries (MDR) Part 7: Dataset [20], extensions to the metadata
model of the dataset package based on Part 3.

2.3 Discovery Metadata Model

Discovery metadata was first developed from Dublin metadata and developed in various
fields; this brought about the problem of metadata interoperability and promoted the
development of W3C standards for metadata cataloging.

Dublin Metadata Standard. The Dublin Core Element Set (DC) was jointly initiated
by the Online Library Center (OCLC) and the National Center for Supercomputing
Applications (NCSA) in March 1995 [21]. The members of the development team are
computer scientists, network experts and library experts from the two institutions men-
tioned above, and the purpose is to establish a widely applicable set of metadata elements
that can describe any network data asset and facilitate storage, retrieval, passing and
retrieving data assets, and simple enough that any author can create metadata for their
own files without specialized training.

W3C Open Data Metadata Catalog DCAT. W3C’s Data Catalog Vocabulary
(DCAT) [9] is an RDF vocabulary designed to facilitate interoperability between data
catalogs published on the Web. DCAT enables publishers to describe datasets and data
services in catalogs using standard models and vocabularies, facilitating the consump-
tion and aggregation of metadata from multiple catalogs to increase the discoverability
of datasets and data services. It is also possible to use a distributed approach to publish
data catalogs and use the same query mechanism and structure for federated searches of
datasets in catalogs across multiple sites.

DCAT was earliest (2010) developed by the Digital Enterprise Research Institute
(DERI) of the National University of Ireland Galway. DERI analyzed metadata of seven
open data platforms including the United States, the United Kingdom, Australia, New
Zealand, Ireland, London and San Francisco. Then, the initial framework of DCAT
was built [22]. In 2012, it was further improved by the W3C’s Government Linked
Data Working Group. In 2014, DCAT was released as one of the three official W3C
Recommendations on linked data (such as DCAT version 1.0); 2020 The 2nd edition of
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DCAT 2 will be released in February 2020; the 3rd edition of DCAT 3 will be released in
July 2022. According to the current OGD metadata standard, DCAT is the most widely
used metadata vocabulary. The standards in the United States and Europe are designed
based on DCAT, while the United Kingdom and Australia regard it as an important part
of the standard and support the description of DCAT [23, 24].

2.4 Management Metadata Model

Provenance Metadata Standard. There are also several standards and models for the
provenance metadata model, including ➀ the open provenance model (OPM) was first
proposed in 2008 to solve the problem of source interoperability [25]; ➁the Provenir
model adopts an ontology-based approach to Expressing traceability information and
using OWL-DL to define common traceability terms and relationships [26], Provenir
has been widely used in biological sciences, oceans, sensors, and health care; ➂In April
2013, the Provenance Working Group (Provenance Working Group, PWG) released
the first traceability standard PROV [16], which became a key milestone in the global
Internet information traceability specification. PROV-DM is the core document of PROV.
It defines a general and domain-independent traceability model, including core structure
and extension structure. The core structure is shown in Fig. 1.

Entity Activity
Used

Was Derived from Was Informed By

Agent

Was Attributed To

Was Generated By

Was Associated With

Acted On behalf Of

Fig. 1. The core structure of PROV data model

The core structure of PROV-DM includes 3 basic elements, namely, the identifiable
Entity, the processing Activity and the involved Agent. And there may be seven kinds of
relationships between these three elements, namelyGeneration, Usage, Communication,
Derivation, Attribution, Association and Delegation. Through this model, the causal
relationship of the development of things, the role of the participants, the attribution of
responsibility, the derivative process, etc. can be explained.

Quality Metadata Standards. DCAT establishes a metadata model in the form of an
ontology (that is, an RDF vocabulary). The revised version is based on the original
ontology and draws on some practices from other metadata, and introduces new classes
and new attributes, which not only integrates the W3C traceability ontology PROV-O,
also introduces quality metadata. DCAT 1.1 introduces the dct:conformsTo attribute
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for dcat:Resource (including dcat:Dataset, dcat:Distribution, and dcat:DataService) to
describe the consistency of data with standards (such as high-quality data), and its value
filed is dcat:Standard. When describing richer quality information, it is necessary to
introduce the “DataQualityVocabulary” (DQV) and the traceability ontology PROV-O.
[27].

DQV is developed by the W3C “Web Data Best Practices Working Group” (Data on
the Web Best Practices Working Group), which supplements the dcat:dataset class with
attributes such as dqv:hasqualitymeasurement (quality measurement is), and introduces
dqv:qualitymeasurement (quality measurement), dqv:metric (quality indicator) and new
classes such as dqv:dimension (quality dimension).

2.5 The Data Reference Model of FEA

In 2002, the White House Office of Management and Budget (OMB) established the
Enterprise Architecture Project Management Office (FEA-PMO) specializing in the
development of federal enterprise architecture, and established and released the OMB
“Enterprise Architecture Assessment Framework v3.0” to guide the federal government
improves its investment in information technology toward sharing reusable informa-
tion technology resources across the whole federal government. Among them, the FEA
reference model is the core content of the entire enterprise architecture. The Data Ref-
erence Model (DRM) [28] framework model of FEA as shown in Fig. 2, combines the
description of the data model, context information, and shared exchange management,
etc. The data description model abstracts various products involved in the field of data
description standards at a high level of abstraction, so that a consensus on the description
of data is generated within the community of interests or among them. The data context

Fig. 2. DRM abstract model
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(Context) is used to add information to the data related to the purpose for which it is
used and created, so that it is convenient for data consumers to discover and use the data
from different perspectives. Information exchange usually refers to a relatively fixed and
frequently occurring information exchange process between information producers and
information consumers, and for the use of information, in addition to the exchange of
information, the information producers as information sources often need to externally
provide interfaces and services for access various information, and this is the ability to
access capability.

Throughout the development ofmetamodel technology at homeand abroad, themeta-
model shows a trend of integrative development based on ontology. First, the metamodel
gradually returns to the ontology, such as the ontology extension in theW3C traceability
standard PROV, metadata cataloging DCAT and other standards, which taking the data
object as an entity, and treating it as an activity, etc. Second, the mutual integration, such
as DCAT includes PROV and quality metadata, etc. In the ISO/IEC 11179–7 data sets
is added, which reflects the mutual reference and integration development of different
standard systems.

3 Metadata System Architecture

3.1 Data Governance System Requirements

The International Data Management Association (DAMA) released DAMA-DMBOK2
[29] in 2017, divides the data lifecycle into three major stages: Plan & Design, Enable &
Maintain, and Use & Enhance, as shown in Fig. 3. At the same time, it also points out
that metadata is an important technical means to manage the lifecycle of data.
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Fig. 3. Data lifecycle management functional framework

The data lifecycle governance and management is mainly divided into the following
stages: the modeling stage is also the stage for develop the information system. The
research unit of the information system establishes the structure metadata of the data
and submits it for deployment and use as part of the information system; In the produc-
tion stage, all kinds of sharable data generated by the information system are mainly
extracted and converted by the data producer, and the discovery metadata is established,
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submitted for registration and published to the relevant data center of metadata registra-
tion and management system; In the registration stage, the main Data registration and
management departments of various data centers at all levels and types, examine, check
the conformity and approve the registration of data and its metadata; In the application
stage, the requirements for exchanging data are mainly initiated by users of various
types of data, and the data center examines and approves the use of the requirements
for exchanging data; In the management stage, the data centers at all levels and various
types of data evaluate and manage the quality and value of data, as shown in Fig. 4.

Fig. 4. Data lifecycle governance and management and its metadata relationship diagram

3.2 Based on Ontology Metadata Modeling Method

An ontology is a description of the concepts, objects, and relationships within a domain.
Commonly used manual construction methods for ontology construction include TOVE
method, Methontoloy method, skeleton method, IDEF-5 method and seven-step method
[30–32],etc. Base on the core structure of PROV-DM, this paper adopts seven-step
method to construct a metamodel system of the data governance system. The main
steps include:

1) Establish a model system framework. Based on the analysis of metadata con-
struction content requirements and model requirements of the data governance system,
a metamodel architecture for the data governance is proposed.

2) Determine the professional field and category of ontology. The metamodel
researched and proposed in this paper is a general core metamodel framework for the
field of data governance.

3) Examine the possibility of reusing existing ontology or ontology fragments. The
main function of ontology is to solve the problem of knowledge sharing and reuse.
Through comparative analysis, the core meta-model of PROV-DM has great reference
value and reusable value.

4) List important terms in the ontology. Important concepts in the field of data
governance management include data entities, data agents, and data activities.



Ontology-Based Metadata Model Design 337

5) Define classes and class hierarchy. In the field of data governance, classes can
be divided into data entities, data execution agents, data processing activities, etc. Data
executive agents can be classified as people, organizations, or software services. Data
processing activities can be classified as data modeling, data collection, data storage,
data evaluation, etc.

6) Define the attributes of the class and the facets of the attributes. Establish the
classification relationship of the concepts in the data governance field, and on this basis,
add the attribute values of the classification concepts to the classification concepts; create
the object instances that constitute the ontology. The main attributes of data entities
include semantic structure, external data characteristics, data category, etc.

7) On the basis of the core model, it is evolved and derived for the specific process
of data governance.

3.3 Metadata Model System

Focusing on data modeling, data collecting and storage, data governance and manage-
ment, data sharing and exchange, and data fusing and applications, refer to PROV-DM
to build core metamodel such as DataEntity, ExecuteAgent, and DataActivity, as shown
in Fig. 5. DataEntity can be further derived as DataSet or DataService. StructureMeta-
data can describe the semantics and structure of structured or semi-structured DataSet,
and DiscoveryMetadata can describe the external characteristics and data classification
of DataEntity. DataActivity mainly includes attributes such as the time (DataTime),
place(SpatialInfo), and related parameters(Params) of activities. And UserAgent can
also be derived as Organization and AppSystem.

Fig. 5. Metadata model framework
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In the data modeling stage, as shown in Fig. 4, it is important to describe the
data model and register management. Referring to ISO/IEC 11179-3 [12] and NATO
JC3IEDM metamodels [17], the StructureMetadata in Fig. 5 is refined and designed.
It includes Entity (and its EntityRelationship), DataElement, and DataElementDomain
(includes DomainValues), as the Fig. 6 shown. At the same time, the DataActivity is
derived into DataModelingActivity. The ExecuteAgent is derived to be a Developer.

Fig. 6. Data structure metadata model

In the data collection and storage stage, as shown in Fig. 4, it is important to register
and publish information to discover data. Referring to PORV-DMandDCATmetamodel,
etc., the DiscoveryMetadata in Fig. 5 is refined and designed. It includes DataEntity-
Content to describe data classification, DataAttribute to describe data external features,
and AccessAddress to describe data access methods, etc. as the Fig. 7 shows. At the
same time, the DataActivity is derived into DataCollectionActivity. The Execute Agent
is derived to be a Provider and Publisher.

In the data governance and sharing stage, as shown in Fig. 4, it is important to
assess and improve data quality, facilitate and manage data exchange. So, referring to
the DCAT metamodel, etc., oriented governance and management for data right con-
firmation, traceability, quality, compliance, etc., to build the metamodel of ownership,
traceability, quality assessment, conformity assessment, etc. and as the Fig. 8 shows.
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Fig. 7. Data discovery metadata model

Fig. 8. Data governance management metadata model

4 Experimental Results and Analysis

Based on metadata model system, we have developed a metadata registry for data assets.
The system can register the structure metadata and discovery metadata of data assets
and evaluate the compliance of these metadata.
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A typical metadata application scenario is shown in Fig. 9. Based on distributed
data centers, various heterogeneous data was accessed and converged. Such as, data
providers encapsulate business data to data assets. Then, publish its metadata (including
structure metadata, discovery metadata, assessment metadata, etc.) to the data assets
catalogue through the metadata registration management system. On the other hand,
with the support of joint search and secure exchange mechanisms, users can realize data
exploration and cross-network data acquisition. So based on metadata, a logical data
sharing space can be built, and the data assets can be cross-domain accessed and utilized
across data centers.
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Fig. 9. Typical metadata application scenario

Compared with independent metadata modeling, the metadata model system pro-
posed in this paper has significantly improved the following capabilities of data
assets:

1) More discoverability. We can search not only by discovery metadata, but also by
structure metadata.

2) More likability. Richer links can be established through ontology-based metadata,
such as the link through the provider of the data assets, the link through the spatial
description of the data assets, etc.

3) More understandability. Better understand data evolution through structure
metadata and provenance metadata.

4)More data quality guarantee. Better data quality can be promoted through structure
metadata for comparison with standards, etc.

5 Conclusion

Similar to the importance of the data model for data, the metadata model is also crucial
to the construction and development of metadata. The early metadata was relatively sim-
ple, but in a continuous development environment of data governance and government
data openness, metadata modeling faces higher and more comprehensive requirements,
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such as supporting the construction of networked data sharing space, traceability and
manageable of data in its whole lifecycle (from data collection, cleaning and conver-
sion, classification and cataloging, publishing and sharing, analysis and mining, etc.),
and supporting the interoperability of cross-domain metadata. Basing on the ontology
of management data resources with metadata, this paper presents a metadata model
architecture, and explores the techniques and methods of metadata integration. So to
support realizes data governance and management, and promote the construction of
cross-domain data sharing space.
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Abstract. Modern warfare is under high-tech conditions, and joint operations of
various services and arms have become the main combat form. It is necessary
to make full use of the existing weapons and equipment of multiple services
and arms, and display the overall combat effectiveness of the global joint force
through mixed clusters. The effectively modeling of combat forces and intelligent
planning by the task are core problems. In this paper, we proposed to use ontology
technology to model the combat force, which defining the basic entity attributes,
force relationships, and behaviors capabilities of combat forces from multiple
dimensions. Then, the combat tasks framework is modeled by the vector and
presented, thus the task oriented combat force planning is transferred into an
optimization problems. On this basis, the genetic algorithm is proposed to get the
“demand-capability” mappingmatrix, which can quickly return the recommended
combat force by different task.

Keywords: Ontology · Combat force · Force modeling · Intelligent planning ·
Genetic algorithm

1 Introduction

In modern warfare, the combat force is selected by the commanders with corresponding
capabilities from the air, ground, sea, underwater and space to form a joint force based
on the battlefield situation, and the mission. It is a kind of systematic warfare. It uses the
combat forces from multi-dimensional (land, sea, air, space, and electricity) battlefield
space, which has multiple combat styles and tactics [1]. The elements of the campaign
constitute an interrelated, interdependent, andmutually synergistic combat system, exert-
ing the overall power to defeat the enemy, giving it a functional amplification effect of
“the whole is greater than the sum of its parts”. However, how to represent the combat
force form multi-dimensional space and effectively organize them to complete the com-
bat mission is the great problem. In this paper, we propose an ontology-based combat
force modeling method, which could characterize the combat force capabilities, combat
behavior, combat rules, etc. Based on this, the genetic algorithm is used to deal with
the organization of the combat forces for the mission, which could effectively return the
combat force planning program.
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2 Related Works

In philosophy,Ontology is defined as “the systematic description of objective existence in
the world” [2]. In the Oxford English Dictionary, the Ontology is defined as “a branch of
philosophy that deals with the nature of existence” [3]. According toWebster dictionary,
Ontology is a branch of metaphysics concerned with the nature and relations of being, or
a particular theory about the nature of being or the kinds of things that have existence [4].
In the field of information systems, ontology is usually used to characterize knowledge in
related fields, providing a common understanding of the concepts in the field, determine
the commonly concepts and the relations with other concepts in the related fields.

Ontology is actually a formalized expression of a set of concepts in a specific field
and the relationship between them. Ontology is a clear formal specification of shared
conceptualization, with four meanings of conceptualization, clarity, formalization and
sharing. It provides a knowledgemodel that describes domain knowledge and can support
cross-domain sharing and reuse.

The ontology-based knowledge model can be represented by the five-tuple
{C,R,P,A,I}. Among them, C refers to a concept, which can represent anything, such
as entities, behaviors, functions, etc. R refers to relations, representing the interaction
between domain concepts, defining the n-dimensional Cartesian product Subset R, C1
× C2 × … × Cn indicates that there is an n-array relationship R between concepts
{C1,C2,…,Cn}; P refers to attributes, which are used to describe concepts; A refers to
axioms, which are eternal truth descriptions, I denotes the instance, which refers to the
specific examples in the concept. All instances in the field constitute the range of the
domain concept in this field. The five-tuple {C,R,P,A,I} is also the modeling primitive
of ontology.

Ontology-based knowledge modeling technology has been widely used in many
fields. Specifically, ontology has incomparable advantages in knowledge acquisition,
verification, reuse, knowledge sharing and system interoperability. Therefore, ontology
has a lot of application value in military operations such as combat planning, combat
situation, military training and so on. For example, in the field of battlefield environment
analysis, literature [5] proposes a semantic similarity calculation method of battlefield
environment elements based on combat mission ontology. According to the semantic
correlation of combat missions, the battlefield environment elements are divided. The
reasoning technology of combining rules and cases is used to establish semantic simi-
larity calculation, quantify the entity semantics of battlefield environment elements, and
greatly improve the efficiency and accuracy of battlefield environment data organization.
In terms of operational planning analysis, literature [6, 8, 9] studied the construction of
several general planning ontology, such as planning concept elements and knowledge
representation technology, which provided sufficient and differentmodel information for
further study of operational action process and provided basic support for the intercon-
nection of subsequent operational plans. In the field of new military, in order to achieve
intelligent reasoning, real-time response and active early warning of space target behav-
iors and events, and protect space activities and space values, literature [7] proposed a
space target situation ontology model for behaviors and events, which can establish a
space target relationship model under a unified spatio-temporal framework, realize the
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dynamic deduction of space target behavior execution and event occurrence process, and
provide effective technical support for space missions and space activities.

3 Ontology-Based Combat Force Modeling

Using the ontology as a tool to build a combat powermodel can provide a good definition
of information such as combat power capabilities and provide a consistent understanding
of the services and arms participating in the operation. At the same time, by applying the
ontology combat force model to the combat command application system, the system’s
understandingof information canbeupgraded from thegrammatical layer to the semantic
layer, and reasoning and analysis can be realized at the semantic layer, thereby enhancing
the system’s ability to assist decision-making and intelligence.

3.1 The Entity Modeling

Combat entities can be divided into troop entities and equipment entities. In the troop
entities, they include military units, divisions, brigades, regiments, battalions, etc. The
troop entities can also be clusters/formations divided by the combat missions and oper-
ations direction. In the equipment entities, they can be divided into sensor entities,
weapon entities, and platform entities, as well as land, water, air, space, and underwater
equipment entities.

To represent the capability of troop entities and equipment entities, the modeling
methods are proposed for different kind of entities. The general attributes are mobility
capabilities, strike capabilities, command capabilities, protection capabilities, etc. The
entity model of the army mainly includes the name of the army, the type of the army,
the level of the army, the type of the subordinate army, the establishment unit and the
task. The equipment entity model mainly includes equipment name, equipment type,
equipment quantity, military category and equipment performance (Fig. 1).
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Fig. 1. Military entity model
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3.2 The Relationship Modeling

According to the spatial analysis of power modeling, the relationships between entities
mainly include command and control relationships and behavioral interactions between
entities. For the command and control relationship, it is mainly used to express the com-
mand power and responsibility relationship between different force entities, such as the
affiliation, affiliation, support, support, and coordination. For the behavioral interactions
relationship, it is mainly used to express the distribution relationship between forces
and equipment, including platform entities and supporting equipment Entity, mounting
relationship, mounting plan, etc. (Fig. 2).
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Fig. 2. Force relationship model

4 The Combat Force Planning Optimization by Genetic Algorithm

In view of the problem of combat force planning, there are many methods proposed.
The first one is effectiveness evaluation and selection method. In the case of manually
compiling of several combinations of power, the analytic hierarchy process or fuzzy
optimization method is used to select the best for a specific task. The second one is
analyze and choose among different structural modes (such as matrix mode, functional
mode, regional mode, and flat mode, etc.).

In the paper, the optimization of combat forces is not for a specific combat mission,
but for an appropriate combat task with similar background. There is a certain degree
of robustness, adaptability and flexibility under the capacity requirements. Therefore,
the main innovation of this paper is to present a general problems solutions framework
which builds the mapping relationship between the application of combat force ontology
model and combat task requirements. Firstly, the task-based requirement decomposition
is carried out from top to bottom. Then based on the background capability requirements,
the use of combat force is calculated, and then aggregate power through a bottom-up
approach.
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4.1 The Operational Task Modeling

The modeling of combat task requirements is the process of analyzing the require-
ments of joint combat missions and the aggregation of different types of forces of a
certain scale to form combat capability requirements. For example, for joint landing
combat missions, analyzing the reconnaissance perception of equipment required to
complete the mission capabilities, intelligence processing capabilities, command and
control capabilities, firepower strike capabilities, and combat support capabilities.

The main process is as follows:

4.1.1 Decomposition of Combat Tasks

The complex joint combat tasks are refined and decomposed according to the operational
background categories, and the composite tasks and basic task requirements are obtained
in turn, and the requirements of each task are analyzed to determine the possible subjects
to complete the task and action, until the task is decomposed into associated with a single
combat force type, the task requirement decomposition model is shown in the Fig. 3
below.

Operation Task

Subtask Subtask

Subtask Subtask Subtask Subtask

Meta Task Meta Task Meta Task Meta Task Meta Task Meta Task

……

……

…

……

Fig. 3. Combat mission breakdown

4.1.2 Analysis of Combat Tasks Capability Requirements

When completing joint combat tasks through the joint use of multiple forces, the capa-
bility requirements that the combat forces need to achieve can be analyzed frommultiple
perspectives, including functional characteristic requirements, capability characteristic
requirements and coordination characteristic requirements.
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Functional characteristics requirements refer to the description of the externalized
main function and secondary function requirements of the force combination, and are
an unique functional characteristics that are different from other modules. For example,
the functional characteristics of the rocket artillery brigade are long-range fire assault,
and the functional characteristics of the mountain battalion are close-range offensive
and defensive operations in the alpine mountains.

Capability characteristic requirements refer to the basic combat tasks that the force
combination should complete and the description of the relevant requirements and
conditions. For example, to accomplish a specific goal under a certain time condition.

The requirements for coordination characteristics refer to the functional require-
ments for the basic force units in order to realize the interconnection, interoperability,
interoperability, mutual connection and mutual coordination of the main forces required
for joint operations. Such as the coordination of information, the coordination of maneu-
verability, the coordination of carrying capacity, electromagnetic compatibility, etc. The
force vector model is thus constructed.

Here, in order to facilitate the calculation, on the basis of task decomposition,
only from the perspective of combat capabilities, including reconnaissance perception
capabilities, intelligence processing capabilities, command and control capabilities, fire
strike capabilities, combat support capabilities, etc. The combat capability requirements
required to accomplish this complex joint combat mission. Aggregate and analyze tasks
to obtain the set of combat capabilities required by joint combat tasks (Table 1).

Table 1. Modeling of combat tasks capability requirements

Combat task Combat mission capability requirements

C1 C2 C3 C4 C5 C6 C7 C8 C9 …

T1 5 1 0 0 1 1 3 2 1 3

… … … … … … … … … … …

Tn 7 3 2 3 3 2 1 2 3 5
∑

Tn

4.2 The Proposed Optimization Method Using Genetic Algorithm

For a specific operational background, on the basis of completing the decomposition of
operational tasks and analysis of operational task capability requirements, the analysis
work of “transformation from external demand to internal force composition” is carried
out. As shown below (Fig. 4).
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Fig. 4. Analysis of force utilization

The basic steps are as follows:
The first is to classify and merge the basic task requirements to form the over-

all requirements of functional characteristic requirements, capability characteristic
requirements and coordination characteristic requirements.

The Second is to build a list of power ontology instances according to the basic
operational data, weapon platform performance data, and the conceptual model of the
ontology combat force. Each force ontology instance mainly includes entity attributes,
combat capabilities, interactive behaviors, etc.

The third is to build a “requirement-capability” mapping matrix, according to the
matching mapping relationship of “functional characteristics-entity attributes”, “capa-
bility characteristics-combat capability”, and “coordination characteristics-interaction
behavior”, combined with constraints such as power application rules to construct
problems. The model is modeled as a multi-objective optimization problem.

The fourth is to solve the multi-objective optimization problem and calculate the
composition and scale of the joint combat tasks.

According to the optimization problem obtained by using the optimization design
modeling of combat forces, the genetic algorithm is used to solve the problem, and the
solution process is shown in Fig. 5. We encode chromosomes into an array whose length
is the size of the combat arsenal *D. The D value is coded in binary mode and is used
to indicate the maximum number of selected troops. For example, D = 4 indicates that
the maximum size of all combat troops does not exceed 1024. When chromosomes are
crossed, it is necessary to ensure that the crossed chromosomes have physical meaning.
Therefore, the selection at the crossover point needs to be an array position that is a
multiple of 4. The chromosomal mutation is that each data bit on the array has a certain
concept from 0 to 1, or 1 to 0.
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Fig. 5. The processing figure

5 Conclusion

In this paper, we proposed to use genetic algorithm for the optimization of combat force
planning. The combat tasks framework is modeled by the vector and presented, thus the
task oriented combat force planning is transferred into an optimization problems, and
then the genetic algorithm is used to deal with it. The method proposed in this paper can
provide effective reference for intelligent combat force planning and intelligent combat.
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Abstract. Search system is a crucial component in information systems,
that is to retrieve the relevant documents by the specific query. There are
many search retrieve algorithms, almost all focus on a specific domain
of retrieve algorithms, such as text matching, tag matching, semantic
matching. However, in a real search system, the purpose of the retrieve
module is to find the documents related to the specified query as fully
as possible, so it requires that the search system should contain multiple
forms of retrieve capability. In this paper, we propose a multi-channel
retrieve model, including text channel, semantic channel and intention
channel. In text channels, we propose heuristic two-stage query rewrite
model, which can generate more semantically rich queries. In semantic
channel, we present a novel sample dynamic construction method, which
saves the manual annotation cost, and can train the model more fully.
Finally, a brief general implementation of the retrieve methods based on
intention channel is presented. The results show that the retrieve method
based on multi-channel can significantly improve the retrieve number and
accuracy of documents, and business indicators such as click-through rate
are also significantly improved.

Keywords: Search system · Multi-channel · Heuristic two-stage query
rewrite · Sample dynamic construction

1 Introduction

Search engines have become an important tool to help people access massive
amounts of information online. With the development of deep learning technol-
ogy, more and more search systems have introduced deep learning technology to
improve the experience of search users. The core question of the search system
is, how to retrieve as many documents related to the user query as possible.

In traditional text retrieve, for the same thing, based on different knowl-
edge background, different people have different ways to describe. The vocabu-
lary mismatch between query and document poses a critical challenge in search.
Vocabulary gaps arise when documents and queries expressed as bags of words
use different terms to describe the same concepts [20]. For vocabulary gap, there
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are many query-based rewriting methods to match the description of the docu-
ment as much as possible [17,25]. However, the focus of different algorithms is
different, and the results of rewriting are also different, so single model generated
query coverage is not enough, not as far as possible more and more rich results.
How to choose the query rewrite algorithm? Or how can we combine the results
of the different algorithms? This remains a problem to be resolved.

In addition to text retrieve, there are many semantic retrieve studies based
on embedding, and the core problem is how to model the correlation between
query and document. The key idea is to represent query and document in finite
dimensional vector space and learn their similarity in this space [9,10,24]. How-
ever, many methods give very complex model design, which can not be deployed
in large-scale scenarios with high performance requirements, which is intolera-
ble for retrieve systems with low latency time. Moreover, the sample processing
techniques given by different papers vary greatly [7,12,18], and the sample size
is insufficient for many search scenarios with small traffic, but we know that the
sample determines the upper limit of the model. Sample acquisition is always an
unavoidable topic, and how to use the existing training data to do more adequate
training is a crucial problem.

So in this paper, we have three contributions: 1) We propose the concept
of multi-channel retrieve to make a systematic design for as many retrieves as
possible. Different channels can complement each other and have good expansi-
bility. 2) In text channels, we propose a heuristic two-stage query rewrite model
to solve the fusion problem of multiple rewriting models. 3) In semantic channel,
we propose a general dynamic sample generation strategy, which is easy to imple-
ment in engineering, saves the cost of manual annotation, and can maximize the
use of existing data to train the model more comprehensively.

2 Related Work

In order to retrieve more documents that match user query, there is a lot of work
from the query side. Because different people have different ways of describing
the same thing due to their different knowledge backgrounds, query rewrite is
a natural solution. There are query rewrite methods based on the statistical
approach. Based on log mining [4], the relationship between query and query is
mined through user behavior data. Query click logs and query session logs are
easy to think of. Click the query in the same document to establish the query co-
occurrence relationship, and based on the query in the same session to establish
the co-occurrence relationship. Gao et al. [8] exploits statistical translation model
trained on clickthrough data for query rewrite. In general, the query-document
with clicks is regarded as the source language and the target language, and the
translation model is used to calculate the relationship between phrases of the two
languages, so as to expand query and disambiguate it at the same time [1,2].
With the development of embedding technology, classic Word2vec [16] maps
query as embedding. The classical expression vector(“king”) -vector (“man”) +
vector(“woman”) results in a vector that is closest to the vector(“queen”) [15].
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Fasttext [3,14] improves word2vec, alleviates out-of-vocabulary(OOV) problem
through n-gram, and can capture prefixes and suffixes better. However, the focus
of different algorithms is different, and the results of rewriting are also different.
How to combine the results of the different algorithms still is a problem to be
resolved.

The above methods are essentially text-based retrieve. Currently, there are
many embedding-based semantic retrieve technologies, among which twin tower
model is the most popular, such as DSSM [13] and its variant CDSSM [21]. The
twin tower model can better represent the semantics of query and document, so
as to break through the traditional text matching retrieve method. Currently,
based on the twin towers embedding retrieve, the network structure of the model
is similar, and many papers have made a lot of efforts in terms of samples. Ama-
zon [18] uses a very simple twin tower, which does embedding of words, then
calculates avg pooling, and then calculates tanh and cosine. It uses point hinge
loss distinguish the three cases of unexposed, exposed unclicked and clicked sam-
ples. In order to pay more attention to correlation, Baidu [7] uses active learning
to treat the samples with low correlation score but high pctr score as bad cases. It
uses click, unclick, bad case data to learn embedding. Facebook [12] uses a classic
dssm model, with embedding as the bottom layer. In addition to text features,
Facebook also includes user and context features. Query encoder and document
encoder are both DNN, and the loss is triplet loss. For positive samples, there is
little difference between using click samples or exposure samples. In the mining
method of hard negative, each query generates the top k docs, finds the unclicked
samples as negative examples, and actually selects the unclicked samples ranked
in 101–500. The ratio of sample size for easy and hard was 100:1. We found
that the sample processing techniques were completely different in each paper
due to different business objectives. And the construction techniques they used
are based on a large number of samples, but not every scene can obtain a large
amount of training data. Baidu [26] once marked out 10 million samples to train
the model, and the cost is undoubtedly huge. The cost of obtaining samples is
always an unavoidable topic, for many search scenarios with small traffic, the
sample size is not sufficient, and the mining of negative samples does not have
too much data support.

3 Method

3.1 Text Retrieve Channel

Text retrieve channel is the main channel in retrieve module. Text retrieve is
mainly through the literal matching of query and document, and the corre-
sponding document is obtained by inverted index. In this section, we present
a heuristic two-stage query rewriting model inspired by [11] and a evaluation
standard. And we will give specific details in terms of model, implementation,
and optimization.



Research on Multi-channel Retrieve Mechanism Based on Heuristic 355

Two-Stage Query Rewrite Model. The purpose of query rewriting is that
different users have different ways of describing the same thing because of their
different knowledge backgrounds. We rewrite one query into multiple queries
with similar semantics, which can enhance the number of retrieves in the search
system and enhance user experience.

Two-stage we proposed here means that in the first stage we use multiple
models to generate the rewrite candidate set for query, and in the second stage
we will use a unified semantic model to filter the candidate set generated in the
first stage, as shown in Fig. 1.

Fig. 1. Two-stage query rewrite model.

All previous methods on query rewrite only focus on a specific algorithm in
the first stage, such as query rewrite method based on statistics [4], including log
mining and user behavior data mining. Another example is based on classical
embedding techniques, such as Word2vec [16], fastText [3,14], and even some
deep neural network models, such as ESIM [5] and machine translation mod-
els. However, there are always five problems in the practice of query rewrite in
industry.

1. Scenario restriction. Each algorithmic model of query rewriting is mostly
applicable to a particular scenario. There are two common scenarios with
inconsistent goals in the search system: 1) The precision of query rewrite is
required to be high, but the semantic divergence is not. For example, some
scenarios have low requirements on retrieve nums due to the consideration of
performance. Due to low semantic divergence, rewrite query may have little
difference from retrieve documents of original query. 2) High semantic diver-
gence is required, but the rewriting accuracy is not required. For example,
in some commercial advertising systems, there are higher requirements for
revenue and advertising display. So rewrite query needs to retrieve a lot of
additional documents. There are different solutions for the different scenar-
ios described above. For example, for scenario 1, Fasttext uses N-gram, and
the rewriting results are often very similar literally, so rewrite query is more
accurate. However, rewrite query lacks semantic divergence. Although the
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precision is high, the number of additional retrieved documents is small. For
example, Fasttext argued that “colorful” can be thought of as highly similar
to “colourful”, but “colorful” is much less similar to “iridescent”. Appar-
ently, “iridescent” offers a lot more retrieves than “colourful”. The classical
skip-gram method of Word2vec uses words in nearby windows to generate
the embedding of the current central word, so the rewriting result will be
divergent, unlike the literal similarity pursued by Fasttext. Because of diver-
gence, more additional documents can be retrieved, thus enriching the retrieve
results.

2. Differences in distribution. The distribution of rewrite candidates generated
by each model is inconsistent. In practical evaluation, we found that many
reliable rewriting results may vary greatly in correlation order or suborder
due to different model choices. That is, for the same rewriting result, the
correlation and subplace given by different models are very different.

3. Selection criteria are difficult to unify. How to judge whether the rewriting
result is correct? In actual modeling, we find that most of the rewrite model
can only guarantee the reliability of the candidate query ranked first and
second in relevance ranking. Moreover, there are many rewrited queries with
good divergence which are ranked at the bottom, so there is no way to select
reliable results by simple truncation according to correlation.

4. Lack of training samples. We know that in order to judge whether the rewrit-
ing result meets the requirements, it is essentially judged whether the map-
ping query1 to query2 meets the requirements. Therefore, we need more pairs
of training samples such as (query1, query2, label), but the cost of manual
labeling is extremely high, which leads to the difficulty of sample acquisition
and the scarcity of training samples, thereby affecting the accuracy of model
training.

5. The evaluation criteria are not straightforward. In most studies, many of the
proposed metrics are not generic. Many search systems indirectly evaluate
the quality of query rewrite through online metrics such as click-through
rate. This means uncontrollable, because the rewrite model can only evaluate
quality after online A/B test.

Therefore, we propose the heuristic two-stage query rewrite model inspired
by [11]. We decide to fuse the results of multiple models in the first stage,
and make use of different algorithm models as many as possible to obtain rich
candidate sets, including both similar literal and high divergence but similar
semantic candidates. In the second stage, we use the unified semantic model
to judge the candidate set in the first stage, so as to select the rewrited query
that meets the requirements. This two-stage model can guarantee the accuracy
of rewriting to the greatest extent and the divergence of rewriting at the same
time, so as to guarantee the number of retrieved documents. In the first stage,
we are no longer restricted by scenarios and can use different algorithms to
generate rewrited query candidates as much as possible. In the second stage,
we can construct unified selection criteria and no longer pay attention to the
candidate distribution of a certain model.
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In first stage, the original intention of our design is to choose the query rewrite
model more freely and flexibly without requiring algorithm developers to pay too
much attention to business scenarios. In second stage we use the well-optimized
Bert [6,22] model as the unified semantic model in the second stage to screen the
candidates generated in the first stage. Since we need a unified semantic model,
preferably with rich prior knowledge, and the ability to optimize the model for
business scenarios, Bert was a natural choice for us. We will give the sample
generation skills, a novel loss function optimization based on soft-argmax, and
how to design a test set.

Sample Generation. Above, we introduced a problem that query rewrite faces
in practice. Due to the high cost of manual annotation, the training samples are
too few and the model cannot be fully trained. Then can we automatically obtain
pair training data such as (query1, query2, label) through business knowledge?
The answer is yes. Here we present the training data generation method based
on user behavior, and enrich the dataset through data enhancement. Suppose
that if a document is frequently clicked by users searching for query1 and query2,
then a high probability indicates that query1 and query2 are semantically simi-
lar. 1) We first get the click rate of each query1 and query2 jointly click on the
document. If the value exceeds the set max threshold, we assume that the two
query pairs are similar, that is, a (query1, query2, 1) is generated; if the value
is below the set min threshold, a (query1, query2, 0) is generated. You need to
manually configure the threshold based on the scenarios. 2) Since Bert’s classi-
fication task input is position sensitive, we flip the samples generated in 1) to
generate (query2, query1, 1) and (query2, query1, 0). In our search scenario, we
simply filtered some data based on business rules and generated a total of about
600 thousand samples.

Loss Function Optimization. Now that we have generated the sample data,
we are faced with two problems. 1) As we know, the Bert model has a huge num-
ber of parameters, Bert-Large has about 300 million parameters, and Bert-base
has about 100 million parameters. However, we only have 600 thousand sam-
ples. According to experience, with such a huge number of parameters in a small
sample, we cannot perform finetune for Bert well. 2) Bert uses the cross-entropy
loss function. The sample has the problem of easy learning. Because truncation
according to threshold is a rough sampling method, it is easy for the model to
judge positive samples as 1 and negative samples as 0, and the predict output
of the Bert is extremely close to 1 or 0, which will lead to minimal gradient
change within a batchsize. In the face of the huge problem of insufficient param-
eters and samples, and the problem of easy learning, we creatively proposed to
change Bert’s loss function into the Top1 Loss function (see Eqs. 2, 3).
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The original Bert loss function:

J = − 1
N

N∑

i=1

(yi · log(pi) + (1 − yi) · log(1 − pi)) (1)

where N is the size of a batch, pi is the probability that the model considers the
sample to be a positive sample, yi is the label of the sample, which can only be
1 or 0.

The optimized Top1 Loss function:

J = −(yimax
· log(pimax

) + (1 − yimax
) · log(1 − pimax

)) (2)

imax = SoftArgmax
1≤i≤N

(−yi · log(pi) − (1 − yi) · log(1 − pi)) (3)

The SoftArgmax is:

SoftArgmax(x) =
M∑

i=1

eβxi

∑
j=1 eβxj

i (4)

where x is a vector, xi, xj is a scalar on one of the dimensions. M is the total
number of vector dimensions and β is the regulator. We use SoftArgmax here
because the traditional argmax is not differentiable.

It means that we only learn one sample with the largest loss in batchsize at
a time, and replace the gradient of the whole batchsize with its gradient. Such
method has the following advantages: 1) There is no need to manually select the
hardest sample, and in the past, hard sample learning was always done offline
in advance. Our approach can be dynamically generated during training. 2)
Gradient change will increase batchsize times. Because the traditional Bert loss
is calculated as the average of the loss of all samples, if the traditional Bert loss
function is used on the easy sample, the batch gradient will be small, and the
parameters cannot be adjusted quickly to adapt to the sample, and the specific
business knowledge cannot be learned.

3.2 Semantic Retrieve Channel

In this section, we will introduce the implementation details of the semantic
retrieve model and innovatively propose a dynamic training sample generation
algorithm.

Model Selection. Let’s first talk about the model selection of semantic retrieve
channel. The vast majority of semantic retrieve in the industry adopts the twin
tower model, as shown in Fig. 2. The CNN part, which can be flexibly selected
according to scenes, such as RNN, and the current more popular transformer
structures.
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Fig. 2. A twin tower model example based on CNN.

Motivation of Dynamic Sample Generation. Let’s recall how we trained
before. We first have to prepare the positive and negative samples, and then
send the positive and negative samples into the model [7,12,18]. If we generate
both positive and negative samples in advance, then in each epoch, you have the
same sample pair every time you train. So if we can make the query encounter
different negative samples during the training process for each epoch, this is
also equivalent to expanding the training sample. Compared to the big Inter-
net companies like Facebook, Baidu [7,12], they spend great tricks on sample
construction, which is certainly a very effective method. But the construction
techniques they used are based on a large number of samples, and not every
scene can obtain a large amount of training data. Baidu [26] once marked out 10
million samples to train the model, and the cost is undoubtedly huge. The cost
of obtaining samples is always an unavoidable topic, so it is a more general idea
to use the limited samples to train the model more fully. This is our motivation
to propose a dynamic sample generation strategy.

Dynamic Sample Generation. Before introducing our dynamic training sam-
ple generation, let’s first explain the application of pointwise and listwise in a
real scenario. Let’s first give the formal definitions of pointwise and listwise.

Definition 1. Pointwise. If the form of the training sample is (query1,
document1, 1), then query1 and document1 are related; If the form is (query1,
document1, 0), then query1 and document1 are unrelated, then the training
sample is pointwise.
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Definition 2. Listwise. The form of training sample is (query1, document1+,
document2-, document2-,..., documentn-), where query1 and document1 are
related, document2-, document2-,..., documentn- means query1 and document2,
document2,..., documentn are not related, then the training sample is listwise.

In the search scenario, we found that listwise is better than pointwise. For one
sample, listwise training refers to more training samples, while pointwise only
considers one. Below, we give the loss function based on pointwise and listwise
(see Eqs. 5, 6). It can be seen that listwise maximizes the probability of query
and positive samples and is equivalent to minimizing the probability of query
and negative samples, which means that query should not only be similar to
positive samples, but also open a gap in similarity with negative samples to better
distinguish between positive and negative samples. But the pointwise method,
which is only the most traditional, only considers the cross-entropy loss function
of one sample. For a single sample, pointwise only considers the probability of
query and one document, without reference to positive and negative documents,
so in terms of training efficiency, pointwise is much lower than listwise.

Listwise loss function:

p+ =
exp(R(query, document+))∑

exp(R(query, document′))
(5)

loss = −log(p+) (6)

where R is a similarity function.
With previous pointwise and listwise analysis, we will focus on how to intro-

duce dynamic sample generation in listwise. Dynamic sample generation means
that different negative samples about a specific query will be generated every
time is trained. In this way, different document− can be encountered for the
same in different epochs, which will greatly expand the negative sample set of
training samples. In the following, we present the algorithm of dynamic sample
generation based on user click behaviors. See Algorithm1.

The critical step is step 3 of Algorthm 1. How can negative samples be gen-
erated better, so that the model encounters more negative samples in different
epochs? We give a graphical interpretation (Fig. 3).

Let’s explain Fig. 3. At the far left is the < query, document+ > pair of
samples we generated from the user behavior log, all positive. We shifted the
positive samples in column 2 (in this case, only one unit was shifted, actually
implemented by a random offset) so that the original < query1, document1+ >
would become < query1, document2− >. It is clear that document2 is a nega-
tive sample for query1, that is < query1, document2− >. So we get < query1
document1+, document2− >. Similarly, by shifting again we will get < query1
document1+, document2−, document3− >. After Nneg times we will get <
query1 document+, document1−, document2−, ..., documentNneg

− >.
Compared with the traditional offline generated samples, dynamic sample

generation has several advantages. 1) The acquisition cost of positive samples
is low, and it is easy to determine the selection method of positive samples
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Algorithm 1. Dynamic sample generation.
Input: User click behaviors logs Slog; Click rate threshold for positive samples Tmax; Negtive

sampling nums Nneg; batchnum for train;

Output: Samples like < query, document+, document1−, document2−, ..., documentNneg− > on

the current epoch;

1: Calculate the click rate of all documents in query from Slog;

2: Click through rate greater than the Tmax as a positive sample, then generate some <

query, document+ > pairs;

3: for i = 1 to batchnum do

4: for j = 1 to Nneg do

5: For specific each < query, document+ >, a negtive sample document− is generated;

6: end for

7: merge all negtive sample,generate < query, document+, document1−, document2−,

..., documentNneg− >

8: end for

according to the business. For example, the search scene query and the click rate
of documents can be used as the criteria for the selection of positive samples.
2) It is no longer necessary to actively select negative samples. We know that
negative samples are difficult to construct in many scenarios. For example, if
you pick a document that is displayed but not clicked as a negative sample, this
is problematic, because it is likely that the user has clicked on the document
or that the document is similar to that clicked before. Not being clicked does
not necessarily mean that the query is not relevant to the document. 3) It is
not necessary to determine the generation of negative samples in the offline
phase, but to generate negative samples in the training process. In this way,
more negative samples can be generated more flexibly and the model can learn
more information.

3.3 Intention Retrieve Channel

Imagine a scene in which a piece of text describes the appearance and lifestyle of
a tiger, but the word “tiger” does not appear throughout. Do you think that text
should be retrieved when a user searches for “tiger”? The answer for most people
is “yes”. This is often the case in a category system. For example, if a recruiter
is looking for a chef and chooses the chef category before posting an article, it
is likely that the recruiter will not include the word “chef” in the description
because the chef category has been selected. In this case, traditional text-based
retrieve will not retrieve the document.

For intent recognition, the key is how to formulate the set of intents based on
the business scenario. The intent recognition can be implemented in many ways,
but we present only one practical, simple way here, and will not spend much
time on the specific technical implementation. The common pattern of retrieve
based on intention recognition is to map query into multiple intents using a
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Fig. 3. A graphical interpretation for dynamic sample generation

multi-classification model, and document into multiple intents using a multi-
classification model. Finally, the intention of query is used to match documents
with corresponding intents.

4 Experiment

4.1 Text Retrieve Channel

We trained Word2vec and Fasttext with the titles and contents of 1.3 million
documents. We use the Word2vec of spark [23] machine learning library and use
Fasttext of Gensim [19] library. Experimental parameters are shown in Table 1.
In two-stage with Bert, we use the Bert-base default parameters. We truncated
the candidate queries for the test set to give labels of 0 or 1 based on the
correlation threshold.

Table 1. Experimental parameters for Word2vec and Fasttext.

Method minCount maxNgram minNgram vectorSize negativeSampleNum

Word2vec 1000 – – 100 5

Fasttext 1000 3 2 100 5

In the search system, query is divided into two types: high frequency and
long tail. Not only should we ensure that we measure the rewrite results at
the query level, but we should also simulate the real online situation from the
perspective of the real pv online. So we want to extract queries at random pv,
although duplicate queries may be extracted. And we should also focus on the
long-tailed query case, because that represents the generalization ability of our
model. We tested the experiment on 1,700 samples like (query1, query2, label)
that we annotated ourselves. We did A/B test with search traffic of 2 million
users, the experimental data are shown in Table 2.
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Table 2. Test results on our manually labeled dataset.

Method Rewrite num Accuracy Precision Recallpos Recallneg

Word2vec 2.3 68% 73% 61% 48%

Fasttext 3.6 61% 65% 68% 49%

Two-stage with Bert(no optimized) 4.2 81% 80% 79% 56%

Two-stage with Bert(optimized) 3.9 90% 92% 89% 85%

In the previous chapter, we raised the issue of evaluation criteria. Accuracy
and Precision are both indicators related to positive samples. Also, we care about
both Recallpos and Recallneg. Recallpos represents the recall rate of positive
samples. Recallneg represents the recall of negative samples, that is, our ability
to screen negative samples. This is very important in the search system, because
the search scenario is concerned with accuracy, try not to appear badcase, so
the Recallneg index also needs to be concerned in the search scenario.

It should be noted that two-stage with Bert(optimized) not only shows
improvement in Accuracy, Precision, Recallpos compared with two-stage with
Bert(no optimized). The improvement is even more pronounced on Recallneg.
By analyzing the reasons, compared with before the loss function was optimized,
when we encountered the wrong samples, we added punishment, and the gradient
update range was larger, so that we could adjust Bert parameters faster.

4.2 Semantic Retrieve Channel

The online A/B test experimental data are shown in Table 3. After going online,
the semantic retrieval channel increases click-through rate(Ctr) 5.5% of the over-
all search traffic and 10.9% of the average retrieval documents. The formula of
Average Retrieve documents is as follow:

Average Retrieve Documents =
Dweek

Rweek
(7)

where Dweek is the number of documents retrieved by all search requests in
a week, Rweek is the number of all search requests in a week. Therefore, the
index Average Retrieve Documents represents the retrieve ability of the search
system.

Although the badcase rate increases by 0.8%, this is tolerable. It is a trade
off between the retrieve num and the user experience. We found that although
the documents retrieved by vector and the documents retrieved by text had
some overlap, most of the additional recalled documents were related to query
semantics, such as “cake maker” and “baker”. This is also in line with the pur-
pose of introducing semantic retrieve channel, which is not only to carry out
text matching from a literal perspective, but also to retrieve from a semantic
perspective.
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After analyzing badcase, we find that the training samples of query corre-
sponding to these badcases are very few and belong to long-tailed query. There-
fore, it can be inferred that badcase of the model is mainly caused by insufficient
training.

Table 3. semantic retrieve channel result

Method AverageRetrieveDocuments Ctr OfflineAuc

Search without semantic retrieve 12.5 9.765% 0.671

Search with semantic retrieve(Pointwise) 14.8 6.527% 0.562

Search with semantic retrieve(Listwise) 13.86 10.302% 0.714

Meanwhile, we also conducted experiments on relationship between AUC and
the number of negative samples, and the results are shown in Fig. 4. We found
that the higher the number of negative samples, the higher the off-line auc. But
beyond 20, the auc barely rises. The reason is probably that the number of
negative samples has been enough, the model has seen enough samples, and the
training has been sufficient.

Fig. 4. Relationship between AUC and the number of negative samples.

5 Conclusion

In this study, in order to retrieve more documents related to the user query, we
propose a multi-channel retrieve model based on heuristic, including text retrieve
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channel, semantic retrieve channel and intention retrieve channel. Text retrieve
focuses on text matching, where we propose the heuristic two-stage query rewrite
model, which can combine the advantages of various rewrites to give as many
and semantically rich rewriting results as possible. Meanwhile, we use a new
differentiable Top-1 loss function based on soft-argmax to optimize the model. In
the semantic retrieve channel, we present a universal dynamic sample generation
strategy which saves the manual annotation cost and can train the model more
completely. In intention channel, because the type of intention is very dependent
on the scene, we briefly give a general intention retrieve strategy. The channels
are complementary to each other, and each channel has different retrieve focus.

References

1. Ali, A., Gao, J., He, X., Billerbeck, B.V., Ahari, S.: Enhanced query rewriting
through statistical machine translation (2014)

2. Baoi, J.W., Zheng, D.Q., Bing, X., Zhao, T.J.: Query rewriting using statistical
machine translation. IEEE (2013)

3. Bojanowski, P., Grave, E., Joulin, A., Mikolov, T.: Enriching word vectors with
subword information. Trans. Assoc. Comput. Linguist. 5, 135–146 (2017)

4. Cao, H., et al.: Context-aware query suggestion by mining click-through and session
data. In: Li, Y., Liu, B., Sarawagi, S. (eds.) Proceedings of the 14th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, Las Vegas,
Nevada, USA, 24–27 August 2008, pp. 875–883. ACM (2008). https://doi.org/10.
1145/1401890.1401995

5. Chen, Q., Zhu, X., Ling, Z., Wei, S., Jiang, H., Inkpen, D.: Enhanced LSTM for
natural language inference (2016)

6. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: BERT: pre-training of deep
bidirectional transformers for language understanding (2018)

7. Fan, M., Guo, J., Zhu, S., Miao, S., Sun, M., Li, P.: Mobius: towards the next
generation of query-ad matching in Baidu’s sponsored search. In: Proceedings of
the 25th ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, pp. 2509–2517 (2019)

8. Gao, J., Nie, J.Y.: Towards concept-based translation models using search logs
for query expansion. In: Proceedings of the 21st ACM international conference on
Information and knowledge management, pp. 1–10 (2012)

9. Gonzalo, J., Li, H., Moschitti, A., Xu, J.: SIGIR 2014 workshop on semantic match-
ing in information retrieval. In: International ACM SIGIR Conference on Research
and Development in Information Retrieval, pp. 1296–1296 (2014)

10. Gysel, C.V., Rijke, M., Kanoulas, E.: Learning latent vector spaces for product
search. ACM (2016)

11. He, Y., Tang, J., Hua, O., Kang, C., Yin, D., Yi, C.: Learning to rewrite queries.
In: ACM (2016)

12. Huang, J.T., et al.: Embedding-based retrieval in Facebook search (2020)
13. Huang, P.S., He, X., Gao, J., Li, D., Heck, L.: Learning deep structured semantic

models for web search using clickthrough data. In: Proceedings of the 22nd ACM
International Conference on Information and Knowledge management (2013)

14. Joulin, A., Grave, E., Bojanowski, P., Mikolov, T.: Bag of tricks for efficient text
classification. In: Proceedings of the 15th Conference of the European Chapter of
the Association for Computational Linguistics: Volume 2, Short Papers (2017)

https://doi.org/10.1145/1401890.1401995
https://doi.org/10.1145/1401890.1401995


366 S. Ning et al.

15. Mikolov, T., Yih, W.T., Zweig, G.: Linguistic regularities in continuous space word
representations. In: North American Chapter of the Association for Computational
Linguistics (2013)

16. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word repre-
sentations in vector space. Comput. Sci. (2013)

17. Mohankumar, A.K., Begwani, N., Singh, A.: Diversity driven query rewriting in
search advertising (2021)

18. Nigam, P., et al.: Semantic product search. In: Proceedings of the 25th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining.
KDD 2019, pp. 2876–2885. Association for Computing Machinery, New York
(2019). https://doi.org/10.1145/3292500.3330759
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Abstract. Classical Chinese poetry has a history of thousands of years
and is a precious cultural heritage of humankind. Compared with the
modern Chinese corpus, it is irrecoverable and specially organized, mak-
ing it difficult to be learned by existing pre-trained language models.
Besides, with the thousands of years of development, many words in
classical Chinese poetry have changed their meanings or been out of use
today, which further limiting the capability of existing pre-trained mod-
els to learn the semantics of classical Chinese poetry. To address these
challenges, we construct a large-scale sememe knowledge graph of classi-
cal Chinese Poetry (SKG-Poetry), which connects the vocabularies in
classical Chinese poetry and modern Chinese. By extracting the sememe
knowledge from classical Chinese poetry, our model PoetryBERT not
only enlarges the irrecoverable pre-training corpus but also enriches the
semantics of the vocabularies in classical Chinese poetry, which enables
PoetryBERT to be successfully used in downstream tasks. Specifically,
we evaluate our model in two tasks in the field of Chinese classical poetry,
which are poetry theme classification and poetry-modern Chinese trans-
lation. Extensive experiments are conducted on the two tasks to show
the effectiveness of sememe knowledge based pre-training model.

Keywords: Natural language processing · Computational social
science · Knowledge graph · Pre-training language model

1 Introduction

Classical Chinese poetry has inherited the Chinese civilization for thousands of
years, reflecting the social ethos and cultural outlook at that time. In recent
years, increasing attention has been attracted by researchers [20,34,50,58] to
use artificial intelligence technology to analyze classical Chinese poetry, which
is helpful to the promotion of traditional culture and cross-cultural communi-
cations. Existing studies in the field of classical Chinese poetry often provide
solutions to a specific problem in a supervised way and cannot be generalized to
other tasks. The labeled data of classical Chinese poetry is always obtained by
manual methods, which is very time-consuming and requires the participation

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 369–384, 2022.
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of a large number of experts in the field of classical Chinese poetry. General
Pre-trained language models (PTMs), which can learn good semantic represen-
tations of language from a large amount of unsupervised corpus and generalize
to the completion of various downstream tasks, have been urgently needed in
the classical Chinese poetry area research.

Most of the existing PTMs [4,5,9,19] are trained on modern Chinese cor-
pus and have been successfully utilized in many natural language processing
tasks, such as text classification, reading comprehension, and intelligent question
answering. While for classical Chinese poetry, due to the irrecoverable and spe-
cially organized structure, it is very difficult to be learned by existing pre-trained
modern language models. Besides, with the thousands of years of development,
many words in classical Chinese poetry have changed their meanings or been out
of use today, For example, the sentences of classical Chinese poetry are concise
and rhyming, and one word can usually express more than one meaning. In the
poetry “ 红豆生南国，春来发几枝。” translated as: the Ormosia born south,
spring to hair a few branches.

Based on the context information, general pre-trained language models may
learn that ormosia is a kind of plant. However, except for the meaning of a plant,
ormosia is often used to express lovesickness in Chinese, which is also termed as
“love pea”. Pre-training language models only based on classical Chinese poetry
suffers from the inherent drawback of the changing semantic of vocabularies in
classical Chinese poetry.

The PTMs need to learn more external knowledge to enhance the model’s
ability to represent language [37], especially for the classical Chinese poetry
area with limited and irrecoverable sentences. To address this challenge, we con-
struct a large-scale sememe knowledge graph for classical Chinese Poetry (SKG-
Poetry). We take full usage of the interpretation materials of one poetry, such as
annotations, translations, and appreciation, and propose an automatic method
with sememes1 to connect the fragmented information of vocabularies in diverse
forms in modern Chinese and classical Chinese poetry. As shown in Hownet2,
we can see that ormosia is not only an edible vegetable but also often used to
express lovesickness.

With the sememe knowledge from classical Chinese poetry, we propose a
novel sememe knowledge based PTMs, termed as PoetryBERT, to be trained
on the classical Chinese poetry in an unsupervised way. We design two stage
encoders to fuse the information from the poetry sentence and the sememe knowl-
edge graph. Specifically, the “T-Encoder” with multi-head attentions encodes the
texts and extracts the lexical and syntactic feature information of the poetry
sentence, which is further jointly learned with the sememe knowledge in “K-
Encoder” to obtain the representation of a word. Then we feed all the encoded

1 In linguistics, sememes are defined as the smallest semantic unit of language. Lin-
guists believe that the meaning of all words can be described by a limited set of
meanings.

2 Ormosia belong to seven sememes: think of, vegetable, part, tree, eat, mean, embryo.
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information of words in a poetry into the Chinese language based the BERT-
wwm [8] to get the final representations.

Our sememe knowledge based pre-training model PoetryBERT enlarges the
irrecoverable pre-training corpus, as well as enriches the semantics of the vocab-
ularies in classical Chinese poetry, enabling PoetryBERT to have deep under-
standing of ancient poetry and leading to its superior performance on down-
stream tasks. We evaluate the performance of our pre-trained model in two
common tasks, i.e., poetry theme classification (PTC) [34] and poetry-modern
Chinese translation (PMCT) [28], showing the effectiveness of sememe knowl-
edge based PTM in classical Chinese poetry field.

The main contributions of this paper are:

– We automatically construct a large-scale sememe knowledge graph SKG-
Poetry, which bridges the gap between classical Chinese poetry and modern
Chinese, and provides a way to enlarge the irrecoverable corpus of classical
Chinese poetry.

– We propose a specific sememe knowledge based pre-training model for clas-
sical Chinese poetry. Two stage encoders “T-Encoder” and “K-Encoder” are
used to fuse the encoded information of the poetry and sememe knowledge for
further pre-training. The specific large-scale pre-training model PoetryBERT
will be open-sourced to promote the research in the classical Chinese poetry
area.

– We evaluate our pre-training model on two downstream tasks, i.e., poetry
theme classification and poetry-modern Chinese translation. The experimen-
tal results demonstrate that our sememe knowledge based pre-training model
PoetryBERT owns superior performance in classical Chinese poetry field.

2 Related Work

2.1 Pre-training Language Models

A lot of research work [4,9,24] has shown that PTMs can learn universal language
representations and are beneficial to downstream NLP tasks. GPT [41], BERT
[9], MASS [43], UniLM [10], XLNet [54] have emerged one after another. They
learn more contextual information of words, and use various language tasks to
train PTM to support a wider range of applications. Since BERT, fine-tuning on
PTMs has become a conventional paradigm in the NLP field. Many subsequent
studies are improved based on BERT, such as SpanBERT [21], RoBERTa [33],
ALBERT [25], etc. These models have greatly promoted the progress of the NLP
field.

The PTMs of general domain lack domain-specific knowledge and are diffi-
cult to directly apply in special domain. Some studies have proposed PTMs for
specific domains or tasks, such as BioBERT [27], SciBERT [2], Clinical-BERT [1]
and CINO3. For many tasks in the field of classical Chinese poetry, we urgently
needs a special pre-training model to support relevant work.
3 https://github.com/ymcui/Chinese-Minority-PLM.

https://github.com/ymcui/Chinese-Minority-PLM
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Recently, a new paradigm prompting has become more and more popular
[7,31,36]. It transforms the input and output form of downstream tasks into the
form of pre-training tasks needed. But designing prompt templates for down-
stream tasks requires a lot of time and experience. And prompt tuning has poor
performance when the amount of data is small [14].

2.2 Knowledge-Enriched Pre-training Models

In order to improve the performance of PTMs, some studies introduce exter-
nal knowledge into PTMs, including semantic [22,26,38], common sense [15],
factual [51] and domain-specific knowledge [16] etc. ERICA [40] models the
relational facts in the text to enhance the language model’s understanding of
entities and relations, and designs two pre-training tasks, entity discrimination
and relational discrimination, to better capture the relational facts in the text.
In addition, ERNIE(THU) [57], CoLAKE [44], GLM [42], and JAKET [56] all
achieved certain results by introducing knowledge into PTM.

ERNIE (Baidu) [45] learn language representation enhanced by entity-level
masking and phrase-level masking. KnowBERT [37] introduces structured data
into the pre-training process through entity recognition and entity connection.
KEPLER [49] is a unified model for knowledge embedding and pre-trained
language representation, which can produce effective text-enhanced knowledge
embedding. K-BERT [32] directly introduces relevant triples into sentences in
the process of fine-tuning downstream tasks. ChineseBERT [46] introduced glyph
and pinyin information of Chinese during pre-training. KLMo [17] proposed to
combine the entities in KG and the relations between them into the process
of language learning to obtain a knowledge enhancement pre-training model.
[6] introduce entity-relationship constraints into the prompt learning framework
and propose KnowPrompt, an efficient knowledge-embedded prompt learning
method.

2.3 Ancient Chinese Domain Tasks

In the field of classical Chinese poetry, there has been some work on the genera-
tion of poetry [55,58], poetry sentiment and theme classification, the translation
of poetry [52,53] and the knowledge graph of poetry [18,34,50]. [35] studied
the new word detection in ancient Chinese corpus, and used a semi-automated
method to construct a classical Chinese poetry knowledge graph (CCP-KG) [34].
They use BERT and GAT to encode the nodes in the text and knowledge graph
respectively to classify the sentiment and theme of classical Chinese poetry. How-
ever, there is a large amount of artificial participation in the construction of the
classical Chinese poetry knowledge graph, and the scale of the graph is diffi-
cult to expand. [13] studied the translation of English poetry. [30] create a new
large-scale Ancient-Modern Chinese parallel corpus. In terms of poetry genera-
tion, [58] has launched the ‘Jiuge’. [53] used an unsupervised method to study
the generation of classical Chinese poetry from modern Chinese. [39] proposes a
famous saying recommendation model, which aims to automatically recommend
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famous sayings (including English, modern Chinese and ancient poetry) suitable
for the current context.

AnchiBERT [47] is a pre-trained language model based on ancient Chinese,
but its performance in ancient Chinese poetry has not been verified. In short,
there is still a lack of a pre-training model that can be used for various down-
stream tasks.

3 PoetryBERT

3.1 Overall Architecture

PoetryBERT is a sememe knowledge based pre-training model. As shown in
Fig. 1, PoetryBERT is consist of four components, i.e., the sememe knowledge
graph component, the two stage component: “(T-Encoder)” encodes text and
extracts the lexical and syntactic feature information of the poetry sentence,
and the K-Encoder fuses the information from both sememe knowledge graph
and classical Chinese poetry sentence.

Fig. 1. The process of pre-training and fine-tuning of PoetryBERT.

3.2 Construction of SKG-Poetry

To enlarge the irrecoverable pre-training corpus of classical Chinese poetry and
enrich the semantics of the vocabularies, we construct a large-scale sememe
knowledge graph of classical Chinese Poetry (SKG-Poetry), which bridges the
gap between classical Chinese poetry and modern Chinese. Specifically, we crawl
the classical Chinese poetry dataset from Gushiwen4 and Soyun5 websites, which
provide service of the full texts and appreciation of classical Chinese poetry. We
collect 905,675 poetry from the pre-Qin (1000 BC: Before the Common Era)
4 https://www.gushiwen.cn/.
5 https://sou-yun.cn/.

https://www.gushiwen.cn/
https://sou-yun.cn/
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to the Qing dynasty (1800 AD: Anno Domini), with a range of about three
thousand years. We adopt the new word detection method in [35] for the word
segmentation of poetry, and keep the words that used more than 5 times in
poetry as the candidate words (145,800 words) to build the sememe knowledge
graph.

To bridge the gap between classical Chinese poetry and modern Chinese, we
crawl the modern Chinese definitions of candidate words from HanDian6. We
find that a total number of 139,820 words are defined with modern Chinese in
HanDian. Considering that in modern Chinese linguistics, sememes are defined
as the smallest semantic unit of language and it is believed that the meaning of all
words can be described by a limited set of meanings [11,12], we use the sememe
knowledge to make semantic connections among the words in classical Chinese
poetry. We find the number of words in HanDian with sememe annotations
is 21,683. For other words in HanDian, we predict the sememes by Sememe
Correlation Pooling Model (ScorP) [12], which is trained by the corpus from
Modern Chinese Dictionary, and predict the scores of sememes that a specific
word would belong to. Hence we use the candidate words in classical Chinese
poetry (145,800 words) and sememes in HowNet (1400 sememes) as the nodes
in sememe knowledge graph SKG-Poetry, and an edge is constructed between
the poetry node and sememe node when the definition of poetry word is similar
to sememe semantics in HowNet. Finally, the SKG-Poetry has a total of 91,152
nodes and 203,395 edges.

Fig. 2. Construction process of SKG-Poetry

The construction process of SKG-Poetry is shown in Fig. 2. By construct-
ing the large scale sememes knowledge graph, we enlarge the irrecoverable
pre-training corpus of classical Chinese poetry and enrich the semantics of the
vocabularies.

6 https://www.zdic.net/.

https://www.zdic.net/
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3.3 Two Stage Encoder Components

In order to introduce the entity information of SKG-Poetry into the pre-training
model, we design two stage encoders to fuse the information from the poetry
sentence and the sememe knowledge graph. Specifically, the “(T-Encoder)” with
multi-head attentions encodes text and extracts the lexical and syntactic fea-
ture information of the poetry sentence. K-Encoder fuses the knowledge infor-
mation in the sememe knowledge graph into the text information extracted by
T-Encoder.

Formally, given a poetry sentence, denoted as {w1, w2, . . . , wn}, where n is the
length of the word sequence. The corresponding entity sequence in SKG-Poetry
is {e1, e2, . . . , em}, where m is the length of the entity sequence. Note that m and
n may not be equal, because the word may not be aligned to a sememe entity in
the SKG-Poetry. T-Encoder is a multi-layer bidirectional Transformer encoder.
By summing the word embedding, segment embedding, positional embedding
for each word, the lexical and syntactic features of word sequence can be repre-
sented as {w1,w2, . . . ,wn}. The entity embeddings learned in SKG-Poetry are
calculate [3] as {e1, e2, . . . , em}. Both words and entities information are fed into
K-Encoder to get the semantic representations by learning from both the poetry
sentence and sememe knowledge graph.

K-Encoder consists of two multi-head self-attentions (MH-ATTs) and an
information fusion layer. In K-Encoder, word embeddings and entity embed-
dings are fed into a MH-ATTs respectively, formulated as:

{w̃1, . . . , w̃n} = MH-ATTs ({w1, . . . ,wn}) ,

{ẽ1, . . . , ẽm} = MH-ATTs ({e1, . . . , em}) .
(1)

The information fusion layer is composed of a fully connected network. Given
the word wj and its aligned entity ek, oj is the output embedding calculated by
the information fusion layer. The information fusion operation is formulated as
follows:

oj = σ (Wtw̃j + Weẽk + b) , (2)

where σ(·) represents the GELU function. Wt, We and b are the parameters to
be learned by the model.

For the words without corresponding entities, the information fusion layer
computes the output embeddings as follows:

oj = σ (Wtw̃j + b) . (3)

The output embeddings in the information fusion layer in K-Encoder are used
as the input embeddings in the Chinese pre-training framework.

3.4 Pre-training of Classical Chinese Poetry

After obtaining the fused sentence information from K-Encoder, we use BERT-
wwm7, to obtain the pre-training representation of words in our classical Chinese
7 https://github.com/ymcui/Chinese-BERT-wwm.

https://github.com/ymcui/Chinese-BERT-wwm
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poetry corpus. BERT-wwm is a variant of BERT-base-Chinese, which is officially
released by Google. In BERT-base-Chinese, Chinese is segmented at the gran-
ularity of characters, and the Chinese word segmentation in traditional NLP is
not considered. While BERT-wwm applies the word mask method to Chinese,
which is more suitable for our classical Chinese Poetry pre-trained model.

To inject semantic relations between entities in SKG-Poetry into language
representations and enhance the robustness and generalization ability of the
model, we add a new training task. Our task is similar to training a denoising
auto-encoder(DEA), which randomly masks some token-entity alignments and
then requires the system to predict all corresponding entities based on aligned
tokens. The probability that the word wi corresponds to the entity in the knowl-
edge graph is ej can be calculated as follows:

p (ej | wi) =
exp (linear (wo

i ) · ej)∑m
k=1 exp (linear (wo

i ) · ek)
(4)

The linear (.) represents the linear layer.
Similar to BERT, ERNIE also adopts the masked language model (MLM)

as pre-training tasks to enable ERNIE to capture lexical and syntactic informa-
tion from tokens in text. We do not use next sentence prediction (NSP) task
because previous work shows this objective does not improve downstream task
performance [33]. The overall pre-training loss is the sum of the DEA and MLM
loss.

4 Experiments

4.1 Pre-training Dataset

The pre-training datasets of PoetryBERT consist of classical Chinese poetry
and ancient Chinese prose. Classical Chinese poetry corpus and ancient Chinese
prose are collected from Gushiwenand Soyun websites. classical Chinese poetry
covers the history of ancient China from the pre-Qin to the Qing dynasty for
about three thousand years (1000 BC to 1800 AD). The size of classical Chinese
poetry is 54.6M, and the size of ancient Chinese prose is 32.4M.

4.2 Parameter Settings of PoetryBERT

In the MLM task, we randomly mask 15% of the words in a sentence. During
pre-training, 80% of those masked words are replaced with [MASK], 10% are
replaced with random words, and 10% are unchanged. The training objective is
to predict the masked words with cross entropy loss.

In the DEA task, we perform the following operations: 1) In 5% of the time,
for a given token-entity alignment, we replace the entity with another random
entity; (2) In 15% of the time, we mask the token-entity alignment; (3) In the
rest 80% of the time, we keep the marker entity alignment unchanged.
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We follow the pre-training hyper-parameters used in BERT. We use Hw, He

represent the hidden dimension, Aw, Ae represent the number of self-attention
heads of word embeddings and entity embeddings respectively. M and N repre-
sent the number of T-Encoder layers and K-Encoder layers respectively. In our
pre-training model, we set: Hw = 768, He = 100, Aw = 12, Ae = 4, M = 6, N
= 6. The parameters of BERT-wwm model we used are: 12-layer, 768-hidden,
12-heads, 110M parameters. In the pre-training process, the maximum sentence
length is 256, the batch size is 64, and the learning rate is 5e−5.

4.3 Fine-Tuning on Downstream Tasks

We evaluate the performance of our pre-trained model in two widely used tasks,
i.e., poetry theme classification (PTC) [34] and poetry-modern Chinese transla-
tion (PMCT) [28].

Poetry Theme Classification. The goal of PTC is to compute the correspond-
ing themes label of poetry. We use a fully connected layer after the PoetryBERT
and then calculate the probability of each label through the softmax function.
The model finally outputs the label with the largest probability value. We con-
duct experiments on a publicly released labeled dataset8, which contains 3.2K
classical Chinese poetry combined with themes and keywords. We apply a batch
size of 64 and use Adam optimizer with a learning rate of 2e−5.

Table 1. Performance Comparison of Different Methods on PTC task.

Model Acc F1

TextRCNN [23] 78.79 71.23

Transformer [48] 77.85 70.41

BERT-base-Chinese [9] 79.42 71.94

Roberta-zh [33] 80.58 72.88

ERNIE(Baidu) [45] 80.92 73.11

ChineseBERT [46] 82.16 75.64

AnchiBERT [47] 82.30 75.51

BERT-CCPoema 82.35 75.54

BERT+GAT [34] 82.94 76.69

K-BERT [32] 83.79 77.75

Our model 84.86 78.46
ahttps://github.com/THUNLP-AIPoet/
BERT-CCPoem.

8 https://github.com/shuizhonghaitong/classification GAT/tree/master/data.

https://github.com/THUNLP-AIPoet/BERT-CCPoem
https://github.com/THUNLP-AIPoet/BERT-CCPoem
https://github.com/shuizhonghaitong/classification_GAT/tree/master/data
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As shown in Table 1, our model shows the best performance on the PTC task.
TextRCNN and Transformer have not been pre-trained to learn the language
representation, so the performance is not as good as the pre-trained models.
BERT-base-Chinese, Roberta-zh, ERNIE (Baidu) and ChineseBERT are pre-
trained models with modern Chinese corpus, and they perform better than the
general language models, such as Transformer. With the ancient Chinese corpus,
the pre-training models AnchiBERT and BERT-CCPoem perform better than
modern Chinese pre-training model, which have a better understanding of the
semantics of classical Chinese poetry. The performance of BERT+GAT and the
K-BERT is better, showing the usefulness of adding the knowledge graph infor-
mation of ancient Chinese to the pre-training language model. Our model intro-
duces a large scale sememe knowledge graph SKG-Poetry to learn the semantic
connections of different words in classical Chinese poetry and bridges the gap
between classical Chinese poetry and modern Chinese. By enlarging the learning
corpus and enriches the semantic of words, our model achieves the best results
in PTC task.

Poetry-Modern Chinese Translation. The goal of PMCT is to translate
classical Chinese poetry into modern Chinese. For PMCT task, we adopt the
encoder-decoder framework. We initialize the encoder with PoetryBERT and use
a randomly initialized decoder. We conduct experiments on the Chinese Classical
Poetry Matching Dataset (CCPM)9, which contains 24,498 classical Chinese
poetry-modern Chinese sentence pairs. The translation quality is evaluated by
BLEU score. We apply BLEU-4 to evaluate the performance of models in this
task. The training batch size is 64 and the layer number of the decoder is 6. We
use Adam to optimize the network with weight-decay = 0.0001, and the dropout
rate is 0.1.

Table 2. Performance Comparison Of Different Methods on PMCT task.

Model BLEU

Transformer [48] 25.85

BERT-base-Chinese [9] 26.96

Roberta-zh [33] 27.15

ChineseBERT [46] 27.55

mRASP [29] 27.68

BERT+GAT [34] 27.89

BERT-CCPoem 28.21

AnchiBERT [47] 28.78

K-BERT [9] 29.32

Our model 30.07

9 https://github.com/THUNLP-AIPoet/CCPM.

https://github.com/THUNLP-AIPoet/CCPM
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We can see that our model shows the best performance on the PMCT task
in Table 2. The simple transformer model can’t generate smooth and coherent
modern Chinese. The PTMs with modern Chinese can’t represent the semantics
of classical Chinese well, so it is difficult to significantly improve the performance
on the PMCT task. Although mRASP has been pre-trained on a multilingual
corpus, it is still difficult to apply it to the PMCT task through fine-tuning.
It might be because classical Chinese poetry is quite different from train cor-
pus of mRASP. Compared with BERT-CCPoem, AnchiBERT has learned a lot
of ancient Chinese corpus. Classical Chinese poetry and ancient Chinese prose
have a certain similarity, so it surpasses BERT-CCPoem in the PMCT task.
BERT+GAT performed better on the PTC task, but lacked on the PMCT task.
This may be because CCP-KG only involves some ancient image and emotional
vocabulary, but it does not correspond to modern Chinese. PoetryBERT not
only learned a wide range of classical Chinese poetry and ancient prose corpus
but also learned the sememe knowledge of SKG-Poetry. Thus PoetryBERT can
generate smooth and coherent modern Chinese.

5 Experimental Analysis

5.1 Ablation Study

As shown in Table 3, we can see that both the classical Chinese poetry corpus
and sememe knowledge graph improve the performance of Chinese pre-training
model BERT-wwm. In addition, the addition of DEA loss function also improves
the robustness and generalization ability of the model.

As shown in Table 4, our model with sememe knowledge graph SKG-Poetry
performs better than hierarchical knowledge graph CCP-KG. CCP-KG is con-
structed manually and the entities in KG is much less than SKG-Poetry, showing
the advantages of our large-scale sememe knowledge graph SKG-Poetry con-
structed by an automatical way. We also compare our model with other KG
based pre-training model, the results are presented in Table 4, we can see that
compared with K-BERT, using K-Encoder to encode the relationship between
entities in the knowledge graph can make the pre-training models show better
performance on downstream tasks.

5.2 Case Study of Poetry Translation

For the sentence “山青灭远树，水绿无寒烟。” (The green color of the moun-
tains shades the trees in the distance,and the color of the water is green and
there is no cold smoke.), PoetryBERT translates it as “山色青翠看不到远处的
树木，水色碧绿没有寒烟。” (The mountains are verdant and you can’t see the
trees in the distance,and the water is green and there is no cold smoke.). “灭”
in modern Chinese means “destroy, extermination, turn off”, but in the context
of describing scenery, “灭” means “conceal, cover”. Neither BERT, AnchiBERT
nor BERT-CCPoem can accurately understand the meaning of “灭”. Only Poet-
ryBERT can accurately translate “灭” into “Invisible”.
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Table 3. The ablation experimental results of PoetryBERT. ‘+Poetry’ represents add
classical Chinese poetry in the pre-training process; ‘+SKG’ represents add SKG-
Poetry in the pre-training process; ‘-DEA’ represents removed DEA loss in the pre-
training process.

Model PTC PMCT

Acc F1 BLEU

BERT-wwm 80.36 72.81 27.09

+Poetry 82.65 76.17 28.56

+Poetry +SKG 84.86 78.46 30.07

−DEA 83.91 77.19 29.86

Table 4. Ablation experimental results on PTC and PMCT tasks using different knowl-
edge graphs and different pre-training frameworks.

Evaluate task PTC PMCT

Model Knowledge graph Acc F1 BLEU

K-BERT CCP-KG 82.16 76.55 28.23

SKG-Poetry 83.79 77.75 29.32

Our model CCP-KG 83.22 77.47 28.95

SKG-Poetry 84.46 78.46 30.07

It can be seen from the examples that PoetryBERT can accurately learn the
semantics of classical Chinese poetry and generate smooth and coherent mod-
ern Chinese. Because Transformer has not been pre-trained to learn language
representation, it can’t generate coherent and meaningful modern Chinese sen-
tences for more complex sentences. BERT-Base-Chinese learns representation
from modern Chinese corpus, but many words have different meanings in modern
Chinese and ancient Chinese, so they may have wrong understandings. Although
AnchiBERT and BERT-CCPoem have been trained on classical Chinese poetry
and ancient poetry corpus, it is still difficult to accurately distinguish the mean-
ing of these words.

6 Conclusion

In this paper, we propose the method of sememe prediction to construct a knowl-
edge graph of classical Chinese poetry based on the word definition and their
sememe annotation. We train the PoetryBERT by add a K-Encoder module to
integrate SKG-poetry knowledge in the pre-training process. Besides, we evalu-
ated the language understanding and generation ability of PoetryBERT on the
task of PTC and PMCT. Our model showed optimal performance on two down-
stream tasks. We have open sourced the pre-training model, which can be used
for downstream tasks in a variety of ancient poetry fields.
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We have developed a knowledge graph intelligent service platform based on
classical Chinese poetry, which not only analyzed the poetry but also analyzed
the relationship between time and space and the relationship between charac-
ters. We will also introduce multi-modal information such as pictures, videos, and
audio, develop a multi-modal PTM of classical Chinese poetry. Based on Poet-
ryBERT, we will develop more interesting apps, such as classical Chinese poetry
intelligent question answering system, poetry generation, etc. We will establish
a complete ancient Chinese intelligent service system, restore the social and cul-
tural sentiments of the time and allow more people to realize the richness and
diversity of civilization.
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Abstract. Image hiding is a way of hiding information by hiding a secret image
in a carrier image in an imperceptible way and recovering it. How to effect better
hiding of images in images is a problem that is still being studied. In this paper,
we propose an invertible neural network based model using the Swin Transformer
module to hide images. According to the properties of invertible neural networks,
image hiding and revealing can be done by the same network of forward and
backward processes. Since image hiding and recovery are forward and backward
of the same network, sharing the same set of parameters, a lot of resources are
saved accordingly. It is found that hiding secret information in wavelet domain
can improve the concealment, so we transform the image to wavelet domain for
hiding.

Keywords: INN · Image hiding · Swin transformer

1 Introduction

Image hiding is the hiding of a secret image in a cover image to hide the presence of data
[1, 2] making it imperceptible for purposes such as encrypted communication or content
protection. In contrast, cryptography focuses on the protection of secret information
from being broken without hiding the act of secret communication. Nowadays, image
hiding has been used in various fields not limited to covert communication, copyright
protection, e-commerce, etc. Themost important applications are covert communication
and privacy protection [1].

Two of the more important metrics for image hiding are the stealthiness of the covert
image transmission and the quality of the recovered image. Stealthiness requires that the
secret image is not perceived as hidden data by steganalysis tools and the human eye.
Recovered image quality: The recovered secret image is required to bemore similar to the
original secret image. Traditional image hiding methods use separate neural networks in
the image hiding stage and the image recovery stage [3–8], so it is difficult to guarantee
both the generation of highly concealed laden images and the recovery of high-quality
secret images.
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In this paper, we propose an image hiding method based on INN, (Invertible Neural
Network) and Swin Transformer. Our network views image hiding and recovery as two
directions of the network, sharing the same set of parameters, thus reducing the training
time to enhance the model effect.

The main contributions of this work can be summarized in two points:

• Referencing INN effectively uses a single network to solve image hiding and recovery
problems.

• Use the Swin Transformer module in INN.

2 Related Work

2.1 Steganography and Image Hiding

Steganography is the hiding of textual information, audio, graphics, or video in a carrier
information, and the carrier can make any of the previously mentioned. Image steganog-
raphy is one of the steganography techniques [9, 10], which refers to the hiding of infor-
mation in an image. Earlier, researchers have hidden information by modifying certain
pixels, such as Least Significant Bit (LSB) [11, 12]. Such pixel-modified steganographic
algorithms hide limited image information and usually cause changes in the statistical
properties of the stego images that are easily identified by steganographic analysis meth-
ods [13, 14]. In contrast to LSBwhich hidemessages in the spatial domain, somemodels
point their attention to the frequency domain, such as Discrete Fourier Transform (DFT)
domain [15] Discrete Cosine Transform (DCT) [16] DiscreteWavelet Transform (DWT)
[17]. JSteg [2] hides the information into the least significant bit of the DCT of the car-
rier [16]. In general, these methods are more stealthy compared to LSB, but all have a
relatively low steganographic load capacity and can only hide bit-level information.

With the development of deep learning, various models have made breakthroughs
in the fields of image processing and natural language processing, and possible attacks
can also be detected in advance by deep learning in the field of security [18], and
researchers hope to use deep learning to break through the bottlenecks encountered in
image steganography. Hayes [19] proposed HayesGAN, an image steganography frame-
work for hiding text with images, which was the first time to implement images to hide
secret information using coding networks. To increase the robustness of steganography,
Zhu [20] proposed the HiDDeN (hiding data with deep networks) model, adding a noise
layer to the network to simulate various situations in the image transmission process,
and achieved better results.

Image hiding is an important part of image steganography. Image steganography
is the hiding of image information in another carrier image. Baluja [4] first applied
CNN to the field of image hiding. The network model proposed by Baluja [4] has a
poor quality of the carrier image and the recovered secret image, and there is a noise
problem in the image smoothing area, which can easily cause statistical data anomalies
and even be detected by human eyes. Based on this, Wu [6] proposed the network model
of StegNet (steganography with deep convolutional network) to modify the loss function
based on the previous one so that the noise is uniformly distributed in the image, which
effectively improves the above problem. Duan [7] modified the structure of the encoding
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network and also the image hiding results were improved. U-Net [7] can preserve the
shallow and deep features of the image because the network structure of upsampling and
downsampling has a connection operation, and the network structure as an encoder can
make the recovered secret image more shaped with the secret image, which is improved
compared to Baluja’s method.

In addition to hiding color images in color images, some researchers hide black and
white images in color images. Zhang [8] proposed the ISGAN (invisible steganography
via generative adversarial networks) model. This model decomposes the color image
into 3 channels, U/V/Y, where the U/V channel contains the chromaticity signal of the
original image and the Y channel contains the luminance signal of the image. The model
hides the secret image in the Y channel because the human body is not sensitive to the
luminance information, so the secret image is hidden in the Y channel, and the similarity
of the stego image is increased compared to the cover image in the case of human eye
judgment, which enhances the concealment of the image hidden information.

2.2 Invertible Neural Network

Dinh [21] first proposed reversible neural networks. Dinh [22] introduced the introduc-
tion of convolute and multiscale layers in the model, which enabled the model to achieve
superior results in image processing problems, while also reducing computational costs.
Kingma [23] applied invertible 1 × 1 convolution and Glow to INN, which made it
synthesize realistic images with good results [24] provides a further explanation of the
invertible nature of INN [25] constructed a more flexible INN using convolution with
masking, and the INN was also used in various tasks due to its excellent performance
[26] applied INN to the field of image hiding.

2.3 Swin Transformer

Convolutional neural networks (CNN) have a relatively large advantage in focusing on
and extracting local features, but are not as good as Transformer in focusing on global
information [27–29]. The Transformer model, which recently originated in the field of
natural language processing, is frequently used in the CV field [30]. Various approaches
to applying the Transformer to computer vision tasks are emerging and achieving good
results, even beyond convolutional neural networks. Vision Transformer (VIT) first
applied the Transformer architecture directly to the image domain, decomposing images
into a series of image block inputs [31].

The Swin Transformer (Shifted Windows Transformer) not only has the ability of
the Transformer to focus on global information modeling, but also uses the method of
movingwindows to achieve cross-window connection, so that themodel can focus on the
relevant information of other adjacent windows. The aim is to introduce a hierarchical
Transformer with the same hierarchical construction method commonly used in CNNs,
and to perform self-attentive computation in the window region without overlap, and
to model the relationship only locally in each layer, while being able to continuously
reduce the feature map width and height to expand the perceptual field [32]. Compared
with ViT, the computational complexity of Swin Transfomer is substantially reduced.
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3 Approach

3.1 Network Architecture

Fig. 1. Network architecture. In contrast to the conventional method (a), which deals with the
conceal and reveal processes of the image separately, we use INN (b). The cover image and the
secret image are used as the forward input to the invertible network, and several conceal blocks
with the same structure are used to generate the stego image. Conversely, the backward goes
through the reveal block to effectively recover the hidden image from the stego image. Where φ,
ρ is the Swin Transformer block.

Table 1. Summary of notations in this paper.

Notation Description

xsecret Secret image: the image to be hidden

xcover Cover image: the image to hide secret information

xstego Stego image: the cover image with secret image inside

xrec Recovery image: the secret image recovered from the stego image

r Lost information: the information lost in concealing process

z Auxiliary variable: the variable to help recover secret image

Figure 1(a) shows the structure of the conventional network, processing the conceal
and reveal processes of the image separately. Figure 1(b) shows the overall framework
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of our network. The cover image xcover and the secret image xsecret are decomposed by
DWT transform as the forward input of the network, and the stego image xstego and the
lost information r are generated by several concealing modules with the same structure.
In the concealing process, a large amount of secret information hidden in the cover image
will inevitably cause information loss, and also the secret information in the embedded
secret image will destroy the cover image information, and the lost information r is
composed of the lost information and the cover image destroyed information together.
In turn, the inverse network can effectively recover high-quality hidden images from the
stego image based on the stego image and the auxiliary variable z. Here the auxiliary
variable z is sampled from the Gaussian distribution.

We view image hiding and recovery as a pair of invertible problems, and the process
is formulated as follows:

xsteo = f (xcover, xsecret)(
xcoverrev , xsecrerev

) = f −1(xstego)
(1)

where xstego denotes the stego image, xcover denotes the cover image, xsecret denotes
the secret image, xsecrerec denotes the secret image recovered from the stego image, and
xcoverrec denotes the cover image recovered from the stego image. We apply the network
forward mapping to fit the steganography function f (·). The inverse mapping is used to
fit the image recovery function f −1(·).

In the model, for the ith conceal/recover block, we input the tensor xi1 representing
the carrier image and the tensor xi2 representing the secret image, respectively, and the
corresponding outputs are xi+1

1 , xi+1
2 , respectively. In the forward network:

xi+1
1 = xi1 + φ

(
xi2

)

xi+1
2 = xi2 � exp(α(ρ

(
xi+1
1

)
)) + η(xi+1

1 )
(2)

where exp(·) and α(·) are exponential and sigmoid functions multiplied by a constant
factor, and ρ(·),η(·), ϕ(·) n is an arbitrary function, Here the Swin Transformer module
is used. � is the dot product operation.

Corresponding in the backward network:

xi1 = xi+1
1 − φ

(
xi2

)

xi2 = (xi+1
2 − η(xi+1

1 )) � exp(−α(ρ
(
xi+1
1

)
))

(3)

The exp(α(·)) function of the concealed/revealed block in Fig. 1(b) for ρ(·) is omitted
in the figure.

3.2 Wavelet Domain Hiding

Hiding images in the pixel domain is prone to a number of problems, such as texture-
copying artifacts and color distortion [13, 33]. In contrast, those in the frequency domain,
especially after the DWT, can be divided into low-frequency and high-frequency signals.
The low-frequency signal is important, and it often contains the characteristics of the
signal, while the high-frequency signal gives the details or differences of the signal,
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which is more suitable for image hiding [4]. In addition, the excellent performance of
wavelets in reconstruction can help improve the quality of the recovered images [28].
After the DWT transformation, the feature map changes from (B, C, H, W) to (B, 4C,
H/2,W/2), where B is the batch size, H is the height, W is the width, and C is the channel
number. We use the Haar wavelet kernel to perform DWT and IWT because it is simple
and effective. Moreover, the wavelet transform is biaxially symmetric and it does not
affect the end-to-end training of our network.

3.3 Loss Function

The loss function is composed of three sub-functions together, which include conceal
loss, extract loss, and low-frequency wavelet loss. The three losses together form the
loss function.

Concealing Loss. In order to ensure the quality of hiding, the following loss function is
designed in the forward network.

Lcon =
N∑

n=1

�c
(
x(n)
cover, x

(n)
stego

)
(4)

where N represents the training sample size and �c is used to compare the difference
between the cover image and the stego image, using either �1 or �2 norm.

Recoverling Loss. To ensure the quality of the recovered image. Where the auxiliary
variable z is extracted from theGaussian distributionp(z). The loss function is as follows:

Lrev =
n∑

n=1

Ez∼p(z)

[
�R

(
x(n)
secret, x

(n)
rec

)]
(5)

Among them, �R, like the �c function, is responsible for measuring the difference
between the secret image and the recovered secret image.

Low Frequency Wavelet Loss. We can hide the secret information in high-frequency
subbands to improve image steganography [4]. To ensure that the image information is
hidden in the high-frequency region, the low-frequency sub-bands of the carrier image
and the carrier image should be similar, andwe useH(·)LL to represent the low-frequency
sub-bands after the wavelet transform. The formula is defined as follows:

Lferq =
N∑

n=1

�F

(
H

(
x(n)
cover

)
LL,H

(
x(n)
stego

)
LL

)
(6)

where �F to measure the difference between the low-frequency wavelet subbands of the
cover image and the stego image.

Total Loss Function. The total loss function consists of concealing loss, recovering loss
and low frequency wavelet loss.

Ltotal = λcLcon + λrLrev + λf Lfreq (7)

where λc, λr and λf are the weights used to balance the loss function.
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4 Experiment

In that section, we conducted experiments on the dataset based on the model proposed
above. And the results are derived.

4.1 Database and Experimental Setting

The dataset we use is DIV2K [34], where the training set consists of 800 photos with 2k
resolution and the test set consists of 100 photos with 2k resolution. We randomly divide
the testing set into two parts the cover image and the secret image respectively. Where
the test images are cropped using a central cropping strategy. The number of concealing
and recovered intervals is set to 2. The size of the trained patch is 224 × 224 and the
parameters λc, λr and λf f are set to 1.0, 5.0 and 1.0, respectively. The mini-batch size
is set to 2. The Adma optimizer is used with standard parameters and an initial learning
rate of 1 × 10−4.5, which is halved every 10K iterations.

4.2 Evaluation Metrics

We use two metrics to measure the quality of the hidden and recovered images. These
include peak signal-to-noise ratio (PSNR), and structural similarity index (SSIM) [35].
The higher the value of PSNR and SSIM, the better the hidden and recovered images
are.

Fig. 2. The graph of the results obtained using our model

From Table 3, it can be seen that our method has the least loss relative to the previous
algorithms in hiding and recovering secret information. In Fig. 2we achieve better results
than LSB in terms of PSNR.
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Table 2. Results of Cover/Stego image pair.

Method Cover/Stego image pair

PSNR SSIM

4bit-LSB 33.19 0.9453

HiDDeN [20] 35.21 0.9691

Baluja [36] 36.77 0.9654

Our 34.32 0.9350

Table 3. Results of Secret/Recovery image pair.

Method Secret/Recovery image pair

PSNR SSIM

4bit-LSB 30.81 0.9020

HiDDeN [20] 36.43 0.9696

Baluja [36] 35.88 0.9377

Our 44.05 0.9911

5 Conclusion

In this paper, we adapt the invertible neural network and use the Swin Transformer
module for the invertible neural network for image hiding. The network needs to be
trained only once to obtain the network parameters needed for image hiding and recovery.
Three loss functions are used to jointly constrain the network convergence. Experiments
show that our network model yields good results.
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Abstract. Focusing on the confrontation analysis requirements of joint opera-
tion system of systems, this paper proposes an intelligent matching method of
operational elements based on semantic features for typical large-scale combat
system such as reconnaissance and fire strike, which can provide intelligent aux-
iliary support for rapid and dynamic reconfiguration of operational system of
systems. On this basis, a general framework for system of systems confrontation
modeling and combination analysis is built, which can support networked combat
system mapping, flexible expansion of system of systems capabilities analysis,
dynamic generation of systems knowledge graph and customization of system
of systems. The framework provides quantitative evaluation of networked com-
bat system capabilities, which can provide intelligent auxiliary support for com-
manders to rapidly build the combat system, dynamically analyze and accurately
evaluate the confrontation effectiveness of the combat system.

Keywords: Combat system modeling · Knowledge graph · System analysis

1 Introduction

With the networked characteristics ofmodernwarfare, its capability generationmode and
the complexity of typical combat process have been further improved. Its combat process
is based on the combination of geographical wide area distribution. The combat system
can be characterized as a combat system composed of multiple types of operational sub
networks, including sensor networks, communication networks, intelligence networks,
control networks, fire networks, etc., forming a “multi network integrated” complex
combat system confrontation network.

In the era of networkedwarfare, the combat systemhas developed from the traditional
hierarchical structure to the networkedflat commandmode, and thewar power generation
mode has developed from the traditional linear superpositionmode to the network system
capability. For the representation method of the combat system, the hierarchical tree
structure cannot adapt to the representation problem of the networked combat system
[1]. As an efficient graph structured data representation method, knowledge graph has
strong advantages in representing networked combat system of systems, which can map
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combat system elements to nodes of knowledge graph, and effectively represent the
complex relationship between combat system elements through the edges of the graph
[2].

At the same time, the engagement process of the networked combat system is that
the warring parties acquire and perceive target data from the battlefield space based
on geographically distributed sensor nodes, then transmit and distribute the acquired
information through communication nodes, and then obtain state information through
intelligence fusion nodes. The battlefield situation is understood, developed, researched,
judged, and used by the battle commander to form operational plans, plans, and com-
mands, Finally, command specific forces and firepower elements through the command
and control network to carry out firepower attack [1, 10]. It can be seen that the system
of systems combat activities are based on the cyclic process of OODA (observation
judgment decision action), and only a complete command loop can produce networked
combat benefits [3].

At the same time, the combat system has the characteristics of complex dynamic
confrontation evolution [4]. For the construction of a multi temporal and multi-stage
combat system, it is necessary to automatically and quickly reconstruct the nodes and
node mapping relationships of the combat system of systems. The complexity of the
combat system oriented system of systems is further enhanced. It is difficult to fully
express the relationship between the combat systems under large-scale confrontation
conditions. It includes two difficult problems: one is the problem of automatic mapping
between combat system nodes and actual equipment/system nodes, and the other is the
problem of automatic identification of association between system element nodes and
other confrontation modeling representation problems.

2 General Framework for Combat System Analysis

The process of military system confrontation is characterized by huge scale, dynamic
change, diversity and openness. Especially under the condition of informatization, the
system confrontation process is carried out on the basis of information and network, and
there are a lot of uncertain factors in the process, which are characterized by randomness
and fuzziness. The modeling and characterization of the military complex system of
system confrontation process and the evaluation of the comprehensive effectiveness
of the system of system confrontation are the key problems which need to be solved
urgently in the system of systems confrontation, and of great significance for assisting
the battlefield command decision-making in large-scale combat scenarios.

The key to the modeling of the system of systems confrontation process is to find
a suitable and correct model to reflect the actual combat process as closely as possible.
Because it studies the confrontation process from the campaign level, its modeling
needs to be different from the mathematical modeling of the tactical level. According to
the linkage structure of “System of Engagement - System Effectiveness - System Key
Points - Operations - Operational Resources”, a general framework for system of system
confrontation process modeling and comprehensive effectiveness evaluation is designed
and constructed.

In view of the network system effect and dynamic confrontation evolution charac-
teristics of modern warfare, a multi-level tool set of “combat system integration, combat
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network analysis, combat capability analysis, and comprehensive confrontation analy-
sis” is designed according to the functional process of “combat system construction,
general basic analysis, and combined application analysis”, It supports the construction
of a common system of system confrontation analysis framework of “graphical represen-
tation of combat system association, evaluation of networked combat system capability,
and modeling of composable system of system confrontation application”, supports the
construction of combat system association, quantitative evaluation of system capability,
and integrated application of system of system confrontation, achieves the design goal
of “comprehensive universality of basic capabilities, and expansion of application capa-
bilities as needed”, and supports commanders to make accurate and efficient decisions.
The overall framework is shown in Fig. 1.
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Fig. 1. General framework for system of systems confrontation analysis

3 Modeling of the Combat System Knowledge Graph

3.1 Combat System Representation Based on Knowledge Graph

The combat system consists of a set of capabilities for specific tasks; The combat system
is composed of system elements, which need to describe three aspects of information,
one is combat capability, that is, target image of the combat system, the other is combat
elements, that is, equipment elements; The third is task information, that is, the task
combination relationship of combat equipment and forces [5].

The combat system has hierarchical characteristics. The combat system is formed
by element nodes, and the complex system is formed by the combat system. In order
to achieve the effective representation of the multi-level combat system, knowledge
mapping technology can be used to support the effective definition of the network char-
acteristics and dynamic change attributes of the combat system. The principle is shown
in Fig. 2.

The basic graph of the system is constructed based on the military knowledge graph,
which can describe the force and equipment ontology. At the same time, it can support
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Fig. 2. Integration and construction of combat system knowledge graph

the characterization of element relationship through the inherent association relationship
of the military graph.

The combat system has the characteristics of multi time and multi stage. In order to
describe the dynamic combination of the combat system’s tasks, the task graph is adopted
to achieve the task oriented extraction organization of the combat system. According to
different task types, the task graph is constructed according to the style template.

The mission oriented combat system has the characteristics of capability combina-
tion. To verify whether the elements of the combat system can meet the requirements
of combat capability, a capability graph is built, to form a system capability loop, and
achieve capability matching and optimization for specific combat objectives through
capability aggregation.

The capability graph, system graph and mission graph can be used to describe the
combat system of system in a multi perspective and multi granularity manner. The
capability graph starts from the top goal and decomposes the goal into several capability
sub items; The formation of operational capability should rely on the description of
operational equipment and force elements through the way of element disaggregation;
According to the characteristics of mission oriented dynamic combination of the combat
system of systems, specific capability sub items can be oriented to form the component
relationship of the mission; At the same time, the mission graph is associated with the
capability graph to realize themapping from the operational objectives to the operational
tasks. Through the definition of the three graphes, the formal dynamic description of the
networked dynamic combination attributes of the combat system of systems is realized.

3.2 Mapping Modeling of Large Scale Combat System of System

Based on themilitary knowledge graph, the combat system representation is constructed.
Through the system graph, task graph, and capability graph to support the multi-level
formal modeling of system confrontation, the knowledge graph is used to achieve effec-
tive representation of the multi temporal and multi-stage adversary to friend combat
system confrontation situation. The technical principle is shown in Fig. 3.

(1) Basic graph construction of combat system
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Fig. 3. Representation of combat system based on Knowledge graph

The basic graph describes all the operational elements. It is entered into the sys-
tem through the system building and integration tool, and the operational relationships
between the operational elements, such as command relationship, communication rela-
tionship, support relationship, etc., are built to form a full range of basic graph, includ-
ing typical operational system nodes, such as fixed facilities, mobile platforms, com-
bat forces, network electrical targets, moving targets and static targets distinguished
according to the form of operations.

(2) Construction of combat system mission graph
The mission graph, from the commander’s perspective, describes the commander’s

demand for connectivity under the current system. The mission graph is constructed
through the virtual demand relationship, and the typical mission system facing different
operational scenarios from the commander’s perspective is constructed, such as recon-
naissance and early warning, command and control, air control operations, maritime
operations, ground operations, fire strikes, integrated support and other mission graphs.

(3) Construction of combat system capability graph
The capability graph aims at the task graph and is based on the basic graph. The

capability graph spectrum that meets the requirements of the task graph is calculated
through the background sub graph query algorithm based on map coding, Top-K related
sub graph query algorithm and distance connection based sub graph pattern matching
algorithm. Each task graph requirement is a connectivity sub graph in the basic graph.
All connectivity links that are calculated form the capability graph, including typi-
cal capability systems such as reconnaissance and early warning, fire strike, electronic
countermeasure, command and communication.

Through the construction of task oriented dynamic integration of the system of
system, flexible configuration of the combat system composition and rapid adjustment
of the combat relationship can be realized. Through the construction of human-computer
aided system integration tools, the system of systems analysis capability of complex
systems and the processing efficiency of frequently changing combat task requirements
can be improved.
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4 Multilevel Analysis of Combat System Effectiveness

4.1 Capability Evaluation Process of Networked Combat System

In view of the characteristics of network effects in modern warfare, this paper proposes
a multi-dimensional evaluation method integrating “battle network analysis dynamic
confrontation effectiveness”, static analytic calculation of combat system capability,
dynamic simulation evaluation of combat system mission effectiveness, support for
mission oriented mining of key nodes of the system, and provide support for the
comprehensive evaluation of friend and foe systems.

Focusing on the characteristics of networked operations, at the operational network
level, analyze the topological network structure characteristics such as system node units
and node relationships, and analyze the information flow relationships of operational
networks from information flow, command and control information flow, collaborative
information flow, etc. The cascading impact of the system of operations is analyzed
from the system composition within the system of operations and the cross mission
system of operations. At the operational task level, from the formation and grouping,
analysis of the elements of the hierarchical or regional operational system, aggregation
and analysis of operational capabilities frommultiple levels such as the single equipment
system of systems, and from the task effectiveness level, based on the impact factor
of the target completion probability, analysis of the strengths and weaknesses of the
operational system, target network value, and key points of the system. The specific
technical approach to computing the capabilities of the networked operational system is
shown in Fig. 4.

The first difficulty is to consider the networked system effect in the system capability
analysis. The complex network analysis method can be used to realize the quantitative
analysis of the vulnerability, cross system dependency and system cascade effect of the
operational system through the characterization of typical operational node units and
node relationships such as command, intelligence, fire, and the analysis of complex net-
work structure characteristics and information flow characteristics; The second difficulty
is to consider the impact of dynamic confrontation factors of networked systems at the
application level, and to achieve dynamic analysis of the comprehensive effectiveness
of the system in multi-phase confrontation through system simulation sample data by
adopting methods such as simulation confrontation based on Lanchester equation, con-
frontation simulation based on intelligent game, system balance factor calculation based
on system dynamic evolution, and red blue confrontation deduction.

Aiming at the key problems of computing the network effect of the operational sys-
tem analysis, the dynamic analysis and evaluation index of the operational capability of
the networked system is constructed. Based on the analysis of the topological correlation
characteristics of the complex network system, the hierarchical network analysis index
framework and the system effectiveness evaluation method oriented to the OODA oper-
ational ring are adopted to solve the problem of constructing and evaluating the network
system capability index, and finally a set of analysis object clusters are formed A set
of general evaluation methods and a result library of evaluation cases, which support
evaluation objects such as system composition analysis, system capability analysis, sys-
tem threat analysis, etc., evaluation methods such as hierarchical analysis, exponential
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comprehensive analysis, cascading failure analysis, system attack analysis, etc., as well
as achievement products such as strength and weakness points, key point sets, etc. of
the combat system.

Fig. 4. Capability evaluation process of networked combat system

4.2 Modeling of Operational Effectiveness Evaluation Combat System

The weaponry system of systems constitutes a network of operations, and the network
effect of confrontation interaction generates the emerging capability of the system [6–
9]. Therefore, corresponding to the modeling of system combat capability evaluation
indicators, on the one hand, it is necessary to fully describe and reflect the networked
characteristics of the system architecture, on the other hand, it is necessary to pay atten-
tion to the indicators that can describe the performance of the network architecture.
The combat effectiveness evaluation indicators of the networked system are shown in
Table 1.

This paper adopts and integrates the two evaluation methods of “static hierarchical
structure dynamic network association” to build a framework of “two categories and four
layers” network evaluation index system. Centered on “network structure effectiveness
index”, the four layers of indicators are formed by linking “equipment measurement
index, system integrity effectiveness index, and system mission effectiveness index” to
achieve static analysis of command and control. The operational capabilities of systems
such as reconnaissance and early warning, fire strike, and comprehensive support, the
system effectiveness of dynamic assessment of combat results and damage, and the
degree of mission completion, support the mining of key points, strengths and weak-
nesses of the system, and the framework of the network centric assessment index system
is shown in Fig. 5.
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Table 1. System effectiveness evaluation index reference list [1]

Indicator layer Description of information

1 System mission and task Performance
indicators

Battle result, battle loss, battle loss ratio, battle
speed, mission completion degree, mission
completion probability, active/passive defense
rate

2 System integrity
Performance indicators

Sensor coordination capability, attack
coordination capability, architecture
vulnerability, cross domain dependency of the
system, system capability multiplier effect,
system invulnerability, recombination,
dispersion, concealment, proximity, flexibility,
efficiency, adaptability, survivability,
adaptability, dynamics, robustness and
flexibility, cascading failure, brittleness, center
of gravity, detection capability, network
communication capability Information sharing
ability, perception judgment ability, judgment
sharing ability, combat effectiveness, command
and control ability, combat mobility ability,
action coordination ability, decision-making
ability, OODA loop effectiveness

3 Network architecture performance
indicators

Network connectivity, network robustness,
network sparsity, network vulnerability,
network propagation capability, network
controllability, network synchronization
capability, network correlation, and network
node importance

4 Equipment function performance index Detection range, target accuracy, command
transmission speed, situation processing speed,
planning efficiency, strike efficiency, strike
range, node capacity

4.3 Analysis and Calculation of Multi-level Typical System Combat Capability

The basic idea of system of systems combat capability evaluation is shown in Fig. 6. First
of all, the comprehensive evaluationof the combat capability of the system is decomposed
into several sub problems, and based on this, the evaluation index system of the combat
scenario is built, that is, the evaluation index system is built from the three levels of the
composition of the combat elements, the topology and information flow of the combat
system, and the mission effectiveness of the combat system. Then, each sub problem
is analyzed and solved, and the evaluation value of each evaluation index is obtained
through simulation evaluation, expert scoring and other evaluation methods. On this
basis, all index item data shall be comprehensively evaluated, including preprocessing,
normalization and aggregation of index itemdata to obtain the evaluation value of specific
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Fig. 5. Evaluation index framework of network centric system effectiveness

combat system, judge its advantages and disadvantages, support the optimization of
combat system structure, and support the analysis of strengths andweaknesses of combat
system.

Problem 

decomposition 

and indicator 

system 

construction

Index 

aggregation

Display of 

evaluation 

results

Index 

analysis and 

calculation

Fig. 6. Comprehensive evaluation process of combat capability

(1) Problem decomposition and indicator system construction
The “decomposition aggregation” method is adopted to decompose the operational

scenario verification and evaluation into three levels: operational element level, opera-
tional architecture and process, and operational mission effectiveness evaluation, includ-
ing the primary evaluation indicators such as operational system element analysis,
operational system topology association analysis, and operational capability analysis.

(2) Index analysis and calculation
The evaluation method library is used to evaluate typical combat scenarios. Indi-

cator pretreatment: indicators are divided into qualitative indicators and quantitative
indicators. Qualitative indicators must be quantified first, and direct scoring method and
quantitative ruler quantification method can be used; then the indexes are normalized by
range transformation, linear scale transformation and other methods.

(3) Index aggregation
According to the specific conditions of the combat scenario, appropriate compre-

hensive evaluation methods are selected, such as analytic hierarchy process, fuzzy com-
prehensive evaluation method, and hierarchical method. They are used to calculate the
weight of each indicator item during indicator synthesis [11–14]. They can also be used
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to calculate the comprehensive weight of indicators by integrating subjective evaluation
methods and objective evaluation methods, and aggregate the indicator values to obtain
the comprehensive evaluation results of the combat scenario. For the evaluation and
ranking of multiple battle scenarios, TOPSIS method can be selected to calculate the
optimal distance of each scenario and each index, and then rank each battle scenario
according to its advantages and disadvantages.

(4) Display of evaluation results
According to user habits and evaluation results, match different results (such as

tables, histograms, etc.) to display the evaluation results.

5 System Modeling and Collaborative Analysis Application

The general framework for system of systems confrontation analysis supports three
types of core application scenarios: the first is the basic analysis of the operational
system based on network topology, which is to analyze and compare the advantages and
disadvantages of the topological structure of the operational system and the strengths and
weaknesses of the system under the static scenario conditions, and to discover the key
points and strengths and weaknesses of the friend or foe force configuration; The second
is the dynamic analysis of the combat system based on the real environment, which is to
load the dynamic data of the battlefield environment, analyze the target system and the
enemy’s and our operational deployment, calculate the enemy’s operational center of
gravity, and assist in the research and judgment of the hostile map, the direction of attack,
and our defense focus. The third is the combat system confrontation analysis based on
game simulation. Under the simulation environment of simulation game confrontation,
load the basic analysis and dynamic analysis results of the combat system, configure
the simulation environment and the system of systems confrontation model, realize the
simulation of the system of systems confrontation process, predict the combat system
confrontation results, and evaluate the advantages and disadvantages of the combat
system. The organizational application mode of system confrontation analysis is shown
in Fig. 7.

(1) Combat System Integration Analysis
Using the cooperative integration tool of the combat system of operations, we can

uniformly organize multiple elements to carry out cooperative integration around the
combat scenario, and automatically associate system node elements in the form of a
knowledge graph. The combat system of operations integration tool supports multi seat
and multi element cooperative integration node types and associations, and can share the
results of the system of systems integration in real time. Relying on complex network
computing and operational effectiveness analysis capabilities of networked systems,
synchronous computing shows the operational capabilities of current systems such as
reconnaissance and early warning, command and control, and fire strike, and analyzes
and excavates the key points of the system. At the same time, in the process of combat
system integration, provide intelligent recommendation of the node relationship of the
combat system, and improve the dynamic integration capability of the combat system.

(2) Comprehensive Comparative Analysis of Combat Systems
Based on the operational rule models such as system operation and system analysis,

analyze and calculate the details of the operational capabilities of the systems such
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Fig. 7. System confrontation analysis organization application process

as reconnaissance and early warning, fire strike, air defense and antimissile from the
aspects of comprehensive strength, operational capability, system topology, key nodes
and threat value; The key points of the system are analyzed and located by using AHP,
system cascading failure and other models.

(3) Comprehensive presentation of system strength changes
The elements of the operational plan focus on typical scenarios, and based on the

operational system of systems assembly and arrangement tools, organize all elements
to conduct system coordination analysis. The first is the dynamic analysis of system
capability, which can compare and analyze the strength changes of the enemy and our
combat systems in real time in combination with the battlefield; The second is to show
the comparative advantages of the enemy and ourselves in regions, and show the con-
frontation situation of the enemy and ourselves through thematic maps; The third is
to simulate and predict the confrontation results. According to the current deployment
of the enemy and our forces, combined with the operational plan, we can predict the
confrontation results of the enemy and our system through large sample simulation to
help optimize the deployment of forces.

6 Summary and Conclusions

This paper focuses on the capability analysis requirements of multi-layer, multi domain
and multi-dimensional systems. In order to meet the challenges of rapid reconfiguration
of large-scale combat systems, it provides a formal description of operational knowl-
edge based on system of systems graphs. Through the feature representation based on
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military knowledge graphs, it constructs an intelligent recommendationmethod for oper-
ational elements based on knowledge graphs, which provides a solution for the dynamic
modeling of refined combat systems.

At the same time, a four tier system of systems confrontation analysis framework
of “combat system integration - basic general analysis - system comprehensive anal-
ysis - combined application analysis” is designed and constructed to form two types
of capability evaluation methods of “static analytical computation - dynamic simulation
confrontation”, which supports the rapid construction of combat system, dynamic analy-
sis of the capabilities of friend and foe systems, mining and discovering key nodes of the
system, and assisting in identifying the center of gravity and attack intent of operations,
providing effective support for operational decision-making.
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Abstract. Machine learning has been used to detect new malware in
recent years, while malware authors have strong motivation to attack
such algorithms. Malware authors usually have no access to the detailed
structures and parameters of the machine learning models used by mal-
ware detection systems, and therefore they can only perform black-box
attacks. This paper proposes a generative adversarial network (GAN)
based algorithm named MalGAN to generate adversarial malware exam-
ples, which are able to bypass black-box machine learning based detection
models. MalGAN uses a substitute detector to fit the black-box mal-
ware detection system. A generative network is trained to minimize the
generated adversarial examples’ malicious probabilities predicted by the
substitute detector. The superiority of MalGAN over traditional gradi-
ent based adversarial example generation algorithms is that MalGAN is
able to decrease the detection rate to nearly zero and make the retraining
based defensive method against adversarial examples hard to work.

Keywords: Malware detection · Adversarial examples · Generative
adversarial network

1 Introduction

In recent years, many machine learning based algorithms have been proposed
to detect malware, which extract features from programs and use a classifier to
classify programs between benign programs and malware. For example, Schultz
et al. proposed to use dynamic-link libraries (DLL), application programming
interfaces (API) and strings as features for classification [24], while Kolter et al.
used byte level n-gram as features [10,11].

Most researchers focused their efforts on improving the detection performance
(e.g. true positive rate, accuracy and AUC) of such algorithms, but ignored the
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robustness of these algorithms. Generally speaking, the propagation of malware
will benefit malware authors. Therefore, malware authors have sufficient moti-
vation to attack malware detection algorithms.

Many machine learning algorithms are very vulnerable to intentional attacks.
Machine learning based malware detection algorithms cannot be used in real-
world applications if they are easily to be bypassed by some adversarial tech-
niques.

Recently, adversarial examples of deep learning models have attracted the
attention of many researchers. Szegedy et al. added imperceptible perturbations
to images to maximize a trained neural network’s classification errors, making
the network unable to classify the images correctly [25]. The examples after
adding perturbations are called adversarial examples. Goodfellow et al. proposed
a gradient based algorithm to generate adversarial examples [6]. Papernot et al.
used the Jacobian matrix to determine which features to modify when generating
adversarial examples [18]. The Jacobian matrix based approach is also a kind of
gradient based algorithm.

Grosse et al. proposed to use the gradient based approach to generate adver-
sarial Android malware examples [7]. The adversarial examples are used to fool
a neural network based malware detection model. They assumed that attackers
have full access to the parameters of the malware detection model. For differ-
ent sizes of neural networks, the misclassification rates after adversarial crafting
range from 35% to 84%.

In some cases, attackers have no access to the architecture and weights of
the neural network to be attacked; the target model is a black box to attackers.
Papernot et al. used a substitute neural network to fit the black-box neural
network and then generated adversarial examples according to the substitute
neural network [17]. They also used a substitute neural network to attack other
machine learning algorithms such as logistic regression, support vector machines,
decision trees and nearest neighbors [16]. Liu et al. performed black-box attacks
without a substitute model [13], based on the principle that adversarial examples
can transfer among different models [25].

Machine learning based malware detection algorithms are usually integrated
into antivirus software or hosted on the cloud side, and therefore they are black-
box systems to malware authors. It is hard for malware authors to know which
classifier a malware detection system uses and the parameters of the classifier.

However, it is possible to figure out what features a malware detection algo-
rithm uses by feeding some carefully designed test cases to the black-box algo-
rithm. For example, if a malware detection algorithm uses static DLL or API
features from the import directory table or the import lookup tables of PE pro-
grams [14], malware authors can manually modify some DLL or API names in
the import directory table or the import lookup tables. They can modify a benign
program’s DLL or API names to malware’s DLL or API names, and vice versa.
If the detection results change after most of the modifications, they can judge
that the malware detection algorithm uses DLL or API features. Therefore, in
this paper we assume that malware authors are able to know what features a
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malware detection algorithm uses, but know nothing about the machine learning
model.

Existing algorithms mainly use gradient information and hand-crafted rules
to transform original samples into adversarial examples. This paper proposes
a generative neural network based approach which takes original samples as
inputs and outputs adversarial examples. The intrinsic non-linear structure of
neural networks enables them to generate more complex and flexible adversarial
examples to fool the target model.

The learning algorithm of our proposed model is inspired by generative adver-
sarial networks (GAN) [5]. In GAN, a discriminative model is used to distinguish
between generated samples and real samples, and a generative model is trained
to make the discriminative model misclassify generated samples as real samples.
GAN has shown good performance in generating realistic images [4,15].

The proposed model in this paper is named as MalGAN, which generates
adversarial examples to attack black-box malware detection algorithms. A sub-
stitute detector is trained to fit the black-box malware detection algorithm, and a
generative network is used to transform malware samples into adversarial exam-
ples. Experimental results show that most of the adversarial examples generated
by MalGAN successfully bypass the detection algorithms and MalGAN is very
flexible to fool further defensive methods of detection algorithms.

2 Architecture of MalGAN

2.1 Overview

The architecture of the proposed MalGAN is shown in Fig. 1.
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Fig. 1. The architecture of MalGAN.
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The black-box detector is an external system which adopts machine learning
based malware detection algorithms. We assume that the only thing malware
authors know about the black-box detector is what kind of features it uses.
Malware authors do not know what machine learning algorithm it uses and do
not have access to the parameters of the trained model. Malware authors are
able to get the detection results of their programs from the black-box detector.
The whole model contains a generator and a substitute detector, which are both
feed-forward neural networks. The generator and the substitute detector work
together to attack a machine learning based black-box malware detector.

In this paper we only generate adversarial examples for binary features,
because binary features are widely used by malware detection researchers and
are able to result in high detection accuracy. Here we take API feature as an
example to show how to represent a program. For malware detection on the
Microsoft Windows operating systems, APIs are the most used features. If M
APIs are used as features, an M -dimensional feature vector is constructed for
a program. If the program calls the d-th API, the d-th feature value is set to
1, otherwise it is set to 0. For Android malware detection, additional features
such as permissions from the manifest file of an APK are also used by many
researchers [3,20,22]. In such case, if an Android program requires a permission,
the corresponding feature value is set to 1.

The main difference between this model and existing algorithms is that the
adversarial examples are dynamically generated according to the feedback of
the black-box detector, while most existing algorithms use static gradient based
approaches to generate adversarial examples.

The probability distribution of adversarial examples from MalGAN is deter-
mined by the weights of the generator. To make a machine learning algorithm
effective, the samples in the training set and the test set should follow the same
probability distribution or similar probability distributions. However, the gener-
ator can change the probability distribution of adversarial examples to make it
far from the probability distribution of the black-box detector’s training set. In
this case the generator has sufficient opportunity to lead the black-box detector
to misclassify malware as benign.

2.2 Generator

The generator is used to transform a malware feature vector into its adversarial
version. It takes the concatenation of a malware feature vector m and a noise
vector z as input. m is a M -dimensional binary vector, where M represents the
number of features. Each element of m corresponds to the presence or absence of
a feature. z is a Z-dimensional vector, where Z is a hyper-parameter. Each ele-
ment of z is a random number sampled from a uniform distribution in the range
[0, 1). The effect of z is to allow the generator to generate diverse adversarial
examples from a single malware feature vector.

The input vector is fed into a multi-layer feed-forward neural network with
weights θg. The output layer of this network has M neurons and the activation
function used by the last layer is sigmoid which restricts the output to the range
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(0, 1). The output of this network is denoted as o. Since malware feature values
are binary, binarization transformation is applied to o according to whether an
element is greater than 0.5 or not, and this process produces a binary vector o′.

When generating adversarial examples for binary malware features we only
consider to add some irrelevant features to malware. Removing a feature from the
original malware may crack it. For example, if the “WriteFile” API is removed
from a program, the program is unable to perform normal writing function and
the malware may crack. The non-zero features in the binary vector o′ which
have zero feature values in m act as the irrelevant features to be added to the
original malware. The final generated adversarial example can be expressed as
m′ = m|o′ where “|” is element-wise binary OR operation.

To make the adversarial example executable, malware authors need to add
the irrelevant features to the source code of the original malware. For example,
if a malware detection algorithm uses API features, malware authors should
intentionally call the irrelevant APIs in the source code. Then the modified
source code should be compiled into the final adversarial malware program.
The adversarial malware will have the whole malicious functions of the original
malware. The source code should be modified carefully, to make sure that adding
the irrelevant features does not influence the existing functions of the original
malware. Malware authors can also develop some automatic tools for adding
irrelevant features, in order to generate a large number of adversarial malware
examples.

For Android malware features extracted from the manifest files of APKs, it is
more easy to insert the irrelevant features. For example, if an Android malware
detection algorithm uses permission features, the irrelevant permissions can be
easily inserted into the manifest file without influencing the original function of
the malware.

m′ is a binary vector, and therefore the gradients are unable to back prop-
agate from the substitute detector to the generator. A smooth function G is
defined to receive gradient information from the substitute detector, as shown
in Formula 1.

Gθg
(m,z) = max (m,o) . (1)

max (· , · ) represents element-wise max operation. If an element of m has
the value 1, the corresponding result of G is also 1, which is unable to back
propagate the gradients. If an element of m has the value 0, the result of G is
the neural network’s real number output in the corresponding dimension, and
gradient information is able to go through. It can be seen that m′ is actually
the binarization transformed version of Gθg

(m,z).

2.3 Substitute Detector

Since malware authors know nothing about the detailed structure of the black-
box detector, the substitute detector is used to fit the black-box detector and
provides gradient information to train the generator.
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The substitute detector is a multi-layer feed-forward neural network with
weights θd which takes a program feature vector x as input. It classifies the pro-
gram between benign program and malware. We denote the predicted probability
that x is malware as Dθd

(x).
The training data of the substitute detector consist of adversarial malware

examples from the generator, and benign programs from an additional benign
dataset collected by malware authors. The ground-truth labels of the training
data are not used to train the substitute detector. The goal of the substitute
detector is to fit the black-box detector. The black-box detector will detect this
training data first and output whether a program is benign or malware. The
predicted labels from the black-box detector are used by the substitute detector.

3 Training MalGAN

To train MalGAN malware authors should collect a malware dataset and a
benign dataset first.

The loss function of the substitute detector is defined in Formula 2.

LD = − Ex∈BBBenign
log (1 − Dθd

(x))
− Ex∈BBMalware

log Dθd
(x).

(2)

BBBenign is the set of programs that are recognized as benign by the black-
box detector, and BBMalware is the set of programs that are detected as malware
by the black-box detector.

To train the substitute detector, LD should be minimized with respect to the
weights of the substitute detector.

The loss function of the generator is defined in Formula 3.

LG = Em∈SMalware,z∼puniform[0,1)
log Dθd

(
Gθg

(m,z)
)
. (3)

SMalware is the actual malware dataset, not the malware set labelled by the
black-box detector. LG is minimized with respect to the weights of the generator.

Minimizing LG will reduce the predicted malicious probability of malware
and push the substitute detector to recognize malware as benign. Since the sub-
stitute detector tries to fit the black-box detector, the training of the generator
will further fool the black-box detector.

The whole process of training MalGAN is shown in Algorithm1.
In line 2 and line 4, different sizes of minibatches are used for malware and

benign programs. The ratio of M ’s size to B’s size is the same as the ratio of
the malware dataset’s size to the benign dataset’s size.
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Algorithm 1. The Training Process of MalGAN
1: while not converging do
2: Sample a minibatch of malware M
3: Generate adversarial examples M ′ from the generator for M
4: Sample a minibatch of benign programs B
5: Label M ′ and B using the black-box detector
6: Update the substitute detector’s weights θd by descending along the gradient

∇θdLD

7: Update the generator’s weights θg by descending along the gradient ∇θgLG

8: end while

4 Experiments

4.1 Experimental Setup

The main dataset used in this paper was crawled from a program sharing web-
site1. We downloaded 180 thousand PC programs in Microsoft Windows operat-
ing systems from this website and about 70% of them are malware. API features
are used for this dataset. An 160-dimensional binary feature vector is constructed
for each program, based on 160 system level APIs.

We will also report the results on the Drebin Android malware dataset2

when comparing MalGAN with the algorithm proposed by Grosse et al., since
Grosse et al. used this Android dataset [7]. The Drebin dataset contains 8 kinds
of features, such as hardware components, requested permissions and API calls.
After removing the features which appear less than 5 times in the dataset, we got
44942 features and used these features to train MalGAN. However, the dataset
only contains 5560 malware samples, which is too small for normal deep learning
applications. Therefore, we only used this dataset as a supplemental dataset for
comparison. Most experiments and analyses were conducted on the crawled 180
thousand programs.

In order to validate the transferability of adversarial examples generated by
MalGAN, we tried several different machine learning algorithms for the black-
box detector. The used classifiers include random forest (RF), logistic regression
(LR), decision trees (DT), support vector machines (SVM), multi-layer percep-
tron (MLP), and a voting based ensemble of these classifiers (VOTE).

We adopted two ways to split the dataset. The first splitting way regards 80%
of the dataset as the training set and the remaining 20% as the test set. MalGAN
and the black-box detector share the same training set. MalGAN further picks
out 25% of the training data as the validation set and uses the remaining training
data to train the neural networks. Some black-box classifiers such as MLP also
need a validation set for early stopping. The validation set of MalGAN cannot be
used for the black-box detector since malware authors and antivirus vendors do

1 https://malwr.com/.
2 https://www.sec.cs.tu-bs.de/∼danarp/drebin/index.html.

https://malwr.com/
https://www.sec.cs.tu-bs.de/~danarp/drebin/index.html
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not communicate on how to split dataset. Splitting validation set for the black-
box detector should be independent of MalGAN; MalGAN and the black-box
detector should use different random seeds to pick out the validation data.

The second splitting way picks out 40% of the dataset as the training set
for MalGAN, picks out another 40% of the dataset as the training set for the
black-box detector, and uses the remaining 20% of the dataset as the test set.

In real-world scenes the training data collected by the malware authors and
the antivirus vendors cannot be the same. However, their training data will
overlap with each other if they collect data from public sources. In this case the
actual performance of MalGAN will be between the performances of the two
splitting ways.

Adam [9] was chosen as the optimizer. We tuned the hyper-parameters on
the validation set. For the dataset with 180 thousand programs, 10 was chosen
as the dimension of the noise vector z. The generator’s layer size was set to
170-256-160, the substitute detector’s layer size was set to 160-256-1, and the
learning rate 0.001 was used for both the generator and the substitute detector.
For the Drebin dataset, we used the same network structures as Grosse et al.[7].
The maximum number of epochs to train MalGAN was set to 100. The epoch
with the lowest detection rate on the validation set is finally chosen to test the
performance of MalGAN.

4.2 Experimental Results

We first analyze the case where MalGAN and the black-box detector use the
same training set. For malware detection, the true positive rate (TPR) means the
detection rate of malware. After adversarial attacks, the reduction in TPR can
reflect how many malware samples successfully bypass the detection algorithm.
TPR on the training set and the test set of original samples and adversarial
examples is shown in Table 1. The datasets with 180 thousand programs is used
here.

Table 1. True positive rate (in percentage) on original samples and adversarial exam-
ples when MalGAN and the black-box detector are trained on the same training set.
“Adver.” represents adversarial examples.

Training set Test set

Original Adver. Original Adver.

RF 97.62 0.20 95.38 0.19

LR 92.20 0.00 92.27 0.00

DT 97.89 0.16 93.98 0.16

SVM 93.11 0.00 93.13 0.00

MLP 95.11 0.00 94.89 0.00

VOTE 97.23 0.00 95.64 0.00
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For random forest and decision trees, the TPRs on adversarial examples range
from 0.16% to 0.20% for both the training set and the test set, while the TPRs
on the original samples are all greater than 93%. When using other classifiers
as the black-box detector, MalGAN is able to decrease the TPR on generated
adversarial examples to zero for both the training set and the test set. That is
to say, for all of the backend classifiers, the black-box detector can hardly detect
any malware generated by the generator. The proposed model has successfully
learned to bypass these machine learning based malware detection algorithms.

The structures of logistic regression and support vector machines are very
similar to neural networks and MLP is actually a neural network. Therefore, the
substitute detector is able to fit them with a very high accuracy. This is why
MalGAN can achieve zero TPR for these classifiers. While random forest and
decision trees have quite different structures from neural networks so that Mal-
GAN results in non-zero TPRs. The TPRs of random forest and decision trees
on adversarial examples are still quite small, which means the neural network
has enough capacity to represent other models with quite different structures.
The voting of these algorithms also achieves zero TPR. We can conclude that the
classifiers with similar structures to neural networks are in the majority during
voting.

The convergence curve of TPR on the training set and the validation set
during the training process of MalGAN is shown in Fig. 2. The black-box detector
used here is random forest, since random forest performs very well in Table 1.

Fig. 2. The change of the true positive rate on the training set and the validation set
over time.

TPR converges to about zero near the 40th epoch, but the convergence curve
is a bit shaking, not a smooth one. This curve reflects the fact that the training
of GAN is usually unstable. How to stabilize the training of GAN has attracted
the attention of many researchers [1,21,23].

Now we will analyze the results when MalGAN and the black-box detector
are trained on different training sets. Fitting the black-box detector trained on
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a different dataset is more difficult for the substitute detector. The experimental
results are shown in Table 2.

Table 2. True positive rate (in percentage) on original samples and adversarial exam-
ples when MalGAN and the black-box detector are trained on different training sets.
“Adver.” represents adversarial examples.

Training set Test set

Original Adver. Original Adver.

RF 95.10 0.71 94.95 0.80

LR 91.58 0.00 91.81 0.01

DT 91.92 2.18 91.97 2.11

SVM 92.50 0.00 92.78 0.00

MLP 94.32 0.00 94.40 0.00

VOTE 94.30 0.00 94.45 0.00

For SVM, MLP and VOTE, TPR reaches zero, and TPR of LR is nearly
zero. These results are very similar to Table 1. TPRs of random forest and deci-
sion trees on adversarial examples become higher compared with the case where
MalGAN and the black-box detector use the same training data. For decision
trees the TPRs rise to 2.18% and 2.11% on the training set and the test set
respectively. However, 2% is still a very small number and the black-box detec-
tor will still miss to detect most of the adversarial malware examples. It can be
concluded that MalGAN is still able to fool the black-box detector even trained
on a different training set.

4.3 Comparison with the Gradient Based Algorithm to Generate
Adversarial Examples

Existing algorithms of generating adversarial examples are mainly for images.
The difference between image and malware is that image features are continuous
while malware features are binary.

Grosse et al. modified the traditional gradient based algorithm to generate
binary adversarial malware examples [7]. They did not regard the malware detec-
tion algorithm as a black-box system and assumed that malware authors have
full access to the architecture and the weights of the neural network based mal-
ware detection model. The misclassification rates of adversarial examples range
from 35% to 84% under different hyper-parameters.

We applied MalGAN on the Drebin dataset used by Grosse et al. with a
malware ratio of 0.5 to attack a black-box random forest. The TPRs on the
test set are 5.63% and 6.87% respectively when MalGAN and random forest
are trained on the same training set and on different training sets. MalGAN is
able to make more malware undetected than the gradient based approach. This
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gradient based approach is under the white-box assumption, while MalGAN
produces better results with a harder black-box assumption. In the following
experiments we will continue to use the dataset with 180 thousand programs
since it has much more malware examples than the Drebin dataset.

The algorithm proposed by Grosse et al. uses an iterative approach to gen-
erate adversarial malware examples. At each iteration the algorithm finds the
feature with the maximum likelihood to change the malware’s label from mal-
ware to benign. The algorithm modifies one feature at each iteration, until the
malware is successfully classified as a benign program or there are no features
available to be modified.

We tried to migrate this algorithm to attack a random forest based black-
box detection algorithm. A substitute neural network is trained to fit the black-
box random forest. Adversarial malware examples are generated based on the
gradient information of the substitute neural network.

TPR on the adversarial examples over the iterative process is shown in Fig. 3.
Please note that at each iteration not all of the malware samples are modified.
If a malware sample has already been classified as a benign program at previous
iterations or there are no modifiable features, the algorithm will do nothing on
the malware sample at this iteration.

Fig. 3. True positive rate on the adversarial examples over the iterative process when
using the algorithm proposed by Grosse et al..

On the training set and the test set, TPR converges to 93.52% and 90.96%
respectively. In this case the black-box random forest is able to detect most
of the adversarial examples. The substitute neural network is trained on the
original training set, while after several iterations the probability distribution of
adversarial examples will become quite different from the probability distribution
of the original training set. Therefore, the substitute neural network cannot
approximate the black-box random forest well on the adversarial examples. In
this case the adversarial examples generated from the substitute neural network
are unable to fool the black-box random forest.
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In order to fit the black-box random forest more accurately on the adversarial
examples, we tried to retrain the substitute neural network on the adversarial
examples. At each iteration, the current generated adversarial examples from the
whole training set are used to retrain the substitute neural network. As shown
in Fig. 3, the retraining approach make TPR converge to 46.18% on the training
set, which means the black-box random forest can still detect about half of the
adversarial examples. However, the retrained model is unable to generalize to the
test set, since the TPR on the test set converges to 90.12%. The odd probability
distribution of these adversarial examples limits the generalization ability of the
substitute neural network.

MalGAN uses a generative network to transform original samples into adver-
sarial samples. The neural network has enough representation ability to perform
complex transformations, making MalGAN able to result in very low TPRs
on both the training set and the test set. While the representation ability of
the gradient based approach is too limited to generate high-quality adversarial
examples.

4.4 Retraining the Black-Box Detector

Several defensive algorithms have been proposed to deal with adversarial exam-
ples. Gu et al. proposed to use auto-encoders to map adversarial samples to
clean input data [8]. An algorithm named defensive distillation was proposed
by Papernot et al. to weaken the effectiveness of adversarial perturbations [19].
Li et al. found that adversarial retraining can boost the robustness of machine
learning algorithms [12]. Chen et al. compared these defensive algorithms and
concluded that retraining is a very effective way to defend against adversarial
examples, and is robust even against repeated attacks [2].

In this section we will analyze the performance of MalGAN under the retrain-
ing based defensive approach. If antivirus vendors collect enough adversarial
malware examples, the can retrain the black-box detector on these adversar-
ial examples in order to learn their patterns and detect them. Here we only
use random forest as the black-box detector due to its good performance. After
retraining the black-box detector, it is able to detect all adversarial examples,
as shown in the middle column of Table 3.

Table 3. True positive rate (in percentage) on the adversarial examples after the
black-box detector is retrained.

Before retraining MalGAN After retraining MalGAN

Training set 100 0

Test set 100 0

However, once antivirus vendors release the updated black-box detector pub-
licly, malware authors will be able to get a copy of it and retrain MalGAN to
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attack the new black-box detector. After this process the black-box detector
can hardly detect any malware again, as shown in the last column of Table 3.
We found that reducing TPR from 100% to 0% can be done within one epoch
during retraining MalGAN. We alternated retraining the black-box detector and
retraining MalGAN for ten times. The results are the same as Table 3 for the
ten times.

To retrain the black-box detector antivirus vendors have to collect enough
adversarial examples. It is a long process to collect a large number of malware
samples and label them. Adversarial malware examples have enough time to
propagate before the black-box detector is retrained and updated. Once the
black-box detector is updated, malware authors will attack it immediately by
retraining MalGAN and our experiments showed that retraining MalGAN takes
much less time than the first-time training. After retraining MalGAN, new
adversarial examples remain undetected. This dynamic adversarial process lands
antivirus vendors in a passive position. Machine learning based malware detec-
tion algorithms can hardly work in this case.

5 Conclusions

This paper proposed a novel algorithm named MalGAN to generate adversarial
examples from a machine learning based black-box malware detector. A neu-
ral network based substitute detector is used to fit the black-box detector. A
generator is trained to generate adversarial examples which are able to fool the
substitute detector. Experimental results showed that the generated adversarial
examples are able to effectively bypass the black-box detector.

Adversarial examples’ probability distribution is controlled by the weights
of the generator. Malware authors are able to frequently change the probability
distribution by retraining MalGAN, making the black-box detector cannot keep
up with it, and unable to learn stable patterns from it. Once the black-box
detector is updated malware authors can immediately crack it. This process
making machine learning based malware detection algorithms unable to work.
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Abstract. The security issues in DNNs, such as adversarial examples,
have attracted much attention. Adversarial examples refer to the exam-
ples which are capable to induce the DNNs return incorrect predictions
by introducing carefully designed perturbations. Obviously, adversarial
examples bring great security risks to the real-world applications of deep
learning. Recently, some defence approaches against adversarial examples
have been proposed. However, the performance of these approaches are
still limited. In this paper, we propose a new ensemble defence approach
named the Negative Correlation Ensemble (NCEn), which achieves com-
petitive results by making each member of the ensemble negatively corre-
lated in gradient direction and gradient magnitude. NCEn can reduce the
transferability of the adversarial samples among the members in ensem-
ble. Extensive experiments have been conducted, and the results demon-
strate that NCEn could improve the adversarial robustness of ensembles
effectively.

Keywords: Deep learning · Adversarial examples · Ensemble ·
Negative correlation

1 Introduction

Deep Neural Networks (DNN) have achieved significant improvements in various
domains, like image classification, face recognition and autonomous driving [11,
14,31]. However, there are serious security issues in DNNs which have attracted
much attention in recent years [26]. Specifically, studies have shown that DNN
are vulnerable to adversarial examples, which are generated by adding delicate

This study is supported by the Major Key Project of PCL (Grant No. PCL2022A03,
PCL2021A02, PCL2021A09), and the Guangdong Provincial Key Laboratory (Grant
No. 2020B121201001).

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 424–438, 2022.
https://doi.org/10.1007/978-981-19-8991-9_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8991-9_30&domain=pdf
https://doi.org/10.1007/978-981-19-8991-9_30


Defending Adversarial Examples by Negative Correlation Ensemble 425

and imperceptible perturbation to the original examples, and aims to prompt
the DNNs to make incorrect predictions [9].

Many algorithms have been proposed to generate adversarial examples. These
algorithms can be classified according to accessibility into white-box attacks
such as Fast Gradient Sign Method (FGSM) [9], DeepFool [19] and C&W [4],
and black-box attacks, such as Zero Order Optimization (ZOO) [6], Boundary
Attack [3], Momentum Iterative Fast Gradient Sign Method (MI-FGSM) [8] and
Skip Gradient Method (SGM) [29]. Notably, the black-box algorithms such as
MI-FGSM can also be used in white-box setting scenarios, if the adversary can
directly access the target model.

Effective defences against adversarial examples are usually achieved by
detecting adversarial perturbations or improving the robustness of the model.
The approaches of detecting adversarial perturbations, such as the key-based
network in [32], the MagNet framework in [18] and the feature squeezing in
[30], are implemented mainly by detecting or cleaning the input data through
technical means. Differently, the approaches of improving the robustness of the
model, such as the gradient regularization [24], adversarial training [13] and the
defensive distillation [4], are implemented by changing some specific properties
of the target model.

Recently, some studies have found that, for the same learning task, different
models will learn different decision boundaries due to the differences in their
model structures, initial weights, and training methods, and by which we can
infer that an adversarial example which can fool one model may not be capable
to fool others [2]. Intuitively, the vulnerability of a single model can be avoided
through a model ensemble. Some researchers have made important advances in
the defence of ensemble [7,10,21]. Although the ensemble methods can achieve
adversarial robustness by increasing the diversity, the complementarity among
members has not been well investigated during the training which may lead to
low performance when facing various adversarial examples attack.

In this paper, in order to take advantage of the interactions between the
members of ensemble and reduce the transferability of adversarial examples,
we propose to train classifiers in an ensemble based on the negative correlation
principle and accordingly design a new ensemble defence strategy (NCEn) to
improve the adversarial robustness of ensembles. In NCEn, we make the gradient
direction and the gradient magnitude of each member with respect to the input x
negatively correlated, thus prompting the gradient directions to have the greatest
diversity, and the gradient magnitude to be balanced. So that we can reduce the
number of members that are vulnerable to the same adversarial perturbation.

The contributions of this paper can be summarized as follows.

– We propose a novel negative correlation ensemble (NCEn). Based on the prin-
ciple of negative correlation, NCEn maximizes the diversity of members in
the ensemble and reduces the transferability of adversarial examples by con-
straining the gradient direction and the gradient magnitude of each member.

– Extensive experiments have been conducted, and experimental results show
that the performance of the negative correlation ensemble (NCEn) exceeds
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the state-of-the-art ensemble-based defence strategies. What’s more, experi-
mental results also show that NCEn can effectively reduce the transferability
of adversarial examples as well as improving the diversity and robustness of
the ensemble.

The rest of this paper is organized as follows. Section 2 introduces related work.
We then introduce our approach in Sect. 3. Section 4 presents our experimental
results. A brief conclusion of this paper is given in Sect. 5.

2 Related Work

2.1 Adversarial Examples

In 2014, Szegedy et al. [26] proposed the concept of adversarial examples. From
then on, numerous adversarial examples generation algorithms have been pro-
posed in past years. Goodfellow et al. [9] proposed the FGSM algorithm. The
advantage of FGSM is that it can generate adversarial examples quickly, and
can be applied to a variety of deep neural networks. The momentum iterative
FGSM (MI-FGSM) [8] is an iterative attack method based on FGSM. By adding
a momentum term to the iterative attack method, the transferability of adver-
sarial examples is improved. The project Gradient Descent (PGD) [17] is another
iterative attack method based on FGSM. In each iteration process, the perturba-
tion is clipped to the specified range to generate efficient adversarial examples.
In 2017, Kurakin et al. [12] proposed the basic iterative method (BIM). By lim-
iting each pixel of the adversarial example to be within the lp field of the original
example x, they constructed the adversarial examples in the real scenarios.

In order to defend against the adversarial examples, a lot of methods
have been proposed, such as adversarial training, networks modification, fea-
ture squeezing as well as using additional networks [13,24,32]. Specifically, the
method of adversarial training improves the robustness of the model by generat-
ing adversarial examples and updating model parameters accordingly [9,26]. In
order to keep the effectiveness, this method needs to use high-intensity adversar-
ial examples, and at the same time, the network should have sufficient expressive
power. Therefore, such method requires a large amount of adversarial example
training data, so it is also called brute force adversarial training. In addition,
existing works show that adversarial training can help regularize the models and
mitigate overfitting [14,23]. However, these adversarial trained models still lack
robustness to unseen adversarial examples.

2.2 Adversarial Robustness of Ensembles

An efficient way to defend against adversarial examples is to use an ensemble of
deep neural networks [1,2,10,21]. Strauss et al. [25] have shown that the neural
network ensemble can not only improve the prediction accuracy, but also improve
the robustness to adversarial examples. Tramèr et al. [27] have proposed to use
the adversarial training to enhance the adversarial robustness of an ensemble.



Defending Adversarial Examples by Negative Correlation Ensemble 427

If the gradients of the models in the ensemble share similar directions, an
adversarial example which can fool one model may also be capable to fool the
others in the ensemble. For this, Kariyappa et al. [10] proposed Gradient Align-
ment Loss (GAL) to improve the adversarial robustness of the ensemble by con-
sidering the diversity of gradient directions. Specifically, it focuses on training
the ensemble whose members have irrelevant loss functions by using diversified
training. However, GAL does not consider the optimal geometric boundary for
the diversification of gradient directions in the ensemble, and does not balance
the gradient magnitude of each member in the ensemble. Based on this, Dabouei
et al. [7] have proposed gradient phase and magnitude regularization (GPMR)
[7]. The basic principle of GPMR is to increase the lower bound of the adver-
sarial perturbation that changes the score of the classifier by considering the
optimal geometric boundary to diversify the gradient direction in the ensemble,
and to balance the gradient magnitude of the members, thereby constructing the
first-order defence interaction of the members in the ensemble. However, GPMR
does not fully consider the interaction between members in the ensemble. In
contrast, our work builds a good ensemble defence system by considering the
interaction between members in the ensemble, thereby improving the robustness
of the ensemble.

2.3 Negative Correlation Learning

Liu and Yao [15] proposed a cooperative ensemble learning system (CELS), and
the purpose is to interactively and simultaneously train all individual models in
the ensemble in a single learning process through negative correlation learning
(NCL). Through negative correlation learning, different models in the ensemble
can learn different features of the training set. Theoretical and experimental
results show that NCL can promote the diversity of the models as well as keeping
a high prediction accuracy.

Liu et al. [16] also have tried to solve the problem of the optimal number
of neural networks in the ensemble on the premise of maintaining the good
interaction of individual members in the ensemble through negative correlation
learning and evolutionary learning. Chan et al. [5] proposed NCCD, which imple-
mented negative correlation learning via correlation corrected data. NCCD can
reduce the communication bandwidth between individual networks, and can be
applied to the ensemble of any type of network structures. In addition, because
NCCD does not modify the error function of the network for negative correlation
learning, but modifies the training data for negative correlation learning, it can
accelerate the learning speed through parallel computing.

Wang et al. [28] proposed a new negative correlation learning algorithm
named AdaBoost.NC. The flexibility of AdaBoost is used to overcome the short-
comings of NCL, such as sensitivity to parameters setting and long training
time, and the overfitting problem of AdaBoost is solved by introducing diversity
[20,22]. Experimental results show that AdaBoost.NC has better generalization
performance than NCCD, and the time cost is significantly less than CELS and
NCCD.
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In this paper, for the first time, we propose a defence approach against adver-
sarial examples by leveraging the negative correlation method. We first make
the gradient direction of each member in the ensemble negatively correlated.
Secondly, we make the gradient magnitude of each member in the ensemble neg-
atively correlated with the average gradient magnitude, such that help improve
the diversity of the ensemble and balance the gradient magnitude of each member
in the ensemble. The details will be given in the next section.

3 The Proposed Method

In this section, we will show how negative correlation principle can be exploited
to improve the adversarial robustness.

3.1 On Gradient Directions of Members

The gradient of the loss to the input x refers to a direction where the directional
derivative of the loss achieves a maximum along this direction, i.e., the loss
changes fastest when a perturbation ε is introduced along this direction.

From Fig. 1, where ∇Ji indicates the model gradient of the ith member
(i = 0, 1, 2), and ∇Jensemble indicates averaged gradients of all members, The
adversarial perturbation added along the direction of ∇Jensemble can affect
most members of the ensemble. Firstly, we prompt the angle between ∇Ji and
∇Jensemble negatively correlated with the angle between ∇Jj (j �= i) of other
members and ∇Jensemble. After negative correlation training, the gradient direc-
tion of all members in the ensemble with respect to whole dataset will be maxi-
mally different, which means that an adversarial perturbation increasing the loss
function of one member will not absolutely increase the loss of other members.

In detail, we use cosine similarity (CS) to measure the gradient angle between
members, and it can be calculated as Formula (1).

CS(∇Ji,∇Jj) =
< ∇Ji,∇Jj >

‖∇Ji‖2 · ‖∇Jj‖2 (1)

The smaller the CS, the larger the angle between the gradients, and the
greater the diversity among the members. This means that the loss of each
member will not grow in a positive correlation manner for the same adversarial
perturbation. Therefore, it is hard for an adversarial perturbation to fool all
members simultaneously. Meanwhile, the ensemble with increased diversity is
still capable to keep a high prediction accuracy. The relevant regularization term
can be expressed as Formula (2).

Losscos = CS (∇Ji,∇Jensemble)
k∑

j �=i

CS (∇Jj ,∇Jensemble) (2)

∇Jensemble =
1
k

k∑

i=1

∇Ji (3)
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Where k is the number of members. Minimizing the regularization term will
help all members train interactively, thus facilitating the maximization of diver-
sity in gradient directions.

Fig. 1. Improve the ensemble diversity from the view of gradient direction; ∇Ji indicate
the model gradient of the ith member (i = 0, 1, 2), and ∇Jensemble indicate the ensemble
gradient

We use CS as the regularization term for enhancing the adversarial robust-
ness, and the loss function can be expressed as Formula (4), where CE is the
mean of the cross-entropy loss and λcos is the weight coefficient. The celoss in
Formula (5) is the cross-entropy loss of a single model.

Loss = CE + λcosLosscos (4)

CE =
1
k

k∑

i=1

celoss (5)

The algorithm for calculating the regularization term of the ith member on
the gradient direction using negative correlation is shown in Algorithm 1, where
k is the number of members in the ensemble. Firstly, it calculates the cosine
similarity cos1 between the gradient of the ith member and the ensemble as well
as the sum of cosine similarity cos2 between the gradients of the other members
and the ensemble. Secondly, the regularization term Losscos of the ith member
is calculated and will be minimized in the training process.

3.2 On the Gradient Magnitudes of Members

The gradient magnitude represents the magnitude of the change in the loss
caused by the adversarial perturbation ε. Adding an adversarial perturbation
ε along the gradient direction will influence the loss more if there is a larger
gradient magnitude. In the white-box attack scenario, the attacker can easily
attack the classifiers with the largest gradient magnitude on the original input.
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Algorithm 1. Calculating Losscos for the ith member
Require: Gradient of the ith member: ∇Ji; Gradient of other members in the ensem-

ble: ∇Jj(j �= i); Ensemble gradient: ∇Jensemble; Number of models in the ensemble:
k

Ensure: Regularization term of the ith member: Losscos
cos1 ← CS(∇Ji, ∇Jensemble)
cos2 ← 0;
for j ← 1 to k do

if j �= i then
cos2 ← cos2 + CS(∇Jj , ∇Jensemble)

end if
end for
Losscos ← cos1 ∗ cos2
Return the regularization term: Losscos

As shown in Fig. 2, where g is the mean value of the gradient magnitudes of
all members, k is the number of members in the ensemble and ∇Ji represents the
gradient of the ith member. We use the L2 norm of the gradient to calculate the
gradient magnitude of each member in the ensemble. According to the negative
correlation principle, we make the gradient magnitude of the ith member and the
ensemble gradient magnitude negatively correlated with the gradient magnitude
of other members in the ensemble. By minimizing the regularization term, the
gradient magnitudes of all members in the ensemble is negatively correlated,
which means different members can learn better over different features.

Therefore, we propose the second regularization term, which is shown in
Formula (6).

Lossnorm =
1
g2

(‖∇Ji‖2 − g)
k∑

j �=i

(‖∇Jj‖2 − g
)

(6)

g =
1
k

k∑

i=1

‖∇Ji‖2 (7)

Considering all members are trained simultaneously, different members can
learn different features over the training dataset and have different gradient mag-
nitudes on the same input since it is not easy to always own very small gradient
magnitudes over the whole input space. Therefore, it can be avoided that the
adversaries attack the ensemble successfully by attacking only the models with
larger gradient magnitude.

We use this to regularize the training for improving the ensemble diversity
and the loss function can be expressed as Formula (8). Where CE is the cross-
entropy loss and λnorm is the weight coefficient.

Loss = CE + λnormLossnorm (8)
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Fig. 2. Improving the ensemble diversity from the view of the gradient magnitude; ∇Ji

indicates model gradients in the ensemble (i = 0, 1, 2), and g indicates the mean value
of the gradient magnitudes of all members in the ensemble

The algorithm for calculating Lossnorm is shown in Algorithm 2, where k is
the number of members in ensemble. Firstly, we calculate the difference norm1
between the gradient magnitude of the ith member and the mean value g as well
as the difference norm2 between the gradient magnitude of other members in the
ensemble and the mean value g. Secondly, according to the negative correlation
method, Lossnorm is calculated and treated as a regularization term for the
training.

Algorithm 2. Calculating Lossnorm for the ith member
Require: Gradient of the ith member: ∇Ji; Gradient of other members in the ensem-

ble: ∇Jj(j �= i); the mean value of the gradient magnitude: g
Ensure: Regularization term: Lossnorm

norm1 ← (‖∇Ji‖2 − g) /g
norm2 ← 0
for j ← 1 to k do

if j �= i then
norm2 ← norm2 + (‖∇Jj‖2 − g)/g

end if
end for
Lossnorm ← norm1 ∗ norm2
Return the regularization term: Lossnorm

3.3 The Proposed NCEn

We have proposed two methods to increase the adversarial robustness, however,
we find that using each method alone is still limits in performance. Specifically,
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if only considering the influence of the gradient direction of each member in the
ensemble, an adversary can attack a few members with large gradient magnitudes
to make the ensemble predict incorrectly. While if only considering the influence
of the gradient magnitude of each member in the ensemble, there could be a
phenomenon that the gradient directions of all members are similar. At this
time, the loss of each member in the ensemble will grow positively corrected,
i.e., adversarial examples generated along the gradient direction can make most
members of the ensemble predict incorrectly. So that the defence performance
of the ensemble is similar to that of a single model, which is not robust enough.

Therefore, we will consider both the influence of member gradient directions
and the influence of member gradient magnitudes, and use two regularization
terms simultaneously to improve the adversarial robustness. The loss function
is shown in Formula (9), where CE is cross-entropy loss and the combined reg-
ularization term NCE can be calculated by Formula (10).

Loss = CE + NCE (9)

NCE =
1
k

k∑

i=1

(λnormLossnorm + λcosLosscos) (10)

The specific implementation of the ensemble training process is shown in
Algorithm 3. In each epoch, we first get the predicted value pred of each member
in the ensemble. Next, we use the predicted value pred and the real label label
to calculate the cross entropy loss celoss of each member in the ensemble. Then,
we calculate the mean value CE of the cross-entropy loss of all members in
the ensemble. Finally, we use Formula (10) to calculate the regularization term
NCE, and by which we can update the parameters of all members.

Algorithm 3. Negative Correlation Ensemble
Require: Dataset: X; Correct label for dataset X: label
Ensure: Trained ensemble

Get a list of all the members in ensemble: fi(i = 1, 2, ..., k)
for epoch ← begin epoch to end epoch do

for model ← f1 to fk do
pred ← model(X)
celoss ← CE(pred, label)

end for
Calculate CE ← 1

k

∑k
i=1 celoss

Get the value of the regularization term: NCE
Back propagation using the sum of CE and NCE
Update the model parameters of each model

end for
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Table 1. Ensemble model structures.

Name Ensemble structures

Ensemble1 3 ∗ ResNet20

Ensemble2 3 ∗ ResNet26

Ensemble3 3 ∗ ResNet32

Ensemble4 1 ∗ ResNet20 + 1 ∗ ResNet26 + 1 ∗ ResNet32

4 Experiments

In this section, we conduct experiments on the FashionMNIST and CIFAR-
10 datasets. We first give our experimental settings. Secondly, we compare the
adversarial robustness of NCEn with different ensemble defence approaches. Fur-
thermore, we show that NCEn is capable to reduce the transferability of adver-
sarial examples, which proves that NCEn leverages the interactions of different
members to improve the adversarial robustness. The source codes of this work
are available at https://github.com/MiLabHITSZ/2022ZhangNCEn.

4.1 Experimental Setup

In our experiments, we use three ensemble defence strategies as baselines to
evaluate the performance of NCEn. The first one is the ensemble being trained
without any regularization term, which λcos = λnorm = 0. The second one is
to use GAL for diversified training to improve the adversarial robustness of the
ensemble [10]. The third one is GPMR proposed by Dabouei et al. [7], which
constructs the first-order defence interaction of the members in the ensemble to
improve the adversarial robustness of the ensemble. Both GAL and GPMR are
state-of-the-art ensemble defence strategies.

In our experiments, we used four different ensemble structures to evaluate
the experimental performance, as shown in Table 1. We evaluate the adversarial
robustness of the ensemble on the FashionMNIST and CIFAR-10 datasets. For
GAL, the coefficient of the regularization term is set to 0.5. For GPMR, λdiv

of FashionMNIST is set to 0.1, λdiv of CIFAR-10 is set to 0.04, and λeq is set
to 10 for all datasets. As for NCEn, we set λcos = 0.02 and λnorm = 0.02 for
FashionMNIST, λcos = 0.06 and λnorm = 0.04 for CIFAR-10.

We use test accuracy of clean examples (ACE) and test accuracy of adversarial
examples (AAE) as the evaluation metrics. AAE refers to the ratio that a new
example set, which is constructed by adding adversarial perturbations to the clean
examples, can still be correctly classified by the ensemble. We use the averaged CE
loss of all models in the ensemble as the objective function of the attack.

4.2 Defence Performance

We use several powerful white-box attack methods to test the defensive perfor-
mance of ensembles, including the fast gradient sign method (FGSM) [9], the

https://github.com/MiLabHITSZ/2022ZhangNCEn


434 W. Luo et al.

momentum iterative fast gradient sign method (MI-FGSM) [8], projected gra-
dient descent (PGD) [17], the basic iterative method (BIM) [12]. The specific
settings of attack methods are as follows. FGSM adds a perturbation with a step
length of ε in the gradient direction. For MI-FGSM, each step size is set to 0.01,
while keeping the maximum distortion always within ε. For PGD, the number
of iterations is set to 40, and the maximum perturbation and single-step attack
steps are both ε. For BIM, the number of iterations is set to 10, and the max-
imum perturbation and single-step attack steps are both ε. All attack methods
are implemented by AdverTorch.

Table 2. the classification accuracy of four ensemble defence strategies on Fashion-
MNIST and CIFAR-10, when the model number is 3. ACE means accuracy of clean
examples.

Ensemble Attack Setting FashionMNIST Setting CIFAR-10

BL GAL GPMR NCEn BL GAL GPMR NCEn

Ensemble1 ACE 0.9337 0.8925 0.9205 0.9184 ACE 0.8639 0.8070 0.8433 0.8436

FGSM
ε=0.1 0.8459 0.8168 0.8178 0.8656 ε=0.03 0.6744 0.6102 0.6118 0.7473

ε=0.3 0.6131 0.6885 0.6847 0.6414 ε=0.09 0.5462 0.4421 0.4986 0.6217

MI-FGSM
ε=0.1 0.6310 0.5253 0.5720 0.6882 ε=0.03 0.2067 0.0131 0.1530 0.3000

ε=0.3 0.4759 0.3396 0.3867 0.4412 ε=0.09 0.0625 0.0004 0.0500 0.1157

PGD
ε=0.1 0.7002 0.6406 0.5982 0.7694 ε=0.01 0.5661 0.5708 0.4963 0.6473

ε=0.15 0.6163 0.5434 0.4983 0.7362 ε=0.02 0.4307 0.2117 0.3459 0.5305

BIM
ε=0.1 0.7079 0.6674 0.6291 0.7783 ε=0.01 0.6119 0.5382 0.5241 0.6740

ε=0.15 0.6292 0.5620 0.5264 0.7383 ε=0.2 0.4722 0.2469 0.3916 0.5716

Ensemble2 ACE 0.9326 0.6724 0.9203 0.9208 ACE 0.8688 0.7842 0.8385 0.8571

FGSM
ε=0.1 0.8396 0.9284 0.7995 0.8525 ε=0.03 0.6862 0.6884 0.5933 0.6844

ε=0.3 0.6025 0.7754 0.6975 0.6564 ε=0.09 0.5606 0.5673 0.4697 0.5570

MI-FGSM
ε=0.1 0.6155 0.7751 0.5605 0.6725 ε=0.03 0.2107 0.0175 0.1404 0.2405

ε=0.3 0.4461 0.4531 0.4018 0.4549 ε=0.09 0.0709 0.0051 0.0374 0.0851

PGD
ε=0.1 0.6904 0.8334 0.6014 0.7516 ε=0.01 0.5719 0.5728 0.4819 0.6013

ε=0.15 0.6210 0.7360 0.4883 0.6917 ε=0.02 0.4391 0.3555 0.3378 0.4735

BIM
ε=0.1 0.7060 0.8511 0.6220 0.7671 ε=0.01 0.6109 0.5618 0.5197 0.6472

ε=0.15 0.6107 0.7473 0.5182 0.6933 ε=0.2 0.4762 0.3816 0.3831 0.5061

Ensemble3 ACE 0.9316 0.5259 0.9198 0.9212 ACE 0.8665 0.7589 0.8387 0.8408

FGSM
ε=0.1 0.8535 0.8836 0.8259 0.8782 ε=0.03 0.6873 0.5577 0.6076 0.7614

ε=0.3 0.6327 0.7649 0.6797 0.6651 ε=0.09 0.5644 0.4507 0.4864 0.6321

MI-FGSM
ε=0.1 0.6456 0.6280 0.5842 0.7028 ε=0.03 0.2148 0.0052 0.1423 0.3159

ε=0.3 0.4913 0.4772 0.4016 0.5593 ε=0.09 0.0679 0.0006 0.0337 0.1202

PGD
ε=0.1 0.7075 0.7837 0.6133 0.7871 ε=0.01 0.5764 0.3464 0.4914 0.6678

ε=0.15 0.6412 0.6773 0.5310 0.7147 ε=0.02 0.4482 0.2582 0.3369 0.5448

BIM
ε=0.1 0.7183 0.7961 0.6428 0.7864 ε=0.01 0.6168 0.3390 0.5218 0.6912

ε=0.15 0.6384 0.7003 0.5472 0.7206 ε=0.2 0.4859 0.2205 0.3851 0.5936

Ensemble4 ACE 0.9309 0.7503 0.9205 0.8428 ACE 0.8695 0.6851 0.8426 0.8492

FGSM
ε=0.1 0.8505 0.9338 0.8116 0.8992 ε=0.03 0.6813 0.6293 0.6011 0.7081

ε=0.3 0.6319 0.8501 0.6793 0.7257 ε=0.09 0.5587 0.4936 0.4831 0.5827

MI-FGSM
ε=0.1 0.6360 0.7722 0.6015 0.7734 ε=0.03 0.2118 0.1224 0.1482 0.2731

ε=0.3 0.4820 0.5316 0.4285 0.5202 ε=0.09 0.0672 0.0389 0.0431 0.0959

PGD
ε=0.1 0.6954 0.8527 0.6160 0.8054 ε=0.01 0.5738 0.5831 0.4897 0.6295

ε=0.15 0.6235 0.7651 0.5177 0.7469 ε=0.02 0.4426 0.3595 0.3332 0.4981

BIM
ε=0.1 0.7073 0.8571 0.6337 0.8156 ε=0.01 0.6165 0.5739 0.5185 0.6637

ε=0.15 0.6231 0.7654 0.5434 0.7543 ε=0.2 0.4833 0.3908 0.3876 0.5449
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The results of different approaches on datasets FashionMNIST and CIFAR-
10 are shown in Table 2. Compared with BL, GAL and GPMR, the adversarial
robustness of NCEn is significantly improved. When we use the ensemble model
structure of Ensemble2, Ensemble3 and Ensemble4, respectively, the ACE of
GAL drops below 0.8. At this time, the AAE of GAL is unworthy of considera-
tion. Such AAE are marked with gray background as well as the corresponding
ACE. Unlike GAL, NCEn can not only maintain high ACE in all ensemble model
structures, but also achieve better adversarial robustness. Specifically, on Fash-
ionMNIST, except FGSM and MI-FGSM with a large attack step, NCEn has
better adversarial robustness in all ensemble structures. AAE has the highest
improvement of 0.14 on Ensemble4 and MI-FGSM (ε = 0.1). On CIFAR-10,
the adversarial robustness of NCEn is better or very close to the existing best
baselines, and AAE can be improved by 0.11 at most.

4.3 Transferability Between Members

Fig. 3. The confusion matrix for adversarial transferability. Rows and columns respec-
tively represent the model for generating adversarial examples and the model for testing
the accuracy of adversarial examples.

Transferability refers to the success rate of being able to attack other models
at the same time when an adversarial example is designed to attack a particular
model. The less transferable the adversarial example is, the better the diversity
of the models.

Therefore, we can use the transferability of adversarial examples between
different models to evaluate the similarity between members in the ensemble.
We perform transferability experiments using PGD [17] and MI-FGSM [8], We
generate adversarial examples for each member, and then evaluate their trans-
ferability on other members by calculating AAE. The perturbation magnitude
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of all attacks is set to ε = 0.05. We use Ensemble4 in Table 1 to conduct the
transferability experiments, and the results are shown in Fig. 3.

As shown in Fig. 3, we use the heat map of the confusion matrix to show
transferability. The ith row and jth column in the heat map represents the test
accuracy of the adversarial examples on the jth member, while the adversarial
examples are generated over the ith member. When the value of other positions
in the confusion matrix is closer to 0, it means that the adversarial examples
generated by the ith model can successfully attack other models in the ensemble.
The closer the values in the confusion matrix are, the higher the transferability of
the adversarial examples and the higher the similarity between members in the
ensemble. On the contrary, it means that the diversity among members in the
ensemble is higher, and the ensemble has better adversarial robustness. It can be
seen from the confusion matrix that the transferability of adversarial examples
in NCEn ensemble is poor, which indicates that NCEn has better diversity, such
that it can provide better defence interactions for members.

5 Conclusion

In this paper, we propose a practical and feasible adversarial examples defence
scheme based on the negative correlation ensemble, which is named NCEn. We
use the negative correlation principle to make the gradient direction and gradient
magnitude of each member in the ensemble negatively correlated, and to train all
members in the ensemble interactively and simultaneously. The purpose of nega-
tive correlation training in NCEn is to produce the best defence performance for
the whole ensemble. Experimental results demonstrate that NCEn can achieve a
better adversarial robustness than other ensemble defence schemes. Finally, we
demonstrate that NCEn can reduce the transferability of adversarial examples
between members in the ensemble through the confusion matrix. In general, we
can conclude that NCEn is capable to improve the diversity and the robustness
of the ensemble by making the gradient direction and gradient magnitude nega-
tively correlated. However, for a given task, how to find the optimal number of
the models in the ensemble is still a question. Too Many models could not be
better. In the future, in order to obtain the best robustness, we will study how
to automatically set the optimal number of the models in the ensemble.
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Abstract. The development of science and technology has constantly
changed the air combat battlefield. At present, more and more researches
focus on the optimization of air combat pilot Expert System(ES). The ES
can be divided into two parts: tactical state decision-making and maneu-
ver behavior decision-making. Although a lot of work had optimized the
generation method of maneuver behavior decision-making, the tactical
state decision-making still follows the original human rules. Based on a
large number of tactical state decision-making sample data, this paper
uses data-driven method to build a deep learning network. Experiments
showed that this method can learn high-level decision empirical data and
replace rule models, and can be applied to pilot’s accurate tactical state
decision-making in the future.

Keywords: Air combat · Deep learning · Date-driven ·
Decision-making

1 Introduction

With the development of science and technology, the information acquisition
capability, attack range and information transmission capacity of sensors, air-
borne weapons and airborne communication equipment on the new generation of
combat aircraft have been greatly improved [1]. The environment of battlefield
become more complex. While controlling the fighter to make complex tactical
maneuvers, it is also necessary to consider the critical decision-making oppor-
tunities for itself against the threat from the enemy, which greatly tests the
physiological and psychological limits of pilots.

In the field of air combat decision-making, the research focuses on the
construction and optimization of expert systems. The pure expert system
like the Adaptive Maneuver Logic(AML) of the U.S. military [2] and the
BOSES(Abbreviation of “On board Execution and Advice System” in Russian)
of the Russian military were made by rules constructed by IF-THEN-ELSE logic
to assist pilots in quickly decision-making.

A large number of researchers attached importance to the optimization of
expert systems. Ernest N et al. combined expert system and optimization meth-
ods together to create the AlphaAI [3]. It uses decision trees on expert rules
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
Y. Tan and Y. Shi (Eds.): DMBD 2022, CCIS 1745, pp. 439–448, 2022.
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to determine tactical states, and optimization method based on Genetic Fuzzy
Tress(GFT) to judge maneuver behavior. The combination of the two can lead
to better expert system. Teng T H et al. used self-organized neural network
to learn from a large number of air combat maneuver [4], and generalize the
of typical scenes into atypical scenes. However, in these methods, the tactical
state decision-making still followed the logic rules made by human, and the
impact of optimization on its process is only reflected in the ability to obtain
better maneuver behavior decision-making, which cannot eliminate the level gap
between expert systems and high-level pilots due to the difference in the accuracy
of tactical status decision-making.

There were also some end-to-end control methods that abandon the tradi-
tional expert system concept. For example, YANG Q et al. used DQN network
to train the maneuver strategy selection of UAV in short-range dog fight [6].
Pope A P et al. from Lockheed Martin trained air combat agent with hierar-
chical reinforcement learning method [7]. However, these methods were limited
to simplified air combat scenarios, with transparent situation information, poor
generalization and no interpretability.

Therefore, on the basis of these research, this paper innovatively proposes
a data-driven accurate decision-making method. Through a large number of
pilot sample data, this method can learn the pilot’s experience and knowledge,
replacing the rules of tactical state decision-making in traditional expert system.
Experiments show that this method is consistent with the pilot’s thinking pro-
cess. With the continuous deepening of data, it can provide precise assistance
for the pilot’s air combat decision-making.

The main problems solved in this paper:

(1) Describe the decision-making process of the traditional pilot expert systems.
(2) Based on Transformer network, a decision-making model is built and pilot

expert system experience knowledge is learned, which can replace the tac-
tical state decision-making process based on IF-THEN-ELSE logic in tradi-
tional expert systems.

(3) Explore the influence of different data quantities on the accuracy of the
decision-making model.

2 The Decision-Making Process of Pilot Expert System

In the traditional decision-making logic of expert system, it can be typically
divided into two parts of processes: tactical state decision-making and maneuver
behavior decision-making. The decision-making flow chart of the entire expert
system is shown in Fig. 1. The expert system needs to solve the decision-making
from battlefield information to tactical state, which is a typical multi classifica-
tion problem. In the one-to-one air combat scenario, it can be divided into three
tactical states: “Patrol”, “Attack” and “Escape” (which will be more complex
in the case of multi-aircraft air combat). They respectively express:

(1) Patrol: Fly steadily in a certain direction or a certain fixed point.



Accurate Decision-Making Method 441

Fig. 1. The Decision-making process of pilot expert system

(2) Attack: Use all means to attack the enemy.
(3) Escape: Use all means to avoid enemy threats

Pilots can only be in one of these states. Therefore, in the traditional expert
system, people will formulate rules to complete the one-to-one mapping from the
battlefield information to the tactical state.

For the decision-making from tactical state to maneuver behavior, it is to
solve how the system assists people at flight control or weapons control after the
decision of tactical state. On this issue, different expert systems adopt different
methods according to different needs, which can be generally divided into:

(1) Tips and Suggestions: According to the matching results of the maneuver
database and the tactical state, prompt the appropriate tactical altitude,
tactical speed, tactical orientation, tactical distance, etc., which is relatively
simple.

(2) Autonomous Maneuver Control: according to the tactical state and the
fighter’s information, match the maneuver database, solve and execute
appropriate maneuver actions, which is relatively complex.

This paper focuses on the classification of tactical state decision-making pro-
cess, and carries out follow-up research.

3 Construction of Deep Network Based on Data-Driven

3.1 Network Model Selection

For the one-to-one air combat scenario, the whole problem of tactical state
decision-making process is transformed into a multi classification problem from
battlefield information to tactical state.



442 Y. Mao et al.

Fig. 2. The structure of the transformer encoder

Neural network model can automatically learn features and multi-level rep-
resentation and abstraction from data, which solves the problem of manually
designing features in traditional machine learning [8]. In particular, focusing
on the typical temporal relationship of battlefield information data, this paper
adopts Transformer network based on Self Attention mechanism [9].Transformer
network originated from a paper published by Google in 2017, and it has made
outstanding achievements in machine translation tasks at the beginning. The
Transformer structure proposed in this paper cancels the RNN and CNN neural
network units in the traditional Seg2Seg model and replaces them with the Self-
Attention Mechanism computing unit. This computing unit has high degree of
parallelism and short training time [10]. Therefore, Transformer has attracted
extensive attention from academia and industry. With the deep excavation of
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academic circles, Transformer network has shown its excellent performance in
different fields.

Transformer network uses Encoder and Decoder structure when dealing with
semantic problems, which is relatively complex. In this paper, extracting its
Encoder part for adjustment has been able to reasonably complete the classifi-
cation from battlefield information to tactical state. The structure of the entire
Transformer is adjusted as Fig. 2.

The EncoderLayer is composed of Multi Head Attention unit and Feed For-
wad unit. After that, the dimension is shrunk according to the number of classes
through linear layers, and finally it becomes a probability distribution through
Softmax function.

3.2 Battlefield Data Sampling Dimensions

For the whole air combat, in the course of confrontation, the information data
that pilots can obtain is lengthy and jumbled. As shown in the right side of
Fig. 1, the pilot can obtain avionics system information, radar system informa-
tion, electronic warfare(EW) information and others. The elements that affect
the pilot’s tactical state can be divided into four types:My fighter’s information,
My missile’s information, Enemy fighter’s information(4-dimensions) and Enemy
Missile’s information.

3.3 Loss Function and Accuracy Function

In the traditional classification problem, the Mean Square Error(MSE) is often
used as loss function, which assumes that the data conforms to the Gaussian
distribution. However, MSE has to pay attention to the difference between the
prediction probability and the real probability on all classes, and its performance
on multi classification problem is inferior to that of Cross-Entropy function [11].
The Cross-Entropy loss function is based on the concept of cross entropy in
information theory, is an other way to reflect the difference between the predicted
probability distribution and the real probability distribution.

Under the multi classification problem, the loss function based on cross
entropy is:

L =
1
N

N∑

i=1

K∑

k=1

yki × log
(
ŷki

)
(1)

where, yi and ŷi are the real and predicted values of the ith sample respectively.
Usually, the true probability distribution of each sample is one-hot type, that is,
each sample must belong to a certain category:

yji =
{

0 j �= ki
1 j = ki

∀i ∈ {1, 2, ..., N} (2)

where ki is the category of the ith sample, so the above equation is equal to:

L =
1
N

N∑

i=1

log(ŷki ) (3)
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Fig. 3. The data scale

In this paper, the accuracy rate is used to replace the traditional precise rate or
recall rate. It is the proportion of all correctly predicted samples. The formula
is:

A =
1
N

N∑

i=1

y
argmax(ŷi)
i (4)

where, argmax(ŷi) is the classification of the maximum probability in the pre-
diction results. Therefore, when the prediction class is consistent with the real
class, the value is 1, and when error the value is 0.

3.4 Construction of Deep Learning Network

For the one-to-one air combat game, this paper models the problem as a multi
classification problem that divides battlefield information into three types of
states. Transformer network is used, Loss function is Cross-Entropy, and the
optimizer is Adaptive Moment Estimation(Adam).

4 Experiments and Results

4.1 Data Scales and Preprocessing

In this paper, we sampled 100 battles of the data of the expert system, and the
sampling evaluation rate was 10 times per second. Combined with the internal
data of manual and expert system itself, we labeled the samples. The overall
data scales is shown in the Fig. 3. We toke the first 60% as the training set and
40% as the test set.

4.2 Training Result

The model we constructed was based on Pytorch, and used RTX3090 for training.
At the same time, as a contrast, we also implemented classification networks
based on Long-short Term Memory(LSTM) and Gate Recurrent Unit(GRU).
For comparison, we had trained 2000 Epochs for all three networks. The training
results of Loss curve and Accuracy curve are shown in the Fig. 4 and 5.
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Fig. 4. The loss curve of three models

Fig. 5. The accuracy curve of three models

These two figures show that the Transformer model has played an amazing role
in this problem. Its loss value on the training set decreases slightly lower than
LSTM and GRU at the initial stage, but its final loss and accuracy are far better
than both. In the end, Transformer’s accuracy on test set reaches an amazing
98%, while GRU and LSTM are around 72% and 82%.



446 Y. Mao et al.

Fig. 6. The loss curve of different training set scales

4.3 Data Scales Compression

At the end of the experiment, based on Transformer network, we verified the
impact of data scales on the accuracy of model. We take 30% and 50% data
from training set, compared with the full training set. It can be seen in Fig. 6
that the Transformer network we built can fit the training set with almost the
same performance. The fewer the training set scales, the faster the fitting speed.
However, the final loss is basically the same. But there is a significant difference

Fig. 7. The accuracy curve of different training set scales
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in the accuracy on the test set. The Fig. 7 shows that the more training set
scales, the higher accuracy of the final model.

5 Conclusion

This paper innovatively analyzes the decision-making process of traditional
expert system, and divides it into two processes: tactical state decision-Making
and maneuver behavior decision-making. At present, almost all the optimization
of expert system is worked on maneuver behavior decision-making process. In
this paper, using Transformer network, a modeling method is proposed for the
tactical state decision-making process, which can learn knowledge form historical
data. This method can replace traditional rules designed by human, and provide
pilots with accurate tactical state. The results show that Transformer network is
significantly better than LSTM and GRU methods in dealing with this problem,
and the accuracy is affected by data scales.
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Abstract. For the problems of hard quantification of atmospheric atten-
uation effect, difficult operation and time-consuming application of tradi-
tional MODerate resolution atmospheric TRANsmission (MODTRAN)
software in the current ultraviolet propagation process, the atmospheric
attenuation effect in the ultraviolet propagation process is studied in
coastal area. Based on the applicability verification of MODTRAN in
coastal area, the empirical expression of atmospheric scattering coeffi-
cient for line-of-sight (LOS) ultraviolet propagation in coastal area is
built on the basis of the classical Kim model structure. In comparison
with the MODTRAN computation, the small error indicates that the
established empirical expression of atmospheric scattering coefficient has
reasonable structure and good applicability, it can provide an important
support for the channel research and the system design of ultraviolet
communication.

Keywords: Los ultraviolet propagation · MODTRAN · Atmospheric
scattering coefficient · Kim model

1 Introduction

Ultraviolet communication (UVC) has become a emerged wireless optical com-
munication technology in recent years due to its outstanding characteristics, such
as non-line-of sight, no need for spectrum application, strong anti-interference
ability, high confidentiality, all-round work and easy deployment, which has
broad application prospects in commercial and military occasions, such as air-
craft cabins, hospital operating rooms, wharf and port, complex mountains and
dense jungles. As the research basis of UVC, the characteristics of atmospheric
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channel show obvious complexity, randomness and regionality due to the com-
prehensive influence of human activities, weather conditions, seasonal climate,
geographical location, underlying surface and other factors. On account of lack
of data support, there are currently few studies in this area at home and abroad,
especially in coastal area where the characteristics of atmospheric environment
are between inland and marine scenes.

Atmospheric attenuation effect is one of the basic characteristics of atmo-
spheric channel in the process of ultraviolet propagation, which is also the basic
form of influence leading to optical power loss. Atmospheric attenuation is usu-
ally quantified by the atmospheric absorption coefficient, scattering coefficient
and extinction coefficient, which are collectively referred as the atmospheric
attenuation coefficient. It is undoubtedly an effective and accurate way to mea-
sure the atmospheric attenuation coefficient with exclusive equipment directly.
However, the expensive equipment cost, harsh experimental environment and
repeated tests require a lot of manpower and material resources, which can not
meet the needs of all researchers. Therefore, establishing the empirical expres-
sion of atmospheric attenuation coefficient has become a practical and feasible
direction of endeavor. Based on a novel, lightweight and calibrated ultraviolet
spectrometer, the ultraviolet sky radiation and the ozone (O3) inclined column
density were measured in Xinjiang with the help of hot-air balloon [1]. In order
to measure the loss of O3 over the Arctic sea ice, a 266 nm differential lidar
was used to measure the O3 concentration based on an aircraft platform [2]. As
the ground lidar could not measure the O3 concentration under 500 m of the
atmospheric boundary layer, [3] developed a ground Lidar that could be used to
measure the O3 concentration in the atmospheric boundary layer and observed
the O3 concentration for a long time. Subsequently, [4] measured the O3 con-
centration on the 540 m path based on the supercontinuum absorption spectrum
technology. At present, the lidar or wireless optical communication systems at
the visible and near-infrared bands are used to measure the atmospheric scat-
tering coefficient or extinction coefficient [5]- [8]. There are few reports exclusive
measuring equipment at ultraviolet band. However, the expensive equipment
costs can not meet the research needs of many scientific research groups. For
the absorption coefficient of O3, [9,10] presented an empirical expression based
on the O3 absorption cross-section and the O3 concentration. Under non-sunny
weather conditions, an empirical model for estimating aerosol scattering coeffi-
cient was proposed in [11], furthermore, a modified empirical model for atmo-
spheric visibility within 6 km was proposed in [12], both are only applicable to
the visible to near-infrared bands. In addition, [13] proposed an empirical model
for atmospheric extinction coefficient in the wavelength range of 0.69–1.55 um
and the distance range of 50–1000 m m for the case of advection fog and radia-
tion fog. The empirical model of atmospheric scattering coefficient or extinction
coefficient suitable for ultraviolet band has not been reported yet. Hence, the
authoritative atmospheric radiative propagation model software (MODerate res-
olution atmospheric TRANsmission, MODTRAN) is mainly used to study the
attenuation of ultraviolet propagation. On the basis of MODTRAN, [14] ana-
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lyzed the influence of different atmospheric models, weather conditions and O3

concentration on the propagation attenuation of ultraviolet atmospheric trans-
mittance. Based on the non-line-of-sight ultraviolet multi-scattering model of
Monte Carlo (MC) method, the relationship between the propagation distance
and the atmospheric visibility, rainfall, wind speed, emission power and detec-
tor sensitivity was studied in combination with MODTRAN in [15]. To solve the
problem of unclear measurement of solar radiation attenuation loss between solar
reflector and receiver, [16] studied the variation of solar radiation transmittance
with oblique distance based on MODTRAN in the situations of 250–2500 nm
nm solar spectrum and different rural atmospheric visibility, and established the
corresponding empirical expression. However, the complex structural design and
a number of input parameter settings of MODTRAN make it complex opera-
tion, time-consuming application, unable to directly see the effect of output key
parameters and difficult to be directly called by other programs, as described
in [17,18], which also correspondingly weakens the convenience of studying the
atmospheric attenuation effect of ultraviolet propagation.

In order to further study the atmospheric attenuation effect in the process
of ultraviolet propagation, on the basis of verifying the applicability of MOD-
TRAN in combination with the observations of Mie scattering lidar (ML) of wire-
less optical atmospheric channel characteristic test station in Yantai, a coastal
city which is located at the east of Shangdong Province, China, the empirical
expression of atmospheric attenuation coefficient of line-of-sight (LOS) ultravi-
olet propagation is established based on the Kim model structure in this paper.

2 Applicability Verification of MODTRAN in Coastal
Area Introduction

As described in [19,20], MODTRAN is an atmospheric radiation propagation
model developed by the Air Force Geophysical Laboratory, which can effec-
tively calculate the atmospheric transmittance, direct radiation, thermal radi-
ation, scattering radiation and band-mode gas absorption within the spectrum
range 0–50000 cm−1 or 0.2–∞ um. The MODTRAN includes six reference atmo-
spheric modes, those are American standard atmosphere in 1976, tropical atmo-
sphere, mid-latitude summer, mid-latitude winter, sub-arctic summer and sub-
arctic winter. These modes are associated with temperature, pressure, density
considered as a function of altitude and a large number of gases mixture ratios,
such as H2O, O3, CH4, CO and N2O et al. In addition, the modes also include
representative aerosol models of cloud, rain and fog and three aerosol environ-
mental categories of rural, urban and marine, which is convenient to study the
transmission characteristics under complex atmospheric conditions. In addition
to the mode’s own aerosol model, users can also input atmospheric visibility
according to the actual situation in different aerosol environment categories,
thereby establishing the connection between the actual atmospheric environ-
ment and the MODTRAN. Meanwhile, MODTRAN also considers three radia-
tion propagation paths including horizon, verticality and gradient, which allows
users to choose the propagation path based on actual needs.
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In the coastal area, in order to inversely calculate the atmospheric propa-
gation attenuation at the ultraviolet band by using MODTRAN effectively, the
atmospheric visibility and horizontal atmospheric extinction coefficient measured
by 532 nm ML are used to verify the atmospheric extinction coefficient calculated
by MODTRAN at this wavelength. The working mechanism of ML is referred to
[21,22]. The atmospheric visibility is the main input parameter and the atmo-
spheric transmittance is the output for MODTRAN. The atmospheric extinction
coefficient is calculated by atmospheric transmittance inversely.

The atmospheric extinction coefficient is generally expressed as the sum of
absorption coefficient and scattering coefficient

σ = σm + km + σa + ka (1)

where σ is the atmospheric extinction coefficient, σm is the molecular absorption
coefficient, km is the molecular scattering coefficient, σa is the aerosol absorp-
tion coefficient, ka is the aerosol scattering coefficient. In non-sunny weather,
aerosol particles are the main components in the atmosphere. The light scatter-
ing of aerosol particles which is shown as Mie scattering is much greater than the
Rayleigh scattering of molecules. The Kruse model based on atmospheric visi-
bility is an empirical model with extensive applications and convenient employ-
ments, which is given by [11]

kMie
s =

ln (1/η)
Rv

(
550
λ

)q

(2)

where Rv is the atmospheric visibility (in km), λ is the laser propagation wave-
length (in nm), q is the particle size distribution coefficient, which is the relevant
parameter to Rv. η is the visual threshold of brightness contrast, which is 2% in
Kruse model and 5% in visual range quantization of airport runway. In Kruse
model,q is expressed as [11]

q =

⎧⎨
⎩

1.6 Rv > 50
1.3 6 < Rv < 50
0.585R

1/3
v Rv < 6

(3)

For the visibility range of 0–6 km, q is further modified in Kim model as [12]

q =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1.6 Rv > 50
1.3 6 < Rv < 50
0.16Rv + 0.34 1 < Rv < 6
Rv − 0.5 0.5 < Rv < 1
0 Rv < 0.5

(4)

Assuming that the atmosphere is homogeneous and isotropic, the atmo-
spheric transmittance on the horizontal link can be obtained by [23]

τ (λ) = exp [−σ (λ)L] (5)
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where λ is the wavelength, τ (λ) is the atmospheric transmittance associated
with wavelength, σ (λ) is the atmospheric extinction coefficient associated with
wavelength, L is the propagation distance. Therefore, the atmospheric extinction
coefficient can be inverted as

σ (λ) = − ln [τ (λ)]
L

(6)

In order to fully verify the applicability of the MODTRAN to calculate atmo-
spheric propagation attenuation in coastal area, the verification considers the test
data of the ML in different years, months and time periods of a day for mid-
latitude summer and mid-latitude winter atmospheric modes of MODTRAN.
It should be noted that the mid-latitude summer refers to 30◦–45◦ in spring
and summer, and the corresponding mid-latitude winter refers to 30◦–45◦ N
in autumn and winter. Yantai is located at about 37◦ N, so the mid-latitude
summer or winter atmospheric mode is selected.

The validation data is selected from 08:00–14:00 on August 28, 2012, 20:00–
00:00 on March 27, 2013 and 00:00–07:00 on September 29, 2014. Four groups of
the atmospheric visibility and atmospheric extinction coefficient data are taken
for each time period. The MODTRAN settings in combination with coastal area
are given as follows, the atmospheric mode is mid-latitude summer or winter, the
type of atmospheric path is horizontal link, the operation mode is transmittance,
and the aerosol mode is marine mode. The atmospheric visibility is manually
input according to the ML measurements. The altitude of the observation posi-
tion is 60 m, the path length is 1 km, and the wavelength range is 400–700 nm.
For the atmospheric extinction coefficient, Table 1 gives the comparison of the
ML measurements and the MODTRAN calculations for 532 nm and 550 nm,
respectively. Figure 1 and Fig. 2 show the comparison of them. Table 2 shows the
comprehensive evaluation of MODTRAN calculations.

Table 1. Comparison of the ML measurements and the MODTRAN calculations for
atmospheric extinction coefficient.

Data Time Atmospheric ML MODTRAN MODTRAN

visibility measurements calculations calculations

(km)
(
km−1

)
at 532 nm

(
km−1

)
at 550 nm

(
km−1

)

2012.8.28 09:30 5.043 0.7758 0.7831 0.7759

11:00 12.575 0.3111 0.3153 0.3114

11:30 9.089 0.4304 0.4354 0.4308

14:00 14.005 0.2793 0.2833 0.2797

2013.3.27 20:00 6.362 0.6149 0.6205 0.6145

20:50 4.354 0.8984 0.9058 0.8977

22:10 7.728 0.5062 0.5108 0.5058

23:30 5.853 0.6684 0.6743 0.6681

2014.9.29 00:30 8.392 0.4661 0.4714 0.4665

02:45 7.034 0.5562 0.5619 0.5563

04:45 13.303 0.2941 0.2981 0.2945

07:00 9.630 0.4062 0.4110 0.4066
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Fig. 1. Matching effect of the ML measurements and MODTRAN calculations for
532 nm.
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Fig. 2. Matching effect of the ML measurements and MODTRAN calculations for
550 nm.

Table 2. Comprehensive evaluation of the MODTRAN calculations.

Comparison of ML and MODTRAN calculations SSE RMSE

532 nm 3.548E-4 0.00544

550 nm 1.783E-6 3.855E-4
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It can be seen from Table 1, Table 2, Fig. 1 and Fig. 2 that the atmospheric
extinction coefficient inversely calculated by MODTRAN at 550 nm wavelength
is in good agreement with the measurements of 532 nm ML. While there is
a slight difference between the inverse calculations of MODTRAN at 532 nm
wavelength and the measurements of 532 nm ML. This is because the 532 nm ML
inversely calculating the atmospheric visibility with the measured atmospheric
extinction coefficient is obtained by the empirical expression of Mie scattering
coefficient in Equation (2). However, engineering approximation is carried out in
the process, that is to say, the item of Equation (2) (550/532)q is approximately
regarded as 1. In other words, ML directly approximates the 532 nm wavelength
to the 550 nm wavelength in the inverse calculation. However, no matter how
approximate it is in engineering, it can still be verified by the above tables and
figures that MODTRAN has good applicability in coastal area, simultaneously,
the influence of wavelength difference on atmospheric extinction coefficient is also
well demonstrated. Therefore, MODTRAN can be effectively used to invert the
ultraviolet atmospheric propagation attenuation under the existing parameter
settings.

3 Establishment of Empirical Expression of Atmospheric
Scattering Coefficient of LOS Ultraviolet Propagation
in Coastal Area

3.1 Calculation of Atmospheric Scattering Coefficient

According to the development of ultraviolet emitter and the research of UVC
system reported in the existing literature, it has been found that the wavelength
of 254 nm, 260 nm, 266 nm, 270 nm, 274 nm and 365 nm are commonly used in
light-emitting devices. Therefore, these wavelengths are mainly considered when
calculating the ultraviolet atmospheric scattering coefficient. In addition, O3 is
the main absorber in the process of ultraviolet propagation. Therefore, when
considering the atmospheric absorption, only the influence of O3 molecules is
considered, while the influence of other molecules is ignored. In combination
with the function of MODTRAN, the calculation steps of atmospheric scattering
coefficient of LOS ultraviolet propagation are as follows

Step one, according to the atmospheric visibility range demarcated by Kruse
or Kim model, the typical inputs of atmospheric visibility are defined in combi-
nation with the distribution range of long-term observation data of atmospheric
visibility by ML and the usual meteorological observation records.

The purpose of above processing is to establish the empirical expression of
ultraviolet atmospheric scattering coefficient. In addition, considering the oper-
ation complexity of MODTRAN and the purely manual calculations of atmo-
spheric attenuation coefficient, it can not meet the batch inputs of atmospheric
visibility data.

Step two, under the condition of coastal area setting, the atmospheric trans-
mittance and the O3 absorption of different ultraviolet wavelengths are calcu-
lated by the inputs of typical atmospheric visibility.
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It should be noted that the O3 absorption is determined by MODTRAN
atmospheric mode. The modes of mid-latitude summer and winter are selected
in combination with the geographical location of Yantai.

Step three, the atmospheric extinction coefficient of LOS ultraviolet propa-
gation is inversely calculated by the expression of atmospheric transmittance,
and the atmospheric scattering coefficient is calculated in combination with O3

absorption.
Except that the wavelength range is set to 250–366 nm and the path length

is set to 200 m, other settings of LOS scenario in coastal area are the same as
Sect. 2. The calculations of atmospheric scattering coefficient of LOS ultraviolet
propagation in coastal area are given in Table 3 based on MODTRAN.

Table 3. Calculations of atmospheric scattering coefficient of LOS ultraviolet propa-
gation in coastal area.

Atmospheric

visibility (km)

Atmospheric scattering coefficient
(
km−1

)
Atmospheric scattering coefficient

(
km−1

)

(middle latitude summer) (middle latitude winter)

Wavelength (nm) Wavelength (nm)

254 260 266 270 274 365 254 260 266 270 274 365

0.10 45.19 45.25 45.33 45.45 45.60 42.59 45.19 45.25 45.33 45.45 45.61 42.59

0.20 24.32 24.15 23.95 23.86 23.76 21.99 24.17 23.94 23.75 23.67 23.57 21.83

0.35 14.11 13.93 13.80 13.73 13.66 12.58 14.03 13.85 13.70 13.63 13.56 12.51

0.50 10.02 09.86 09.74 09.68 09.62 08.82 09.98 09.80 09.68 09.61 09.54 08.77

0.60 08.43 08.27 08.16 08.10 08.05 07.36 08.40 08.23 08.11 08.05 08.01 07.32

0.80 06.44 06.29 06.19 06.13 06.09 05.53 06.43 06.27 06.16 06.10 06.06 05.50

1.00 05.24 05.10 05.01 04.95 04.91 04.43 05.25 05.09 04.99 04.93 04.89 04.41

1.50 03.65 03.51 03.42 03.38 03.34 02.97 03.67 03.52 03.42 03.37 03.33 02.96

2.00 02.86 02.72 02.63 02.59 02.56 02.24 02.88 02.73 02.64 02.59 02.55 02.23

2.50 02.38 02.25 02.16 02.12 02.08 01.81 02.41 02.26 02.17 02.12 02.09 01.80

3.00 02.06 01.93 01.84 01.80 01.77 01.51 02.10 01.95 01.86 01.81 01.78 01.51

3.50 01.83 01.70 01.62 01.58 01.55 01.30 01.87 01.73 01.63 01.59 01.55 01.30

4.00 01.66 01.53 01.45 01.41 01.38 01.15 01.70 01.56 01.46 01.42 01.39 01.14

5.00 01.42 01.29 01.21 01.17 01.14 00.93 01.47 01.32 01.23 01.19 01.15 00.93

6.00 01.27 01.14 01.05 01.02 00.98 00.78 01.31 01.16 01.07 01.03 01.00 00.78

7.00 01.15 01.02 00.94 00.90 00.87 00.68 01.19 01.05 00.96 00.92 00.88 00.68

8.00 01.07 00.94 00.86 00.82 00.79 00.60 01.11 00.97 00.88 00.83 00.80 00.56

10.0 00.95 00.82 00.74 00.70 00.67 00.49 00.99 00.85 00.76 00.72 00.68 00.49

15.0 00.79 00.66 00.58 00.54 00.51 00.34 00.83 00.69 00.60 00.56 00.53 00.34

20.0 00.71 00.58 00.50 00.46 00.43 00.27 00.75 00.61 00.52 00.48 00.45 00.27

35.0 00.61 00.48 00.40 00.36 00.33 00.17 00.65 00.51 00.42 00.38 00.35 00.18

50.0 00.56 00.44 00.36 00.32 00.29 00.14 00.61 00.47 00.38 00.34 00.31 00.14

70.0 00.54 00.41 00.33 00.29 00.27 00.11 00.59 00.44 00.36 00.31 00.28 00.12

4 Establishment of Empirical Expression of Atmospheric
Scattering Coefficient in Coastal Area

In Sect. 1, it has been stated that the Kruse or Kim model of Mie scatter-
ing is only applicable to the visible to near-infrared bands. However, the Mie
scattering empirical model that is applicable to ultraviolet band has not been
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reported so far. Therefore, the Mie scattering coefficient of ultraviolet propaga-
tion is often approximately calculated by Kruse model or Kim model. Based on
the ultraviolet atmospheric scattering coefficient calculated by MODTRAN in
Table 3, the applicable effect of Kim model at different ultraviolet bands are pre-
sented in Fig. 3. There is little difference between mid-latitude summer and mid-
latitude winter, which is only shown in Fig. 3(a) for the wavelength of 254 nm,
and Fig. 3(b)–Fig. 3(f) show the mean of the two for other wavelengths respec-
tively.
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Fig. 3. Applicable effect of Kim model for different wavelength with (a) 254 nm, (b)
260 nm, (c) 266 nm, (d) 270 nm, (e) 274 nm, (f) 365 nm.

It can be seen from Fig. 3(a)–Fig. 3(f) that Kim model is not fully appli-
cable to common ultraviolet wavelengths. Especially in the visibility range of
0–900 m, the application effect is unsatisfied. The applicable effect is greatly
improved with the visibility in the range of 900 m–20 km, however, there is still
a certain difference compared with the MODTRAN calculations. The applica-
bility of Kim model is obvious when the visibility is larger than 20 km, even
though there still exist little differences at 254 nm, 260 nm and 266 nm wave-
lengths. For the commonly used solar-blind ultraviolet band of 200–280 nm, the
calculation difference between the Kim model and the MODTRAN is large and
obvious. However, this difference becomes smaller at 365 nm wavelength. Even
so, the calculations of Kim model and MODTRAN have the same variation trend



458 B. Li et al.

and difference trend at all the given ultraviolet wavelengths. This better shows
the strong applicability of Kim model, and also lays the construction direction
of empirical expression of ultraviolet atmospheric scattering coefficient. Table 4
shows the evaluation index of the Kim model applicability. The closer the sum
of squared error (SSE) and the root mean squared error (RMSE) are to 0, the
better applicability of Kim model is. The closer the coefficient of determination
(R-Square) is to 1, the stronger explanatory ability of atmospheric visibility to
Kim model is.

Table 4. Evaluation index of the Kim model applicability.

Evaluation Wavelength (nm)

index 254 260 266 270 274 365

SSE 77.351 73.468 71.793 72.000 72.528 21.805

RMSE 01.834 01.787 01.767 01.769 01.776 00.974

R-square 00.710 00.708 00.707 00.704 00.702 00.818

It can be seen from Equations (2)–(4) that the Kruse model structure is sim-
ilar to that of Kim model, both of which consider the two important parameters
of atmospheric visibility and laser propagation wavelength. Kim model is just
more refined about the classification of atmospheric visibility than Kruse model.
Therefore, the establishment of empirical expression of ultraviolet atmospheric
scattering coefficient is still on the basis of the modification of Kim model. It
just needs to refine the range of atmospheric visibility and adjust the corre-
sponding value of q in combination with different wavelengths and the difference
trend of calculations between Kim model and MODTRAN. Based on the struc-
ture of Kim model, the empirical expression of atmospheric scattering coefficient
wihich is suitable for different ultraviolet wavelengths mentioned above is finally
determined after several fitting attempts, where the expression of q is obtained
by

q =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2.2 20 < Rv

0.1Rv 6 < Rv < 20
0.16Rv 3 < Rv < 6
0.16Rv + 0.18 0.9 < Rv < 3
0.2Rv + 0.2 0.2 < Rv < 0.9
Rv + 0.09 0.1 < Rv < 0.2

(7)

Figure 4 shows the matching effect of empirical expression of atmospheric
scattering coefficient for LOS ultraviolet propagation. Table 5 shows the evalua-
tion index of empirical expression of atmospheric scattering coefficient for LOS
ultraviolet propagation. As shown in Fig. 4(a)–Fig. 4(f), the calculations of the
empirical expression of atmospheric scattering coefficient for LOS ultraviolet
propagation have good matching effect with that of MODTRAN at different
ultraviolet wavelengths after the modification of . This can also be seen from
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the evaluation index of SSE and RMSE in Table 5. Compared with Table 4, the
indexes have been greatly improved. In addition, the R-square is very close to
1, which indicates that the established empirical expression of atmospheric scat-
tering coefficient can well interpret the MODTRAN calculations.
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Fig. 4. Matching effect of empirical expression of atmospheric scattering coefficient for
LOS ultraviolet propagation with (a) 254 nm, (b) 260 nm, (c) 266 nm, (d) 270 nm, (e)
274 nm, (f) 365 nm.

Table 5. Evaluation index of empirical expression of atmospheric scattering coefficient
for LOS ultraviolet propagation.

Evaluation Wavelength (nm)

index 254 260 266 270 274 365

SSE 0.444 0.421 0.762 1.127 1.654 0.432

RMSE 0.139 0.135 0.182 0.221 0.268 0.137

R-square 0.995 0.994 0.982 0.972 0.962 0.983
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5 Conclusion

For the problem that atmospheric attenuation coefficient is difficult to calculate
conveniently in the process of ultraviolet light propagation, on the basis of the
applicability verification of MODTRAN in coastal area, this paper establishes
the empirical expression of atmospheric scattering coefficient of LOS ultravi-
olet propagation in coastal area based on the classical Kim model structure.
Compared with the error of MODTRAN calculations, the structural rationality
and convenient application of the empirical expression of atmospheric scattering
coefficient are explained.
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