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Preface 

The book titled Advances in Signal Processing, Embedded Systems and IoT: Proceed-
ings of Seventh ICMEET-2022 compiles the papers presented at the Seventh Interna-
tional Conference on Microelectronics, Electromagnetics, and Telecommunication 
(ICMEET-2022). Before this, six versions of the Conference with the title ICMEET 
were organized consecutively from 2015 to 2021. Every time, the proceedings is 
published in Lecture Notes in Electrical Engineering Series of Springer and indexed 
in SCOPUS. The Seventth ICMEET was organized by Shri Vishnu Engineering 
College for Women (A), Bhimavaram, Andhra Pradesh, India, during July 22–23, 
2022. The Conference received 315 manuscripts which were thoroughly reviewed, 
and 61 papers were selected for presentation at the Conference, maintaining an accep-
tance ratio below 20%. The Conference was organized in hybrid mode, in compliance 
with COVID restrictions. The Conference is power packed with a couple of keynotes 
and two invited lectures. Dr. C. P. Ravi Kumar, Texas Instrument, India, delivered the 
first keynote address on the first day of the Conference. Following this, the second 
keynote address is given by Dr. Jaume Anguera, IEEE Fellow, Founder and CTO at 
Ignion, Spain, on the topic of “Antenna Booster Technology: From Fundamentals 
to Applications”. The Conference also featured the first invited talk by Dr. Lakshmi 
Narayana, NERTU, on “Navigation of Natural Flyers and Autonomous Navigation 
for UAVs and MAVs”. Dr. Celia Shahnaz delivered the other invited talk on “Deep 
Learning Applications for Medical Image Analysis”. 

The Conference aimed to provide the latest research and technological updates 
in machine learning, artificial intelligence, and other novel techniques to signal 
processing, telecommunication, Internet of things, VLSI, and embedded Systems. 
The theme of the Conference covers significant areas of the latest technology like 
nanotechnology, electronic devices, 5G communication systems, and schemes. The 
Conference provides an annual International forum for presenting and discussing 
recent advances in microelectronics, electromagnetics, and telecommunications. It 
brings together leading international researchers, engineers, and practitioners inter-
ested in related technologies, which is the significant interest behind organizing 
Conference.

xi
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Interference and Cancellation Issues 
for an Indoor VLC Network 

Himani Sharma and Rakesh Kumar Jha 

Abstract With the high escalating demands of the user for uploading or down-
loading the data, voice call or sending a text, high speed is required with low latency. 
This requires larger bandwidth and vast frequency spectrum range. Light Fidelity 
(Li-Fi) is such a technology which caters to achieve high rising demands of the users 
thereby providing high quality of service (QoS) and quality of experience (QoE). In 
Li-Fi, the visible light is used for illumination as well as communication. In Li-Fi, 
data is transferred from the VLC apex points and received by the user cell phones. 
Li-Fi is a short range communication link formed with the VLC access point for 
data transmission and user for its reception. In order to fulfill the desired services, 
light will be emitted and transferred to the desired demanding users. This causes 
interference and the desired user may or may not get the light beam signals due to 
interference. The purpose of the proposal is to reduce the interference level occurred 
due to the light emitted by the array of LED when the demands of the user rise for 
an indoor VLC environment. Such interferences can be mitigated with the help of 
some SIC technique. This paper sheds light on the increase in the interference level 
and how it impacts the overall system performance rate. This is a next step toward 
6G technology. 

Keywords Light-fidelity (Li-Fi) · Visible light communication (VLC) · Light 
emitting diodes (LED) · Successive light interference cancellation (SIC) 

1 Introduction 

With the massive increase in the usage of LED apex points for illumination and new 
multimedia applications, the rise in the demand for high speed data rate is growing 
at fast pace. The sprint in the demand for high speed users, good QoS and QoE 
is escalating every now and then. Users need the required services for accessing 
online applications, uploading, downloading, chatting voice call, etc. Li-Fi or VLC
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is such a potent at hand in the wireless communication era. Thus, Li-Fi technology 
which is a short range optical wireless communication link formed between the LED 
which emits light by the light emitting diodes (LED) and the user at the receiving 
end where the photodiode converts the changes occurred in the received light into 
the electric current which is further used for the recovery of the data stream. Li-
Fi plays an eminent role in the wireless industry. This illuminating LED which is 
fitted at every household is used to emit light signal (transmitting source), and the 
photodiode (receptor) is used to detect the signal and demodulate it into its original 
signal with the help of optical-to-electrical convertor (OEC). Li-Fi satisfies the user 
with high data rate requirements and providing safe and secure data transmission and 
reception. Li-Fi has attracted the attention of both the researchers and the industry 
due to its fast acceptance in the market. 

Li-Fi or VLC is an amalgamation of illumination and communication simultane-
ously over the line-of-sight (LoS) link. Li-Fi provides the user with continuous or 
uninterrupted connectivity services because it exhibits large bandwidth. Li-Fi uses 
visible light for transmission and possesses high bandwidth for indoor area. The 
LEDs are cost-efficient and highly durable. LEDs are highly energy-efficient, reli-
able and easy to install. They have faster response. The quality of service improves 
and this enables high priority applications to run efficiently with lower latency rate. 
Various other factors such as channel gain must be considered to provide the signals 
according to the demand of the user. The users enjoy high data rate services with less 
time delay. If QoS is good, the quality of experience (QoE) automatically becomes 
better. Better the QoS, better the QoE experienced by the users. 

When the user urges for the services, the light beam is concentrated to the desired 
user based on its demand. LEDs possess no security threat to human life. It is a highly 
secured scheme. It is highly durable and consumes low power. Therefore, much power 
is saved. The major threat to this green communication network is interference from 
the neighboring LED which adversely affects the whole system performance rate. 
Thus, some energy-efficient technique is required in order to reduce this interference 
effect which will lead to high QoS and QoE. Our proposal work is based on the 
mitigating the interferences and boosting up the overall system performance rate of 
the system. 

2 Research Proposal 

Contributions: The research proposal aims at designing of an optimal energy-efficient 
architecture for high quality of communication with high speed user data rate and 
reduced complexity as depicted in Fig 1. Various modeling techniques are represented 
in [1], for indoor, outdoor, underwater and underground environment. Research is 
carried out for designing of an energy-efficient system, thereby reducing excess 
power consumption. In [2], a novel sequential load balancing technique with rein-
forcement learning (RL)-based access point (AP) is discussed which reduces the 
system complexity. In [3], a novel handover approach has been proposed where the



Interference and Cancellation Issues for an Indoor VLC Network 3

handover for a particular category is done, keeping in mind various attributes such 
as velocity of the user and quality of the channel in order to take the decision of 
handover. In [4], the impact of blockages and shadow formation is discussed. The 
experimental demonstration for a non-orthogonal multiple access (NOMA) Visible 
Light Communication (VLC) system with the use of Non-Hermit Symmetry (NHS) 
IFFT/FFT and other parameters such as transmitting distance and network coverage 
area are discussed in [5]. In [6], an optical ray tracing approach is studied in order to 
reduce the path loss in different link length for indoor laser-based VLC system which 
is done by defining the right positions for the transmitter and the receiver lowers to 
a point where the collection efficiency will be highest. The design for multiple VLC 
points for a hybrid system is discussed in [7], which aims in enhancing the data rate 
and improved capacity with respect to the desired demand as per the user. With the 
proposed SIC scheme, the interference from the neighboring array of LED can be 
reduced to a large extent. This is gaining a lot of attention from the researchers and 
industry as it is a road toward next generation (6G). In the proposed approach, as 
the user walks away from the LoS link, the light signals available to the user are 
lessened. The user may not receive the desired services as now it is not under the 
LoS (line-of-sight) link and FoV (field of view). Thus, there is an urgent need for an 
energy-efficient architecture for interference mitigation. With the proposed approach, 
there will be less complexity as the light beam is directed toward the demanding user 
according to its requirement, i.e., if a user wishes to upload or download a video 
or tends to do a video call, that user will be given utmost preference (here, A1). 
After the demands are fulfilled, the light emission for the said user is shut and the 
light signals do not interfere anymore to its neighboring cells with the help of SIC 
technique. Now, the demands for the user requiring light signals for voice or text will 
be given preference according to its need, considering the channel conditions.

In conventional VLC apex system, the users experience interference from its 
neighboring VLC apex points. This interference keeps on enumerating in tradi-
tional VLC APs and light from distinct VLC APs will intersect with one another. 
This hastens up the interference level and fall in the system performance. With our 
proposed approach, the mitigation of interferences is done with the help of SIC 
technique, and then further allocating the light signals to the desired users, with 
successive interference cancellation algorithm, the interferences are then succes-
sively cancelled out after satisfying the user based on its desired applications and 
their channel conditions. 

3 System Model 

The proposed system model drafted in Fig. 1 provides high speed data rate, high 
efficiency and low interference. The interference mitigation technique is done by SIC 
and then allocating the light signals to its desired users for attainment of high QoS and 
good QoE. With our proposed interference cancellation technique, the neighboring 
interferences are eliminated. This results in high QoS experienced by the users and
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Fig. 1 VLC model for conventional and proposed approach

low complexity. The VLC system model with traditional and proposed approach is 
depicted in Fig. 1 as shown. The proposed system model helps in mitigating the 
interferences with the aid of Successive Interference Cancellation (SIC) scheme and 
allocation method. 

The system model is deployed for an indoor room VLC system where the users 
are taken in a real-time scenario. Here, we have assumed three users A, B and C in 
case of conventional scheme and the users are at a certain distance to one another. 
The number of users may rise or fall for a general scenario. The transmitting power 
coming from the array of light emitting diode (LEDs) is fixed. The transmitter and 
the receptor must be in LoS for a proper communication to take place. The LEDs are 
connected to the VLC router and the backbone network with the help of advanced 
intelligent wireless network through optical fiber cable (OFC). The optimal channel 
conditions provide a better communication link for transmission and reception of 
signals. The reflectivity from various surfaces such as glass and wall is ignored here.
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In conventional approach, LED transmits continuously the light signals whether 
a user demands for it or not leading to much more power loss and energy wastage. 
In this approach, the transmission and reception go on continuously. In conventional 
system, user experiences interference from various neighboring VLC access points 
(APs), and this interference keeps on adding and light from these VLC apex points 
will intersect with each other. The user will experience interrupted signal. This leads 
to low quality of experience (QoE) by the user. 

We have considered three users A, B and C and A1, B1 and C1 for the conventional 
and proposed approach, respectively. R (VLC AP1), S (VLC AP2), T (VLC AP3) and 
U (VLC AP4) are the apex points emitting light signals. The users in conventional 
and proposed approach require different applications as per need. In conventional 
approach, the subscribers will be interrupted by neighboring VLC APs. For example, 
here, R (VLC AP1) will face interferences from S, T and U (Isr+ Itr + Iur). Similarly, 
S (VLC AP2) will get interference from R, T and U (Irs + Its + Ius). Thus, we see a 
constant addition in the interference level in the conventional approach. Interference 
and the SINR are inversely proportional to one another. Therefore, lesser the interfer-
ence level, the better is the signal-to-interference-noise ratio (SINR) and vice versa. 
The addition in the total interference level lowers the overall system performance 
rate. 

With the proposed approach, the interferences are mitigated to a large extent after 
fulfilling the users demand based on the channel conditions. The optimal channel 
selection is done considering the good signal strength. Here, h1 is considered as the 
best channel path taken for the light signals to travel with. In our real-time scenario, 
firstly, the users are detected which are in need of higher signal strength and need 
services such as uploading or downloading or doing a video call and after that the 
channel conditions are seen. If the channel condition is apt, the light signals emitted 
and given to the desired user urging for video call and then the light beam is given 
to the users requiring services for voice call and text. Thus, we can say the services 
are given on priority basis to avoid excessive power wastage. 

We will see a sudden drop in the interference level and high rise in the QoS expe-
rienced by the users. Interference tends to rise as the distance increases. Therefore, 
the users and the VLC apex points must be in FoV and in line of sight (LoS) to 
each other. Proper evaluation of channel conditions must be done to allot the signal 
strength to the desired users. The link which provides best channel condition for 
communication will be given first preference. 

In case of the proposed approach, the interference will be eliminated and cancelled 
out from the total interference with SIC technique. With the proposed interference 
cancellation scheme, decoding of the signals and then subtracting the unwanted 
interference is done. All the VLC apex points would transmit light signals to the user 
which are in LoS and the optical-to-electrical convertor converts the optical signal 
into the electric data stream. After serving the desired user which is in line of sight 
and bearing good channel condition, this particular signal will be eliminated from the 
total signal strength. This reduces the interference level. This increases the data rate 
and provides good QoS and high capacity. In conventional approach, the interference 
factor is high which tends to lessen with the proposed approach (Fig. 2).
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Fig. 2 SINR variation for conventional and proposed approach 

The impact of the proposed approach will be seen with lowering of the interference 
concentration from the respective adjacent VLC APs. Since in the conventional 
approach, user experiences interference from the neighboring VLC APs and there 
will be fall in the SINR and low system capacity. But, with the proposed interference 
mitigation approach and SIC technique, there will be improvement in the SINR values 
and the capacity also increases. Thus, overall system performance rate gets enhanced. 
The energy and the spectral efficiency of the user get enhanced. The conventional 
system provides low data rate and high latency rate due to large interferences from 
adjacent VLC APs. Thus, we see fall in the overall throughput of the system. This is 
eliminated with the help of proposed interference mitigation technique. 

The main agenda is to enhance the throughput and the performance level of the 
system. If the user moves away from the light source, the user may not receive 
the light signals so efficiently as the ones where transmitter and the receiver are 
perpendicular to each other. With the said proposed approach, the complexity is 
reduced. This leads to low power exhaustion. The user will enjoy high quality of 
service. The proper analysis has been shown below. The statistics collected in the 
table clearly show the rise in the SINR and the capacity with the proposed approach. 
The energy efficiency rises and the overall system performance rate gets enhanced.
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4 Results and Analysis 

With regard to the deployment scenario of the users for an indoor environment, the 
VLC APs and the users are at a distance of [1–4] m. The minimum number of users 
considered here is four for the real-time scenario. The count of the users may be high 
or low. The power emitted by the VLC APs is taken as 30 W. This optical wireless 
communication takes place with transmitter (here LED) and receiver (photodiode) 
being perpendicular to one another; that is, they must share LoS link in order to gain 
high signal strength of light signals. The probability of latency or delay signal strength 
is reduced in LoS communication. Thus, we see a high rise in the throughput level (as 
depicted in Fig 4) and the overall performance rate of the system. The neighboring or 
the adjacent VLC APs interference would be cancelled with the help of Successive 
Interference Cancellation (SIC) approach (Fig. 3). 

In our system model, the results are formulated based on the simulations done 
on MATLAB for the conventional and proposed approach. This section illustrates 
the cancellation of the unwanted interference coming from neighboring VLCAPs 
in order to enhance the overall performance rate of the system. This paper shows 
the increased signal-to-interference-noise ratio (SINR) as it can be seen in the graph 
with the proposed scheme. The proper results and simulations have been performed. 

The simulated results from Fig. 2 shows the SINR variation with respect to the 
user placed at different distances for an indoor VLC. It could be seen with each 
passing distance that the SINR increases for the proposed approach in contrast to the 
conventional approach. The graph depicts increased throughput rate, lower interfer-
ence level and high SINR with the proposed approach. The increased throughput rate

Fig. 3 Interference variation ratio for conventional and proposed approach
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Fig. 4 Throughput versus 
distance (m)

for the proposed VLC indoor system is illustrated in Fig. 4, where 4 VLC AP and 
4 users are deployed at 900 to each other so that they share LoS link. The distance 
is varied at each instant. The demands of the user are given priority based on the 
application demanded whether a person wants to upload or download, perform an 
audio call or simply text. 

This priority-based approach is achieved by analyzing the channel conditions. If 
the channel conditions are favorable, the user’s demand of desired application can 
be fulfilled without any delay. Thus, user enjoys high rate data services without any 
issue. There will be high-level interference issue from the neighboring VLC APs as 
the VLC APs are in close proximity to each other as shown in Fig. 1. Hence, the 
complexity of the system rises. Thus, the SINR and the throughput level of the system 
tend to fall as shown in Fig. 2. In contrast, there is an instant rise in the graph for 
the proposed scheme with respect to SINR and throughput as shown in Figs. 2 and 
4, respectively. As shown in Fig.3, for the conventional approach, the interference 
keeps on adding due to adjacent VLC APs continuous transmission. Therefore, the 
graph sees a fall in the system performance rate for the same said approach. 

When the interference is mitigated or gets reduced with the light cancellation SIC 
technique, the graph count sees a sharp increase in context to the overall system 
performance rate and the system capacity rises. With this approach, the VLC APs 
points concentrates its energy or emit light signals to the intended user and after the 
demands for the necessary services are fulfilled, and the interference is eliminated 
or gets subtracted from the total signal strength, thereby reducing the interference 
level and enhancing the throughput rate with a lead as depicted in Fig. 4. 

The capacity values will vary as the SINR varies which is given by the below 
formula:
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�i = B 
2 
log2(1 + SINRi ), bps (1) 

As the SINR varies, the capacity also changes. The hike in the SINR perfor-
mance rate is shown in the graph above. For better capacity or throughput rate, the 
energy efficiency and the SINR must be high. The proposed approach is able to 
show variation in the throughput level and increased SINR due to the least amount of 
interference level. Thus, we can say lower the interference, better the performance 
rate of the system and the user enjoys high QoS. With this approach, a lot of power is 
saved thereby lowering the power consumption. Similarly, Fig. 4 clearly describes the 
overall increase in the throughput level with the movement of the user as per distance. 
Thus, we can say that with lowering of the interference the system efficiency rate 
enhances. 

5 Conclusion 

To meet the high end requirements by the users for high data rate and intensified 
applications, we are moving toward this new technique of eliminating the interference 
coming from adjacent VLC APs via mitigation technique. The mitigation of the 
interference and the enhancement of the overall system performance rate are done 
with the help of the proposed approach. The proposed scheme fulfills the high data 
rate demand by the users and increases the overall throughput of the system by 
lowering the interference level. This paper focuses on the analysis done for the 
conventional and the proposed approach. The difference between the two approaches 
is shown via simulation done on MATLAB. With the increase in the system’s capacity, 
the subscriber gets high data rate and experience high quality of services. In near 
future, this indoor type of optical wireless communication may extend to outdoor 
communication too. A lot of research is going by the researchers on the VLC and its 
high tech use in the future for enabling optical communication to each household, 
labs, universities, etc. The use of array of light via VLC APs apex points reduces the 
power wastage and thus saves a lot of power consumption. This can be a great step 
toward 6G network. 
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FPGA-Based 128-Bit RISC Processor 
Using Pipelining 

T. Subhashini, M. Kamaraju, and K. Babulu 

Abstract The main aim is to implement 128-bit RISC processor using pipelining 
techniques through FPGA with the help of von Neumann architecture. With the 
increase in the use of the FPGA in various embedded applications, there is a need 
to support processor designs on FPGA. The type of processor proposed is a soft 
processor with a simple instruction set which can be modified according to use 
because of the reconfigurable nature of FPGA. The type of architecture imple-
mented is von Neumann. Prominent feature of the processor is pipelining which 
improves the performance considerably such that one instruction is executed per 
clock cycle. Due to the increase in innovations in the development of processors, the 
increasing popularity of open source projects like RISC-V ISA (Instruction Set Archi-
tecture), there is a need to also rapidly understand these designs and also upgrade 
them which can easily be performed on FPGA with trade off in speeds and size as 
compared to commercial ASIC processors, and hence, we are motivated to under-
stand these systems. In this paper, a 128-bit RISC processor is implemented using 
FPGA pipelining. 

Keywords RISC—reduced instruction set computer · FPGA—field 
programmable gate array · ISA—instruction set architecture · ASIC—application 
specific integrated circuit
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1 Introduction 

The two primary techniques within the traditional computation for the execution of 
algorithms are: ASIC (Application Specific Integrated Circuit) and Microprocessors 
[1, 2]. ASlCs are wont to perform some specific application or are often manufactured 
as per customer needs. The most drawback of this microchip is its static architecture. 
The architecture remains same throughout its life cycle. Hence, the second technique, 
i.e., Microprocessors, came into picture. They execute instructions to perform the 
task of computation. The architecture of this technique is not static since it can alter 
the system functionalities, through software coding, without touching the hardware. 
But the disadvantage with this system is that every time processor has to fetch the 
instructions stored in the memos and executes only after the prior understanding of 
what operation it must do with those instructions. Hence, this results overhead within 
the execution. So reconfigurable computing came into existence which connects both 
hardware and software by making architecture of the system dynamic and reducing 
the execution overhead. The performance of a machine becomes determined by 
way of three key elements: clock cycles per instruction (CPI) [3], clock cycle time 
and instruction count. The instruction set architecture and therefore the compilers 
required for a given program. However, each of the clock cycle time and therefore 
the big variety of clock cycles in step with preparation are often determined through 
the processor implementation. The development of the control unit and data path 
for single cycle implementation scheme of the RISC instruction set. This paper 
emphasizes on architecture of the proposed RISC [4] processor, succeeding with 
examining each building blocks of the architecture, instruction formats and kinds of 
instructions. Finally, we conclude it with checking power dissipated by the proposed 
processor and its simulation results. 

2 Literature Survey 

In outlining a chip, there are a couple of parameters that have got to be considered. 
A number of these parameters include: speed review, throughput, number of bits 
that the microchip manages directly, number of instructions the chip can execute and 
different contemplations that contribute for the execution of the chip. Factors that 
incorporate multifaceted nature, possibility for usage, configuration structure and 
capacity to be actualized within the accessible apparatuses were likewise consid-
ered. So to deliver and to understand the contemplations for these parameters, the 
accompanying investigations were looked into and examined.



FPGA-Based 128-Bit RISC Processor Using Pipelining 13

2.1 Pipelined Versus Non-pipelined 

Normally, pipeline-implemented processors are faster than non-pipelined processors. 
In non-pipelined processors [5], one instruction is executed per clock cycle, but in 
pipeline-implemented processor every part of it is kept busy. Many instructions are 
executed per clock cycle in pipelining technique by dividing one instruction into 
many number of instructions. Pipelining increases the CPU throughput but increases 
the latency thanks to overhead of the pipelining process itself. Hardware or software 
implementation of pipeline technique is feasible. Pipeline may be a series of stages 
where some work is completed at each stage and work is not completed until it is 
skilled all the stages. 

2.2 Architecture Comparison 

RISC versus CISC: RISC is often abbreviated as Reduced Instruction Set Computing, 
whereas Complex Instruction Set Computing is an abbreviation of CISC. CISC had 
sizable amount of instructions wherein some instructions for special tasks were used 
infrequently. Compilers became more prevalent. RISC is meant to perform smaller 
number of sorts of computer instruction so it is ready to operate at a better speed than 
CISC. RISC has less number of instructions. It could also be 128 or less and hence few 
addressing modes. Access instructions were limited to LOAD and STORE. All the 
operations were performed within the registers of the CPU. The foremost important 
feature of RISC compared thereupon of CISC is single cycle execution, i.e., done by 
overlapping fetch, decode and execute phases of two or three instructions referred to 
as pipelining. 

3 Existing and Proposed System 

Earlier works based on without using pipelining technique, i.e., non-pipelined RISC 
processor. This non-pipelined processor has many cons compared to the pipelined 
system. When a non-pipelining system is taken into account, the most processes like 
decoding, fetching, execution and writing into memory are executed during a single 
step, and a single instruction is executed at a time. In case of a non-pipelined system, 
CPU scheduler selects the instruction or command from the pool of instructions in 
wait state, when execution is free. Execution takes longer or more number of cycles 
comparatively. 

The proposed system uses FPGA pipelining with 128-bit RISC processor. 
Pipelining [6] is the concept of gathering the instructions from the processor through 
a pipeline. Pipelining can also be defined as a gaggle of knowledge processing units 
that are arranged serial in order that the output from one element becomes the input of
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the next or next element. During this technique, multiple instructions are overlapped 
during execution. It is mainly wont to create the instructions during a processor such 
that the processes run in concurrent way. Thus, pipelining [7] may be a simple process 
which adds the new tasks frequently by removing the finished ones. Many instructions 
are executed parallel. The efficiency of the system depends upon the performance of 
CPU scheduler and the execution time is extremely low, and therefore, the execution 
is completed during a less number of cycles. 

RISC processor is implemented using von Neumann architecture. This architec-
ture has the advantages of one shared memory for programs and data, one bus is 
employed for access, an ALU and a program control unit. Control unit [8] fetches 
the info and instruction during a similar manner from memory. The control unit’s 
design and development became cheaper and faster. Similar way is used to urge the 
info from I/O devices and memory. 

4 128-Bit RISC CPU Architecture 

4.1 Introduction 

Reduced Instruction Set Computer commonly known as RISC is a sort of 
architecture-based processor. “Architecture” resembles the way a processor is 
designed and implemented in the both hardware and software that is nearest to 
the silicon on which the processor runs. Hardware architecture requires code that 
breaks down instructions into 0 s and 1 s that the machine can identify—known 
as machine language. Processor architectures are entirely dissimilar to others, and 
therefore, the ISA software might be a replica of that. The difference between both 
can be determined by the way in which the tasks are completed, like handling of 
registers, interrupts, addressing of memory, external I/O and so forth. The proposed 
RISC processor is for 128-bit inputs, and the ALU of the processor contains 128-bits 
in order to perform the operations on the processor. The processor is implemented 
by using a code snippet developed on the Xilinx tool. Mainly, the processor contains 
control unit, CPU execution unit and ALU. 

Figure 1 shows the 128-bit RISC CPU Architecture. It consists of address logic, 
register file, DPA, barrel shifter, 128-bit ALU, control and instruction decoder and bus 
register with instruction pipe. Address logic is just a reference address used to access 
the memory location of the CPU. Register file is basically an array of processors. 
They are used to set data between memory and the functional units on the processor 
chip. DPA’s size changes as per the requirement of the processor. Barrel shifter is 
used to shift the operations in powers of 2. ALU is used to perform arithmetic and 
logical operations. Control and instruction decoder is used to generate control signals 
and decode the instruction.

Figure 2 shows the pipelined architecture. In the proposed system, we are using 
pipelining technique. Pipelining is used for the faster execution of the system. In
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Fig. 1. 128-bit RISC CPU 
architecture

pipelining, all instructions gets overlapped. Pipelining is a process of arranging 
hardware components in CPU (Central processing unit) so it can increase the perfor-
mance of the processor. Pipelining architecture also used for storing and executing 
instructions in a sequenced manner. Pipelining technique has multiple stages and 
these stages are interlinked with one another in a pipelining manner that is pipe-
like structure. Pipelining results in faster ALU [9]. These pipelined architectures are 
executed with higher frequencies. And in this pipelining technique, we are using von 
Neumann architecture. Von Neumann architecture has same memory for both data 
and instructions.

4.2 RISC Instruction Set 

All the processor instructions can be classified into three groups in terms of instruction 
encoding. 

1. R-type (Register). 
2. I-type (Immediate). 
3. J-type (Jump).
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Fig. 2 Pipelined architecture

In the instruction encoding, 32 bits of instructions are divided into several fields 
of fixed widths. All instructions may not use all the fields. Since the relative positions 
of some of the fields are same across instructions, decoding these instructions is very 
simple. 

4.2.1 R-type 

In R-type, an instruction can use up to three register operands: two source and one 
destination. In addition, for shift instructions, the number of bits to shift can also be 
specified. R-type instruction set is shown in Fig. 3

4.2.2 I-type 

I-type instruction set is shown in Fig. 4. I-type contains a 16-bit immediate data field. 
It supports one source and one destination register.
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Fig. 3 R-type instruction set

Fig. 4 I-type instruction set 

4.2.3 J-type 

J-type contains a 26-bit jump address field. It is extended to 28 bits by padding two 
0 s on the right. Figure 5 shows J-type instruction set. 

Fig. 5 J-type instruction set
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4.3 RISC Pipelining Stages 

This processor consists of multiple pipelined stages. Flow chart of pipelining stages 
is shown in Fig. 6. The stages are classified as: instruction fetch (IF) stage, instruction 
decode (ID) stage, execution (EX) stage, memory write back stage and register write 
back stage. Each stage is separated by a register buffer for pipelining. Consecutive 
stages are fed with two separate clocks and alternate with same clocks. These two 
clocks are non-overlapping, half cycle separated clocks to ensure certain guard band. 

Taking an instruction example: ADD R1, R2, R3. 

4.3.1 IF Stage: (Instruction Fetch) 

Figure 7 shows the IF stage. As the name suggests, in this stage, the instruction is 
fetched from the instruction memory. This is done using a special register called

Fig. 6 Flowchart of 
pipelining stages 



FPGA-Based 128-Bit RISC Processor Using Pipelining 19

Fig. 7 IF stage 

program counter (PC). Every instruction is 128 bit wide and every memory word 
is also 128 bits; therefore, each memory word has a unique address. The PC stores 
the value of this address. The value pointer by program counter in the memory is 
the address of instruction; this instruction is given to instruction register (IR ← 
Mem[PC]). The value of new program counter register is also incremented by 1, i.e., 
(NPC ← PC + 1). 

4.3.2 ID Stage: (Instruction Decode) 

ID stage is shown in Fig. 8. The instruction is fetched from the instruction register 
or decoded. The opcode field is 8 bits. First source operand Rs and second source 
operand Rt are present. The last stage is 64 bit immediate data field. In case of jump 
instruction, the data field is 120 bits. The register operands along with data field 
from the instruction are read in parallel. This is possible because these fields are in 
fixed location in the instruction format. This stage also uses sign extension where 
the immediate data is sign extended to make it 128 bits. In this stage, the value of 
first source register R2 is given to register A and second source register R3 is given 
to B from the register bank (A ← Reg[rs1]; B ← Reg[rs2]).

4.3.3 EX Stage: (Execution Stage) 

This is the stage where actual computation on given data is performed, depending 
on the type of instruction which is determined from the ID stage. Among NPC, A, 
B and IMM, two are selected and their value is given to the ALU. Figure 9 shows 
the EX stage.
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Fig. 8 ID stage

Fig. 9 EX stage 

In the ALU (Arithmetic and Logic Unit) block, depending on the type of instruc-
tion either arithmetic, logical, shift, comparison operation is performed. For branch 
type instructions, value of register A is compared to zero using a comparator and 
branch condition is accordingly checked. Since the type of instruction is ADD (for 
example), which has a specific opcode value, addition is performed in the ALU and 
the result is stored in the ALU output register (ALU output ← A + B).
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Fig. 10 MA stage 

4.3.4 MA Stage: (Memory Access Stage) 

Memory access stage is shown in Fig. 10. This is the memory write back stage where 
result obtained from EX stage is written at a specific memory location or read from 
it. This stage is used only in case of load and store instructions. In case of other 
instructions, this stage is simply ignored. For storing instructions, memory data is 
loaded in register LMD. 

4.3.5 WB Stage: (Write Back Stage) 

In the final stage of the processor, data generated by the ALU is written back to the 
register bank in case of register type instructions. Here, there are two possibilities: 
the data can either come from the memory in case of LOAD type instruction which is 
loaded into the register LMD or it can come from the EX stage; hence, accordingly, 
data is selected from the two and given to the register bank. The address of the register 
at which data is to be stored is specified in the instruction encoding. Figure 11 shows 
write back stage.
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Fig. 11 WB stage 

5 Results 

5.1 Simulation Results 

Figure 12 shows the RTL Schematic Diagram of 128-bit RISC processor imple-
mented using FPGA Pipelining. It contains address lines, status, enable pin, input-
outputs, ALU and clk signal. Each of this has internal block diagram that is shown 
in Fig. 13. 

Figure 13 shows the Technology Schematic Internal Diagram of 128-bit RISC 
processor implemented. It consists of control unit, CPU, execution unit and ALU. 
This internally consists of mux, latches, flip flops, adders and the blocks.

Fig. 12 RTL schematic diagram of 128-bit RISC processor
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Fig. 13 Technology schematic internal diagram of 128-bit RISC processor

Figure 14 is the output waveforms of the 128-bit RISC processor implemented. 
The ALU is varied between 124 and 128 bits. Here, the ALU has 128 bits to perform 
operations on the inputs. Inputs are enabled and outputs are verified accordingly.

5.2 Analysis Data 

Figure 15 is the detailed delay analysis of the 128-bit RISC processor implemented. 
The total delay obtained here is 11.493 ns.

Figure 16 shows the detailed power analysis report for the 128-bit RISC processor 
implemented. The total power dissipated is 0.362 W. Figure 17 shows the number of 
registers, flip flops, latches, number of LUTs, etc.…
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Fig. 14 Output waveforms

Fig. 15 Delay analysis

Fig. 16 Power analysis

6 Conclusion 

The designed 128-bit RISC processor incorporated with pipelining technique for 
performance enhancement, simulated and implemented the same on Xilinx Virtex 
series FPGAs. The complete instruction set was tested individually, and at last, a 
code snippet is tested which consisted of all types of instructions. Pipelining tech-
nique yields better results in terms of speed of execution. It consumes less power of 
0.362, operated at a frequency of 87 MHz. The implemented system has the uplift
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Fig. 17 Summary report

of low dissipation of power, occupies lesser area and achieves faster concurrent 
programming execution. 
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Analysis and Implementation 
of a Multi-path and Metal-Stacked 
8-Shaped Inductor 

Keerthi Somraj and P. Akhendra Kumar 

Abstract The enhancements in technology, have reduced the area of the transceiver, 
increased the frequency of operation which in turn is increasing the power require-
ment, and the distance between the elements on the chip has to be highly opti-
mized. It is in this scenario that an 8-shaped on-chip inductor can be used in a 
transceiver circuit. This paper presents a compact multi-path and metal-stacked 
8-shaped inductor which offers better inductance as compared to the single-path, 
multi-path, and metal-stacked inductors. The inductance of the proposed inductor is 
observed as 1.4 nH which is nearly 20\% more than the inductance of a single-path 
metal-stacked inductor. 

Keywords Transceiver area · Multi-path · Metal-stacking · 8-shaped inductor 

1 Introduction 

The rapid growth of technology in the formulation of an RF transceiver has led to the 
continuous miniaturization of CMOS building blocks. This miniaturization which led 
to a reduction in the overall cost of the system is a challenge in the case of designing 
the circuits. For RF circuits, inductors play a major role in transmitting/storing energy 
and also occupy most of the circuit’s surface. To overcome this problem integrated 
planar components have been introduced. The conductive coils are inserted on a 
magnetic circuit which mostly is made of ferrite to design the inductive components. 

More often than not the spiral inductors provide better Q-factor and inductance but 
at the cost of increased area. Consequently, stacking of the metal layers which was 
first introduced for GaAs technology and later adopted for the CMOS technology has 
gained importance due to its compact area. The stacked structures generally exhibit

K. Somraj (B) · P. Akhendra Kumar 
Department of ECE, Faculty of Science and Technology, IFHE University, Hyderabad, India 
e-mail: keerthisomraj@gmail.com 

P. Akhendra Kumar 
e-mail: akhendra.p@ifheindia.org 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
V. V. S. S. S. Chakravarthy et al. (eds.), Advances in Signal Processing, Embedded 
Systems and IoT, Lecture Notes in Electrical Engineering 992, 
https://doi.org/10.1007/978-981-19-8865-3_3 

27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8865-3_3&domain=pdf
mailto:keerthisomraj@gmail.com
mailto:akhendra.p@ifheindia.org
https://doi.org/10.1007/978-981-19-8865-3_3


28 K. Somraj and P. Akhendra Kumar

a single resonance frequency and thus can be modeled with the help of lumped RLC 
tank network [1]. Regrettably, this has affected the quality factor and self-resonant 
factor with issues such as the proximity effect, skin effect, and inter-wire capacitance. 
Due to these losses, the Q-factor of integrated inductors has been degraded. 

Another technique to improve this Q-factor is to increase the metal thickness or 
the width of the coil. This can reduce the DC resistance in the coil, but it doesn’t offer 
any advantages at the higher frequencies due to current crowding on the surface of 
the coil [2]. Additionally, optimizing the width of the coil also affects the losses due 
to the skin effect and eddy currents which are present due to the current loop present 
inside the coil. Hence multi-path inductors are proposed to reduce the eddy currents 
and the resistive losses which are reduced due to the non-uniform distribution of the 
current [3]. 

The applications of on-chip inductors vary from tuned amplifiers and mixers with 
high frequencies to low noise amplifiers (LNA) and voltage controlled oscillators 
(VCO). In most of these applications, the inductor is used to maximize the gain of 
the electronic circuit. 

This paper describes an 8-shaped inductor that is less susceptible to external 
magnetic fields when compared to spiral structures. Figure 1 represents a typical 8-
shaped inductor that comprises two symmetric loops. These loops lead to providing 
equal magnitude distribution with opposite polarities in the structure which leads 
to a reduction of the coupling effects caused by the Electromagnetic Compatibility 
(EMC) which results in lesser noise generated in the inductor or the electronic circuit 
[4]. 

The DC self-inductance in general is relatively proportional to the metal length. 
As we can see here from the Fig. 1 the metal length of an 8-shaped inductor is 
relatively high compared to a circular structure, it offers better self-inductance [5]. 
Due to the presence of symmetrical and reverse magnetic fields present in the two

Fig. 1 Single-path and 
multi-path 8-shaped inductor 
layout 
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loops of this structure, the mutual inductance is negligible. As suggested in [6], the 
usage of the 8-shaped structures has led to an increase in the inductance value by a 
range of 25–70%. 

The rest of this paper is divided as follows: Sect. 2 provides a description of the 
8-shaped inductor, Sect. 3 analyzes the performance of the inductor, and this paper 
is concluded in Sect. 4. 

2 Literature Survey 

The implementation of an on-chip inductor necessitates a multitude of trade-offs that 
depend on the lateral and vertical geometries of the inductor. The lateral geometry 
is specified based on 

1. number of turns, n 
2. spacing between the edges, s 
3. metal width, w 
4. Number of sides, and 
5. average diameter davg, determined from the outer and inner diameters [7]. 

However, the vertical geometry is dependent on the cross-section of the layout. 
The inductance of the inductor can be calculated from the above lateral parameters, 
but the parasitic capacitance and resistance are determined using both the lateral and 
vertical parameters [8]. 

The best compromise to obtain better quality factor, electrical performance, and 
high integration density is when the length Dx and width Dy of the inductor are equal 
or Dx/Dy is equal to 1 [7]. The length of the metal track is also higher in the 8-shaped 
layout when compared to the circular layout. The self-inductance of the inductor is 
proportional to the length of the metal wire, and since it is higher in the former case, 
it offers better inductance compared to the latter (Fig. 2).

The self-resonating frequency (SRF) is an important parameter in the inductor 
configurations and is given by 

SRF = 1 

2π
√
LC 

, (1) 

where L = inductance and C = capacitance. 
It is used to determine the frequency at which the inductor starts behaving as a 

capacitor. The total capacitance of this inductor is dependent on the length of the 
metal wires as well as the footprint of the metal track on the substrate. Apart from 
this, there is also some capacitance due to the presence of the crossing of layers 
between the two loops [9]. 

The quality factor of the inductor is also affected by the crossing as it increases 
resistance, which leads to a decrease in the value of Q.
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Fig. 2 Single-path 
metal-stacked 8-shaped 
inductor layout

Q = 
L 

R 
(2) 

Here, 
ω is the angular frequency, 
L—Inductance of the coil, 
R—Resistance of the coil. 
In general, the Q value for an O-shaped inductor and a single turn 8-shaped 

inductor is approximately equal. But, in the case of two-turn or three-turn structures, 
there is a significant reduction in the peak Q value as the bottom layers are less 
conductive when compared to the top metal layer. This is a limiting factor that 
restrains the usage of multi-turn inductor configurations. 

To overcome this restraint, metal stacking is used. Here, multiple layers of metal 
are stacked together to obtain lower resistance. However, when the lower metal 
layers are stacked, it is seen that the parasitic capacitance between the inductor and 
the substrate has been increased since the distance between the substrate and the 
lower metal layer has been decreased. It has been observed that the metal stacking 
between the two top metal layers has improved the Q-factor considerably [10]. 

As observed in equation (2), one method to improve Q is by reducing R, which in 
turn is dependent on the frequency of operation. The increase in frequency leads to an 
increase in the crowding of current on the surface of the metal coil. In general, for a 
CMOS process, the width of the metal is much greater than the metal thickness, which 
leads to the distribution of current only on the two ends of the coil. This creates a 
non-uniform current in the coil and leads to increased resistance. The effective cross-
sectional area is also reduced due to this non-uniformity which induces proximity 
effect in the configuration, which is worse in the case of multi-turn inductors. 

As mentioned in [11], an effective method to reduce this current crowding and 
non-uniform distribution is to use multi-path configurations which can also reduce 
the resistance. This method is effective in the case of 8-shaped inductors but cannot
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be applicable for spiral structures as they have smaller inner loop lengths compared 
to outer loops. 

3 Analysis of Multi-path and Metal-stacked 8-shaped 
Inductor 

Figure 3 shows the proposed multi-path and metal-stacked 8-shaped inductor which 
has two paths and three layers of metal stacking with outer dimensions of 74 × 90 
μm, respectively. The top layer is implemented with metal 6 to incur low losses, and 
the bottom layer is implemented using metal 2. The two metal layers below the top 
layer are interconnected. In this way, for the same given area, the inductance value 
obtained is more than twice the inductance observed in the case of multi-path only. 

The maximum Q-factor attained after the simulation has been observed to be 6.4 
at 14 GHz, (see Fig. 4), and the inductance has been observed as 1.4 nH which can 
be observed from Fig. 5.

This proposed inductor has further been compared to a single path, multi-path, 
single path metal stacked, as well as with spiral inductor configurations of the same 
dimensions. 

In the above Fig. 6 which depicts the relation between the frequency and quality 
factor, we can observe the SRF of the single-path and multi-stack inductor described 
in Fig. 2, in comparison with the proposed inductor layout described in Fig. 3, 
at different frequencies. The comparison of the inductance values for the above-
mentioned inductors can be observed from the below Fig. 7.

The above-mentioned configurations and their values can be seen in Table 1.

Fig. 3 Multi-path and metal-stacked 8-shaped inductor layout 
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Fig. 4 Q-factor attained for the proposed inductor 

Fig. 5 Inductance attained for the proposed inductor

Table 1 provides a comparison of the values obtained after simulation for the 
different configurations. Here, we can see that though the spiral inductor as shown 
in Fig. 6 has the highest Q value, it has the lowest inductance of all the above 
configurations. 

This proposed inductor though offers a lower Q-factor compared to the other 
configurations but offers higher inductance compared to all of them.
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Fig. 6 Comparison of single-path and multi-path inductor’s Q-factor values 

Fig. 7 Comparison of inductance

Table 1 Comparison of 
parameters for various 
inductor configurations 

Inductor 
configuration 

Maximum 
Q-factor 

Inductance 
(nH) 

SRF (GHz) 

Single-path 14.45 at 22.5 
GHz 

0.2 118.5 

Single-path and 
metal stacked 

7.75 at 13 
GHz 

1.2 39.5 

Multi-path 9.2 at 28.5 
GHz 

0.2 115.5 

Spiral 18.39 at 20 
GHz 

0.134 117.5 

This work 6.4 at 14 
GHz 

1.41 39
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Table 2 Comparison of 
proposed inductor with 
existing inductors 

Ref No. Dimension Quality factor Inductance 

4 466 × 800 μm 13 3.5 nH 

11 200 × 200 μm 15 at10 GHz and 
17 at 13 GHz 

0.5 nH 

10 – 20.6 584 pH 

9 360 × 400 μm 22 906 pH 

This work 74 × 90 μm 6.4 1.41 nH 

Table 2 describes a comparison of the proposed 8-shaped inductor with already 
existing inductors. The area occupied by the proposed inductor is very less compared 
to the previous inductors and also offers much better inductance. 

4 Conclusion 

In this paper, we have proposed a high inductance two-path 3-layered metal-stacked 
8-shaped inductor, and its Q-factor and inductance have been simulated and are 
observed to be 6.4 at 14 GHz and 1.41 nH. Apart from this, various configurations of 
the 8-shaped inductor for the same dimensions as the proposed inductor, i.e., 74 × 
90μm have also been designed, and their simulated values are also compared with 
the proposed inductor. In addition to this, a spiral inductor of the same dimensions 
has also been designed and compared with the proposed configuration. Although, 
the single-path, metal-stacked inductor produces approximately similar inductance 
but a difference of nearly 20\%, makes the proposed inductor better. Also, the losses 
due to eddy currents and non-uniform current distribution are considerable in case 
of the single-path, metal-stacked inductor. Though the metal stacking improves the 
Q-factor, it also increases the proximity effect between the top and bottom metal 
layers, thereby increasing the resistance. In the future work, we would be using this 
inductor in designing a low noise amplifier circuit for the RF transceiver. 
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Improved Conversion Gain with High 
SFDR and Highly Linear RF Mixer 
Using Inductive Gate Biasing Technique 
for Low Power WAS and Radio LAN 
Applications 

Avvaru Subramanyam and R. V. S. Satyanarayana 

Abstract Wireless access systems (WASs) are ubiquitous, fulfilling various techno-
logical needs in our day to day life. In order to meet the latest requirements in terms 
of power, size and cost, they impose very stringent specifications w.r.t. the perfor-
mance of various subsystems in them. Inductive gate biasing technique (IGBT ) is  
proposed for performance enhancement of active mixer, a subsystem of RF front 
end of any superheterodyne receiver, to cater the need of low power WAS including 
Radio LAN (RLAN) applications. It features a double balanced down conversion 
mixer topology with inductive source degeneration and active loads along with single 
ended to differential converters (SE2DCs) for both RF and LO inputs of the mixer. 
Post layout simulation (PLS) results account for a conversion gain (CG) of 13.62, 
93.58 dB spurious free dynamic range (SFDR), 39.10 dBm third order input intercept 
point (IIP3) and a single side band-noise figure (SSB-NF) of 12.09 dB at 3.49 mW 
of D.C power consumption in 180 nm CMOS technology with 1.8 V supply voltage 
for 5.15 GHz RF and 100 MHz IF. 

Keywords Mixer · SE2DC · IGBT · RLAN · CG · IIP3 · SFDR · SSB-NF 

1 Introduction 

Adoption of latest WLAN (802.11ax) needs to be encouraged in public Wi-Fi projects 
for greater use of relatively less congested 5 GHz band [1] in India for applications 
[2] in Fig.  1. IP-based technologies shaped necessity for unified regulatory regime for 
multimedia services across communication platforms not only to promote adoption 
of newer technologies including 5G but also to reduce cost to the end user [3]. Table1 
summarizes the regulatory requirements for applications like WAS and Radio LAN. 
Also referred as frequency translator, a mixer converts a signal from one frequency to
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another by a definite conversion gain or loss, CG or CL which is the ratio of amplitudes 
of the output to the input, shown in Fig. 2a. When the difference frequency, used as 
the IF, the mixer is called downconverter [4]. A single ended mixer (SEM) having  
a single mixing element is basic with simplicity as its merit while RF loss due to 
external RF or LO coupling being its setback. Two SEMs are combined in single 
balanced mixer for port isolation [5]. A double balanced mixer has four mixing 
elements leading to improved linearity [6]. As frequency translation devices, role of 
mixers is indispensable in communication [7], found in entertainment equipment, 
test instruments, communication gear, counter measure systems and radar units, etc. 
[8], categorized by CG or CL, in addition to their noise and distortion contribution 
[9]. 

Noise determines system requirements w.r.t. the smallest input signal power, char-
acterized by noise figure [10]. Third order intermodulation distortion, IM3, is the ratio 
of amplitudes of the third order intermodulation product, ID3, and the fundamental 
output component, ID1. 1-dB compression point is the level of input which roots 
the small-signal linear gain to descent by 1 dB. Dynamic range of an RF system is

Fig. 1 Low power WAS and RLAN applications specific to 802.11ax (Wi-Fi 6) standard 

Table 1 Summary of 
regulatory requirements in 
India 

Regulation code: NFAP2011/2018-IND 67/29-GSR # 
46E/1048E 

Band (MHz) 5150–5350, 5725–5875 

License Type Unlicensed 

Max. mean EIRP 200 mW (23dBm) 

Max. mean EIRP density 10 mW/MHz 

Band usage Low power WAS and Radio LAN

        (a) (b) 

Fig. 2 a Typical mixing process of an ideal mixer. b RF design hexagon 
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referred by its SFDR. RF circuits deal with trade-offs in Fig. 2b, to lower the noise 
of a front-end block (say, amplifier), we must sacrifice linearity or consume more 
power [11]. 

2 Literature Survey 

Balanced RF performance is offered by downconversion mixers w.r.t. CG, linearity 
and NF, under the common supply rail, heaps transconductance and switching quad 
stages and load resistors, one over the other, maneuvering a higher VDD [12]. To 
reduce the transistor count beneath the supply rail, IF output stage and LO switches 
are folded out [13, 14]. Bias current for LO and RF stages is partially shared causing 
an additional power consumption [15]. Substitute is the current-bleeding active mixer, 
which lifts CG and NF [16]. nMOS current-bleeders shield RF and LO ports for 
isolation. Without any excess power consumption due to inductive gate bias on the 
current-bleeding transistors to pump up the transconductance current, improved CG 
achieved in [17]. But, this degrades NF. Instead of heterodyne systems, in receivers 
of direct conversion type, the silicon area can be reduced [18]. But, they suffer from 
DC-offsets [19]. Linearity gets degraded owing to noise impairments due to leakage 
triggered by the D.C offset which affects system’s dynamic range [20]. By lowering 
IM3, linearity of active mixers or LNAs can be increased using derivative superposi-
tion (DS), modified, and enhanced DS methods [21–23]. Current bleeding/reuse tech-
niques require multitude of biasing circuits which increases the complexity and size. 
In feed forward distortion cancelation, a feed forward path using a shunt-feedback 
power-hungry auxiliary amplifier used in [24]. Active circuit in the feed forward 
path generates IM3 component whose magnitude is same, but, with opposite phase 
[25], causing gain and NF penalties. Improved linearity was achieved by a crite-
rion that integrated techniques like active/passive loads and current bleeds, passive 
source degeneration that reported a moderate SFDR, a little improved CG at a little 
expense of NF [26]. For RFIC designs, differential approach gained preference due 
to increased dynamic range, agreeable rejection of parasitics and its invulnerability 
to common-mode noises [27], however, at the cost of CG and NF. In view of these 
works, there is a need to address mixer topology/technique to mitigate the trade-offs 
and is the motive of this work. In this paper, Sect. 3 describes design of conventional 
double balanced mixer, proposes IGBT and coalesces it with active load, source 
degeneration and SE2DCs to elude transformer baluns. Section 4 reports post layout 
simulation results and discussion followed by comparison of results in Sect. 5 and 
conclusion at the end.
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3 Design Methodology 

3.1 Conventional Double Balanced Mixer (CDBM) 

Current switching is the key in operating the mixer shown in Fig. 3a, where direction 
changing current is offered to the load resistors depending on LO stage transistors 
(M3–M6) state. M1–M2 forms RF stage and thus referred as stacked stage mixer 
topology [28]. Equations (1–4) govern the design of CDBM; the design parameters 
and device sizing are presented in Table 2. gm/Id refers to the transistor’s inversion 
level. For values in the 5–8 ℧/A range, strong inversion occurs and weak inversion 
for 20–25 ℧/A. A trade-off among intrinsic gain, speed ( fT ) and power efficiency 
can be used to find the inversion level. Higher speed is exhibited by transistor in 
strong inversion compared to that in weak inversion which results in lower intrinsic 
gain. Moderate inversion provides good trade-off among performance metrics and 
is used here. 

Pdc = VDD.ISS; CG  ≈ 
2 

π 
gm RL; 

Ids  = g2 m 
2μCox 

W 

L 
; gm = 2Ids(

Vgs − Vt
) , 

(1–4) 

where μ is the surface mobility, Cox is the oxide capacitance, Vt is the threshold 
voltage and Vgs is the gate to source voltage of respective MOSFETs in the design 
[29].

Fig. 3 a Conventional mixer with resistive loads. b Proposed mixer using IGBT



Improved Conversion Gain with High SFDR and Highly Linear RF … 41

Table 2 Design parameters 
and device sizing of the 
mixers 

Design parameter/device size Value 

Technology/process node 0.18 µm 

Supply voltage (VDD), current source 
(ISS) 

1.8 V, 1.94 mA  

D.C power (Pdc), expected conversion 
gain (CG) 

3.5 mW, 10 dB 

Overall transconductance (gm ), load 
resistance (RL ) 

32.33 m℧, 50  Ω 

gm /Ids  ratio 16.66 ℧/A 

RF and LO stage transistor widths 
(WRF,WLO  ) 

240, 120 µm 

RF and LO transistor overdrive voltages 
(Vod R F , Vod L O ) 

60, 120 mV 

pMOS active load transistor width 
(M7-8PAL) 

5.6 µm 

Gate biasing transistor width (M9-10IGBT ) 26 µm 

Gate biasing inductance (L1IGBTs) 2.26 nH 

Source degenerative inductor (L1-2SD) 0.8 nH 

Bias voltage for pMOS active load 
(VPALbias) 

0 V  

Bias voltage for gate biasing transistor 
(VIGBTbias) 

0.36 V 

Inductance of SE2DC for RF and LO 
inputs (L1-2RF, L1-2LO) 

1.54 nH, 1.57 nH 

Capacitance of SE2DC for RF and LO 
inputs) C1-2RF, C1-2LO) 

618 pF, 630 pF 

RF and LO input frequencies ( fRF  , fLO  ) 5.15, 5.05 GHz 

IF output frequency ( f I F  ) 100 MHz 

Input RF and LO powers (PRF  , PLO  ) −30, 0 dBm

3.2 Proposed Double Balanced Mixer (PDBM) 

PDBM uses IGBT to improve CG and linearity based on the techniques in [26], 
especially linearity. Resistive loads are replaced by pMOS active loads (M7-8PAL) to  
improve CG as they are less likely affected by the flicker noise [30] and inductive 
source degeneration (through L1-2sd) improves linearity. L1IGBT and M9-10IGBT form 
inductive gate bias network. CG can be improved using IGBT, analyzed using Fig. 4.

Small-signal current flowing through M1RF  be in1, 

in1 = gm1RF  
VRF  

2 
sin(ωRF t). (5) 

Small-signal voltage w.r.t. the source of M9IG  BT  ,
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Fig. 4 a Small-signal analysis of a portion of the PDBM. b Equivalent circuit

Vn1 = 
gm1RF  

gm9IG  BT  

VRF  

2 
sin(ωRF t). (6) 

Gate to source voltage of transistor M9IG  BT  , 

Vgs9IG  BT  = 
−

(
1 

jωRF  Cgs9IG  BT

)
Vn1 

1 
j ωRF  Cgs9IG  BT  

+ j ωRF  L1IG  BT  
, (7) 

(6) in (7) results in, 

Vgs9IGBT = 
−

(
gm1RF 

gm9IGBT 

VRF 
2 sin(ωRFt)

)

1 − ω2 
RFCgs9IGBTL1IGBT 

. (8) 

Thus, when 0 <
(
1 − ω2 

RFCgs9IG  BT  L1IG  BT
)
< 1, then Vgs9IG  BT  gets enhanced by 

L1IG  BT  . The small-signal current, in3 will be 

in3 = 
−gm9IGBT

(
gm1RF 

gm9IGBT 

VRF 
2 sin(ωRFt)

)

1 − ω2 
RFCgs9IGBTL1IGBT 

= 
−gm1RF 

VRF 
2 sin(ωRFt) 

1 − ω2RFCgs9IGBTL1IGBT 
. (9) 

Similarly, the out phased small-signal current, in4, can be deduced. The differential 
mixer output current is thus given by 

i I F  = (in4 − in3)Sq(ωLOt) 

=
(

gm2RF  
VRF  
2 sin(ωRF t) 

1 − ω2 
RFCgs10IG  BT  L1IG  BT  

−gm1RF  
VRF  
2 sin(ωRF t) 

1 − ω2 
RFCgs9IG  BT  L1IG  BT

)

. 
⎛ 

⎝ 4 
π 

∞∑

n=1,3,5,.. 

1 

n 
sin

(
nπ 
TLO

)
⎞ 

⎠ (10) 

Due to symmetry in mixer stages and assuming identical device geometries,
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i I F  = 
2 

π 
gmR  F  

VRF  

1 − ω2 
RFCgs9IG  BT  L1IG  BT  

[cos(ωRF  − ωLO  )t − cos(ωRF  + ωLO  )t +  · · · ] (11) 

The desired down conversion CG of the proposed mixer will be 

CG  p ≈ 
2 

π 
gmR  F  

1
(
1 − ω2 

RFCgs9IG  BT  L1IG  BT
) , (12) 

Zin( j ω) = 1 

j ωRFCgs R F 
+ Zsdg + 

ωT Zsdg 

j ωRF  
+ ZIG  BT  , (13) 

where ωT = gmR  F  

Cgs R F 
; Zsdg = ωT Lsdg +

(
1 

jωRF  Cgs R F 
+ jωRF  Lsdg

)
; 

ZIG  BT  = 1 

gmI  G  BT  + j ωRFCgs I G BT

(
1 − ω2 

RFCgs I G BT L IG  BT
)
. 

From Eq. (12), as long as 0 <
(
1 − ω2 

RFCgs9IG  BT  L1IG  BT
)
< 1 holds well, increased 

CG is expected. In RFIC design, inductors are used for source degeneration to 
enhance linearity as noise is not added to the circuit by ideal inductor and it reduces 
required VDD [31]. Zin, input impedance at the gate of RF stage with IGBT and source 
degeneration impedance is given in Eq. (13). Zsdg is the input impedance w.r.t. the 
source, ZIG  BT  is the input impedance due to IGBT transistors. Series inductance 
Lsdg produces a frequency independent positive real part and a series LC resonant 
network. Due to the integration of L1IG  BT  at gates of biasing transistors which causes 
a negative impedance (Zin) referring to its source terminal, stability concern arises. 
However, as far as

(
1 − ω2 

RFCgs I G BT L IG  BT
)
> 0, the mixer will be stable. Balun 

(balanced to unbalanced) does single ended to differential conversion. It is acclaimed 
to use differential inputs when RF/electromagnetic interference exist, and noise is 
generally a problem. Thus, LO and RF inputs are converted into differential before 
applying them to the PDBM using SE2DC in Fig. 5. It is valid over a bandwidth 
centered at frequency f, where f = ω0/2π . In spite of being lumped LC structure, it 
appeared in RFICs and for narrow band applications using discrete components on 
PCBs and is a common low cost approach [32].

Differential voltage across the load is Vo, 

Vo = 
RL 

j X  
Vin  => 

Vo(ω0) 
Vi (ω0) 

∼= 

√
RL 

√ 
Rin 

π 
√ 
2 

. (14)
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Fig. 5 SE2DC designed for 
differential RF and LO 
inputs

4 Results and Discussion 

PLS results of the SE2DC for RF at 5.15 GHz show return loss ≈-9.5 dB for the 
ports, with forward voltage gain ≈-3.5 dB for the differential outputs with phase 
difference ≈ 180°; similarly for LO at 5.05 GHz. The results of CDBM and PDBM 
with SE2DCs for CG (red and blue curves) and SSB-NF (light green and light blue 
curves) are shown in Fig. 6a, for various LO powers. As noise is added to the signal, 
mixer’s S/N degrades, and hence its NF. In Fig.  6b, m3 and m4 marks 1-dB gain 
compression for CDBM (blue curve) at −14.7 dBm RF power and the same by m5 
and m6 at –10.45 dBm for PDBM (blue curve), thus, displays improved linearity 
and CG. Figure 7 shows IMD3 products; lower and upper IMD terms, centered 
around the IF at 100 MHz are of same amplitude. Monte-Carlo simulation (MCS) is  
performed for 200 (N) trials to assess how much deviation the mixers go through for 
device mismatches, shown in Fig. 8a. MCS results for CDBM and PDBM’s mean 
CG values are 9.69 dB and 14.04 dB, respectively, which match with the PLS values. 
Noise power spectral density of the PDBM is shown in Fig. 8b and is combined with 
TOI simulation results to calculate the SFDR. Thus, to compute SFDR, the results 
from IMD and noise floor simulations are needed. LO-to-IF, RF-to-IF and LO-to-RF 
port leakages vary significantly with LO power, as shown in Fig. 8c.

5 Comparison of Results 

In order to appraise the performance of the mixers pedantically, a bench mark figure 
of merit (FoM) [33] characterized by Eq. (15) which includes the key parameters 
like gain, noise figure, third order intercept, input power and frequency along with 
D.C power, given by FoM. Improvements in CG, third order intercept and SFDR 
along with the deterioration in noise figure as well as increased size of the mixer are 
portrayed in Fig. 9. PDBM is integrated with RF and LO SE2DCs, and its perfor-
mance stands out with the recently reported mixers of similar kind as shown in 
Table 3.
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(b)(a) 

Fig. 6 a CG and SSB-NF vs. LO power. b 1-dB gain compression of CDBM and PDBM 

Fig. 7 Third order IMD products of a conventional mixer, and b proposed mixer
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Fig. 9 Comparison of various performance metrics of CDBM and PDBM 

FoM = 10 log
[
10(CG−2NFSSB+IIP3−10−PLO)/20 fRF/1 KHz 

Pd.c/1mW

]
(15)

Layout of the SE2DC for RF input is shown in Fig. 10a, which occupies an area 
≈ 0.065 mm2. Layouts of the conventional and proposed mixer cores are shown in 
Fig. 10b and c, which occupy an area ≈ 0.04 mm2 and 0.08 mm2, respectively. The 
increased size of the PDBM is mainly due to the use of inductors for conversion gain 
as well as linearity enhancements.

6 Conclusion 

Inductive gate biasing technique (IGBT ) is proposed for performance enhancement 
of differential double balanced active mixer for low power WAS and Radio LAN 
applications. SE2DCs are used to obtain differential mixer inputs, RF at 5.15 GHz 
and LO at 5.05 GHz. A conversion gains of 13.62, 93.58 dB SFDR, 39.10 dBm I I  P3 
and SSB-noise figure of 12.09 dB are achieved at a D.C power consumption of 3.49 
mW on 180 nm CMOS technology. It exhibits an improvement of 3.9 dB in CG, 
29.14 dB in SFDR, 44.52 dBm in I I  P3 and thus leads to a 23.96 dB improvement in 
FoM, at an expense of 0.25 dB degradation in NF and occupies double the mixer core 
area (0.08 mm2) compared to the conventional mixer. Overall performance of the 
proposed mixer competes well with the recently reported double balanced mixers.
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Table 3 Comparison of performance parameters with related works in the recent past 

Parameters [17] 
(Meas) 

[20] 
(PLS) 

[23] 
(Meas) 

[26] 
(Sim) 

[34] 
(PLS) 

[35] 
(Meas) 

[36] 
(PLS) 

This work 
(PLS) 

Tech. (nm) 130 180 65 130 180 180 180 180 

VDD (V) 1.2 1 1 1.3 1 1.8 1.6 1.8 

f RF (GHz) 2.4x 2.4 2.4 5.825 0.4–6 1–6 0.5–10 5.15 

CG (dB) 22 11.4 12.5 10.2 15.1^ 13–10 18.5^ 13.6 

NF (dB) 7.2* 8.5* 10.5* 9.95 13.4* 12–18* 8.8 12.0 

IIP3 (dBm) 16 26.36 7.6 3.08 −3^ −4.5 −4 39.1 

1−dB GC (dBm) −20.4 n/a −2.5 −6.6 −13 n/a −14 −10.5 

SFDR (dB) n/a 91.5 n/a 67.4 n/a n/a n/a 93.5 

Area (mm2) 1.16+ 0.33 0.22 n/a 0.25 0.54 0.27 0.08 

Power (mW) 3.15 0.26 1.2 2.5 3.1 3.45 12 3.49 

FoM 62.6 67.5 54.5 55.3 43.5 38.6 41.6 70.9 

Technique T1 T2 T3 T4 T5 T6 T7 T8 

T1 Inductive source degeneration, integrated transformer-based gate, forward body bias 
T2 Ultra low power RF mixer using complimentary pre-distortion technique 
T3 Double balanced CMOS active mixer with enhanced derivative superposition method 
T4 Active load and current bleed with inductive source degeneration mixer 
T5 Complementary current mirror-based bulk-driven CMOS mixer 
T6 Complementary and self-biased fully differential CMOS analog mixer 
T7 Active CMOS sub-harmonic mixer with enhanced transconductance 
T8 Active load, inductive gate biasing, inductive source degeneration mixer 
x Single ended * DSB_NF ≈ SSB_NF - 3 dB  + with test buffer ^ peak value 
Meas. Measured PLS. Post layout simulation Sim. Simulation n/a. not available

Fig. 10 Core layouts. a LC Balun for differential RF inputs. b CDBM. c PDBM
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Performance of a MIMO-OFDM-Based 
Opto-Acoustic Modem for High Data 
Rate Underwater Wireless 
Communication (UWC) System 

CH. Pallavi and G. Sreenivasulu 

Abstract This paper fundamentally bases on the arrangement of MIMO-OFDM-
based opto-acoustic modem using MATLAB-Simulink to additionally foster the data 
speed of an optical-acoustic correspondence in underwater wireless communication 
(UWC) system. Orthogonal frequency-division multiplexing (OFDM) and multiple 
input multiple output (MIMO) advancement for the most part used in far-off asso-
ciations to further develop the data rates, protection from multipath blurring, and 
an augmentation in the channel’s spatial multiplexing and spatial diversity gain, etc. 
The OFDM design segregates the available bandwidth information into a number 
of overlying sub-channels. This multipath spread on the channel’s removes the inter 
symbol interference (ISI), and hence, the available bandwidth limit can be improved. 
Therefore, the OFDM methodology was directed towards to reduce the ideal subcar-
riers in the channel conveyed as the bit error ratio or rate (BER) or (Eb/No). Using 
the MATLAB-Simulink tool, the opto-acoustic modem was designed for the trans-
mission and reception of optical and acoustic (EM) signals, respectively. From the 
simulation results, it is clear that the proposed method was very accurate and efficient. 
The BER of acoustic (EM) and optical signals were calculated successfully. Thus, 
by combining the MIMO and OFDM strategy in single opto-acoustic modem will 
grows the spectral efficiency, gain, and bandwidth of the channel and furthermore 
to work on the exhibition of submerged remote correspondence framework with 
single opto-acoustic modem through optical and acoustic (EM) signals. Therefore, 
the simulation results showed that, there is an improvement in the performance of 
an opto-acoustic modem that is, reduction in BER. 
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1 Introduction 

In the current scenario, the UWC increases rapidly due to a lot of applications in 
far-off controller in seaward and smoke stations, smog monitoring, weather nursing 
in eco-friendly environment, military applications, recorded scientific data collection 
at the sea-bottom areas and unmanned subaquatic vehicles, diver communications, 
recording of the deep-sea level for finding the things and objects, etc. Acoustic, elec-
tromagnetic (RF), optical, and fibre optics are the communication channels in the 
UWC. Every channel has its own advantages and disadvantages depends on data rate 
capacity, frequency, and distance, respectively. In seawater, electromagnetic (RF) and 
optical signals have the poor propagation that is in UWC, acoustic signals are only 
the feasible solution for high range. The speed of acoustic spread in water, is around 
1500 m/s, contrasted and that of electromagnetic and optical waves, is one more 
restricting component for productive correspondence and systems administration 
[1, 2]. Acoustic frameworks are capable for significant distance correspondence. 
Be that as it may, acoustic correspondence has limits. They have exceptionally 
low information rates for checking applications and because of speed of sound in 
water, it has an immense dormancy which implies a critical time delay. To adapt 
up to the constraints of acoustic correspondence, we utilize optical correspondence 
whose frequency lies in the apparent area. Optical correspondence is known for high 
information rate and low idleness. 

A novel and diverse beneath water wireless communications are presented by 
relating to wired and wireless communications available in environment, with asso-
ciated cultured communication strategies to enhance comparatively small transmis-
sion rates including short range. Truly, the submarine atmosphere includes several 
characteristic features which makes distinct from atmospheric radio propagation in 
comparative use of traditional communications. Beneath water influenced communi-
cation system by salt concentration, humidity, pressure, light intensity, air effecting 
the waves are represented a few [3, 4]. The performance analysis of an UWC system 
is depicted in Fig. 1 [5]. A unique gateway furnished with many antennas, and an 
arbitrary number of individual bases are buried from their endpoint(s) uses a zero-
compelling strategy by employing the space division multiple access technique. The 
bases are sited in underneath water, and the main mean to interface them with their 
endpoint(s) over a door, which turns as amplify and forward electric transfer [5].

In the blue-green region, light waves circulate properly with low attenuation, scat-
tering, and inadequate distances of several metres [6]. When acoustic signals circulate 
with heavy gravity, then it can simply transportable in many kilometres, however, 
cover a more extended distance at lesser recurrence rate. Compared to extra-terrestrial 
communication, the auditory communication has less bandwidth. Currently, auditory 
modems work with limited bandwidth as kHz. Even though beneath water, acoustic 
(auditory) communication is best over some thousand kilometres [7]. In demand to 
overwhelmed the complications in beneath water acoustic communication, use under 
(beneath) water optical communication system, which overwhelms the boundaries 
of auditory communication but the optical communication is right for short distances
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Fig. 1 Performance analysis of UWC system [5]

with highest data rates. When merging the both acoustic and optical communication 
into a solitary modem, it overwhelms the problems of individuals. The design of 
an opto-acoustic modem based on MIMO-OFDM using MATLAB-Simulink tool 
was recommended. For current wireless communication systems, large information 
rate is an utmost leading constraint. In the past decades, the ideology of OFDM 
modulation has its important. Therefore, in recent communications systems, these 
practices are widely used. Radiocommunication networking, data communication, 
digital radio receiver, and television are some of the applications of OFDM. One 
of the most important applications of a parallel-data communication scheme is the 
OFDM. So that, the effect of multipath fading has been reduced [8, 9]. 

The technique to use of several aerials at the sender and receiver sections to 
expand communication performance is the MIMO. The smart antenna system uses 
this scheme. Now this scheme should be considered for radiocommunications like 
4G, 5G, and 6G also, for it offers substantial growths in data output and linkage 
without other bandwidth or improved diffused power [9, 10]. To achieve this goal, 
the aerials must fully transmit and evenly distribute the power distribution done by 
the aerials to realize an array gain with expanded bandwidth efficiency. Therefore, 
MIMO plays a significant role in the current radiocommunication system with these 
properties. The mixture of OFDM system with MIMO scheme [9, 11] was viewed by 
means of an auspicious resolution for radiocommunication systems with enhanced 
signalling rates. Therefore, the baseband signal processing uses the MIMO-OFDM 
with less number of deviations. This typical model is used to simulate the bit error 
rate (BER) performance of an opto-acoustic modem with MIMO-OFDM by various 
modulation techniques such as QAM, QPSK, and MSK.
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2 Related Works 

A few related previous works in UWC using OFDM, acoustic, and optical modems 
are described in this section. The techniques and the result of their works are under-
lined. At long last, every one of the strategies is utilized to work on the constraints of 
these procedures and in the light of these methods that will be focused in the explo-
ration work. Submerged acoustic/optical correspondence is one of the most difficult 
assignments for transmission, and it is restricted by the accompanying boundaries 
are (i) restricted transfer speed on the grounds that the sign lessening increments 
by expanding distance and recurrence, (ii) time variation multipath spreading, (iii) 
signalling rate, (iv) BER, (v) SNR, and (vi) reduced auditory signals in water and 
power also. Restricted data transmission is a significant issue in underneath water 
acoustic/optical (UWAO) channels, and acoustic/optical waves in UWAO climate 
are caught up in high frequencies. Thus, the offered transmission capacity is limited 
to kHz. Consequently, utilizing techniques that can further develop the signalling 
rate as well as data transfer capacity is vital. One such effective method is to 
combine the multi-transporter OFDM approach with MIMO, which increases band-
width efficiency by distributing information equally among a variety of transmitters 
and recipients [2, 12]. 

Alessandro [13] explored transmission plot for OFDM. The adaptive commu-
nication structure is characterized by connecting their exhibition through static 
communication arrangement. To expand the throughput output by using a well-
known mathematical technique. The signal-to-noise ratio (SNR) of the subcarriers 
in the substituting limit was defined by the above calculation method. Therefore, 
there is an improvement in BER calculation with better throughput outcome [2]. 
Marwa [14] examined the channel coding procedures through additive white Gaus-
sian noise (AWGN) and hence, improvement in OFDM framework by utilizing this 
channel model. Reed Solomon coding, convolutional coding, concatenated coding 
(by consolidating Reed Solomon with convolutional), and inter leaved linked coding 
methods are some of the examples [2]. 

In paper [15], due to numerous dissemination singularities, it is necessary to 
comprehend the viability and dependability of high signalling rate subaquatic optical 
links in order to improve the underwater optical communication system performance. 
In paper [16], presented a development of acoustic modem is the optical modem with 
a greater speed, less power, and with small complicated frameworks are required. A 
low cost and low power acoustic modem has been designed in paper [17] to have  
better short-range underwater communication. In paper [18], the optical and acoustic 
signals were combined in a single integrated modem probable for UWC by means 
of OFDM. In what way the long-distance communication was possible with a low 
power dissipation, large bandwidth, and greater speed which was discussed (M. Lenin 
Kumar et al., 2019).



Performance of a MIMO-OFDM-Based Opto-Acoustic Modem … 55

3 OFDM, MIMO System, and MIMO-OFDM 

The key perception in OFDM is the symmetry of the sub-transporters. In the OFDM, 
the “symmetrical” part of displays that there is a specific scientific rapport among 
the frequencies of the transporters in the framework. Assembling of the transporters 
in an OFDM signal is a basic requirement. Thus, the distinct carrier signals are 
joined by the sidebands and there is no adjacent channel interference. Therefore, 
the transporters must be scientifically symmetrical to each other. The design of a 
transporter is a multiple of 1/Ts, then the transporters are unique, where Ts is the 
symbol duration and the spectrum of OFDM with five symmetrical frequencies as 
shown in Fig. 2 (Shadrach Kukuchuku et al., 2018). 

The symmetry among the transporters can be defined by the OFDM signal and is 
characterized by utilizing Fourier transformation techniques. The OFDM framework 
communicates countless narrowband transporters, which are firmly dispersed. Note 
that at the focal recurrence of each sub-channel, there is no crosstalk from other 
sub-channels. The symmetry permits synchronous transmission on a great deal of 
sub-transporters with a tight recurrence space without obstruction from one another 
(Shadrach Kukuchuku et al., 2018). 

Effect of Recurrence Offset in OFDM: 

The existing broadband among a set of impertinent overlying subcarriers is splitted 
by OFDM. Thus, the presence of a transporter recurrence offset can present extreme 
twisting in an OFDM framework, as it brings about a deficiency of symmetry 
among the subcarriers. Hence, the presence of a transporter recurrence offset intro-
duces inter-symbol interference (ISI) in the OFDM system. Therefore, the impact of 
frequency offset on the performance of the OFDM system is defined by considering 
a recurrence offset ∆f such that, 

e = ∆ f ÷ BW, (1)

Fig. 2 Spectrum of OFDM with five symmetrical frequencies [19] 
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Fig. 3 MIMO system [20] 

where e denotes the normalized frequency offset, normalized with respect to the 
subcarrier bandwidth (BW) [20]. 

MIMO System: MIMO system consists of many antennas at the Tx. and Rx. 
Sectors. A MIMO system with multiple antennas is depicted in Fig. 3. The strength 
of the signal can be improved by employing the many antennas in the MIMO system 
[20]. 

MIMO-OFDM: The combination of the MIMO and OFDM enhances the trans-
mitting capability of the several antennas with different signals and provides more 
reliable and secure communications at large signalling speeds, higher data rates, 
greatest spectral efficiency or large bandwidth efficiency, minimum BER, and low 
latency. 

Like OFDM, the frequency-selective MIMO channels are converted into multiple 
parallel flat fading MIMO channels using MIMO-OFDM. Therefore, it significantly 
resolves the baseband signal processing by simply reducing the complex MIMO 
equalizer. The schematic representation of a MIMO-OFDM Tx. and Rx. sections is 
illustrated in Fig. 4a and b for broadband wireless communication systems [20].

4 Design of a MIMO-OFDM-Based Opto-Acoustic Modem 

The design of a MIMO-OFDM-based opto-acoustic modem using MATLAB-
Simulink for large signalling rate UWC system is illustrated in Fig. 5. This developed 
model consists various blocks that govern the essential features of the opto-acoustic 
modem using MIMO-OFDM technique. The transmitter section components are 
described in the uppermost row, and the receiver section components are described 
in the lowermost row of the opto-acoustic modem. In this model, simultaneously can 
send optical signal and acoustic (EM) signal as an input by using toggle switch called 
variant sink. When V = 1, it selects acoustic signal and it selects light (optical) signal 
when V = 2, respectively. The bit error ratio of acoustic (EM) and light (optical)
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Fig. 4 a MIMO-OFDM Tx and b MIMO-OFDM Rx [20]

signals were calculated successfully. Therefore, by using this adaptive modulation 
technique called MIMO-OFDM improves the opto-acoustic modem performance by 
increasing the speed of propagation, signalling rate for UWC system with minimum 
BER and good latency. The function of each block in the designed opto-acoustic 
modem using MATLAB-Simulink was explained below.
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Bernoulli Binary Generator: The Bernoulli binary generator block creates arbi-
trary binary numbers with the use of a Bernoulli distribution. This block is used 
to produce random data bits and to simulate digital communication systems and 
attain the performance system of measurement such as bit error rate (BER). 
Variant Sink and Variant Source: Variant sink is a closure switch that initiates 
single of its optional picks at the output to accept the input. It consists dual or extra 
ports in which one input and two or more output ports, respectively. An optional 
controller is linked to every output port. It chooses either EM path or optical 
path [21]. The variant source offers discrepancy on the source of a signal. Blocks 
associated to the input ports explain different choices, and during simulation, only 
one input port must be active. Blocks related to the inactive ports will be removed 
from the simulation. The variant control governs the input port or if any is active. 
It selects either EM signal or optical signal [21]. 
Unbuffer and Buffer: Disables the output buffering when it is redirected from 
the input. That is, inputs are row-wise, every matrix row alters the independent 
variable into the output. The volume of the structure accepts the inputs is normally 
less than the actual volume. The rectangular buffer constantly executes outline-
based measurement. The buffer reforms the information in every segment of the 
contribution to yield a result with a variable frame size. Buffering a signal to a 
larger frame size induces an output with a low frame than the input. Buffering a 
signal to a smaller frame size induces an output with a nearer frame than the input. 
When the input and output frames are same, then this block provisions prompted 
subsets. 
Vector Concatenation Block: It defines a series of input signals of similar data 
type can be used to generate the output signal. The vector concatenate and matrix 
concatenate blocks concatenate the input signals to produce a nonvirtual output 
signal whose basic elements are exist in the memory. In the Simulink library, these 
blocks have changed formations of the identical block. The change is built on the 
set of their methods, which governs the block in vector or multidimensional array 
chain mode. 
LED-Photodiode: LED causes light with the help of a charge carriers while 
photodiode produces current due to incident photons. In a nutshell, LED translates 
electric energy into light energy but photodiode alters light energy into electrical 
energy. LED is a light source, used to emit the light and changes the light intensity, 
when signal flows through it. Photodiode is a device when it is exposed to light, 
induces an electrical current. 
Convolution Encoder: A stream of binary input vectors is converted into a stream 
of binary output vectors by using this encoder. It is closely related to gener-
ator polynomials, and it receives inputs that vary in length during simulation 
process. If the encoder has ‘n’ input bit streams, then it gives 2n possible input bit 
streams. Similarly, when the encoder receives ‘m’ output bit streams, then it has 
2 m possible output bit streams. To state the convolutional encoder, use the “Trellis 
structure” parameter.
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Sub-channel selector/Input Packing: The translation of a single user data type 
or multiple user data type in to a single valid data type was done by the process 
called input packing. 
Bus Creator: The bus creator combines a set of input elements into a bus and 
can connect any type of element to the input ports and with the other buses. The 
bus contains unique elements. In default, each element of the bus gets the name 
of the element coupled to the bus creator block. 
Rectangular QAM Modulator: It is a one of the digital modulation schemes 
used in communication system for transmitting the data or message. QAM modu-
lation changes the amplitude, or power level, of two signals. QAM modulation 
effectively transmits an analogue data into digital data or information and also 
increases the available bandwidth. 
IFFT Input Packing: Packing data to perform IFFT. 
Space Time Diversity Encoder (Frame Conversion): Space–time code offers 
both the diversity and coding gain while using several transmit antennas to enhance 
the radiocommunication system with efficient. 
OSTBC Encoder: It is a class of linear STBC code and encodes the input message 
using an orthogonal space–time block code (OSTBC). It is a most popular and 
widely used STBC code with full spatial diversity. It is used to define the rate 
of two sender antennas as 1, for 1/2 or 3/4 uses three and four transmit antennas 
[21]. 
OFDM Transmitter: Figure 6 shows the simulated block diagram of OFDM 
transmitter and the working of each block is described as follows: 
Reorder: The multidimensional elements of an input signal can be defined by 
select or reorder and used to guide the input port with each element. 
IFFT: It executes IFFT operation. 
Add Cyclic Prefix: The robustness of an OFDM signal can be added by using the 
cyclic prefix and also reduces the inter symbol interference. 
Reshape: Reshape the data and translate parallel data in to serial data. 

Fig. 6 OFDM transmitter 
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Fig. 7 OFDM receiver 

Combine four Tx. signals for feed into MIMO Channel: Matrix concatena-
tion is the use of square brackets to join existing matrices together. The way of 
generating a matrix is called concatenation. 
MIMO Channel: Referring to the MIMO channel, when a data to be sent through 
a channel using more than one aerial and uses multiple aerials while emerging 
from the channel. The channel capacity of a MIMO channel can be improved by 
increasing the number of transmitting aerials and receiving aerials, respectively. 
Gain and Variance: It is used to  set the gain and variance of a AWGN channel. 
AWGN Channel: It adds the white noise with a constant amplitude of spectral 
bandwidth to the given input signal. The input signal may be a real or complex. 
It supports multichannel processing. 
Multiport Selector: It picks the 4 output ports for 4 transmitted signals into one. 
The extraction of various subsets of rows or columns from the given input matrix 
with size MxN and circulates a new submatrix into a discrete output. 
LED-Photodiode: Implements the transmission and reception through light in 
optical path. 
Matrix Concatenation: Once again concatenate 4 different transmitted signals 
into one. 
Squeeze: The unity dimensions (1D) of a multidimensional input signal can be 
removed by using squeeze method. For suppose, a 3 × 1 × 2 signal should be 
converted into a 3 × 2 signal. The unmovable signals are 1D and 2D. 
Path gain: Multiport selection of 4 transmitted signals, serial to parallel 
conversion, removal of cyclic prefix, DC components, etc. 
OFDM Receiver: Figure 7 shows the simulated block diagram of OFDM receiver. 
Reshape: Converts the serial data to parallel data. 
Remove/Reorder: Used reorder block. 
FFT: Implements FFT operation. 
Frame Conversion: Converts sample-based signal into frames. 
Removal of Guard bands: Select and reorder the data. 
STBC Combiner: It performs frequency evaluation, removal of DC component, 
etc. 
OSTBC Combiner: This is same as that of OSTBC block used in transmitter 
section and performs reverse operation to that. 
Extract Data Carriers: Used to select data and remove pilots and parallel to 
serial conversion. 
Rectangular QAM Demodulator: It is similar to the rectangular QAM modu-
lator, but it performs reverse modulation.
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Deconvolutional Encoder (Viterbi Decoder): The Viterbi algorithm is used to 
decrypt the encoded input data and decrypts input ciphers to yield digital symbols. 
A trellis limit defines the poly2trellis function [21]. 
Error Rate Calculation: It is used to calculate the error rate ratio of the given 
input signals like acoustic, optical or RF signals, etc., which calculates only the 
error rate or ratio but not the amplitude. 

5 MATLAB Simulation Results 

The MIMO-OFDM-based opto-acoustic modem was designed and simulated using 
the MATLAB-Simulink. The performance evaluation of a MIMO-OFDM-based 
UWC system was examined by transmitting the acoustic and optical signals through 
a toggle switch. Figures 8 and 9 show the error rate plot for both acoustic (EM) and 
optical (light) signals, respectively. These constraints were implemented to learn and 
assist the origin of MATLAB environment modulation. Therefore, this performance 
metrics shows that the better BER behaviour and good SNR. The graphical represen-
tation of an error rate or ratio plot for both acoustic and optical signals was done by 
using the MATLAB simulation environment. When V = 1, the acoustic (EM) signal 
is selected and the error rate (BER) achieved is 0.49 and for V = 2, optical (light) 
signal is selected, the error rate achieved is 0.51. The acoustic (EM) and optical 
(light) signals transmit the number of possible bits from 0 to 1535. Therefore, from 
the simulation results, it is cleared that there is an improvement in the UWC system 
performance with the use of MIMO-OFDM-based opto-acoustic modem is a good 
choice in the most challenging underwater communication channels. 

r

Fig. 8 Error rate plot for acoustic (EM) signal
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Fig. 9 Error rate plot for optical (light) signal

6 Conclusion 

The propagation of acoustic (EM)/optical (light) communication in underwater 
through MIMO-OFDM is a relatively new scheme, and hence, it requires different 
digital modulation schemes with new procedures. To enumerate all these techniques 
with good characteristics and parameters like signalling rate, error rate (BER), band-
width efficiency and range, etc. An efficient and effective channel scheme in under-
water was still hard to find in high-speed communication environment. The design of 
a MIMO-OFDM-based opto-acoustic modem was proposed here, and both optical 
(light) and acoustic (EM) signals were communicated through a toggle switch. Both 
optical (light) and acoustic (EM) signals have unique channels for transmission and 
reception. In MATLAB, there are no audio files to give the speech signal as an input 
to acoustic channel, so EM signal was given as an input to acoustic channel and for 
optical channel, light signal was given as an input, respectively. Both optical/acoustic 
signals were simultaneously transmitted to an opto-acoustic modem by using a toggle 
switch provided in the design. In this modem, both optical and acoustic signals 
were communicated through a single modem based on MIMO-OFDM technique. 
In the previous developed modems, optical signals and acoustic signals transmitted 
through individual modems. That is, one modem used for acoustic signals and another 
modem for optical signals separately. Therefore, it requires two separate modems 
for communication. So, it reduces the design complexity and cost of the modem and 
also increases the speed of the underwater wireless communication system through 
a single modem. Using the MATLAB platform, the functionality of the designed 
modem was simulated and the BER performance of the optical and acoustic signals 
were calculated. Hence, it was clearly observed from the simulated results that, there 
is a greater improvement in the signalling rate for the both optical and acoustic 
(EM) signals and this method was found to be the best. The designed opto-acoustic
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modem proved that there is an enhancement in the performance in terms of error ratio, 
channel bandwidth efficiency, large signalling rate and speed of frequency, etc. This 
paper gives the comprehensive research on UWC system through a single modem 
by sending acoustic/optical signals and also aims to provide innovative designs that 
would help in the improvement of future UWC system. 
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A New Hybrid Islanding Detection 
Scheme Using Discrete Wavelet 
Transform and Artificial Neural 
Networks 

M. Krishna Goriparthy and B. Geethalakshmi 

Abstract In today’s world, sources of renewable energy (RES) using PV arrays are 
the most extensively used. When RES is connected to the grid, there will be some 
issues owing to the unexpected circuit breakers connected to the grid trip, which 
creates islanding. This islanding condition should be detected within two seconds, 
as per IEEE standards. This paper presents frequency disturbance triggered hybrid 
islanding detection using artificial neural network (ANN) and discrete wavelet trans-
formation (DWT). The ANN model is trained by these WT features and this approach 
calculates the detection time for various loading and non-islanding conditions. DWT 
analysis is performed up to level 4 in this work which is fed to an ANN model to 
predict islanding detection time. Simulation of frequency triggered hybrid islanding 
detection approach is implemented on the MATLAB 2018b platform. Python 3.9.5 
is used for the discrete wavelet transform and ANN. 

Keywords ANN · Current injection · Frequency disturbance · DWT · Islanding 
detection 

1 Introduction 

Integration of distributed generators into electrical grid will raise serious concerns 
about the stability and safe operation of the grid [1]. The nature of DG to power local 
loads even though the electric utility is unable to supply power is called islanding. 
The deviations in electrical parameters will cause significant effects on electrical 
appliances in the islanded segment connected to it. Moreover, according to IEEE 
1547-2003 standards, detection of islanding condition has to be done within 2 s of its 
occurrence. Islanding detection schemes are broadly divided as active, passive, and 
hybrid. Operation of passive islanding methods depends on the information available
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on the DG side which helps to detect islanding conditions. On the other hand, these 
schemes are affected by broad non-detection zone (NDZ). Whereas, active islanding 
schemes are based on periodic perturbation signal transmission between grid and DG 
to determine islanding detection and these techniques have less NDZ. However, active 
methods are complex [2]. Hybrid islanding detection techniques are far more effective 
than other islanding detection techniques. But these are complex and costlier. 

2 Test System and Methodology 

The test system details are given in Table 1 [3]. 
It generally consists of grid which is connected to DG with a parallel RLC load 

using a synchronous phase-locked loop (PLL) as shown in Fig. 1. To operate DG 
in constant power control mode, switching pulses are required for VSC which are 
generated with a pulse width modulation (PWM). Discrete PLL blocks are used to 
measure the frequency deviation at DG ( ) and grid side (f G). If frequency devia-
tion (f d) exceeds threshold value (Th1), then output pulse will be sent to the PWM 
controller to initiate disturbance current injection using the current controller 

| fG − fDG| > Th1. (1)

A current with a low frequency of disruption (i∗ 
d ) will be introduced after occur-

rence of disturbance event [4]. It is 1% of inverter DG current, and the introduction 
will be done through the d-axis for a period of time current controller with 0.3 s as 
represented in Fig.2. 

i∗ 
d = kid cos(wd t)t, (2)

Table 1 List of parameters 

S. No. Variable Values 

1 PV array Pmax: 100 kW at 1000 W/m2 sun 
irradiance. 

2 Grid voltage 125 kV distribution feeder + 120 kV 
equivalent transmission system 

3 DC-DC boost converter Step up 273–500 V DC. 

4 3-phase voltage source converter Convert link voltage of 500–260 V AC at 
unity power factor. 

5 Sampling time 100 microseconds 

6 Capacitor bank 10 KVAR 

7 Step up transformer 100 kVA 260 V/25 kV 
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Fig. 1 Test system

where id = d-axis current; =constant its value is lies between 0.01 and 0.03; = 
disturbance current frequency. 

Fault detection parameters are identified by a passive islanding parameter called 
rate of change of phase angle between positive sequence voltage and current 
(RCPABPSVAC). Due to the difficulty of analyzing DG voltage and current signals 
in abc frame, these quantities will be converted into dq reference frame. Circuit 
breakers are placed at both DG and grid sides to simulate islanding conditions and 
also to isolate DG at the instant of islanding. DWT analysis is done up to level 4 to 
generate various wavelet coefficients. ANN model algorithm is utilized to determine 
fault detection time for various fault conditions under grid-connected mode [5]. 

3 Transformation of Discrete Wavelets 

Signal and speech processing applications are best served by wavelet transforms and 
ANN. A wavelet transform consists of the location and scale of two basic compo-
nents. A wavelet transform consists of a succession of wavelet functions of various 
sizes. The HPF and LPF can be used to create lower resolution components. This 
decomposition process is repeated until all of the components have been created. 
The objective signal (S) is sent through the HPF and LPF. The wavelet transform is 
separated into two types, continuous (CWT) and discrete (DWT). 

A signal’s CWT can be written as 

(v, x, y) = 
1 √
a 

−∞ ∫
+∞ 

v(t)ψ∗
(
t − y 
x

)
(3)
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Fig. 2 Flow chart of 
proposed method

In this equation, x is the scale (dilation) constant, while y is the translation (time 
shift) constant, and the mother wavelet is denoted by ψ* 

A signal’s DWT can be written as 

(v, x, y) = 1 √
xm 0 

∑ 

k 

v(k)∗
(
n − kxm 0 

xm 0

)
(4) 

The integer variables xm 0 and kx
m 
0 are used to replace the x and y terms in Eq. 1. 

The HPF preserves signal properties in the wavelet function, whereas the LPF repre-
sents the coarser information of the approximation signal. In this procedure, the 
Daubechies level 4 filter is used by DWT analysis (d−4) [6].
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4 DWT and ANN Analysis 

In general, PyWT. dwt applies to all islanding data at a single level. During a single-
level discrete wavelet transform, Haar or d−1 is used. For multilayer discrete wavelet 
transforms up to level 4, the Pywt.wavedec function is utilized. The selection of 
hidden layers has a big impact on the ANN’s output accuracy prediction. 100 epochs 
are used during the ANN model of momentum rate 1msec/step. ReLU, Sigmoid is 
used as transfer functions of ANN input, hidden, and output layers. ANN models 
take into account the WT indices in order to detect faults more accurately, based 
on the differences reflected therein. The data set consists of 25001 samples. In the 
cross-validation technique, the simulated divided as training data of 20000 (70% of 
samples) samples and testing data of 5001 samples (30% of samples). During DWT 
analysis, these samples are finally reduced to 1563 samples of which training data 
has 1250 samples and testing data has 313 samples at level 4. So with the decrease 
in the number of samples, islanding detection rate increases. The objective of the 
learning process is to achieve the smallest mean square error possible. The hidden 
layer neurons were changed till the mean square error (MSE) was reduced [7]. 

5 Results and Discussion 

After the occurrence of islanding was manufactured at 0.2 s in all of the case studies 
below by tripping the circuit breaker on the grid side and the frequency of the micro-
grid begins to vary from grid frequency after the islanding instant. As a result, starting 
at t=0.3525 s, the difference in frequency parameter begins to diverge from zero, 
as seen in Fig. 3a. However, because the d-axis voltage is a local measurement, 
it begins to change at t=0.2 s, as illustrated in Fig. 3b. As the fd approaches Th1 
(0.33), disturbance current is injected through the inverter current controller for 
a brief period of 0.3 s. During this period, if the RCPABPSVAC value surpasses 
threshold value Th2(0.02 pu) islanding will be identified as shown in Fig. 3c. As 
a result, trip signals are generated for various power mismatch situations as shown 
in Fig. 3d. The proposed methodology is implemented using MATLAB/Simulink. 
Analysis of discrete wavelet transform is performed Python programming is used 
up to level 4, and the ANN methodology is employed for numerous case studies 
to predict islanding. Figures. 3a–d, 4a–d, 5a–d, 6a–d and 7a–d represent frequency 
deviation, d-axis voltage, RCPABPSVAC, trip signal generated at DG side circuit 
breaker. Similarly, Figs. 3f–i, 4f–i, 5f–i, 6f–i and 7f–i represent Daubechies wavelet 
approximate and detailed coefficient up to level 4 for various fault conditions.
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Fig. 3 a–i System performance under normal loading conditions
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Fig. 4 a–i System performance under balanced loading conditions
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Fig. 5 a–i System performance under over loading conditions
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Fig. 6 a–i System performance under inductive load switching
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Fig. 7 a–i System performance under capacitor switching
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5.1 Conditions of Normal Loading 

See Fig. 3. 

5.2 Conditions of Balanced Loading 

See Fig. 4. 

5.3 Conditions of Over Loading 

See Fig. 5. 

5.4 Switching Conditions of Inductive Load(50HP) 
(Non-islanding) 

See Fig. 6. 

5.5 Switching Condition of Capacitor (10 KVA) 
(Non-islanding) 

See Fig. 7. 

6 Comparative Assessment 

In this paper, DWT-ANN-based frequency disturbance triggered passive islanding 
detection scheme gradually decreased at level 4 below 18 m s due to a reduction 
in the number of samples. MSE also determined for various case studies, lower 
the value of MSE better will be the accuracy. As shown in Table 3, the results are 
based on the minimum square error for each case study. The injected current in the 
current controller has not produced sinusoidal d-axis voltage during both balanced 
and non-islanding conditions which will affect islanding detection time. So, this 
method detects islanding even under balanced load conditions also. Table 2 indicates 
the proposed method has better detection time compared to existing procedures. 
The ranges of F1-score, recall, and precision values are 0.9703, 1.9424 at 70 KW
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Table 2 Suggested approach 
against existing procedures 

Approach Islanding estimation time 
(m s) 

Rate of change of frequency 500 

Positive sequence voltage and 
current 

100 

Active rate of change of frequency 200 

Regulator voltage over reactive 
power 

300 

Proposed technique Less than 20 

Table 3 Suggested approach at various conditions 

S. No. Case studies Normal 
detection time 
(m s) 

MSE (at level4) Accuracy testing 
data (%) 

WT-ANN 
detection 
time(msec) (at 
level4) 

1 70 KW Load 60.4 0.0415 99.85 14.9 

2 100 KW 
Load 

116.7 0.05750 94.24 16.98 

3 120 KW 
Load 

159 0.04472 97.52 16.54 

4 Inductive load 
switching 

105.6 0.057509 94.24 17.86 

5 Capacitor 
switching 

117.6 0.0575 94.24 17.89 

load. F1-score ranges at 100KW load include recall; precision is stated as 0.9703, 
1, 0.9744. The ranges of F1-score, recall, and precision value for 120 KW load are 
0.9834, 0.9908, and 0.9569, respectively. During non-islanding, F1-score, recall, and 
precision are 0.89422, 1.0, 0.9744. 

7 Conclusion 

The research provides a negative sequence islanding detection technique based on 
WT-ANN that utilizes mean square error to detect islanding conditions for various 
wavelet coefficients. The energy content as well as the standard deviation are 
measured and fed into the ANN model. It measures islanding detection time with 
an accuracy of 88–92% for varied loads. In balanced conditions with 0% NDZ, the 
suggested islanding technique can also detect islanding and overload conditions in 
a short amount of time. Advanced ANN approaches such as multiple regressions, 
recurrent neural networks, and others can be used to implement the recommended 
approach for detecting islands without sacrificing accuracy in the future.
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Design of Speed and Area Efficient Non 
Linear Carry Select Adder (NLCSLA) 
Architecture Using XOR Less Adder 
Module 

Yamini Devi Ykuntam, Bujjibabu Penumutchi, and Srilakshmi Gubbala 

Abstract In any arithmetic processor, adder acts as a primary element for 
performing various computational operations. In order to have good speed of oper-
ation for the processor, the adder used in it should be efficient in speed of operation. 
Among different adder architectures, Carry Select Adder (CSLA) is having good 
speed of operation which can be used in processors and various digital systems. The 
reason behind the speed of CSLA is its architecture that consists of twin cascaded full 
adders which is nothing but Ripple Carry Adder (RCA). These twin RCAs execute 
addition operation in parallel by assuming input carry as ‘0’ for one RCA whereas the 
other RCA input carry is assumed as ‘1’. The drawback of CSLA is more area due to 
usage of twin RCAs. A low area CSLA is proposed which has BEC instead of RCA 
with input carry as ‘1’ with the cost of more delay than the existing architecture. To 
achieve a CSLA architecture having low area without affecting the speed parameter, 
a novel architecture of CSLA is proposed in this paper using XOR less adder module 
also called as mirror adder. The proposed CSLA architecture is compared with the 
existing CSLA architectures in area and speed parameters. 

Keywords NLCSLA · RCA · BEC ·Mirror adder (MA)
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1 Introduction 

As the electronics field is advancing quickly, requirement of digital systems with 
high speed, small area and low power consumption is increasing. The main design 
entities which are to be considered while designing a digital circuit are: area, which 
must be less; speed, which should be more; and power consumption, which should 
be less [1]. The major area of research in VLSI domain urges for circuits having 
more speed and reduction in area. In any system or processor, computational unit 
plays an important role. Any type of computations performed by the computational 
unit involves addition operation which should be fast enough to have an efficient 
performance computational unit. 

An adder module performs the addition operation whose performance should be 
good in order to have good operation speed. In order to satisfy the VLSI circuit 
design criteria of less area and power consumption with high speed operation, the 
computational unit must have an adder architecture satisfying all the mentioned 
criteria. 

In literature survey, number of adder architectures are studied like Ripple Carry 
Adder (RCA) in which number of 1-bit full adders are connected in series, Carry 
Look ahead Adder (CLA) in which addition is performed with the help of generate 
and propagate functions and many other architectures (Carry Save Adder (CSA), 
Carry Increment Adder (CIA) and Carry Select Adder (CSLA) [2–6]. 

Majorly among all adder architectures, the main problem is speed of addition. 
The speed of addition in most adder architectures is limited by carry generation 
and its propagation. The addition of each bit in the given data depends on the carry 
input obtained from the previous data bit addition operation. So the next level data 
bit addition is delayed until it gets the carry input from the previous stage data bits 
addition operation. 

Among all the adder architectures studied, Non linear CSLA (NLCSLA) is having 
less delay in addition operation but its area is more as it consists of two sets of RCA 
[7]. These RCAs in NLCSLA perform operation by assuming one as carry input 
equal to ‘1’ and the other assumes carry input as ‘0’ [8–12]. A 2-to-1 multiplexer is 
used to choose the final sum output from the two RCA outputs. The select input to 
multiplexer is nothing but the carry output from previous stage of addition operation. 
In order to minimize the area of NLCSLA, the circuit is designed using Binary to 
Excess one Converter (BEC) [13]. 

But this NLCSLA with BEC architecture delay increased when compared to 
existing structure even though its area is less. To attain a NLCSLA with minimum 
delay and reduced area, a new architecture is proposed in this paper. The proposed 
architecture is modification of NLCSLA with BEC architecture which consists of 
XOR less adder [14–16] module as a replacement for RCA module which assumes 
carry input as ‘0’ for performing addition. The proposed architecture and existing 
architectures of NLCSLA are contrasted in area and delay. 

In brief, the paper starts with the explanation about existing and proposed adder 
architectures. The next section evaluates the adder architectures in terms of area and
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delay calculations. Later on, the adder architectures are contrasted with the help of 
synthesized results. As a final point, the paper is concluded with explaining the future 
scope of the work. 

2 Non Linear Carry Select Adder 

There are two types of CSLA architectures—Linear CSLA (LCSLA) and Non Linear 
CSLA (NLCSLA). Among both, NLCSLA is having good operation speed. The 
NLCSLA is also called as Square Root CSLA (SQRT CSLA) which is consid-
ered in this paper for architecture modification in order to obtain an efficient CSLA 
architecture design. 

2.1 Existing NLCSLA 

With the design of CSLA architecture, the carry data transmission difficulty is 
conquered to most extent. Its architecture is planned in such a way that the addi-
tion operation is performed parallel by considering carry data inputs both as ‘1’ and 
‘0’ and sum output is chosen using the precious stage carry data output. A NLCSLA 
of 16-bit size is shown in Fig. 1 in which different stages with different input sizes 
are present. Each stage of adder architecture consists of twin RCAs and multiplexer 
(MUX).

In twin RCAs, one performs addition assuming carry input as ‘0’ and the other 
performs addition assuming carry input as ‘1’. The sum and carry outputs from the 
twin RCAs are applied as inputs to multiplexer which selects the final sum and carry 
output of the particular stage. Depending on the control signal, any one RCA’s, sum 
and carry output is selected by the MUX. This architecture is having good speed of 
operation when compared to other adder structures but its area is more due to the 
presence of twin RCAs. At the same time, power consumption will be more due to 
more area. 

2.2 NLCSLA Using BEC 

To prevail over the drawbacks of NLCSLA, a modified architecture for it is proposed 
using Binary to Excess one Converter (BEC). In modified architecture of NLCSLA, 
BEC is used in place of RCA with carry data input as ‘1’. The area occupied by 
BEC is less when compared to RCA. So with the usage of BEC in the modified 
adder architecture will result in adder architecture with reduced area and power 
consumption. A BEC of n + 1 bit size can be used instead of an RCA of n-bit size 
where n is input size for the respective RCA or BEC.
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A15:11 B15:11       A10:7       B10:7            A6:4 B6:4 A3:2 B3:2 A1:0 B1:0 Cin 
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6-bit BEC 5-bit BEC 4-bit BEC 3-bit BEC 

MUX 
12:6 

MUX 
10:5 

MUX 
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MUX 
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C10 
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RCA with 

Cin = 0 
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with Cin = 

0 

3:2 RCA 
with Cin = 

0 
1:0 RCA 

Cout sum15:11 sum10:7 sum6:4 sum3:2 sum1:0 

Fig. 2 NLCSLA using BEC of 16-bit size 

The operation of the adder remains the same, i.e., the MUX will select either 
output of RCA with carry data input as ‘0’ or the BEC output which depends on the 
carry data output resulting from the previous stage addition operation. If the carry 
data output is ‘0’, the MUX selects RCA output and if it is ‘1’, then MUX selects 
BEC output. A NLCSLA using BEC of 16-bit size is shown in Fig. 2. Although the 
area of the adder architecture is reduced, the delay in adder operation increased. 

2.3 NLCSLA Using XOR Less Adder Module (MA) 

The NLCSLA using BEC architecture has less area but at a cost of increased delay. 
To have architecture with minimum area and power consumption, a novel NLCSLA 
is proposed in this paper. An XOR less adder module is used in this novel adder 
architecture as an alternative for RCA with carry data input as ‘0’. In an adder 
module, an XOR gate has more number of transistors which increase area also the 
delay as the number of transistors in critical path increases. An XOR less adder 
module is also called as Mirror Adder (MA) which is shown in Fig. 3.
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A 
B 
C CARRY 

SUM 

A 
B 
C 

Fig. 3 XOR less adder circuit 

Further minimization of carry delay in MA circuit can be done by removing 
inverter at the carry output. The removing of inverter at carry output is called elimi-
nation of inverter in the path of carry output which results in great reduction of carry 
delay. Two properties were used in elimination of inverter scheme. Full adders were 
applied with inverted inputs to get an inverted output which is the first property. The 
second property is that MA generates the inverted carry output and then inverts it to 
obtain final carry output. 

Figure 4 shows a NLCSLA using MA of 16-bit size in which RCA with carry data 
input as ‘0’ is replaced by MA. The modified adder architecture with MA also have 
BEC and MUX. The operation of the architecture remains the same as explained in 
previous Sects. 2.1 and 2.2.

3 Assessment of Delay and Area(Theoretical) 

3.1 Assessment of Delay and Area for Modules in NLCSLA 

For assessing the area only basic gates are considered, i.e., AND, OR and Inverter. 
The NLCSLA architecture consists of RCA and MUX. Full adders and a half adder 
connected in series forms an RCA. With the help of two XOR gates, one OR gate 
and two AND gates, a 1-bit full adder structure can be designed. Two AND gates, 
one OR gate and two inverters are required for designing a 1-bit XOR gate, i.e., XOR 
is designed using 5 basic gates. In total, 13 gates are required to design a 1-bit full 
adder. One XOR gate and one AND gate are required for a half adder design. The 
gate count required for design of half adder is 6. A 2:1 MUX design call for one OR
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Fig. 4 NLCSLA using MA of 16-bit size

gate, one inverter and two AND gates which gives the total gate count as 4. Each 
gate constitutes 1 unit of delay and area. 

The critical path which is the longest path in the circuit offers the highest delay 
which is considered as the delay of entire circuit. The number of gates in critical path 
helps in assessing the delay of the path, i.e., by summing the gates delay in the path. 
The total number of gates in a module helps in area assessment (Table 1). 

Table 1 Assessment of area 
and delay for modules in 
NLCSLA 

Module name Area assessment Delay assessment 

XOR 5 3 

2:1 mux 4 3 

Half adder 6 3 

Full adder 13 6
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3.2 Assessment of Delay and Area for Existing NLCSLA 

The NLCSLA can be divided into five blocks where block 1 consists of only RCA 
and remaining blocks consist of twin RCAs, MUX which can be seen in Fig. 1. Let  
us assess the area for block 2 which is designed using twin RCAs of 2-bit size and 
three 2:1 MUX. In twin RCAs, one RCA assumes carry input as ‘0’ which can be 
designed using one half adder and one full adder and the other RCA assumes carry 
input as ‘1’ which can be designed using two full adders. 

Using the methodology for assessment of area discussed in 3.1, gate count for 
group 2 is 57 which is the total number of gates in 3 full adders (3*13 = 39, where 
13 is gate count of one full adder), one half adder (1*6 = 6, where 6 is gate count 
of one half adder) and three 2:1 MUXs (3*4 = 12, where 4 is gate count of one 2:1 
MUX). In the same way, the area is assessed for remaining blocks. The delay for the 
architecture is assessed by summing all gate delays in the critical path. 

3.3 Assessment of Delay and Area for NLCSLA Using BEC 

The area and delay assessment for this adder architecture is also performed in the 
same way as explained in Sect. 3.2. From Fig.  2, it is clear that the NLCSLA using 
BEC also has five blocks. RCA assumes carry input as ‘0’ of 2-bit size, BEC of 3-bit 
size and three 2:1 MUX are the modules of block 2 in the adder architecture. 

Gate count of block 2 is 43 which is the total number of gates in one full adder 
(1*13 = 13, where 13 is gate count of one full adder), one half adder (1*6 = 6, 
where 6 is gate count of one half adder), three 2:1 MUXs (3*4 = 12, where 4 is gate 
count of one 2:1 MUX), one AND gate, one NOT gate and two XOR gates (2*5 
= 10, where 5 is gate count of one XOR gate). The area assessment for remaining 
blocks in the architecture can be performed in same way where as the delay for the 
architecture is assessed by summing all gate delays in the critical path. 

3.4 Assessment of Delay and Area for NLCSLA Using MA 

The area and delay assessment for this adder architecture is also performed in the 
same way as explained in Sect. 3.2. From Fig.  4, it is clear that the NLCSLA using 
MA also has five blocks. RCA designed using MA assuming carry input as ‘0’ of 
2-bit size, BEC of 3-bit size and three 2:1 MUX are the modules of block 2 in the 
adder architecture. 

Gate count of block 2 is 41 which is the total number of gates in one mirror adder 
(1*11 = 11, where 11 is gate count of one mirror adder), one half adder (1*6 = 6, 
where 6 is gate count of one half adder), three 2:1 MUXs (3*4 = 12, where 4 is gate 
count of one 2:1 MUX), one AND gate, one NOT gate and two XOR gates (2*5
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= 10, where 5 is gate count of one XOR gate). The area assessment for remaining 
blocks in the architecture can be performed in the same way whereas the delay for 
the architecture is assessed by summing all gate delays in the critical path. 

4 Assessment of Delay and Area (Practical) 

All the three adder architectures (two existing and one proposed), are designed with 
the help of VHDL for different input size. Then the designed architectures are func-
tionally verified and synthesized by using Xilinx ISE Navigator of version 14.2. A 
simulator called ISIM is integrated in Xilinix ISE which helps to perform functional 
simulation of designed adder architectures for functional verification. Later on the 
adder architectures are synthesized to obtain the area which is specified in number 
of LUTs and delay which is specified in Nano seconds. 

Table 2 interprets the area and delay for all the three designed adder architectures. 
From Table 2, it can be said that the delay for all the three adders are the same for 
lower input size, i.e., for 8-bit input size. But as the input size increases, the delay 
of the proposed adder, i.e., NLCSLA with MA decreases when compared to the 
existing adders, i.e., NLCSLA and NLCSLA using BEC. At the same time, the area 
of proposed adder is increased but by a small amount.

5 Conclusion 

The NLCSLA, NLCSLA using BEC and NLCSLA using MA are designed for 
different input sizes (8, 16, 32 and 64-bit) with the help of VHDL in this paper. 
Also the designed adder architectures are functionally verified by performing func-
tional simulation. Further, the designs are synthesized for area and delay reports 
which are tabulated in Table 2. The proposed adder, NLCSLA using MA had less 
delay with a little bit penalty of more area when compared to other two existing adder 
architectures. But still, the proposed adder area is less than the existing NLCSLA. As 
the delay of proposed adder is less also having less area than the existing NLCSLA, 
it can be used in the design of high speed VLSI and other circuits. As a future scope, 
the proposed adders can be designed for higher-order input size and can be used to 
build different multipliers and filters.
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Table 2 Area and delay 
assessment (practical) among 
three designed adder 
architectures 

Size of input Type of adder Area in No. of 
LUTs 

Delay in ns  

8-bit Existing 
NLCSLA 

21 12.38 

NLCSLA using 
BEC 

19 12.38 

NLCSLA using 
MA 

19 12.38 

16-bit Existing 
NLCSLA 

46 18.46 

NLCSLA using 
BEC 

40 19.65 

NLCSLA using 
MA 

46 17.45 

32-bit Existing 
NLCSLA 

105 25.22 

NLCSLA using 
BEC 

93 26.48 

NLCSLA using 
MA 

99 23.88 

64-bit Existing 
NLCSLA 

229 31.66 

NLCSLA using 
BEC 

203 32.50 

NLCSLA using 
MA 

211 30.05
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Design and Analysis of 1 × 4 Corporate 
Feed Conformal Microstrip Antenna 
Array for X-band Spaceborne Synthetic 
Aperture Radar Applications 

Bala Ankaiah Nunna and Venkata Kishore Kothapudi 

Abstract Synthetic aperture radar (SAR) collects data about distant objects using 
electromagnetic waves. It has measuring capabilities without requiring physical 
contact, making it ideal for remote sensing applications. In the last decade, space-
based synthetic aperture radars for earth remote sensing have been created that 
can operate in all weather and day-and-night circumstances. The antenna works 
as the interface between the outer surface and the internals of the radar, is a vital 
component of synthetic aperture radar. The new technique is presented for simulating 
conformal microstrip patch antenna arrays. A single, 1 × 2 and 1 × 4 corporate feed 
microstrip antenna arrays using inset feeding technique operating at 9.65 GHz is 
designed. The characteristics of the antenna array are simulated and also examined. 
It includes reflection coefficient, VSWR, gain and side lobe level. The improved 
cross-range resolution of spaceborne Synthetic Aperture Radar is aided by the 
increased bandwidth and gain. The gain achieved improves cross-range coverage 
while lowering aerodynamic drag. The proposed designs are simulated using elec-
tromagnetic software CST Microwave Studio. The performance characteristics of 
the single conformal microstrip patch antenna, 1 × 2 and 1 × 4 conformal arrays are 
compared with planar arrays. 
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1 Introduction 

Synthetic Aperture Radar (SAR), initially created in the 1950s to improve the reso-
lution of military reconnaissance radar, has quickly matured as a remote sensing 
technology for a wide range of civilian uses. Although the majority of currently 
operational spaceborne SAR operates in the L, C and X-bands, there is an increasing 
need for observations at higher frequencies. The design of aircraft antennas is difficult 
because it must meet a number of criteria in order to give the optimal aerodynamic 
force [1]. Synthetic aperture radar in space is a versatile sensor that may be used for 
earth monitoring in any weather. The majority of space-based SAR systems is based 
on large-satellite platforms and utilizes phase-arrays or mechanical steering, resulting 
in high costs, high power consumption and restricted performance [2]. A conformal 
antenna is one that is meant to follow a certain shape, such as a flat curving antenna 
installed on or incorporated in a curved surface. The impact of mutual coupling is 
explored using a four-element conformal antenna array on a cylindrical surface [3, 
4]. Aerodynamic drag is increased by planar antennas, which reduces fuel efficiency. 
Conformal antennas address this issue by adapting to the contour of the item to which 
they are mounted. In X-band, the antenna size is small [5]. The cross-range resolution 
can be improved by using a wider transmission bandwidth and a reception band [6]. 
Microstrip antennas are preferred and deemed extremely favorable for meeting the 
aforementioned standards [7, 8]. Microstrip antennas have a low profile, can adapt to 
planar and conformal surfaces, easy and inexpensive to fabricate using contemporary 
PCB technology. These antennas can be mount on aircrafts, satellites, missiles and 
also on cell phones [9]. 

In [10], conformal antenna, configured with enhanced bandwidth for aircraft appli-
cations, is presented. The design is achieved 10.2% of bandwidth and gain of 9 dB 
at 5.2 GHz for improving the synthetic aperture radar images. This paper presents 
the omnidirectional antenna array on cylinder. A 1 × 4 antenna array is conformed 
on cylinder surface with a diameter of 90 mm. This design obtains the VSWR of 
1.16 at the operating frequency of 2.34 GHz [11]. In [12–14], 3 × 3 series-fed planar 
array for X-band, 1 × 3 series-fed linear array for X-band and 10 element Linear 
array for K-band is presented respectively. In this paper [15], design of 4 element 
and 8 element conformal antennas on cylinder surface with different curvatures has 
been presented. The proposed curvatures are 30° and 40° at 10 GHz frequency. In 
[16], conformal antennas that are placed on cylinder surfaces has been studied. The 
antennas’ elements of 4, 8, 16, and 32 are considered with different inter element 
spacing and different radius of curvatures. In this paper [4], performance analysis of 
microstrip conformal antenna array is presented with different curvature at 2.4 GHz 
with the gain of 6 dB. In [17], conformal antenna is designed for Ku-band. A gain 
of 13.65 dB with 16.7z 3-dB beam width is achieved. In this paper [18], a conformal 
antenna is designed on cylindrical surface. The peak gain is 23.5 dB, and 4° beam 
deflection is achieved. In [19], a rectangular microstrip antenna is conformed on 
spherical surface. The achieved spherical microstrip antenna gain is 7.2 dBi and side 
lobe level is −11.6 dB. In this paper [20], design of high gain microstrip antenna
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is designed for X-band RADAR applications. In [21], Planar and conformal 2 × 2 
microstrip patch antenna is designed for C-band avionics applications. 

2 Conformal Antenna Array Design 

This section describes the design process for conformal antenna arrays, with distinct 
configurations. Microstrip antennas have become more attractive for space applica-
tions. They are being employed for both military and commercial purposes. In this 
paper, a single conformal antenna, 1 × 2 corporate feed, 1 × 4 corporate feed inset 
fed conformal arrays has been designed, analyzed and compared with planar arrays 
for spaceborne SAR applications. These arrays are designed at X-band (9.65 GHz). 
The simulations were carried out in CST MWS software. The antenna spacing is 
taken as 0.7 λ in arrays. In this work, the loss tangent tanδ = 0.0009 is considered, 
material substrate with relative permittivity εr = 2.2 is chosen for all designs, with 
RT/Duroid-5880 substrate [22]. 

2.1 A Single Conformal Antenna 

A single conformal antenna is designed at the frequency of 9.65 GHz. Weather 
monitoring, air traffic management, defense tracking and vehicle speed detection 
are all done with X-band radar and phased arrays at civic, military and government 
institutions. The inset feeding approach for microstrip antennas is straightforward 
to use and understand, as the inset gap and inset length determine the antenna’s 
behavior. The single microstrip patch antenna is designed as planar antenna and then 
bent on a cylinder surface with the radius of 10 mm to make conformal antenna. The 
top view of the single planar antenna conformed on cylinder is presented in Fig. 1a, 
b. The optimized dimension of the single conformal antenna is given in Table 1.

The return loss |S11| for the single conformal antenna is presented in Fig. 1c. 
The return loss is −31.24 dB. The surface current distribution is shown in Fig. 1d. 
Figures 1e, f demonstrate the simulated radiation pattern of E-plane and H-plane. 
Figure 1g presents simulated 3D far-field gain. The simulated gain is 7.38 dBi and 
SLL is −13.2 dB for the single conformal antenna design. 

1 × 2 Corporate Feed Conformal Antenna Array. There is no requirement for 
matching the impedance in a series-fed system, and the signal travels a shorter 
distance than in a corporate-fed system. These networks are more difficult to design 
because the amplitude and phase of the impedance must be precisely estimated. In a 
corporate-fed network, all elements have the same electrical distance from the source 
to the radiating element, and hence the same signal phase and amplitude. The most 
common feeding approach for fabricating antenna arrays is a corporate feed. The
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a b 

c d 

e f 

Fig. 1 a Single Planar antenna. b Single conformal antenna. c Simulated return loss. d Simu-
lated surface current distribution. e Radiation pattern (E-Plane). f Radiation pattern (H-Plane). g 
Simulated far field gain
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Fig. 1 (continued) g

Table 1 A single conformal 
antenna dimensions 

Parameter Value (mm) 

PL 10 

PW 10 

FL 5.5 

FW 1.0 

IG 1.0 

ID 2.4 

SUBL 20 

SUBW 
R 

20 
10

incident power is separated and distributed evenly to the different antenna compo-
nents in this situation. This approach allows for greater control over each element’s 
feed, making it excellent for scanning phased arrays and multi beam arrays. The 
corporate feed network is used to provide power splits of 2n (i.e., n = 2, 4, etc.). 
To avoid mutual coupling effects, a gap of 0.7 is employed between two subsequent 
elements of the array antenna. The distance between two patches is 22 mm. The 
patch components are coupled using a microstrip line and a T-junction power divider 
in this configuration. The width of 50 Ω line feed is 2.8 mm and 100 Ω line feed is 
0.716 mm. 

The top view of 1 × 2 corporate feed planar and conformal antenna array is 
presented in Fig. 2a, b. The cylinder radius is considered as 20 mm for the 1 × 
2 corporate feed conformal antenna array. The 1 × 2 and 1 × 4 corporate feed 
conformal antenna arrays’ optimized dimensions are given in Table 2.

The simulated return loss |S11| for  the 1  × 2 corporate feed conformal array is 
presented in Fig. 2c. The obtained return loss is −21.21 dB. The surface current 
distribution is shown in Fig. 2d. Figure 2e, f present the simulated radiation pattern 
of E-plane and H-plane. Figure 2g shows simulated 3D far-field gain. The simulated 
gain is 8.38 dBi and SLL is −16.6 dB for the 1 × 2 corporate feed conformal antenna 
array.
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Fig. 2 a 1 × 2 planar array antenna. b. 1 × 2 conformal array antenna. c Simulated Return loss. d 
Simulated Surface current distribution. e Radiation Pattern (E-Plane) f Radiation Pattern (H-Plane). 
g Simulated far field gain
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Table 2 Optimized 
dimensions of the 1 × 2 and  1  
× 4 conformal array antenna 

Parameter Value (mm) 

PL 10 

PW 10 

IG 1.0 

ID 2.4 

FL 5.5 

FW 1.0 

d1 22 

d2 22 

d 44 

R for  1  × 2 array 20 

R for  1  × 4 array 80 

SUBL for 1 × 2 array 30 

SUBW for 1 × 2 array 40 

SUBL for 1 × 4 array 50 

SUBW for 1 × 4 array 85

1 × 4 Corporate feed Conformal Antenna Array. The top view of the 1 × 4 
corporate feed planar and conformal antenna array is shown in Fig. 3a, b. The cylinder 
radius is considered as 80 mm for the 1 × 4 conformal antenna array. The simulated 
return loss |S11| for  the 1  × 4 corporate feed conformal antenna array is presented in 
Fig. 3c. The obtained return loss is −41.80 dB. The surface current distribution is 
shown in Fig. 3d. Figure 3e, f show the simulated radiation pattern of E-plane and 
H-plane. Figure 3g, h show simulated 3D far-field gain and front-to-back ratio over 
frequency. The simulated gain is 10.5 dBi and SLL is −18.9 dB for the 1 × 4 series  
fed conformal antenna array.

3 Conclusion 

This study describes the design and implementation of a conformal microstrip patch 
antenna array on a conducting cylindrical surface. The X-band (9.65 GHz) conformal 
antenna arrays for spaceborne synthetic aperture radar applications are presented in 
this research article. Table 3 shows the performance of a single conformal antenna, 1 
× 2 corporate feed conformal antenna array and 1 × 4 corporate feed conformal 
antenna array. The gain and directivity obtained for the 1 × 4 conformal array 
compared to the 1 × 2 conformal array is better. When the array bends, the perfor-
mance characteristics deteriorate even further. A maximum gain of 10.5 dBi with − 
18.9 SLL was achieved for 1 × 4 conformal array in X-band. Telemetry, satellites,
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Fig. 3 a 1 × 4 planar array antenna. b 1 × 4 conformal array antenna. c Simulated return loss. d 
Simulated surface current distribution. e Radiation pattern (E-Plane). f Radiation pattern (H-Plane). 
g Simulated far field gain. h Front-to-back ratio over frequency

aeroplanes and medical operations are all possible uses for the suggested architec-
ture. This research will pave the way for the creation of printed antennas on flexible 
substrates.
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g h  

Fig. 3 (continued)

Table 3 Performance analysis of conformal antenna arrays 

Parameter Single 1 × 2 array 1 × 4 array  

Planar Conformal Planar Conformal Planar Conformal 

Return loss (dB) −21.24 −31.24 −20.80 −21.21 −34.69 −41.80 

Bandwidth (GHz) 9.55–9.75 9.53–9.76 9.47–9.80 9.45–9.83 9.50–9.81 9.50–9.83 

VSWR 1.18 1.05 1.20 1.19 1.03 1.01 

Gain (dBi) 7.48 7.38 9.64 8.38 12.8 10.5 

SLL (dB) −13.0 −13.2 −15.1 −16.6 −18.1 −18.9 
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Multilingual Text Recognition System 

Mansi Maithani, Dibyasha Meher, and Sumita Gupta 

Abstract Most of us take our reading and writing abilities for granted until the onset 
of visual impairment. After all, literacy is a key to personal independence and access 
to information. Tasks that require little thinking on our part, such as reading lables 
and business cards, can prove to be very challenging for visually impaired people. 
The proposed approach suggests the use of OCR techniques to extract information 
from printed and electronic documents and convert this information into a voice 
output for the benefit of the visually impaired. This paper considers the functioning 
of two of the common OCR engines, Tesseract OCR and EasyOCR. We have used 
these tools for the text recognition of Indian languages, Bengali and Tamil along with 
English text. We conclude this paper with a comparative study of these two tools by 
considering business cards as an input. From business cards we have tried to extract 
all legible data by using Tesseract and EasyOCR and compared these tools based on 
their accuracy parameter. 

Keywords Optical character recognition (OCR) · Open source · Tesseract ·
EasyOCR ·Multilingual text recognition 

1 Introduction 

OCR (Optical Character Recognition) is a method of converting text into images, 
scanned or printed text images into content that can be edited for additional processing 
[1]. This technology makes it possible for text to be automatically recognised by a 
machine. It’s as if the human body’s eye and mind combined. An eye can see or view 
the text from the visuals, but the brain processes the information in a different way as 
well as reads the retrieved text by eye and interprets it. A few difficulties can be solved 
by developing a computerised OCR system. It could be tough for the computer to
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tell the difference, for example between the number ‘0’ and the letter ‘o’ Second, it’s 
possible that text extraction will be extremely difficult and challenging. In the year 
1955 the first OCR commercial system was deployed. OCR was utilised to input a 
sales report into a computer. After that, the OCR approach has shown to be extremely 
useful wherein documents present physically in the office are being converted to 
digital format. There are numerous applications wherein OCR is being used. In this 
paper we discuss about business card character recognition. This paper considers 
the functioning of two of the common OCR engines, Tesseract OCR and EasyOCR. 
Experimental analysis for the results of the working of these two tools is given for 
business cards in English, as well as for business cards with multilingual text. We 
have used these tools for the text recognition of Indian languages, Bengali and Tamil 
along with English text. Section 2 discusses existing techniques used to perform 
OCR and their performance and drawbacks. Section 3 presents our approach to the 
problem, and Sect. 4 contains the methodology applied by us. Section 5 discusses the 
experiment results, and Sect. 6 concludes the article with our findings. We conclude 
this paper by comparative study of these two tools by considering business cards as 
an input. 

2 Text Recognition Systems 

The OCR technology was introduced back in the early 1990s. Since then, OCR has 
undergone various changes but it still remains one of the breakthroughs of the digi-
tized world. Some of the common use-cases of OCR technology are forms processing, 
e.g. bills, receipts, cheque processing etc. The performance of OCR models draws on 
multilayer artificial neural networks. For computer vision, the most common types 
are recurrent neural networks (RNN) or more precisely long short-term memory 
(LSTM), and convolutional neural networks (CNN). Some of the common open-
source OCR engines are Tesseract, OCROpus, Calamari OCR, Kraken, Keras OCR 
and EasyOCR. Kraken and Calamari OCR are both dissidents of OCROpus where 
Kraken runs on Linux and OSX only and Calamari OCR is a CLI-only framework 
which has also been derived from Kraken [2]. Kraken currently only contains the 
generalized English language model and a Syriac language model and for Calamari 
OCR, French is the primary alternate language to English. 

For this experiment, we have chosen two OCR frameworks to estimate the perfor-
mance of text recognition. These are Tesseract OCR and EasyOCR by JaidedAI [3, 
4]. The framework is written in Python and supports multiple languages. The main 
criteria for chosing these OCR engines were their support for character recognition 
on Indian languages, open-source code and flexible APIs. In this experiment, we test 
these engines on business cards. 

Adaptive recognition: Tesseract searches pixels, letters, phrases, and sentences for 
templates. It employs a two-step process known as adaptive recognition. It necessi-
tates one data step for character identification, followed by a second stage to fill in 
any missing letters with letters that match the word or phrase context.
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Tesseract reached maturity with version 3.x, when it began to support a wide 
range of picture formats and introduced a huge number of scripts (languages). 
Traditional computer vision algorithms are used in Tesseract 3.x. In many areas 
of Computer Vision, Deep Learning- based algorithms have outperformed standard 
machine learning techniques by a large margin in terms of accuracy in recent years. 
One of the most well-known examples is handwriting recognition. It was just a 
matter of time before Tesseract got its hands on a deep learning- based identifica-
tion engine as well. Tesseract 4 has additional deep-learning based capability with 
LSTM network (a type of Recurrent Neural Network) based OCR engine which is 
focused on the line recognition but also provisions the legacy Tesseract OCR engine 
of Tesseract 3 which works by recognising character designs. Figure 1 shows the 
architecture of the Tesseract framework. 

The other OCR engine that we will be using is EasyOCR. It is also an open-source 
OCR like Tesseract. EasyOCR is built with Python and Pytorch deep learning library. 
It is a python module that allows you to transform a picture into text. The CRAFT 
method is used for detection, and the CRNN model is used for recognition. Feature 
extraction, sequence labelling (LSTM), and decoding (CTC) are the three basic 
components. EasyOCR has few software prerequisites and can be utilised directly 
through its API. 

CRAFT (Character-Region Awareness For Text detection)—CRAFT is used for 
scene text detection, which is a task that involves detecting and labelling text sections 
with bounding boxes, in a complicated background. CRAFT was proposed in 2019 
and its main objective is to localize the individual character regions and link the 
detected characters to a text instance. The backbone of CRAFT is VGG-16, which 
is a fully convolutional network architecture. To put it another way, VGG16 is the 
feature extraction architecture that is utilised to encode the network’s input into a 
feature representation [5] CRAFT is multilingual i.e. it can detect text written in any 
script. Figure 2 shows the architecture of the EasyOCR framework.

Fig. 1 Architecture of tesseract 
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Fig. 2 Architecture of EasyOCR 

In this research paper, the main focus is on Tesseract and EasyOCR due to their 
support for multiple languages and ease of use [6]. The Tesseract framework works 
on a wide range of FOSS and proprietary interfaces and GUIs and supports 116 
languages with room for adaptation [7]. Tesseract is considered one of the most 
precise OCR frameworks [8]. EasyOCR is also a repository supporting more than 80 
languages. It supports many popular script types, including Latin, Cyrillic, Chinese 
and Arabic. It is by far the most user-friendly approach to implement OCR. It has 
been developed by the JaidedAI company. In this research paper, we use these OCR 
engines on Indian languages—Bengali and Tamil, with their respective scripts. 

3 Multilingual Text 

In this multilingual text recognition system, we are able to detect text in combina-
tion of two languages—Bengali and English as well as Tamil and English. For this 
we have used both Tesseract and EasyOCR and used the standard trained datasets 
provided with these engines, for the respective language. EasyOCR can read multiple 
languages at the same time but they have to be compatible with each other. English 
is compatible with all languages. Languages that share most of the character (e.g. 
Latin script) with each other are compatible. To use Tesseract to do OCR on multi-
lingual documents, we place all language data files in the same folder so that they 
can be accessed under the same path, then pass their associated language codes using 
the ‘+’ operator. We have used business cards in Bengali and Tamil as our inputs 
for this purpose. Figure 3 shows the proposed approach for the Multilingual Text 
Recognition System.

3.1 Bengali Script 

There are several well-known languages around the world, such as English, Chinese, 
Arabic, Japanese, Bengali, and so on. Bengali is the world’s fifth most spoken native 
language and the world’s seventh most spoken language overall [9]. Many letters,
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Fig. 3 Architecture of proposed text recogniser system

textbooks, and other documents are examples of many types of documents. Novels, 
government documents, historical documents, newspapers, and other sources of 
information periodicals, data input forms, and other materials are available in Bengali 
that needs to be upgraded. Many well- known pieces of Bengali literature have to be 
computerised and archived as well. 

The Bengali language has far more complex characters than any other language 
due to its structure. It comprises of 11 vowels (Shoroborno), 39 consonants (Benjon-
borno), and two or more characters blending to create compound (Juktoborno) 
characters in the Bengali language. 

As a result, developing an OCR that identifies Bengali characters is more difficult 
than the usual method from other languages. As a result, since the middle of the 
1980s, numerous researchers have been working on constructing an OCR system for 
recognising Bengali characters. Since then, Bengali OCR has become a huge topic 
of study, with numerous academics proposing cutting-edge methods [10]. 

The following items make up the overall contribution: 

● We introduce an end-to-end word recognition system for the Bengali language as 
part of our total contribution. To the best of our knowledge, this research project 
comprises and investigates end-to-end strategy in Bengali OCR. 

● We test the performance of the end-to-end technique using the well-known Bengali 
dataset BanglaWriting. 

● In addition, the recovered features (scanned from left to right of a word image) 
are fed into the tesseract character recognition model and the easy-OCR model at 
the same time. 

● Figure 4 shown below is an example of a Bengali business card used in our 
experiment.
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Fig. 4 Bengali business card 

3.2 Tamil Script 

There are 12 vowels, 18 consonants, and one unique character in Tamil (known as 
Ayudha Ezhuthu). Grantha Letters are five additional consonants borrowed from 
Sanskrit and English to express north Indian and English words/syllables [11]. ]. As 
a result, the script features 36 distinct fundamental letters: 12 vowels, 18 consonants, 
1 Ayudha Ezhuthu, and 5 Granthas. Figure 5 depicts the basic characteristics. 

The combination of 12 vowels and 18 consonants yields 216 compound characters, 
bringing the total number of characters to 247 [216 + 12 + 18 + 1]. Figure 6 shows 
an example of compound character generation for a consonant. 

Fig. 5 Vowels, consonants, Ayutha Ezhuthu and Grantha letters of Tamil Script 

Fig. 6 Compound character formation for a consonant with set of vowels
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Fig. 7 Input images 

4 Methodology 

In this experiment, we chose pytesseract as the Python wrapper for Tesseract. The 
version of Tesseract being used is 5.0.1. The dataset fed to the algorithm is tess-
data/eng.traineddata for the English OCR. The Language Abbreviation instructs the 
OCR engine the language to seek for during OCR, and the Language Data Path 
should have the corresponding language’s data file. This file contains all of the infor-
mation that were utilised to train the OCR engine in the first place tessdata is the 
standard model that only works with Tesseract 4.0.0 and above. Similarly, the dataset 
used for Bengali and Tamil are the standard traineddata files—ben.traineddata, 
tam.traineddata—stored in the tessdata folder. 

4.1 Load Image 

The images shown in Fig. 7 have been uploaded from the internet. The output quality 
and accuracy are determined by the image quality that was loaded. It should be clear 
[12]. 

4.2 Process Image 

The image has been processed in the second stage. It determines whether or not the 
image is clear. The output may not be clear and correct if the image is fuzzy or not 
taken properly. 

Pre-processing is a crucial step before moving on to feature extraction since it 
ensures that the results are appropriate for the subsequent phases. The proportion of 
each stage that is completed successfully provides the OCR rate of success. 

A. Character Recognition Performance Affecting Variables
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The accuracy with which characters are recognised using OCR is influenced by a 
number of factors. The sharpness of the scan and the clarity of the scanned photograph 
[13], published document category (photocopied or new technology printer), paper 
performance, and semantic nuances are all factors to take into account. Uneven 
illumination and watermarks are two issues that affect the correctness of OCR. 

B. The Importance of Character Recognition Pre-processing phase 

The pre-processing stage is required to achieve a higher text recognition pace. Using 
structural and methodical pre-processing set of rules, the text recognition technique 
becomes more strongly built [13with noise elimination, image enhancement, picture 
thresholding, page and text segmentation, text normalisation, and morphological 
operations all being used. 

C. Pre-processing methods 

Binary/grey pictures are used in the majority of OCR applications. Without 
conducting the pre-processing stage, the photos may have watermarks and/or a non-
uniform backdrop, making recognition harder. To accomplish this, you’ll need to take 
a few steps. The first stage, known as the image enhancement technique, is to alter 
the contrast or remove noise from the image. Following that, thresholding is used 
to remove page segmentation to distinguish the images from the text, accompanied 
by watermarked image and/or noise. Text segmentation to individual character sepa-
ration is the next phase, followed by morphological processing. If the preprocessed 
image has eroded areas in the characters, morphological processing is required to 
add pixels. 

4.2.1 Grayscaling Image 

For numerous reasons, greyscale photos have higher OCR accuracy than bitonal 
ones: 

● Image processing such as deskewing, despeckling, and other techniques. 
Greyscale image processing provides for more efficient image processing, 
resulting in page versions with less speckling, cleaner backgrounds, and sharper 
text characters and artwork. Greyscale, in particular, is expected to provide much 
better deskewing since images may be rotated without generating breaks in the 
letter shapes, which could confuse the OCR application [14] 

● Binarization algorithms that are specialised. Scanners are designed to be viewed 
by humans. Higher-contrast photos, on the other hand, operate better with OCR 
applications. As a result, OCR accuracy will be improved by using specialised 
binarization algorithms that are optimised for OCR. 

● Further details. Inherently, greyscale scans carry more information that OCR 
systems can employ to process text. 

Figure 8 shows the converted grayscale images for the corresponding input images 
shown in Fig. 7.
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Fig. 8 Greyscale image 

4.2.2 Adaptive Thresholding 

Not every document in the office is a perfect replica printed on pure white paper. 
Adaptive thresholding can help with the following types of documents: 

● The originals were hand-drawn with very tiny strokes. The tiny strokes combine 
with the scanner’s low resolution to produce pixels that easily vanish when 
thresholded [13]. 

● Copies that have been poorly duplicated. Text that has been lightened can have 
the same impact as thin strokes. The gaps between strokes may darken as a result 
of the darkening. 

● Text on a coloured or halftoned backdrop, or beneath a coffee stain. 
Thresholding can easily eliminate such text. Even though the text is preserved, 

allowing halftone dots to pass through the OCR machine might cause chaos. Figure 9 
shows the converted threshold images for the corresponding input images shown in 
Fig. 7. 

Fig. 9 Threshold image
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4.3 Extract Text from Image 

In a database, each character in a given language is saved. The image’s characters are 
compared to the characters in the database. The character will be displayed on the 
output if a match is detected. The same procedure will be followed for each character. 
If a match is not found then the pointer will move onto the next character and this 
process will occur until a space character or an empty character is found [12]. 

5 Implementation, Result and Analysis 

The two OCR engines were tested on a variety of business cards, with varying degrees 
of output accuracy. The results of experiments are presented in Tables 1, 2 and 3. 

Table 1 shows the accuracy of Tesseract and EasyOCR on English text, specifically 
on business cards. Here, we have taken the confidence as the average of confidence 
of each line in a business card. 

Figure 10 shows a business card and its line-wise accuracy using both EasyOCR 
and Tesseract. 

Table 1 Probability of correct character recognition(confidence) for a business card in English 

File name Tesseract OCR EasyOCR Better OCR engine 

English 

visitingcard3.png 0.81 0.69 Tesseract 

businesscard2.jpg 0.76 0.65 Tesseract 

visitingcard2.png 0.70 0.82 EasyOCR 

visitingcard.png 0.86 0.80 Tesseract 

card.png 0.90 0.80 Tesseract 

Fig. 10 Business card and its line-wise accuracy using both Tesseract and EasyOCR
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Table 2 Probability of 
correct character recognition 
of business cards with 
Bengali script 

File name Tesseract OCR EasyOCR Better OCR 
engine 

Bengali 

bengali.png 0.46 0.47 EasyOCR 

bengali2.png 0.36 0.58 EasyOCR 

bengali3.png 0.30 EasyOCR 

Table 3 Probability of 
correct character recognition 
of business cards with Tamil 
script 

File name Tesseract OCR EasyOCR Better OCR engine 

Tamil 

tamil1.png 0.62 0.75 EasyOCR 

tamil2.png 0.51 0.66 EasyOCR 

tamil3.png 0.20 0.63 EasyOCR 

Table 2 shows the probability of correct character recognition for a business card in 
the Bengali language. Table 3 shows the probability of correct character recognition 
for images with Tamil text. 

In this experiment, we have found that Tesseract usually performs better in 
comparison to EasyOCR when it comes to business cards in the English language. 
Although, in our experiment, Tesseract shows output with more accuracy(in case of 
English script), it fails to recognise text on business cards with complex or irreg-
ular backgrounds whereas EasyOCR remains consistent in its output irrespective of 
background. If the background is too noisy, then Tesseract might fail on that kind of 
output. For the Bengali and Tamil scripts, EasyOCR performs far better and is able to 
extract the entire text. Tesseract, in comparison, lacks accuracy and only recognises 
some parts of the text while failing to extract some other text. 

6 Conclusion 

In this paper, we set up the experiment and made a comparative analysis of the 
performance of the most common OCRs (Tesseract OCR and EasyOCR). The results 
obtained in the above sections are obtained by extracting text from business cards. The 
algorithms face greater difficulty in identifying words with font variations, slanting 
characters and abnormal writing patterns. It is also observed that similar shaped 
characters and joined characters face difficulty in being recognised properly. The 
results show that Tesseract works better on English script and EasyOCR works far 
better on Bengali and Tamil multilingual text that we have considered in this paper. 
It is also observed that when processing images with more content such as outlines 
or other text, it may change the outcome as EasyOCR works better with noise and
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extracts the entire text. As we are interested in extracting text from business cards, 
we have considered both tools for serving this specific purpose. 
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Implementing Symmetric Boundary 
Condition in Electromagnetic Harmonic 
Analysis: Two Different Approaches 

Sreekanth Karanam, Durgarao Kamireddy, and Arup Nandy 

Abstract In electromagnetic analysis, we can identify a specific problem that is 
symmetric about a plane. Due to the symmetry, we can use half of the domain for 
FEM analysis with proper symmetric boundary condition on the symmetry face. 
In this work, we have proposed and compared two different ways to apply this 
symmetric boundary condition. Both the methods result in significant reduction in 
the computational cost maintaining same accuracy. 

Keywords FEM · Electromagnetics · Harmonic analysis · Symmetric boundary 
condition 

1 Introduction 

In the field of computational electromagnetics, the importance of application of the 
finite element method (FEM) is well known, and still it is an interesting research 
area. This field of research has a wide range of applications in antenna radiations, 
waveguide transmissions, cavity resonant problems, etc. [ 1, 2]. FEM is used to solve 
eigenvalue problems by using both nodal elements [ 3, 4] and edge elements [ 5– 12]. 
It is also used in harmonic analysis [ 13– 16], and transient analysis [ 17] of electro-
magnetic radiation and scattering in both the interior and exterior domains. To apply 
the FEM in the numerical analysis, domain has to be truncated at a certain distance to 
convert to a finite domain, and then proper absorbing boundary conditions (ABCs) has 
to be imposed on the truncated surface. These ABCs include both first order such as 
Sommerfeld radiation condition [ 18] and higher-order ABCs reported in [ 13, 15, 16] 
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to solve various electric field problems. In [ 19, 20], radiation condition at truncated 
boundary is applied with the finite element method along with the boundary integral 
method (BI). Here, internal domains and truncated domains (external domains) are 
descretized with nodal finite elements and edge finite elements, respectively. But 
in [ 4, 21– 27], nodal finite elements are used for both interior and exterior domains. 
While using the nodal elements, the main difficulty exists in modelling objects with 
sharp corners and edges in predicting the singular field values correctly [ 18, 21, 24]. 
Here, in the present work, we want to simulate numerically the symmetric boundary 
condition in solving the scattering and radiation fields problems. 

The rest of the paper is arranged in the following manner. In Sect. 2, we have  
discussed the existence of symmetry from physical perspective citing field conditions 
on the symmetric face. Mathematical formulations are presented in Sect. 3, followed 
by numerical examples in Sect. 4. Finally, we have concluded our findings in Sect. 5. 

2 Existence of Symmetry in Electromagnetic Scattering 
by Conducting Sphere: Physical Interpretation 
with Field Conditions 

Consider an electromagnetic plane wave Einc = E0e−ikzex travelling along z-axis 
which is incident on a conducting sphere of radius a. The wave vector is only in x-
direction; hence, the incident wave is symmetric about xz-plane. Also, the conducting 
sphere and its surrounding air is symmetric about xz-plane. Hence, the resulting 
scattering field also will be symmetric about xz-plane. Due to the existing symmetry, 
for the scattering field, Ey(y = 0) should be zero, and following relations should 
hold. 

Ex (x̄, ȳ, z̄) = Ex (x̄, −ȳ, ̄z), Ex (r, θ, φ)  = Ex (r, θ,  −φ), 
Ey(x̄, ȳ, ̄z) = −Ey(x̄, −ȳ, ̄z), Ey(r, θ, φ)  = −Ey(r, θ,  −φ), 
Ez(x̄, ȳ, ̄z) = Ez(x̄, −ȳ, ̄z), Ez(r, θ, φ)  = Ez(r, θ,  −φ). 

Fig. 1 Spherical coordinates 
system
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Where Cartesian and spherical coordinates are as shown in Fig. 1. We have cross-
checked that all the above conditions are satisfied by the analytical scattered field [28]. 

3 Mathematical Formulation 

For electromagnetic wave propagation, the Maxwell’s governing equation for electric 
field E can be given as [ 29]. 

∊r 

c2 
∂2 E 
∂t2 

+ μ0 
∂ j 
∂t 

+ ∇ ×  
( 

1 

μr 
∇ ×  E 

) 
= 0. (1) 

where ∊r := ∊/∊0 is the relative permittivity and μr := μ/μ0 is the relative perme-
ability. ∊0 and μ0 are permittivity and permeability for vacuum respectively and 
c = 1/√∊0μ0 is the speed of light. 

3.1 Harmonic Analysis 

For harmonic analysis Eq. (1) can be written as 

∇ ×  
( 

1 

μr 
∇ ×  E 

) 
− 

k2 

μ 
E = −i ω j , (2) 

j is the current density, i = 
√−1, μ is the magnetic permeability, k = k0

√
μr ∊r is 

the wave number of the medium, k0 = ω/c is the wave number of vacuum, and ω is 
the excitation frequency. In the absence of charges, the electric field is subject to the 
condition 

∇ · (∊ E) = 0. (3) 

3.2 Potential Formulation 

In Potential formulation, E is replaced with A + ∇ψ , where ψ and A represent 
scalar and vector potentials, respectively. Then, 

E = A + ∇ψ, (4a) 

H = 
i 

μω 
∇ ×  A. (4b)
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In terms of potentials, the governing differential Eq. (2) and the constraint Eq. (3) 
can be expressed as [ 14] 

∇ ×  
(
1 

μ
∇ ×  A 

) 
− 

k2 

μ 
( A + ∇ψ)  = −i ω j , (5a) 

∇ · (∊ A) + ∇ · (∊∇ψ)  = 0. (5b) 

3.3 Finite Element Formulation 

We can now write the FEM equation for the above two Eqs. 5a and 5b as [ 14] 

[
K AA  K Aψ 
Kψ A Kψψ  

] [  ̂
A 
ψ̂ 

] 
= 

[
FA 

Fψ 

] 
, (6) 

where the terms K AA, K Aψ , Kψ A and Kψψ  can be found in [ 14]. After solving for 
Â and ψ̂ values, E and H are obtained using Eq. 4 as 

E = N Â + Bψ ψ̂,  

H = 
i 

μω 
B Â. 

3.4 Implementation of Symmetric Boundary Condition Using 
Lagrange Multiplier Method (Method-1) 

Consider the condition, 
∫ 

Γ 

λ(E · n) dΓ = 0, (7) 

where λ is Lagrange multiplier. From potential formulation, Eq. 7 can be written as 

∫ 

Γ 

λ [(A + ∇ψ)  · n] dΓ = 0, (8) 

Applying variational operator to the above Eq. 8, we get as 

∫ 

Γ 

(λδ ( A · n + ∇ψ · n) + λ ( Aδ · n + ∇ψδ · n)) dΓ = 0. (9)
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We can discretize λ and λδ as λ = Nλ ̂λ and λδ = Nλ ̂λδ where 

Nλ = 
[ 
N1 N2 N3 . . .

]
. (10) 

Other terms A · n, ∇ψ · n, Aδ · n, and ∇ψδ · n can be descretized as given in [ 14]. 
Different terms in Eq. 9 can be expressed as 

λδ(A · n) = λ̂ 
T 
δ Nλ 

T nT N Â, λ(  Aδ · n) = Âδ 
T 
NT nNλ ̂λ, 

λδ(∇ψ · n) = λ̂ 
T 
δ Nλ 

T nT Bψ ψ̂, λ(∇ψδ · n) = ψ̂δ 
T 
Bψ 

T nNλ ̂λ. 

After imposing symmetric boundary condition, FEM equation in potential for-
mulation can be written as [ 14] 

⎡ 

⎣K AA  K Aψ K Aλ 
Kψ A Kψψ  Kψλ  
K λA K λψ K λλ 

⎤ 

⎦ 

⎡ 

⎣ 
Â 
ψ̂ 
λ̂ 

⎤ 

⎦ = 

⎡ 

⎣F A 
Fψ 
0 

⎤ 

⎦ , (11) 

where 

K Aλ = 
∫ 

Γ 

NT nNλ dΓ, Kψλ  = 
∫ 

Γ 

Bψ 
T nNλ dΓ,  

K λ A = 
∫ 

Γ 

NT 
λ n

T N dΓ, K λψ = 
∫ 

Γ 

Nλ 
T nT Bψ dΓ,  

K λλ = 0, F A = −i ω 

⎛ 

⎝∫ 

Γh 

NT H̄ dΓ + 
∫ 

Ω 

NT j dΩ 

⎞ 

⎠ , Fψ = 0. 

3.5 Implementation of Symmetric Boundary Condition Using 
a Thin Patch (Method-2) 

A cylindrical patch of very small thickness t is added to the half annular sphere from 
radius a (radius of the conducting sphere) to radius R∞ (radius of the truncation 
boundary), as shown in Fig. 2. The thickness t of the patch should be very small as 
compared to the other dimensions. In this method, the symmetric boundary condition 
(E · n = 0) is applied in two parts. (A · n = 0) is imposed explicitly by keeping the 
normal component of A, i.e. Ay to be zero for all the nodes on the outer blue surface 
(Fig. 2) of the cylindrical patch. Also, we impose ψ = 0 at all the nodes inside the 
volume of the cylindrical patch to satisfy ∇ψ · n = 0 on the symmetry face. As the
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Fig. 2 Sphere with a thin 
cylindrical patch with 
thickness, t 

Table 1 Mesh and equation details for Method-1, Method-2 and full domain 

Method-1 Method-2 Full sphere [ 14] 

Mesh size (r × θ × φ) 8 × 6 × 6 8 × 6 × 6 + 
8 × 12 × 1 

8 × 6 × 12 

Number of equations 9585 11,697 16,698 

patch is very thin, it will satisfy E · n = 0 on the symmetry face without disturbing 
the scattered fields. 

4 Numerical Example 

We have demonstrated the performance and effectiveness of the Method-1 and 
Method-2 solving the problem of electromagnetic scattering by a conducting sphere. 
One electromagnetic plane wave Einc = E0e−ikzex is incident on one conducting 
sphere of radius a. We truncate our numerical domain at radius R∞; on this trunca-
tion boundary, we apply Sommerfeld absorbing boundary condition. Hence, we find 
the scattered electric field in the hollow spherical domain of inner and outer radii of 
a and R∞, respectively. On inner spherical surface at radius a, perfectly conducting 
boundary condition is applied as described in [ 14]. 

As discussed in Sect. 2, the problem is symmetric about xz plane. Hence, we 
consider half of the hollow sphere as our computational domain. On the symmetry 
face (xz), we apply suitable boundary condition as discussed in Sects. 3.4 and 3.5. 
The half annular spherical domain is meshed with 8 × 6 × 6 (r × θ × φ) elements 
of 27-node hexahedral (b27) and 18-node wedge (w18) elements.
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Fig. 3 Near field variation in the electric field along φ for k0r = 1.25, θ = π/4, k0a = 1, k0 R∞ = 5 
for the scattering from a conducting sphere
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Fig. 4 Far field variation in the electric field along φ for k0r = 4.75, θ = π/4, k0a = 1, k0 R∞ = 5 
for the scattering from a conducting sphere
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In Method-1, on the symmetry face E · n = 0 is implemented as described in 
Sect. 3.4. Then we have to solve 9585 equations. In Method-2, additional cylindrical 
patch has 8 × 12 × 1 (r × θ × t) elements of 27-node hexahedron (b27). Here, as 
discussed in Sect. 3.5, we have to solve 11,697 equations. Table 1 summarizes the 
mesh details in both methods along with the full domain. 

We have taken E0 = 1, k0a = 1, k0 R∞ = 5. The scattered electric field com-
ponents are compared along φ at two different locations: (a) at near field, i.e. at 
k0r = 1.25 and (b) at far field with k0r = 4.75) for θ = π 

4 . Figure 3 and Fig. 4 rep-
resent real and imaginary components of all three components of the scattered field 
E at near field and far field respectively. 

In all the plots, we have compared the results of Method-1 and Method-2 with the 
analytical benchmarks [ 14], and the result of the full domain. For both the Method-1 
and Method-2, we directly solve for 0 ≤ φ ≤ π , then because of symmetry of the 
problem, we have E(2π − φ) = E(φ) for the remaining half domain. 

We can notice that the results from both Method-1 and Method-2 are closely 
matching with the analytical benchmarks. But the total numbers of equations are 42% 
and 30% less for Method-1 and Method-2, respectively (see Table 1) as compared 
to the full domain. As computational cost is directly co-related with the total no. of 
equations; hence, both the methods are computationally very efficient. 

5 Conclusions 

The present work imposes symmetric boundary condition on the symmetry face in 
two different approaches while simulating electromagnetic harmonic analysis. In one 
approach (Method-1), symmetric boundary condition is applied using Lagrange mul-
tiplier method on the symmetry surface. In the other method (Method-2), a very thin 
cylindrical patch is added on the symmetry surface. The symmetric boundary condi-
tions are imposed explicitly with proper conditions on the potentials in this additional 
layer. Here, no additional computational treatment is required. Both methods have 
considerably less computational cost than the full domain, but Method-2 involves 
more number of equations than Method-1 for same level of meshing. But Method-2 
produces more accurate result than the Method-1. For the future work, the same 
methods can be extended in transient electromagnetic analysis. 
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Performance Evaluation of Hardware 
Trojan Using FPGA 

Ravikant Khamitkar and R. R. Dube 

Abstract In this technologically advancing world, different things are connected 
together using various integrated systems to collect the data for processing and wise 
decision-making. These systems are developed using various hardware and software 
components using different VLSI design and technology with focus on quality of 
integrated circuits (ICs). There exists security concern during design and develop-
ment of these ICs in the form of trigger-based hardware that can lead to malicious 
behavior or destruction of system. This malevolent hardware in ICs is known as Hard-
ware Trojan (HT). Various researchers throughout the world have proposed different 
methods to detect the Hardware Trojans and to mitigate their effect. There are majorly 
two perspectives considered for HT detection: one is using layout images examina-
tion with physical constraint validation of ICs and the other is during design phase of 
ICs using hardware description language and assertion checkers to verify and validate 
the design. In this paper, the implementation of HT in FPGA based System on Chip 
is carried out. The hardware Trojan is implemented in three different systems and 
their comparative analysis is carried using the evaluation parameters. These various 
approaches used to implement are studied in this paper therein labeling the security 
threats and requirements to deliver the commendation for future research in this field. 

Keywords Hardware Trojan · SoC · FPGA 

1 Introduction 

In development of ICs during last decade, there exists a security concern of mali-
cious modification in hardware, which is also known as Hardware Trojan (HT). This 
has become the major security concern in the IC development industry. Integrated 
Circuits having HTs can cause leakage of data, failure in work or cause other devas-
tating consequences. Due to this concern, HT has been a problem of concern and
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Fig. 1 Hardware Trojan circuit 

the various researchers from industry academic are working on detection and miti-
gating of it [1–4]. Figure 1 shows the basic Hardware Trojan diagram which has 
the triggering mechanism and when it receives the trigger, the payload is given as 
output. This payload can be secret key/data, change in sequence of execution order 
or deadlock condition, etc. 

The HT insertion can be done at user logic (glue logic) level, control level or 
System on Chip level [5]. The first with glue logic level insertion can be achieved 
easily using simple implementation of user logic in hardware description language 
and the HT can be implemented in the same hardware description language. The 
insertion and detection are easy in user logic-based implementation. The control level 
or bus level hardware Trojan implementation can be achieved using circuit imple-
mented using HDL but the triggered output of payload can be modification in bus 
operation or control signal operations. Using various standard comparison of output, 
it is possible to detect the presence of HT in the IC. The SoC level implementation 
is little complex to implement and more complex to detect. The insertion of covet 
hardware can be done using hardware description language but its triggering mech-
anism can be controlled through either hardware input or software-based instruction 
execution. 

To insert hardware Trojan in IC, it is important to choose the proper integrated 
circuits to masquerade the malicious hardware. For the study of this HT insertion, the 
Advanced Encryption Standard is considered as basic hardware in integrated circuit. 
It is implemented using hardware description language and Xilinx Vivado tool Set; 
the hardware Field Programmable Gate Array (FPGA) based kit of Xilinx Arty-S7-
50 is used for implementation of the same. The various implementation parameters 
are compared to get the insights of HT insertion into the system. 

2 Literature Survey 

There is lot of research still going on for the hardware Trojan insertion and detection 
in the IC. Out of which some of the recent and relevant resources and contributions 
are discussed in this part.
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Table 1 Various HT implementations 

Work Base circuit Hardware used Triggering mechanism and payload 

[6] RC4 FPGA Sequence of bit-stream and secure key 
payload 

[7] ARM7 ASIC External pin and register contents 

[8] Floating point multiplier FPGA Input bits and Specific result 

[9] General encryption FPGA Sequence of bits and specific result 

[10] Ring oscillator FPGA Ring oscillator sequence number and 
specific output signal 

Fotios Kounelis et al. have implemented the hardware Trojan insertion in RC4 
algorithm and checked the result of implementation using parameters like device 
utilization, operating frequency, throughput, etc. [6] 

Yumin Hou et al. have implanted a framework for the Analog HT detection using 
microprocessor trustworthiness by design and fabricating the ARM7 based system 
on chip and manufacturing the IC of it with HT [7]. 

Nikhila S et al. have implemented floating point multiplier and its hardware Trojan 
models using FPGA implementation and checked the result of implementation using 
hardware kit programming [8]. 

Devu Manikantan Shila et al. have implemented HT in FPGA device and discussed 
about the detection mechanisms by security and threat analysis of general encryption 
model [9]. 

Kaige Qu et al. have implemented HT in circuit having ring oscillator and the 
network-based hardware Trojan which is used to disrupt the operation of oscillator 
and give the malicious output [10]. 

Here, from Table 1, it can be seen that the different methods and use case are used 
for studying the impact of HTs. 

3 Methodology 

The Crypto cores can be implemented using various Hardware description languages 
like VHDL or Verilog. These crypto cores are programmed inside the FPGA and tests 
are conducted for detection of HTs. The cores can be designed and implemented 
directly using HDL (Fig. 2).

The implementation have crypto cores with and without HT and the performance 
evaluation is carried out on the basis of various parameter like area, power, operating 
frequency, etc. [11, 12].
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Case 1 
Crypto Core System 

implemented using 
FPGA without HT 

Crypto Core System 
implemented using 

FPGA with HT 

Case 2 
Measurement of 

Parameters based on 
area, power, speed of 

implementation 
Case 3 

Fig. 2 HT detection in simple crypto core

4 System Design 

4.1 Hardware Design with HT 

The integration of Hardware Trojan in the system can be done at three levels as 
discussed earlier. 

1. Glue Logic level 
2. Control level 
3. SoC level 

Designing Glue Logic based HT insertion and detection is easy to implement, 
hence it is not considered in the scope of this paper. 

The Control level HT system is designed by integrating the crypto core with 
Hardware Trojan. Basic crypto core is implemented for security of data built around 
Advanced Encryption Standard (AES). This implemented system takes input plain 
text and gives out cipher text based on the secure key stored inside the system. This 
is implemented using FPGA. The hardware Trojan is integrated in this system which 
when triggered using external trigger input gives out the secure key as payload output 
(Fig. 3).

The system is implemented using VHDL programming language in which each of 
the part inside system is written as independent module and it is integrated in single 
file. The external pin can be used as trigger or input plain text with particular sequence 
can also take as trigger for the circuit. Once circuit receives trigger, the hardware 
Trojan gets activated and gives out secure key as payload. In normal operations, the 
cipher text will be the output and when trigger is received by HT, the output will be 
secure key. 

The SoC level HT system is designed by integrating the crypto core as IP and 
part of Microblaze based System on Chip inside Xilinx FPGA. The crypto core 
communicates with Microblaze soft core and gives out the normal output as per the 
input. If input is plain text then it gives out the cipher text, and if input is cipher text 
then it decrypts it and gives out the plain text as output. When the external trigger is 
received, then it gives out the cipher key or secure key as output instead of cipher text
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Fig. 3 Crypto core and hardware Trojan in control level integration

Fig. 4 Crypto core and hardware Trojan in SoC level integration 

or plain text. This HT can also get triggered with special sequence detection from 
plain or cipher text input and gives out the secure key as payload. 

From Fig. 4, it can be seen that the SoC based Hardware Trojan integration is 
done for crypto core. The system is provided the external trigger as well as it can be 
triggered using special sequence from Plain text input as well. 

4.2 Software Design with HT 

The system designed with Control level HT integration needs only hardware descrip-
tion language for implementation and the results of simulation and hardware 
implementation are discussed in the next sessions. 

The system designed with SoC level HT integration need Hardware descrip-
tion language for hardware core and the software part to work as program inside 
the embedded hardware is written using Embedded C language. The SoC level 
and Control level HT have the following common software flow of working with 
Hardware Trojan (Fig. 5).

From the flow diagram, it can be seen that the hardware Trojan gets triggered 
either by external trigger input or special pattern in the plain text input.
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Fig. 5 Software flow of hardware Trojan in SoC level integration

5 Results and Discussion 

The Hardware Trojan insertion in the Encryption core is evaluated on the basis of 
device utilization, operating frequency, Power dissipation. 

From Table 2, it can be seen that the device utilization increases with insertion of 
hardware Trojan. The number of Look up Tables increased from 10 to 22 in number, 
the Flip flops increased from 31 to 59, number of slices from 16 to 30, so overall it 
can be seen that the device hardware utilization is increased. 

From Table 3, it can be seen that the static power dissipation remains the same in 
hardware Trojan insertion, the Logic power increases from 0.217 to 0.476 W. Also 
it can be seen that the signals’ power consumption is increased from 0.672 to 1.103 
W. From this, it can be concluded that the power consumption increases when the 
hardware Trojans are inserted in the circuits.

In Fig. 6, the output waveform showing the payload delivery with reception of 
trigger signal is shown. It can be seen that at 400 ns, the trigger signal is made high 
and then the output final (32 bits) and payload (32 bits) give out the cipher (secret) 
128 bits key as output in 4 words of 32 bits each.

Table 2 Device utilization in hardware Trojan insertion 

Resource Without HT With HT 

Utilization Available Utilization Available 

LUT 10 32,600 22 32,600 

FF 31 65,200 59 65,200 

Slices 16 16,300 30 16,300 

IO 33 210 66 210 

BUFG 1 32 1 32 



Performance Evaluation of Hardware Trojan Using FPGA 133

Table 3 Power utilization in 
hardware Trojan insertion 

Without HT With HT 

Type Power (W) Power (W) 

PL static 0.485 0.485 

Logic 0.217 0.476 

Signals 0.672 1.103

Fig. 6 Waveform of payload activating 

6 HT Challenges and Conclusion 

From different work review, it can be seen that the HT detection need very well 
ordered approach for security of Hardware. Most of the previous researches were 
based on image processing of implemented system comparing it with golden ICs. 
This approach is complex as refabricating the IC is both time-consuming and costly 
affair. The other approach is based on the design stage to compare the electrical 
parameters of standard IC developed and the one manufactured through third-party 
developers. This parameter comparison can produce good result in HT detection as 
seen in this paper. The further this approach can be taken ahead for HT detection in 
SoC based systems, also some Machine Learning approaches can be incorporated to 
give better performance in HT detection. 
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Emotion Recognition in Tweets Using 
Optimized SVM and KNN Classifiers 

D. N. S. B. Kavitha, P. V. G. D. Prasad Reddy, and K. Venkata Rao 

Abstract Social media is reflected as a rich source of information because it is 
widely used by people to share their emotions, views, and opinions. Therefore, this 
information should be mined qualitatively for the purpose of Emotion Recognition 
(ER). Various other applications associated with ER are public mood detection, iden-
tifying psychological (depression/anxiety) disorders, online product sales prediction, 
etc. This work exploits optimized SVM (Support Vector Machine) and K-Nearest 
Neighbor (KNN) classifiers for recognition of emotions in textual Twitter messages. 
The multiple feature extraction model combined with optimal Binary Grasshopper 
Optimization Algorithm (BGOA)-based feature selection (FS) enhances the compu-
tation process. The meta-heuristic algorithm-based FS improves the classification 
accuracy with minimal computation time and speed up the classifier for recognizing 
the multiclass emotions. The performance measures are done at various training rates. 
The simulations depict the superiority of KNN and SVM classifiers over traditional 
Naive Bayes approach. 

Keywords Emotion recognition · Text analysis · Feature selection · BGOA ·
Bayesian optimization 

1 Introduction 

Human ER (Emotion Recognition) plays a significant role to build the interactive 
relationship. Emotions are the reflections of hand, body gestures, speech, and face 
expressions. The process of understanding and extracting the emotions shows greater 
importance between the machine and human interaction. Recognizing the emotions 
can induce us to take specific actions and influence the decision. [1]. SA recognizes 
the sentiment represented in a text, whereas Opinion Mining collects and examines
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people’s views about a specific thing. SA is classified into three levels: file, paragraph, 
and aspect levels. Paper-level SA aims to classify an opinion text as a positive or 
negative emotion or opinion. It considers the entire document to be a fundamental 
information unit. Sentence-level SA tries to categorize the emotion conveyed in each 
phrase. The first step is to figure out whether the phrase is objective or subjective. In 
this case, sentence-level SA will look at whether the sentence is positive or negative. 

According to Wilson et al. [2], emotions are not inherently subjective. However, 
because sentences are essentially short text, there is no fundamental gap between 
document-level and sentence-level categorization [3]. Text categorization just at 
paragraph or sentence level will not provide the necessary depth for opinions on 
all parts of the entity, which would be required for a number of applications. There-
fore, we must proceed to the aspect level to acquire these specifics. Aspect-level SA 
aims to classify sentiment in reference to particular characteristics of entities. The 
first step is to identify the entities and their properties. Opinions may differ on sepa-
rate characteristics of the same object, such as this statement: “This phone’s voice 
quality is terrible, but its battery life is long.“ This survey focuses on the initial two 
categories of SA. 

Reviews are the most important sources of information. These reviews are signif-
icant to entrepreneurs because they can base their strategic decisions on a study of 
user views about their items. The vast majority of the feedback comes from review 
sites. SA can be employed not only in consumer reviews but also in stock markets [4, 
5], news articles [6, 7], or political debates. In political arguments, for example, we 
could learn about people’s attitudes toward specific presidential nominees or political 
parties. Political ideologies can also be used to foretell election outcomes. 

The rest of the article is arranged as follows: The second section presents the 
literature review. The third section describes the methodology. In Sect. 4, simulations 
and discussions are provided. The paper concluded with Sect. 5. 

2 Literature Survey 

Social media and blogging websites are considered valuable sources of information 
since users openly share and discuss their thoughts on a specific issue. They are also 
employed as data sources in the SA process. Many uses and enhancements to SA 
algorithms have been proposed recently. Some of them are as follows. 

Kumar et al. [8] presented a new structure to recognize the Twitter emotions. 
This framework is the integration of data preprocessing, feature extraction (BOW, 
Unigram + POS, Unigram), and classification (Multinomial NB). Only textual 
contents were used to analyze the Tumblelogs (microblogging) emotions. The best 
text class was attained using 4-way classification model with 82.25% (unigram) accu-
racy. The data was gathered from sentiment140. However, the proposed multinomial 
NB classifier with 5-way classification model achieved lower accuracy of 69%. 

Yang et al. [9] introduced a new ensemble approach called Dynamic weighted 
Attention (DA) with multi-channel CNN (DACNN) for recognizing the emotions in
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social media. The combination of attention and multi-channel CNN was utilized to 
adjust the weights automatically and efficiently enhance the recognition outcome. 
The higher-quality FVs (feature vectors) were obtained with the XLNet technology. 
Three different datasets namely Twitter Emotion Corpus (TEC), SemEval (SE)-2018, 
and Cleaned Balanced Emotional Tweet (CBET) were used for the experimentation. 
Thus, the proposed DACNN model gained better scores than the standard models. 

Stojanovski et al. [10] developed a DL model called Deep Neural Network (DNN) 
for identifying the emotions and sentiments in tweets. The textual features were 
extracted using CNN and the classifier categorizes the emotions (Fear, Sadness, 
Anger, Joy, Surprise, Love, and Thankfulness) and sentiments (positive, neutral, 
negative). SE dataset was used for sentiment evaluation and tweets related with FIFA 
2014 world cup was used to identify the emotions. Hence, the accuracy (58.84%) 
was achieved with the DNN model in recognizing the emotions. 

Chatterjee et al. [11] proposed a novel DL-based method SS-BED (Sentiment 
Semantic (SS)-Based Emotion Detector) for the detection of various emotions like 
Sad, Happy, and Angry in the textual dialogues. The DL approach has been embedded 
with SVM, NB, and DT classifiers to detect various emotions efficiently. The senti-
ment and semantic-based representations are combined in this research to obtain 
more accuracy in the detection of emotions. The model was trained by a huge data 
with various ways of stating feelings and these emotions were collected using the 
semi-automated approaches. Real-world dialogue datasets were used in this research 
for the emotion detection. Table 1 shows the extensive literature review.

Many of the supervised learning algorithms achieved an accuracy of only 70– 
80% even at 80% training rate. Many researchers have done the analysis with single 
dataset and at a constant training rate of 80%, and it is identified there is lack of 
information about the consistency of classifier with less training rate (50–60%). It 
is also observed that many approaches are facing the overfitting problem because of 
redundant features. 

Based on these motivations, this research work is carried out on investigations 
into the sentiment classification of political tweets about an individual on Twitter 
using SVM and KNN approaches under different training rates. 

3 Methodology 

Figure 1 depicts the framework of the proposed emotion classifier. The procedure is 
divided into two stages. Phase I is concerned with data preparation, feature extraction, 
and BGOA-based feature selection.

Preprocessing comprises operations such as removing numerals, stemming words, 
labeling parts of speech, removing commas and punctuation marks, and noise 
removal. Following preprocessing, there is feature extraction, which includes extrac-
tion of bag-of-words (BOW), term-frequency (TF), and term-frequency-inverse 
document frequency (TF-IDF). After feature extraction, the BGOA is used to choose 
features. After feature extraction, the BGOA is used to choose features.
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Table 1 Review of SA techniques 

Ref. No. Classifier Research 
direction 

Performance Advantages Disadvantages 

[12] NB and 
semantic DT 
(decision tree) 
classifier 

Sentimental 
analysis 
(SA)-Amazon 
reviews 

Acc (for 3 
categories) = 
71.7% 

Solves the 
general problem 
which arise 
among negative 
and positive 
classification 

It can only be 
utilized for 
data 
assessments 
written in 
English 

[13] NB, SVM SA on political 
Twitter data 

SVM 
(precision = 
0.86, recall = 
0.84, 
F-measure = 
0.87) 
NB (precision 
= 0.925, recall 
= 0.921, 
F-measure = 
0.92 

Arabic 
language is 
used in this 
research for SA 

Difficult to 
attain higher 
accuracy of 
classification 
using Arabic 
language as it 
is not a 
case-sensitive 
language 

[14] Automatic 
SVM 

Automatic 
analyzing of 
electoral 
tweets 

Acc = 56.84% Aids in 
comprehending 
how public 
opinion is 
formed, 
tracking public 
opinion and 
polarization 

Fail to 
differentiate 
among several 
different kinds 
of purpose 

[15] Logistic 
regression 
(LR) algorithm 

Twitter SA for 
stock market 
movements 
(SMM) 
prediction 

Acc = 69.09% Emergence of 
SA can judge 
the type of 
sentiment 
present in the 
tweet 

Execution 
process takes 
much time 

[16] Modified 
N-gram 

Identify top 
companies in a 
particular 
industry 

Acc = 82% Used to 
improve MI 
(marketing 
intelligence)

-

In Phase II, KNN and SVM classifiers are implemented for SA. The experiments 
are carried out at various training rates, with various datasets, and with different 
SVM kernel functions and with different distance functions in KNN.
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Fig. 1 Framework of SA

Table 2 KNN classifiers Type of KNN Distance function Distance(d) 

Fine KNN Euclidean distance
/∑n 

i=1 ( pi − qi )2 

Cubic KNN Cubic 
distance/Minkowski 
Dist. (r = 3)

(∑m 
i=1 |pi − qi |2

) 1 
r 

3.1 KNN Classifiers 

KNN classifier stores all existing cases and categorizes new cases using a similarity 
metric. It calculates the distance among a data record and its references. It examines 
the k-closest data records, with the class label in the group serving as the anticipated 
class. In this paper, we have implemented two optimized KNN classifiers, namely 
Fine KNN and Cubic KNN [17–19]. For optimization of the model, hyperparameters 
such as distance metric, number of neighbors, distance weight, and standardize data 
are considered. Bayesian optimization approach is used for optimizing the model. 
Table 2 represents the proposed KNN classifiers. 

3.2 SVM Classifiers 

The SVM classifier has the ability in classifying high dimensional and noisy data. It 
is a supervised method that uses a portion of training instances to classify the data. 
With the use of training data, the SVM classifier constructs a feature space. Then, 
it helps to determine a hyperplane that divides the plane into two parts, where each 
half contains only one class [20, 21]. To construct the hyperplane SVM follows two
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Fig. 2 Principle of linear 
SVM 

principles, and they are selecting the best hyperplane for classification, and it should 
be the maximum distance between two supporting planes shown in Fig. 2. 

Linear SVM Classifier: 

In linear SVM, a linear kernel is used to discriminate between classes and is provided 
as, 

F(a, w) = aT w 

Here a represents the raw feature vector and w represents the weight vector. 
The linear hyperplane with a constant w0 is 

h(a) = aT w + w0 

The decision taken by SVM is defined as 

M =
{
M(P), ifh(a) ≥ 0 
M(Q), ifh(a) < 0 

If P and Q are two classes, the class is identified as a member (M) of  P if and 
only if aT w + w0 ≥ 0, otherwise, it is recognized as Q. 

Non-linear SVM Classifier 

In this work, non-linear kernels such as polynomial and Gaussian are used for 
classification of two modulation classes, and they are given as 

K (P, Q) = (
γ.PT Q + r

)d 
, γ  >  0, 

where d is the degree of polynomial and it represents the polynomial kernel



Emotion Recognition in Tweets Using Optimized SVM and KNN … 141

K (P, Q) = exp
(||P − Q||2 /2σ 2

)

here σ depends on the number of features and it represents the Gaussian kernel. 
For optimization of the model, hyperparameters such as standardize data, kernel 

function, kernel scale, multiclass method, and box constraint level are considered. 
Bayesian optimization approach is used for optimizing the model. The performance 
analysis of these optimized SVM and KNN classifiers is discussed in Sect. 4. 

4 Results and Discussions 

The experiments in this paper were carried out using Twitter datasets from the 
2016 and 2020 US Presidential Elections. The US 2016 presidential election Twitter 
dataset contains 66,075 tweets classified as Extremely Happy, Extremely Sad, Happy, 
Sad, and Neutral Emotions. The Twitter dataset for the US 2020 election contains 
365,000 tweets. Table 3 represents the dataset information of different classes. 

Tables 4 and 5 represent the summary of different performance matrices of Fine 
KNN and Cubic KNN classifiers at different learning rates. From these, it is depicted 
that the accuracy of SA using KNN classifiers is varying between 83.8 and 89.4%. 
Among two distance functions Euclidean distance function is superior for SA. 

Tables 6 and 7 represent the summary of different performance matrices of linear 
SVM and non-linear SVM with Gaussian kernel classifiers at different learning rates. 
From the tables, it is depicted that the accuracy of SA using SVM classifiers is varying

Table 3 Training and testing 
dataset information at 80% 
training rate 

Sentiment No. of training 
samples 

No. of testing 
samples 

Happy 10,380 2595 

Sad 10,520 2630 

Extremely happy 10,544 2636 

Extremely sad 10,632 2658 

Neutral 10,784 2696 

Total 52,860 13,215 

Table 4 Performance of cubic KNN 

Training rate Accuracy Precision Recall F1 score  

80 87.3 0.872 0.874 0.873 

70 86.5 0.867 0.863 0.865 

60 84.3 0.845 0.841 0.843 

50 83.8 0.841 0.836 0.838



142 D. N. S. B. Kavitha et al.

Table 5 Performance of fine KNN 

Training rate Accuracy Precision Recall F1 score  

80 89.4 0.893 0.895 0.894 

70 88.3 0.886 0.881 0.883 

60 87.1 0.872 0.870 0.871 

50 85.9 0.861 0.857 0.859

between 90.1 and 94.8%. Among two kernel functions Gaussian kernel function is 
superior for SA. 

Table 8 represents the performance comparison of ML classifiers. It is observed 
that proposed non-linear SVM optimized with Bayesian optimization attained ~ 5.5% 
accuracy higher than KNN and 4.5% higher than linear SVM classifier. 

Table 6 Performance of linear SVM 

Training rate Accuracy Precision Recall F1 score  

80 90.1 0.907 0.90 0.902 

70 89.6 0.893 0.89 0.894 

60 87.8 0.876 0.875 0.876 

50 84.3 0.846 0.841 0.843 

Table 7 Performance of non-linear SVM with Gaussian Kernel 

Training rate Accuracy Precision Recall F1 score  

80 94.8 0.95 0.948 0.949 

70 93.7 0.932 0.938 0.936 

60 92.3 0.924 0.925 0.924 

50 91.7 0.918 0.915 0.916 

Table 8 Performance comparison of SVM and KNN classifiers 

Method Accuracy (%) at training rate 

80% 70% 60% 50% 

Cubic KNN 87.3 86.5 84.3 83.8 

Fine KNN 89.4 88.3 87.1 85.9 

Linear SVM 90.1 89.6 87.8 84.3 

Non-linear SVM 94.8 93.7 92.3 91.7



Emotion Recognition in Tweets Using Optimized SVM and KNN … 143

5 Conclusion 

In this paper, KNN and SVM classifiers are employed to classify the tweets based 
on its sentiment. The classifiers performance was evaluated using various training 
rates and datasets. The performance metrics of the proposed KNN Classifier with 
Minkowski (cubic) distance function are accuracy (87.3%), precision (0.872), recall 
(0.874), and F1 score (0.873). Further, the analysis is carried out with the KNN 
classifier with Euclidean distance function, and it achieved the accuracy (89.4%), 
precision (0.893), recall (0.895), and F1 score (0.894). It is observed that there is an 
improvement of 2% accuracy with KNN classifier with Euclidean distance function, 
and it also observed that KNN classifier is in poor to identify the natural sentiment 
accurately. Further, the analysis is carried out with the SVM classifiers with linear 
and Gaussian kernel functions. SVM with linear kernel achieved an accuracy of 
90.1%, precision (0.907), recall (0.90), and F1 score (0.902). Similarly, SVM with 
Gaussian kernel attained an accuracy (94.8%), precision (0.95), recall (0.948), and 
F1 score (0.949). It is observed from the analysis Gaussian kernel is superior to liner 
kernel for sentiment analysis 
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Abstract Texture analysis is critical in a variety of computer vision applications, 
including object recognition, defect detection on surfaces, pattern recognition, and 
medical picture analysis. The purpose of this research is to offer a novel method for 
content-based texture picture classification that is based on the discrete wavelet trans-
formation and several texture properties. Three approaches (LBP, DWT, and Tamura) 
are combined to build an efficient hybrid function vector capable of extracting the 
finest texture information. The study extracts LBP and Tamura features in two 
methods, via wavelet transform and fusion, to create an effective hybrid texture 
feature vector. Experiments on the Brodatz and MIT-VisTex databases demonstrate 
that the proposed approach is more precise than a single feature texture algorithm and 
also than a combination of Tamura texture features and wavelet transform features. 
Additionally, the technique that employs an SVM classifier achieves a higher level 
of accuracy, up to 99%. 
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1 Introduction 

The expansion of the Internet and technology has resulted in a massive increase in 
the number of digital photos. It is vital to efficiently store and retrieve these photos. 
Content-based image retrieval (CBIR) is the most advanced area of image processing 
and computer vision. Shape, shading, and texture are often used image highlights. 
At the moment, determining the discriminative picture highlights is a more diffi-
cult job, as images of distinct classes have a variety of different sorts of highlights. 
Appropriately, there is still a dearth of effective and adaptable picture inclusions, 
which is especially beneficial when the dataset contains a variety of image formats. 
Frequently, descriptors are evaluated using the spatial data surface, form, shadings, 
and so on, and global descriptors are utilized for image recovery. The usage of neigh-
boring descriptors has increased in recent years because they remain compatible with 
comparative qualities, with the caveat that neighborhood descriptors are extracted 
from picture districts rather than the entire picture [1]. Haralick et al. [2] presented a 
co-occurrence network representation of surface components in the mid-1970s. This 
approach examined the surface’s dim level spatial ward. Tamura et al. [3] explored 
surface depiction from a variety of perspectives and presented a computer method 
for estimating six visual qualities, including directionality, contrast, coarseness, line 
likeness, consistency, and unpleasantness. The wavelet transform was suggested for 
surface representation in the mid-1990s. Smith and Chang [4, 5] visualized the surface 
by separating mean and fluctuation highlights from wavelet sub-bands. Thyagarajan 
et al. [6] used wavelet transforms in combination with KL extension and kohenon 
guides to explore the surface., Manjunath et al. [7] and Kundu et al. integrated wavelet 
change and co-occurrence frameworks to exploit the benefits of both insights- and 
change-based surface investigations. Mama and Ojala [8] examined the explana-
tions for surface images using a range of wavelet surface representations, including 
symmetrical and bi-symmetrical wavelet changes, tree-organized wavelet changes, 
and Gabor wavelet changes. At first, the surface range was employed to denote the 
separation between surfaces [9]. The utility of the surface range approach is deter-
mined by the extraction of adjacent surface data for each pixel and the representation 
of the textural component of a computerized picture as a range. 

Similarly, Ojala et al. [10] proposed the formally dressed nearby parallel exam-
ples (LBP) method for dealing with extricating revolution and histogram evening out 
invariant highlights, which was expanded upon by Hemachandran [11] by defining 
subsidiary-based neighborhood twofold examples and applying them to the use of 
face arrangement. The conventional LBP approach is straightforward and proficient, 
since it considers the consistent instances in photographs that will serve as nearby 
highlights of a photograph. In [12], a noise-invariant local ternary pattern (LTP) was 
presented that operates in three states and is capable of identifying and extracting 
differences between the center pixel and its neighborhood. Raghuwanshi et al. [13] 
have suggested a system for picture recovery based on half breed highlight vectors. 
Local twofold example, color second, and automatic division measurements are 
all taken separately. Each of these highlights was condensed for the purpose of
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arranging a half and half component vector utilizing the standardizing cycle. Addi-
tionally, support vector machines (SVMs) have been used to determine layout. Over 
the last several years, extensive study has been conducted on describing texture 
patterns, as this is a particularly difficult and time-consuming operation in the field 
of image processing. Due of its low computing complexity and great selectivity, the 
LBP texture description has attracted considerable interest [14]. Due to these quali-
ties, LBP has been effectively applied in a variety of applications, including pattern 
recognition, image analysis, and the CBIR systems. The discrete wavelet transform is 
utilized as the second texture predictor in this case [15]. Due of the multi-orientation 
and multi-resolutional qualities of these functions, this wavelet transform retrieves 
local features [16]. Raghuwanshi et al. [13] suggested a CBIR technique for extracting 
the finest features of texture by combining (LBP and DWT) into an efficient hybrid 
feature vector. On the MIT-VisTex and Brodatz benchmark datasets, the performance 
of SVM and ELM machine learning classifiers is evaluated. The primary goal of this 
research is to enhance the efficiency of texture feature-based image retrieval systems 
by developing a novel and advanced hybrid CBIR system that combines well-known 
texture extraction techniques, such as discrete wavelet transform, local binary pattern 
(LBP), and Tamura features. The texture descriptors utilized accurately reflect the 
texture while also accounting for rotation and scale variations that may impact the 
appearance of the images. 

2 Related Work 

The texture of a picture is one of the most crucial low-level characteristics. It orga-
nizes the visual patterns depicted in the pictures spatially. The literature exam-
ines numerous CBIR systems employing a variety of texture characteristics such 
as the DWT, LBP, Gabor transform, gray level co-occurrence matrix (GLCM), and 
Fadaei [17]. A texture retrieval method based on adaptive tartlet transformations 
that provides exceptionally precise texture information was proposed. The optimal 
mix of tetrominoes was chosen to optimize the image’s shape at all levels [18]. 
In a unique method [19], local tetra patterns were described for image indexing 
and retrieval in CBIR systems. To reduce the information content of pictures, a 
novel approach called local derivative radial pattern (LDRP) was presented [20]. It 
employs multi-level coding in place of binary coding in several directions, which 
reduces information loss while increasing accuracy somewhat. In [21], the Tamura 
feature extraction method was applied, which determined the degree of similarity 
between images based on the fuzzy humming distance. Kokare et al. [22] developed 
a method for extracting fresh and supplementary information from a query image 
using LBP maps. The descriptors are then computed using the fractal dimension. 
Texture and color are utilized by the hybrid CBIR system described by [23] authors. 
Using wavelet decomposition, the texture features and classification of texture classes 
with variation in the high-frequency coefficients were retrieved. This paper presents 
a novel and effective CBIR strategy based on a combination of LBP and Tamura
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features obtained using DWT and an SVM classifier. This exhaustive method is used 
to two traditional datasets, i.e., Brodatz and MIT-VisTex outperformed other state-
of-the-art approaches and the results produced. The LBP, Tamura features, DWT, 
and SVM are the widely used methods for feature extraction. 

3 Proposed Framework 

In Fig. 1, a novel CBIR method based on integrating the characteristics of two 
prominent methodologies, LBP and Tamura, to extract finer texture information is 
shown, while the DWT supports several resolutions and orientations. It is capable of 
extracting information about the image’s shape at a larger scale, hence enhancing the 
retrieval rate. The features of the database photos at various resolutions and scales 
are retrieved using both (LBP and Tamura) approaches and integrated throughout 
the normalization phase. The system’s steps are listed below. 

3.1 System Framework Algorithm 

Part1: Feature vector construction. 
Input: An image from the database. 
Output: Feature vector. The steps followed are: 

(1) If the image is colorful, extract it from the image database and convert it to gray 
scale. 

(2) Use DWT to generate sub-band pictures. 
(3) Compute the histogram using LBP for the estimated coefficient picture. 
(4) Compute the histogram for all sub-band pictures using Tamura features. 
(5) Using max–min normalization, concatenate the two histograms generated in 

steps 2–4 to create the feature vector 

Part 2: Retrieval of images using LBP and Tamura characteristics. 
Utilize a database query to retrieve a picture. Output: Images that were retrieved 

using the similarity measure. 

(6) Input the query picture. 
(7) Repeat steps 2–5 in part 1 to extract the query image’s feature vector.

Fig. 1 Block diagram of CBIR system 
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(8) Using several similarity metrics, compute the similarity index of the query 
image vector to each database picture. 

(9) To obtain the set of related photos, sort the similarity indices from highest to 
lowest. 

(10) Utilize analytics to assess performance. 

3.2 Similarity Measure 

Along with feature vector estimation, the similarity test is critical for picture recovery 
in a content-based image recovery approach. After the feature vectors have been 
measured, i.e., after the dissimilarity between the pictures has been calculated, this 
similarity measure computes the distance between the feature vector of the query 
image and the feature vector of each image in the database. With an emphasis on 
indexing, this computation is carried out, and indices are organized as a collection 
of recovered photos with smaller measurements. The D1 distance metric is used to 
determine similarity matches. 

4 Experimental Results and Analysis 

The proposed image retrieval technique is evaluated in terms of precision and recall. 
The proposed method’s superiority was proven by comparing it to numerous existing 
texture patterns for picture retrieval using the previously mentioned assessment 
criteria. Each database received many images depending on a query image. Each 
database image has been used as a query image once. 

The experiments test the most critical CBIR system parameters that are measured 
as equations, precision, and recall (1) as well as (2). 

Precision(P) = Total number of relevant images retrived from the database 

Total no of images in the da(N ) 
(1) 

Recall(R) = Total number of relevant images retrived from the database 

Total no of images in the dataset 
(2) 

For each category, the average accuracy and recall values may be calculated using 
Eqs. 3 and 4. 

Pavg = 1/L 
L∑ 

r=1 

Pr (3) 

Ravg = 1/L 
L∑ 

r=1 

Rr (4)



150 A. Khan et al.

Using Eqs. 5 and 6, we can calculate the total precision and total recall for our 
experiment. 

Ptotal = 
k−1∑ 

kc=1 

Pavg(c) (5) 

Rtotal = 
k−1∑ 

kc=1 

Ravg(c) (6) 

Two reference datasets, VisTex and Brodatz are utilized for the experiments. In 
every trial, the LBP and DWT techniques are combined to measure the parameters 
accuracy and recall. 

Experiment 1. 

The Brodatz texture database, which contains 13 distinct groups of pictures such as 
raffia, grass, brick, and bark at a scale of 512 × 512, are rotated in the very first exper-
iment, with each class consisting of seven images with orientations (0, 30, 60, 90, 
120, 150, and 200). Each picture is then partitioned into 16 smaller photos, resulting 
in a total of 1456 images, each 128 by 128 in size. Figure 2 illustrates a selection of 
images from this database. The top 25, 35, 45, 55, and 65 retrievals are returned by 
selecting a query image from the whole database. The average precision and recall 
graphs for the combination of DWT and LBP, as well as for SVM, demonstrate that 
the proposed framework outperforms the basic combined approach of both texture 
approaches. 

For each input image, local binary pattern is applied and the retrieved images are 
shown in Figs. 2 and 3. 

Experiment 2 

In the second experiment, 40 distinct texture pictures with a resolution of 512 × 
512 pixels were picked from the MIT-VisTex collection. Following that, each image 
was segmented into 16 bits, each 128 by 128 in size, and the final database had 640

Fig. 2 Retrieved top 15 images from Brodatz database by proposed methods. a LBP b Wavelbp + 
Tamurac LBP + Tamura
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Fig. 3 Average precision and average recall rate graphs

photos. As with the previous experiment, all images are taken as the query image and 
the top 16, 32, 48, 64, and 80 images are obtained. Figure 5 illustrates representative 
images from this collection. The combination of LBP and Tamura is used to examine 
average accuracy and recall using DWT and the specified methodologies. In Fig. 4, 
comparison graphs for precision and recall at various retrievals are studied. According 
to the produced graphs, the suggested approach combined with the SVM classifier 
also produces the best results when compared to the other methods in this dataset. 

To demonstrate our proposed work’s uniqueness in terms of precision, Table 1 
compares it to other recent state-of-the-art approaches for retrieving the top 25 and 
16 photos from the Brodatz and MIT-VisTex datasets, respectively.

As shown in Table 1, the average precision rate (APR) values produced by our 
proposed method are much greater than those obtained by other current texture 
descriptor techniques in CBIR systems. The average precision of MIT-VisTex is 
virtually identical to that of the other three approaches. However, in the instance of

Fig. 4 Average precision and average recall rate graphs—comparison of the suggested methods’ 
performance to that of other existing approaches
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a b c  

Fig. 5 Retrieved top 15 images from MIT-VisTex database by proposed methods. a LBP b Wavelbp 
+ Tamurac LBP + Tamura

Table 1 Average precision comparison of suggested approaches with alternative retrieval counts 
of 25 and 16 for the Brodatz and VisTex databases 

Database Parameter/feature LBP Wavelbp + Tamura LBP + Tamura 

Brodatz Average precision 73.4 79.9 74.5 

Brodatz Average recall 16.4 17.8 16.6 

MIT-VisTex Average precision 86.2 86.6 86.3 

MIT-VisTex Average recall 21.5 21.7 21.6

Table 2 Comparison of all 
the methods 

Features with SVM 
classifier 

Accuracy for 
Brodatz dataset 

Accuracy for 
MIT-VisTex dataset 

Wavelbp + Tamura 
+ SVM 

100 99.8 

DWT + Tamura + 
SVM 

98.73 97.6 

the Brodatz database, the suggested technique achieves a greater average accuracy. 
As shown in Table 2, the SVM classifier has the best accuracy for both techniques 
and datasets. 

5 Conclusion and Future Scope 

For texture-based images, a hybrid CBIR system is presented to improve the system’s 
overall precision and accuracy. In this built framework, the combination of traits 
and categories is crucial. To acquire the finest texture details, two features LBP and 
Tamura were extracted and combined using DWT to create an effective hybrid feature 
vector. In comparison with SVM classifier, the CBIR method performs better when 
the d1 distance is used. The performance of SVM classifiers is compared in this
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section. This novel overall system is evaluated on two benchmark datasets, MIT-
VisTex and Brodatz, and Euclidean distance is utilized to calculate image similarity. 
The collected findings demonstrate that the suggested system outperforms previous 
texture-based approaches using an SVM classifier. 
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Normal and Alcohol EEG Signals 
Classification Using Singular Spectrum 
Analysis 

Venkata Keshava Krishna Paramkusham and Sachin Taran 

Abstract Consumption of alcohol alters the functioning process of nervous system 
by disturbing the neuron process, which leads to the behavioral changes in a human 
life. An automatic identification of alcoholics can address these issues. Electroen-
cephalogram (EEG) is a widely used tool for monitoring the brain activities. In this 
study, singular spectrum analysis (SSA) and machine learning-based algorithm are 
proposed for the automatic detection of normal and alcohol EEG signals. Kruskal 
Wallis test is performed as a part of a statistical study and the features which satisfy 
p < 0.05 are considered in the classification. Initially, multiple SSA-based features 
are extracted out of which the inter-quartile range and wavelength provide the best 
classification performance with an optimizable support vector machine classifier. 
The achieved classification accuracy is 94.2%. 

Keywords Electroencephalogram · Singular spectrum analysis · Support vector 
machine · Optimizable classifier 

1 Introduction 

Consumption of alcohol has far reached socio-cultural and economic consequences 
for the drinkers. An increase in traffic accidents, machine-related mishaps, and 
violence are some results of drinking. Regular intake of alcohol damages the 
organs and DNA of human beings. Drinking leads to the third position in diseases. 
Alcoholism-related genetic diseases include weaker and less organized theta rhythms 
[1]. Drinking is the third major cause of disease as per the world health organization 
[2]. Furthermore, alcoholism increases as per disability-adjusted life-years (DALY) 
which estimates that 5.1% of global diseases are related to alcohol consumption [3]. 
Furthermore, the rising incidence of malignancies linked to alcohol adds to the seri-
ousness of the situation [4]. These negative consequences highlight the importance
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of enhanced researches aiming at price efficient and early alcohol misuse monitoring 
and diagnosis [5]. The non-invasive nature of electroencephalogram (EEG)-based 
techniques makes it more viable for real-time diagnosis of alcoholics [6]. 

Several studies are conducted for the identification of alcohol EEG data. A vari-
ational mode and empirical mode decompositions (EMD) with least square support 
vector machine (LS-SVM) and K-nearest neighbor (KNN) algorithms are employed 
for the identification of alcohol EEG signals [7]. A wavelet filter bank-based approach 
is suggested for the identification of the alcohol EEG signals [8]. Kolmogorov– 
Smirnov test-based features are explored with Adaboost k-means algorithms for iden-
tifying alcohol EEG signals [9]. The EMD-based feature extraction with ensemble 
subspace KNN-based classification is explored to identify alcohol EEG signals 
[10]. A test to check the ability of parametric spectrum and coherence estimators 
and phase synchrony processor, which identifies the variations in the scalp while 
eyes remained open in both alcohol and normal EEG data is explored [11]. A fast 
Fourier transform and autoregression modeling are explored for the identification of 
alcohol EEG signals with discriminant analysis (DA) [12]. A tunable-Q wavelet trans-
form (TQWT) with ensemble classifiers is explored for the identification of apnea 
events [13]. For the automatic identification of alcoholics, the nonlinear features of 
computer-aided diagnostics are examined with SVM [14]. Higher-order spectrum 
cumulants and other nonlinear features are extracted to assess alcohol-related alter-
ations in EEG data, various machine learning algorithms are employed to classify 
alcohol EEG data [15]. The classification of alcohol EEG is explored by wavelet 
packet decomposition with KNN is presented [16]. The automatic identification of 
alcohol EEG signals is done by using a time–frequency image-based technique is 
suggested [17]. The diagnosis of alcoholics is explored by the TQWT with SVM [18]. 
The correlation analysis is adopted for the statistical analysis, and KNN is explored 
to identify alcohol EEG data [19]. EMD with extreme machine learning and SVM 
algorithms is explored for the analysis of alcohol EEG signals using EEG rhythms 
which is proposed [20]. The identification of alcohol EEG data is explored by using 
wavelet transform with extreme learning machine (ELM) [21]. The power spectral 
density (PSD) is explored to identify the changes in alcohol EEG signals which 
is presented [22]. Principle component analysis and singular value decomposition-
based extracted features are employed to classify the alcohol EEG data with KNN is 
explored [23]. PSD of the haar mother wavelet-based features is explored to classify 
the alcohol EEG data with SVM [24]. The automated identification of alcohol EEG 
signals is explored using a dual-tree complex WT and SVM classifier [25]. 

This work suggested singular spectrum analysis (SSA) and an optimizable 
classifier-based algorithm to classify the alcohol EEG data. SSA-based features were 
extracted and further driven to multiple classifiers for the classification.
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Fig. 1 Block diagram of proposed methodology 

2 Methodology 

2.1 Dataset 

The validation of the suggested methodology is done by using the dataset which 
contains EEG data of alcoholic and normal person, respectively. The dataset is 
provided online [26]. The signals are acquired using 64 electrodes which has a 
sampling frequency of 256 Hz. A total 120 EEG signals of each class are used with 
2048 sample lengths to distinguish normal and alcoholic people. Figure 1 shows the 
data flow block diagram of the proposed work. 

2.2 Singular Spectrum Analysis 

The SSA is a nonparametric technique that is frequently accessed to analyze meteo-
rological and geophysical data series [27]. SSA is made up of two steps: embedding 
and reconstruction. During the embedding process, the EEG data vector S is mapped 
with a multivariate data matrix with arranging the K number of delayed vectors with 
a size  D, which in-turn yields to a trajectory matrix (TM) T of size A × B is given 
as [27], 

TA×B = 

⎡ 

⎢⎢⎣ 

t(1) t(2) ... ... t(K ) 
t(2) t(3) . . .  . . .  t(K + 1) 
: : . . .  . . . : 

t(D) t(D + 1) . . .  . . . t(N ) 

⎤ 

⎥⎥⎦, (1) 

here K = N − D + 1 and D stands for window length and can be defined for D > f s  f , 
where f s stands for sampling frequency and frequency of the signal is represented 
by f . The TM is further decomposed into M number of TM, T 1, T 2, T 3, …,  TM , in  
the last stage of SSA.
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2.3 Feature Extraction and Classification 

This work uses IQR and wavelength (WAVELEN) as features. The difference of 
third quartile to the first quartile is IQR [28]. IQR can be calculated by obtaining the 
center point of both the upper and lower half of the data. Wavelength is defined as 
the EEG waveform’s cumulative length across a time segment [29]. 

In this work, SVM is explored to solve two class classification problem. The goal 
of the SVM algorithm is to find the optimal separating hyperplane, which separates 
the samples while also maximizing the distance between the two classes [30]. 

3 Results and Discussion 

For the identification of alcohol and normal EEG data, a technique based on SSA is 
presented. The data comprises 53 features with two classes (i.e., normal and alcohol). 
Each class has 16 subbands (SBs) with a feature set of 1 × 120 for both alcohol and 
normal, respectively. The KW test is used to perform a discriminative analysis of 
derived features. The features having smaller probabilistic (p < 0.05) values are used 
for the classification, indicating that they have high discriminative power for inter 
class EEG signals. KW test results are shown in Table 1. The  SBs 2, 4, 5, 6, 7, 8,  
9, 10, 11, 12, 16 have lower p value as shown in Table 1 which are considered for 
the classification. For alcohol EEG classification, the subband-wise characteristics 
are fed to various machine learning tools. A 10-folds cross-validation method is 
used at the classifier stage. The features are tested with all the variants of the SVM 
algorithm. Table 2 presents the achieved accuracy of the proposed features using the 
SVM classifier. Optimizable SVM gives a better accuracy of 94.2% when compared 
to all other variants of SVM. 

In Fig. 2, minimum error classification (MEC) plot depicts the classification error 
rate at the classification stage. The square block indicates the efficient point hyper

Table 1 For different SB’s, the KW test p values of IQR and WAVELEN features 

Features\SBs SB1 SB2 SB3 SB4 SB5 SB6 Sb7 SB8 

IQR 0.0293 2.88 × 
10–8 

0.1033 2.20 × 
10–3 

0.0635 2.20 × 
10–3 

0.0046 2.90 × 
10–3 

WAVELEN 0.5936 7.85 × 
10–12 

0.0065 2.51 × 
10–10 

0.0008 4.31 × 
10–10 

3.34 × 
10–6 

2.42 × 
10–7 

Features\SBs SB9 SB10 SB11 SB12 SB13 SB14 SB15 SB16 

IQR 9.37 × 
10–6 

1.12 × 
10–5 

8.66 × 
10–5 

1.53 × 
10–2 

6.87 × 
10–2 

9.23 × 
10–1 

1.64 × 
10–1 

1.22 × 
10–1 

WAVELEN 4.48 × 
10–12 

8.74 × 
10–10 

7 × 
10–10 

1.90 × 
10–5 

3.20 × 
10–3 

3.80 × 
10–1 

1.22 × 
10–1 

2.31 × 
10–2
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Table 2 Accuracy of the proposed features using SVM classifier variants. Here, F is fine, M is 
medium, C is coarse, L is linear, Q is quadratic, and Cu is cubic 

SVM 
classifier 
variants 

L-SVM Q-SVM Cu-SVM F-Gaussian 
SVM 

M-Gaussian 
SVM 

C-Gaussian 
SVM 

Optimizable 
SVM 

Accuracy 90.0% 89.2% 90.0% 83.8% 93.8% 89.2% 94.2%

parameter, and circle shows the minimum error hyper parameter. The receiver oper-
ating characteristics curve (ROC) of the used features is shown in Fig. 3. The quality 
of the used features can be determined by the ROC using the threshold values which 
ranging [0, 1]. The area under the curve (AUC) achieved is 0.97 for optimizable 
SVM model. 

The confusion matrix (CM) of proposed features is shown in Fig. 4. The predicted 
class is represented by the rows of the CM, while the target class is represented by 
the columns. The other performance measures such as accuracy (AC), sensitivity 
(Sen), specificity (Spe), F1-score (F1), and Matthew’s correlation coefficient (MCC) 
are also computed for the validation of proposed features.

The performance metrics for the proposed feature are presented in Table 3. Table 
3 explains that the suggested method’s misclassification rate of 5.83% is much lower, 
indicating that both classes of EEG signals are correctly classified. The Sen of 91.67% 
and Spe of 96.67% are almost near to the optimum values of Sen and Spe. Precision 
and recall are defined by the F1-score composite. The F1-score for the suggested 
technique is 0.94, which is closer to its maximum value. The classification perfor-
mance was evaluated using MCC. The  MCC value attained by the proposed method 
is 88.44%, which is closer to the ideal value.

Fig. 2 MEC plot of 
optimizable SVM of the used 
features
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Fig. 3 ROC plot of  
optimizable SVM for used 
features

Fig. 4 CM of optimizable 
SVM for the proposed 
features

Table 3 Suggested 
classification model’s 
performance metrices 

Performance measure (ideal value) Classification performance 

AC (100%) 94.17 

Error (0%) 5.83 

Sen (100%) 91.67 

Spe (100%) 96.67 

Precision (100%) 96.49 

F1 (1) 0.94 

MCC (100%) 88.44 

Kappa (1) 0.88
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Table 4 Suggested method’s performance summary in comparison with existing techniques 

Author Features Classifier Classification 
performance (AC) 

Faust et al. [5] PSD, peak amplitude, 
and frequency 

ROC 0.822 (AUC) 

Ehlers et al. [14] Correlation dimension DA 88% 

Acharya et al. [20] Nonlinear features SVM (poly kernel) 76.19% 

Faust et al. [21] Higher-order spectra 
cumulants 

Fuzzy sugeno classifier 92.4% 

Proposed method IQR, wavelength Optimizable SVM 94.2% 

The utility of the suggested strategy is now demonstrated by a comparison of 
performance utilizing the same dataset methods as shown in Table 4. The techniques 
are explored in terms of the classifier and accuracy that have been achieved. Faust et al. 
have achieved a significant ROC value of 0.822 using nine features and using fuzzy 
sugeno classifier (FSC) managed to achieve an accuracy of 92.4% [5, 21]. Ehlers et al. 
have used DA for the classification and achieved an accuracy of 88% [14]. Acharya 
et al. have managed to achieve an accuracy of 76.19% using SVM [20]. This table 
shows that present approaches use a variety of characteristics for the classification of 
alcohol and normal EEG data, which raises the classification complexity of an online 
classification system. The performance metrics Sen, Spe, AC, and MCC obtained by 
the suggested technique are 91.67, 96.67, 94.17%, and 88.44%, respectively. The 
obtained classification performance demonstrates the method’s dependability and 
resilience in classifying alcohol and normal EEG signals. 

4 Conclusion 

This work presents the classification of the normal and alcohol EEG signals by using 
SSA-based features and SVM. The KW test is used to perform the statistical analysis. 
Based on the KW test results, the features are selected. The features used here are 
IQR and WAVELEN. These features are tested on optimize SVM for the selected 
subbands. The obtained classification accuracy is 94.17%, sensitivity is 91.67%, 
specificity is 96.67%, and precision is 96.49%. 

The suggested SSA-based feature can be explore for motor imagery tasks EEG 
signals classification, sleep apnea detection, etc.
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Tropospheric Zenith Delay (TZD) 
for Microwaves During Severe Weather 
Events Over a Few Indian Stations 

A. Narendra Babu, P. S. Brahmanandam, G. Uma, K. Pushpa, K. Srinivas, 
and A. Praneetha 

Abstract To have an accurate signal in navigational systems such as GPS, it must be 
known how much the radio signal gets delayed when it propagates from the satellite to 
the receiver. In general, the delay is mostly caused by refractivity of the troposphere 
when a radio signal propagates in the neutral atmosphere and such refractivity is 
primarily due to the presence of dry gases and water vapor present over there. Though 
the troposphere delay or troposphere zenith delay (TZD) can be expected based on 
the earlier datasets, however, during severe weather events (heavy rainfalls and hail 
storms), the temporal and spatial variability of water vapor distribution is so dynamic 
that it is impossible to predict. Therefore, further case studies are needed to assess 
TZD under various severe weather events over tropical stations where the water vapor 
distribution is highly dynamic. This study presents tropospheric delay (both wet and 
dry) calculated during severe weather events over three Indian cities. A comparison 
of troposphere delay during severe weather conditions with normal days is made. 
Diurnal variation of ZHD and ZWD using ECMWF data is also presented.
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Keywords Neutral atmosphere · Radiowave bending · Severe weather events ·
Dry and wet delays 

1 Introduction 

The Earth’s tropospheric delay is a crucial error resource while doing analysis of 
space geodetic techniques (which operate at microwave frequencies), including 
global navigation satellite systems (GNSS) and very long baseline interferometry 
(VLBI) [1]. The troposphere is that the lowest part of the Earth’s atmosphere up 
to about 80 km altitude, which consists of a mix of several gases with different 
proportions. The propagation of the microwave signal through this layer depends 
on the temperature, pressure, and water vapor [2] present over. Figure 1 shows how 
a typical radio signal gets refracted (bending) in neutral atmosphere and therefore 
the curvature in actual path is due to the presence of refractive gradients in neutral 
atmosphere. 

The troposphere delay is the average delay, which can be expressed as 

TZD = ZHD + ZWD 

where ZHD is the zenith hydrostatic delay, which contributes 90% of TZD and 
ZWD is the zenith wet delay, which contributes around 2–20% of TZD that affects 
the propagation of radio signals by the movements of water vapor molecules and is 
largely related to the water vapor concentration.

Fig. 1 Depicting the delay caused to a radio signal by troposphere constituents, which leads to a 
bending known as troposphere delay 
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The organization of this paper is that the literature survey is included in Sect. 2. 
Section 3 will have adopted methodology to calculate both troposphere delays, while 
results and associated discussion are included in Sect. 4. Section contains conclusion 
which follows acknowledgements. 

2 Literature Survey 

By effectively using meteorological parameters, several parameter troposphere delay 
models have been proposed such as Hopfield model, Saastamoinen model, and Black 
model [3–5]. On the other hand, several empirical troposphere delay models were 
proposed with the aid of the National Centers for Environmental Prediction (NCEP) 
and ERA5 reanalysis produced by the ECMWF [6–8]. 

3 Methodology 

Both ZHD and ZWD are calculated using the formula proposed by Saastamoinen 
[3] 

According to Saastamoinen approach, ZHD can be defined as 

ZHD = 0.002277 ∗ P 
1 − 0.00266. cos(2φ) − 0.00028 ∗ H 

where P is the surface pressure while φ and H are the latitude and height of the 
station. 

Similarly, ZWD is calculated as follows 

ZWD = 0.002277 ∗ ((1255/T + 0.05) ∗ e) 

where T is temperature in Kelvin and e is the saturation water vapor pressure (hPa). 

4 Results and Discussion 

We have collected balloon-borne radiosonde data from Wyoming University, USA 
(https://weather.uwyo.edu/upperair/sounding.html). A quality check of radiosonde 
data has been done before being used in the analysis, and MATLAB software is used 
to draw two-dimensional plots presented in this research. We have used balloon-
borne radiosonde data (Wyoming University data base), including pressure (hPa), 
temperature (Kelvin), and saturation water vapor pressure (hPa) to compute tropo-
sphere delay, both ZHD and ZWD. The station coordinates and computed delays

https://weather.uwyo.edu/upperair/sounding.html
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during severe and normal days are presented in Table 1. There is a significant differ-
ence in delays between days with severe weather and normal days, which implies 
that the troposphere delays are more during severe weather days.

It is known that hydrometeors during severe weather days would produce heavy 
rainfalls or snow, fog, and dust storms which are usually connected with a large 
amount of clouds. As a result, various particles during severe weather days could 
induce up to 3% of the delay compared to that caused by dry air (which leads to 
troposphere hydrostatic delay) and water vapor (which leads to troposphere hydro-
static delay) [9]. It can, therefore, be concluded that trans-troposphere signals would 
encounter profound bending during severe weather days. 

One of the limiting parameters with the radiosonde instrument is the availability 
of continuous data [10]. According to the World’s Meteorological Organization 
(WMO), radiosonde ascents will be planned twice daily, one at 0600 AM local 
time and another one at 0600 PM local time. So, it is not possible to show the diurnal 
variation of ZHD and ZWD using radiosonde data. Alternatively, we have relied on 
ERA5 to plot the diurnal variations of ZHD and ZWD. ERA5 is the fifth-generation 
ECMWF [11] reanalysis data for the global climate and weather. 

Figure 2 shows the diurnal variation of ZHD and ZWD over Hyderabad in 
universal time (UT). The magnitudes associated with ZHD (ZWD) are found to 
be between 2.133 m and 2.134 (0.0222 and 0.0228). Both delays show a significant 
diurnal variation. For example, ZHD shows a peak at 0600 LT (Local Time = UT 
+ 0530 h) and 1800 LT, and again at approximately 0000 h of the next days, while 
a minimum is noticed at 1200 LT. Similarly, ZWD shows similar diurnal variation, 
but with a few exceptions.

Figure 3 shows the diurnal variation of ZHD and ZWD over Delhi in universal time 
(UT). The magnitudes associated with ZHD (ZWD) are found to be between 2.218 m 
and 2.2193 (0.038 and 0.039). Both delays show a significant diurnal variation. For 
example, ZHD shows a peak at 0600 LT (Local Time = UT + 0530 h) and 1800 LT, 
and again at approximately 0000 h of the next days, while a minimum is noticed at 
1200 LT. Similarly, ZWD shows similar diurnal variation, but with a few exceptions.

Figure 4 shows the diurnal variation of ZHD and ZWD over Chennai in universal 
time (UT). The magnitudes associated with ZHD (ZWD) are found to be between 
2.280 m and 2.281 (0.0347 and 0.0352). Both delays show a significant diurnal 
variation. For example, ZHD shows a peak at 0600 LT (Local Time = UT + 0530 h) 
and 1800 LT, and again at approximately 0000 h of the next days, while a minimum 
is noticed at 1200 LT. Similarly, ZWD shows similar diurnal variation, but with a 
few exceptions.

The radio signal from a GPS satellite (located at ~ 22,500 km) in its travel from 
the GPS satellite altitude to the surface of Earth’s surface will suffer further losses 
due to bending at the ionospheric altitudes, cycle slips (which are the losses of signal 
lock in the GPS receiver tracking), ionospheric irregularities [12], satellite elevation 
angles, and troposphere delays. It is worth mentioning here that Earth’s ionosphere 
irregularities can be small-scale disturbances in the ionosphere, which disrupt radio 
waves by causing amplitude and phase scintillations [13]. Most losses at the iono-
spheric altitudes are known (based on the earlier values), and even those losses could
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Fig. 2 Average diurnal variation of ZHD and ZWD over Hyderabad in November 2018

Fig. 3 Average diurnal variation of ZHD and ZWD over Delhi in November 2018

Fig. 4 Average diurnal variation of ZHD and ZWD over Chennai November 2018
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be modeled accurately. On the other hand, the error due to dry components at tropo-
sphere altitudes could also be predicted so accurately. But the error due to wet parts 
cannot be modeled due to its highly dynamic nature. In this context, the present study 
assumes great significance as we have attempted to understand the troposphere delay 
during severe weather days and the diurnal variation at relatively different stations. 
It is, therefore, possible to know the impact of the wet component on troposphere 
delay over a few typical Indian stations with different environments. 

5 Conclusion 

The salient conclusions of the present study are 

(a) Comparative to arid stations (Hyderabad and Delhi), the coastal station 
(Chennai) witnessed higher magnitudes of troposphere delays, which could 
be due to higher moisture content over the coastal station. 

(b) Both troposphere delays show distinct diurnal variations. 
(c) For example, the diurnal variations of troposphere delay show a peak at 0600 

AM and 0600 PM, whereas it shows minimum magnitudes at 1200 PM, which 
is primarily due to the fact that the rise in temperature would lower the moisture 
content. 

(d) Severe weather days show higher troposphere delays compared to delays during 
normal days, as expected. 
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Biomedical Implantable Wideband 
Antenna with Rectangular C-shaped 
Radiator 

Pradyut Mohapatra and Sumit Kumar Khandelwal 

Abstract Implantable antenna research has gotten a lot of attention recently in 
the discipline of biomedical engineering. An implantable antenna operating in 
MedRadio, MICS, WMTS, and ISM bands for biotelemetry applications has been 
presented in this paper. The antenna of dimensions 20 × 30 × 1.6 mm3 has a rectan-
gular C-shaped radiator patch, and an inverted rectangular C-shaped ground plane 
and CPW feeding are provided. The UWB antenna is placed inside a 70 × 70 × 70 
mm3 container filled with pork tissue for simulation of the real body environment. 
The maximum specific SAR value of 1.597 W/Kg is obtained at 401 MHz, which 
is considered safe by the IEEE standard safety guidelines. The antenna is designed 
and simulated with the help of ANSYS Electronics Desktop. 

Keywords Biomedical · Implantable antenna · Specific absorption rate (SAR) ·
Wideband 

1 Introduction 

Biomedical telemetry has gotten a lot of attention as the healthcare industry has 
advanced. Implantable Medical Devices (IMDs) serve a critical role in healthcare 
monitoring via wireless telemetry, by enabling communication with an external unit 
and transferring data obtained by sensors inside the human body [1, 2]. These devices 
enable the real-time communication of a patient’s physiological data to an external 
unit, such as glucose level, temperature, cardiac pulse, and so on. Patients’ vital signs 
can now be monitored remotely, without the need for typical hospital checkups or 
follow-up routine checkups, owing to this technology [3, 4]. Implantable and wear-
able biotelemetry devices are two types of biotelemetry devices. The implantable
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antenna has several drawbacks. To have robust and continuous performance, various 
variables such as low power consumption, miniaturization, patient safety, lower oper-
ating frequency band, and multi-band or wideband operation must be considered for 
implantable sensors [5]. The characteristic that impacts the implant’s overall perfor-
mance is the selection of antenna structure in the design of the implantable sensor, 
which is a challenging task. 

The implanted sensory units are inserted inside the human body and monitor heart 
rate, respiratory rate, blood pressure, temperature, etc., and transmit the data, which 
they have collected, to an external unit. Implantable antennas usually operate at 
the Medical Device Radio band (MedRadio) (401–406 MHz), Medical Implantable 
Communication Service (MICS) (402–405 MHz), Wireless Medical Telemetry 
Service (WMTS) (1.427–1.432 GHz), or Industrial, Scientific, and Medical (ISM) 
(433–434 MHz and 2.4–2.48 GHz) bands [6, 7]. To ensure the biocompatibility of 
implantable antenna, biocompatible encapsulation is used. The materials used for 
this purpose are polyetheretherketone (PEEK), Silastic MDX-4210 Elastomer, and 
Zirconia [8]. Due to its electromagnetic characteristics, Zirconia (∊r = 29) is a prefer-
able alternative for bioencapsulation. It has a very low loss tangent and a very high 
permittivity value, which significantly reduces power loss by confining the near field 
of the antenna inside the capsulation. 

In paper [9], an implantable circular polarized (CP) antenna has been illustrated 
which operates in the 2.40 GHz ISM band. To successfully minimize the antenna size 
and expand its CP bandwidth, the authors have used notched ring slots and shorting 
pin methodology. The percentage bandwidth based on simulation is 21.5% with a 
peak gain of −33 dBi. In [10], a compact dual-antenna setup with improved isolation 
is investigated for 2.40 GHz ISM band biotelemetry applications. The proposed 
antenna has fractional bandwidth of 8.5% and a gain of −28.3 dBi. Two spiral 
coupled resonators are employed to obtain broader bandwidth at lower bands in an 
implantable antenna [11]. This dual-band antenna has dimensions of 16.5 × 16.5 × 
2.54 mm3 and a gain of −30 dBi. In paper [6], a quad-band PIFA antenna is designed 
for biomedical purposes, which operates at MedRadio, ISM, and WMTS bands with 
a peak gain of −23 dBi. An antenna consisting of a monopole radiator with a ground 
plane (C-shaped) is proposed in [12]. The coupling between the ground plane and the 
sigma-shaped radiator enabled an additional resonant mode. To accomplish perfect 
impedance matching, a coplanar waveguide (CPW) feeding line is used. The antenna 
operates in the MedRadio band with a gain of −27.8 dBi. 

Here in this paper, we have presented an innovative design to achieve the wideband 
nature for the implantable antenna to operate in MedRadio, WMTS, MICS, and both 
ISM bands. A rectangular C-shaped radiator and an inverted rectangular C-shaped 
ground plane have been considered for the antenna design. FR4 epoxy (∊r = 4.4) and 
Roger’s RO3010 (∊r = 10.2) are considered for the substrate and superstrate of this 
antenna, respectively. To ensure biocompatibility, Zirconia coating can be used for 
bioencapsulation. The gain of an implantable antenna is extremely low due to the 
lossy nature of human body tissues. In our work, the gain is better than the papers 
discussed in the previous paragraph. Section 1 gives a brief introduction to biomedical 
implantable antenna and discusses several other works presented in this field and our
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project. The antenna is modeled and simulated on ANSYS’s simulation software 
which is illustrated in Sect. 2. Experimental results obtained from simulation and 
effects on antenna frequency bands by changing certain parameters are discussed in 
Sect. 3. This paper is then concluded in Sect. 4 followed by references. 

2 Antenna Design 

Here, we aim that our proposed antenna operates at all the biomedical frequency 
bands, i.e., MedRadio, MICS, WMTS, and ISM bands. With the help of ANSYS 
Electronics Desktop simulation software, an implantable antenna is designed which 
operates at the frequency bands mentioned above. For the simulation setup, multiple 
frequencies—401 MHz, 433 MHz, 1.427 GHz, and 2.4 GHz are selected. The antenna 
comprises a rectangular C-shaped radiator patch and an inverted rectangular C-
shaped ground plane in a single layer, as shown in Fig. 1. A Roger’s RO3010 super-
strate and an FR4 substrate are used, as shown in Fig. 2. To attain perfect impedance 
matching, the CPW technique is used [13, 14]. In this paper, the 20 × 30 × 1.6 mm3 

antenna is positioned at the center of a 70 × 70 × 70 mm3 container which is filled up 
with pork tissue to present an ideal body environment. The primary idea of antenna 
design is inspired by paper [12], where a monopole radiator and the ground plane 
are placed in a single layer. By increasing bends and current path in the radiator, 
the antenna works at lower frequencies. We aim to make the antenna work at every 
medical frequency band and to ensure that radiator has a smaller length since metal 
can be harmful to the body. Therefore, the antenna radiator is a very simple structure 
and the copper used is quite less. Table 1 displays the measurements of the proposed 
antenna structure.

3 Results 

Gain, radiation pattern, efficiency, and SAR are all factors to be addressed while 
developing an implantable antenna. The designed antenna is simulated in HFSS 
software, and the results obtained are plotted. It is observed from Fig. 3 that the 
antenna behaves as an ultra-wideband (UWB) antenna as it resonates from 320 MHz 
to 3 GHz and beyond, so it covers the MICS band, MedRadio band, 433 MHz ISM 
band, WMTS band, and 2.4 GHz ISM band. As shown in Fig. 4, it is evident that peak 
gain is −14.6 dBi at 401 MHz, which is better in comparison with other antennas 
discussed in Sect. 1. Peak realized gain at 433 MHz, 1.427 GHz, and 2.4 GHz are 
−13.4 dBi, −9.2 dBi, and −10.8 dBi, respectively. Figures 5a and b depict the 2D 
radiation patterns.

The amount of electromagnetic radiation absorbed by human body tissue is 
described as the Specific Absorption Rate (SAR). For 1 g of human tissue, the 
average SAR must be less than 1.6 W/kg as given in IEEE C95.1-1999 guidelines.
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Fig. 1 Front view of the 
antenna 

Fig. 2 Dimetric view of the antenna
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Table 1 Dimensions of the 
designed antenna 

S. No. Parameters Value (mm) 

1 a 20 

2 b 30 

3 c 9.45 

4 d 0.75 

5 e 9.2 

6 f 7.5 

7 g 20 

8 h 2 

9 i 2 

10 j 7 

11 s 0.8 

12 t 8.25

Fig. 3 Return loss versus frequency plot

It is observed from Fig. 6 that by providing an input power of 9.85 m W at 401 MHz 
satisfactory average SAR value is obtained for 1 g of pork tissue. Peak input power of 
10.3, 19.5 and 18.2 m W are required at 433 MHz, 1.427 GHz, and 2.4 GHz, respec-
tively, to obtain SAR less than 1.6 W/kg. The radiation efficiency versus frequency 
graph is plotted in Fig. 7.

We have observed in Fig. 8 that for values of parameter ‘a’ to be 0, 5, 10, and 
15 mm, the antenna is not operating at all the frequency bands. Also, as depicted in 
Fig. 9 by changing the parametric values of ‘t’ to 0 and 4 mm, the antenna does not 
work at all frequency bands that we intend to.
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Fig. 4 3D radiation pattern 

Fig. 5 a Elevation plane, and b Azimuthal plane

4 Conclusion 

We have proposed a single layer, wide band, compact, and low SAR implantable 
antenna for biotelemetry applications. The UWB antenna comprises a rectangular 
C-shaped radiator and an inverted rectangular C-shaped ground plane. The antenna 
works at MedRadio, MICS, WMTS, and ISM (433 MHz and 2.4 GHz) bands with 
a wider bandwidth. At 401 MHz, a maximum gain of −14.6 dBi is obtained with 
a low SAR of 1.5997 W/Kg with an input power of 9.85 m W. By changing two 
parameters namely ‘a’ and ‘t,’ the effect of parametric change on the antenna has 
been studied. In the future, the antenna can be fabricated and tested, and comparisons
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Fig. 6 SAR 

Fig. 7 Radiation efficiency versus frequency plot
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Fig. 8 S11 (dB) versus frequency (GHz) plot by changing ‘a’ 

Fig. 9 S11 (dB) versus frequency (GHz) plot by changing ‘t’

can be made with the simulated results. Also, efforts can be made to improve the 
gain of the implantable antenna. 
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Raspberry Pi Alive Human Detection 
Robot Using PIR Sensor 

E. V. Krishna Rao , B. Snehitha, J. Visweswara Rao, P. Mamatha, 
and M. Gowtham Chowdary 

Abstract Modern technology has opened the way for superstructure buildings and 
houses, thus enlarging the chance of losing life during supernatural events and human 
made disasters. As reported by Urban Search and Rescue group, the probability of 
saving the life of a victim is treating them in the first 48 h of the rescue operation. 
In the destructed weather environment, sometimes the human beings are struck at 
various places. In order to identify the human’s certain approach is recommended 
operating with the help of a robot by using sensor technology. It is proposed to 
develop the passive infrared sensor (PIR)-based robot to check whether the human 
being is alive or not using camera. A Bluetooth module is used to operate the robot. 
The ultrasonic sensor manages the path of the robot making it as autonomous. The 
group of sensors set up on Raspberry Pi such as ultrasonic sensor and PIR sensor to 
detect the livelihood of the human being. The video captured by the camera module 
is processed through machine learning by using HARR cascade algorithm. When the 
person is detected, the PIR sensor is triggered to check whether the person is alive or 
not, and then buzzer activates. When the person identified as alive, then the location 
along with the image is shared through GPS module to the receiver through mail. 

1 Introduction 

One of the most damaging events that occurred during the natural process of Earth 
is natural disasters such as floods, earthquakes, volcanic eruptions, tsunamis, and 
other metamorphism processes. Many people have been affected by such events. 
Because of elevated buildings and other man-made infrastructure, the loss of life 
during disasters is large in urban and industrial locations. On average every year, 
these disasters cause the death of nearly 60,000 people, resulting in 0.1% of all deaths
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Fig. 1 Number of earthquake fatalities in 2021 

worldwide [1]. Natural disasters claim the lives of a large number of individuals each 
year. As shown in Fig. 1, the number of earthquake fatalities around the world in 
2021. 

Generally, rescue humans (team) can’t dive into a few areas of the earthquake-
affected areas. This is done usually by the means of a humans and the skilled dog, 
regularly at very risky and volatile state, the rescuer might also end up as a sufferer 
and need to be rescued again [1]. Some of the victims lose their lives due to no 
longer being treated within time. An evaluation of information states that one-fourth 
of humans die because of no longer getting treatment at the proper time. Hence to 
make a rescue operation more secure and easier, a self-sustaining robotic has been 
proposed which discovers alive humans and which uses wireless communication 
with the rescue team. 

Previously, equipped robots have to deal with a plenty of issues such as 

● Communication cost is high as a consequence of transmitting a large number of 
images to the receiver. 

● Over 25% of the communications between the wireless robot and the control unit 
were excessively high and thus useless. This eventually resulted in the robots and 
the operator losing contact, as the robots are semi-autonomous and are dependent 
on humans for their further movement. As a result, the functionality of the robot 
stops. 

● The location of the person detected by the robot cannot be known by the operator, 
and the search and rescue operation will be pointless if the location of the alive 
person is not certain.
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2 Literature Survey 

Mario Di Castro’s journal “CERNTAURO: A Modular Architecture for Robotic 
Inspection and Telemanipulation in Harsh and Semi-Structured Environments” [2], 
the motive of the project is to reduce the risk for humans in the unplanned and 
dangerous tasks in the industries or nuclear. The human–robot interface (HRI) is 
connected to the leader robot through a virtual private network (VPN) using Point-
to-Point Tunneling Protocol (PPTP) for safe and secure communication. It is used for 
controlling or assigning various tasks to different robots according to the functionality 
of the tasks by analyzing the assigned task using the same human–robot interface. 
These robots are prepared to replace humans in the work environment this cannot 
save the life of the human. 

Jorge Pena Querela’s journal “Collaborative Multi-Robot Search and Rescue: 
Planning, Coordination, Perception, and Active Vision” [3], the methodology mainly 
focuses on semi-autonomous robots for search and rescue operations in saving the 
victims during calamities. We equip the robot with various components and sensors 
for multipurpose operations; this is particularly used for military applications and 
communicating the information to the authorized personnel and through a mobile ad 
hoc network (MANET) for wireless communication between robots. It is difficult to 
operate these robots in extreme weather conditions. 

Giacomo Lunghi’s journal “Multimodal Human–Robot Interface for Accessible 
Remote Robotic Interventions in Hazardous Environment” [4] suggested a technique 
for rescuing alive humans in a destructed environment within time. Here, radiation 
and temperature sensors are used to detect alive humans. It uses high-resolution 
instrument module for camera rotation compensation including tele-proprioception 
for finding the position of the person. The robot developed here semi-autonomous 
robot and needs a person for its operation. 

Alvin Joseph’s paper “Design of Human Detection Robot for Natural Calamity 
Rescue Operation” [5], the methodology used in creating an autonomous robot that 
reduces human deaths during natural hazards. Here, the robot model uses a radar 
sensor through which radio energy signals are sent. These radio signals are detected 
by the human body and will reflect which is received by the receiver. Automatically, 
the buzzer turns on indicating the alive human being. The problem here is the range 
is short. 

Mojaharul Islam’s paper “Search and Rescue System for Alive Human Detection 
by Semi-autonomous Mobile Rescue Robot” [6], an approach to creating a human 
detection robot for Urban Search And Rescue (USAR) is made by using joystick 
control which will facilitate user to drive the system easily. A system with two levels 
of human sensing is implemented. If joysticks being not particularly robust and can 
break easily if too much force is used on them. 

Therefore, a system is proposed which uses an ultrasonic sensor that makes the 
robot autonomous along with a PIR sensor and a camera module to identify the alive 
human being. The system will detect radiation from the human and transmits a signal
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to the control section in addition to the location of the robot. The robot will reply to 
the commands that have been received from the instructor. 

3 ML In Search and Rescue Operations 

The recent developments in image processing or recognition involve the detection of 
a person or an object by using a trained data set. Today, machine learning occupies 
a part of image processing. The currently available Ml algorithms are supervised, 
unsupervised, and reinforcement learning. Analyses of the image which is collected 
by the camera module was done by using one of the machine learning (ML) algo-
rithms and other deterministic processes. There has been a lot of talk about ML in the 
military defense along with machine learning applied to Search And Rescue (SAR) 
has the potential to save the lives of victims. 

4 System Architecture 

This section describes the architecture behind the alive human detection robot. 
Raspberry Pi is a relatively low-cost, small-sized, and acts like a portable computer 

device with a little module that allows anyone to experiment with computing and learn 
how to program in uncomplicated languages like Python. It comes with 1 GB RAM, 
Quad Core 1.2ghz Broadcom BCM2837 64bit CPU. It acts as a barrier between 
sensors. The Hardware components such as sensors and motors are wired to this 
device, and this acts as a processing unit. As Raspberry Pi comes with 802.11 Wireless 
Local Area Network (LAN) Adapter, it can be connected to the Internet in a single 
click. The processing unit (Raspberry Pi) has 26 General Purpose Input Output 
(GPIO) which can be connected to 26 components. 

In a specified range, a PIR sensor, as shown in Fig. 2, is used to identify animal 
or human motion. It consists of a pyroelectric sensor that can detect and recognize 
various degrees of infrared energy levels. The PIR sensor does not emit any energy 
into the environment. To activate the alarm, it needs to receive infrared radiation from 
the alive body present. Any object that has a temperature will emit infrared radiation. 
The human body’s surface temperature ranges from 36 to 27 °C, with the majority of 
its radiant energy focused in the wavelength range of 8–12 microns. These degrees 
are sensed by PIR sensor, and the alive person is identified.

Transmitter which emits the ultrasonic sounds and receiver which receives the 
reflected sound waves are the major components that lie in the ultrasonic sensor. 
This sensor is usually suited to sense proximity this electric device is used to measure 
the distance of a target by measuring the time taken by the sound to travel between 
emission and receiving them back at receiver the distance is calculated by the formula 
Distance (D) = 1/2 Time taken (T )* speed of the signal (C).
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Fig. 2 Pin configuration of passive infrared sensor

The L293D board is an integrated chip (IC); it is a driver module used to drive 
the DC and step motor both the sides, and also the speed of the motor is controlled. 
This driver is capable of driving either four motors in same direction or two motors 
in both the directions. This motor driver module is mostly suited for the robotics. 

5 Proposed Methodology 

The Harr cascade algorithm is used to detect upper body using Raspberry Pi-based on 
PIR sensor and the block diagram of alive human detection robot with the components 
attached is shown in Fig. 3. The following steps are followed to detect alive human 
being, i.e., (a) computing through Raspberry Pi, (b) motion of robot, and (c) detecting 
alive human. 

Fig. 3 Block diagram of alive human detection robot



188 E. V. Krishna Rao et al.

(a) Computing through Raspberry Pi 
Raspberry Pi is a low-cost computer, just the thing is to connect a monitor, 

and it has standard keyboard and mouse ports. We can run many programming 
languages like ‘Scratch, Python, Java, JavaScript, etc.’ The difference between 
computer and Raspberry Pi is size, storage and memory, and connectivity. And 
Raspberry Pi has no screen and 1 GB is the average RAM of raspberry pi, we 
need to use an external SD card to store the data into system. The specifications 
of Raspberry Pi are Quad Core 1.2 GHz, Broadcom BCM2837, 64bit CPU, and 
1 GB RAM.  

(b) Motion of robot 
For the movement of the robot, in this paper, the rover contains four wheels, 

two are placed at front side of the rover and rest is at back side of the rover. The 
front two wheels are connected the DC motor for the movement [1]. To make 
this robot autonomous, we are using an ultrasonic sensor. If there is any obstacle 
occurs on the way of robot, it turns left side to escape from the obstacle. The 
direction of the robot can be changed as per the instructions given in the code. 
The motion of the robot is under control of Raspberry Pi. 

(c) Detecting alive human 

After giving the power supply to the robot, Raspberry Pi activates all the compo-
nents which are connected to the Raspberry Pi. The camera module is always on while
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the robot is moving; if it detects any human being face or upper body of human being, 
then the PIR sensor will be activated. Detection of a human face or upper body of the 
human will be done using a Harr cascade classifier. A Harr cascade classifier is an 
object detection program using machine learning. A Harr classifier has few features 
such as line features, edge features and four-rectangular features, and these are used 
to detect the human face. PIR sensor is used as a motion sensor. It contains two 
pairs of sensors; those two are placed beside each other. If there is any differential 
between the two sensor signals, then the PIR sensor will detect it as human, then 
the buzzer will be triggered [5]. After detecting an alive human being, it will send a 
mail that contains an image of that person and coordinates of that particular location 
and location link will be sent. By using that location link and location coordinates, 
rescue operation will be easy. 

6 Implementation and Working 

Figure 4 depicts the structural flow chart of alive human detection robot. As soon as 
the power is turned on, the program is compiled, and the ultrasonic sensor begins to 
work, allowing the robot to move independently by detecting impediments. Simulta-
neously, the camera module activates to identify the presence of a body and capture 
an image [7–9]. The camera module scans for a body and activates the PIR sensor, 
which checks whether or not the person is alive. If the person is alive, the light at the 
receiver end begins to blink, and the mail is delivered with an attached image of the 
victim and the location. Rescuers rush to the location sent by the robot to save the 
victim.

The execution code is stored on a Raspberry Pi, which is a small computer that 
manages the functionality of all of the robot’s components and sensors. The body is 
detected by three parameters: lower body detection, upper body detection, and full 
body detection, where the lower body, upper body, or full body of the person must 
be matched with the outline structured in the algorithm which helps in detecting the 
body by camera module, and PIR sensor detects the victim’s condition by absorbing 
the thermal radiations emitted by the body, not only outlines and sensors, but also 
the instructions that must be carried out if no victim can be found in the current area. 
Clients would obtain desired results utilizing the device, which is a portable tool; 
as a result, the technique was simple to learn and use. This framework works really 
well. 

7 Result 

Figure5 shows the hardware kit that is implemented using Raspberry Pi, ultra-
sonic sensor, PIR sensor, and camera module. Raspberry Pi can be considered as 
a single board computer that works on LINUX operating system. PIR sensor is
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Fig. 4 Flow chart of alive human detection

passive infrared sensors use a pair of pyro electric sensors to detect heat energy in 
the surrounding. Ultrasonic sensors work by sending out a sound wave at a frequency 
above the range of human hearing. GPS modules contain tiny processors and antennas 
that directly receive data sent by satellites through dedicated RF frequencies. The 
Bluetooth modules can transmit and receives the data wirelessly. DC motors are the 
motors when kept in a magnetic field, a current-carrying conductor gains torque and 
develops a tendency to move. Wheels are used to the movement of the robot (Fig. 5).

After giving the power supply for the Raspberry Pi, the code starts running, and 
the robot moves forward. The screen on the laptop shows the distance traveled by 
the robot. When the person is detected by the camera module, it activates PIR sensor 
along with the text “Person Detected” and “Scanning PIR Sensor” is appeared on 
the screen. 

The above figure shows the image is captured by camera module and is processed 
with the help of machine learning by using Harr cascade algorithm. When the person 
is captured by the camera sends the information to the user. PIR sensor scans whether 
the person is alive or not. If the detected person is alive automatically, the buzzer 
activates along with the text “Person is alive” will be appeared on the screen. Later, 
GPS 6MV 2GY module is used to access the coordinates of the location. In the end, 
the detected person image and coordinates of the location is received by the user 
through the mail.
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Fig. 5 Hardware kit

8 Conclusion 

In this paper, it is developed PIR sensor-based robot to detect victim persons at 
the place where natural disasters are occurred by using camera module with HARR 
cascade algorithm. This sensor checks whether the person is alive or not. If the person 
detected is alive, then the buzzer activates, and LED is ON at the receiver side. At 
the end, when the person detected is alive, the GPS locates the coordinates of the 
person to be rescued, and the location along with the image of the person is received 
through mail at the receiver side.
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Fig. 6 Results showing on raspberry screen
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Design of Band Reconfigurable UWB 
Microstrip Patch Antenna for Cognitive 
Radio Application 

Bammidi Deepa, V. Rajyalakshmi, Karri Sindhuja, 
Chellaboyina Lalitha Devi, Damodara Satya Sushma, Bommali Mothilal, 
and Thota Rajesh 

Abstract The contemporary communication antennas require ultra-wideband 
(UWB) spectrum coverage for cost-effectiveness and efficient operation. Re-
configurability is the requirement of present communication systems. The project 
proposes broadband sensing ultra-wideband cognitive radio (CR) antenna in the 
frequency range of 3.75–12.75 GHz with a broad radiation pattern. The structure of 
octagonal-shaped patch antenna is proposed with UWB characteristics. The rectan-
gular coplanar ground plane structure can be modified by incorporating two symmet-
rical horizontal T-shaped structures to increase the impedance bandwidth. Two PIN 
diodes are implanted to achieve frequency re-configuration with impedance matching 
at resonant frequencies. FCC UWB characteristics can be obtained by making suit-
able changes in the geometry of the ground plane. Four cases of switching of two 
PIN diodes give S11 minima at different operating bandwidths in the UWB range. 
The switches must be incorporated to convert a narrowband antenna into a broadband 
spectrum antenna. The proposed antenna can be used for cognitive radio applications 
in C-band and X-band. 

Keywords Reconfigurable antenna · Cognitive radio antenna · Octagonal-shaped 
antenna · Non-conventional CPW feed 

1 Introduction 

As wireless communication technology advances, the demand for numerous wireless 
services in a single device has grown dramatically, and traditional antennas are no 
longer capable of meeting this new wireless communication system’s needs. To 
meet the demands, an antenna that can change its direction features depending on 
the needs is being built. One such antenna is a reconfigurable antenna. Antennas 
with reconfigurable behavior can modify their behavior according to their needs.
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Frequency reconfigurable antennas enable frequency tuning and efficient spectrum 
utilization across specified frequency bands [1, 2]. 

As an intelligent system, cognitive radio (CR) technology can dynamically allow 
a given spectrum to be used additional users based on the major users’ performance 
[3]. The study’s goal is to produce a reconfigurable antenna by looking into the 
creation of a patch antenna with an octagonal shape, which hasn’t been examined in 
depth for the development of CR antennas in the past [4–9]. 

Octagonal printed patch architecture is combined with a nontraditional coplanar 
waveguide (CPW) feed [10–13]. This geometry, which has been modified from the 
typical rectangular coplanar ground plane design, incorporates sleeve-like struc-
tures are symmetrical horizontal T-shaped sleeve-like structures that can enhance 
impedance bandwidth in printed antennas. By acting as an extra parasitic element 
that creates resonance, the sleeve can be utilized to make ultra-wideband (UWB) 
antennas. A frequency configurable ultra-wideband antenna based on a FR-4 
substrate is demonstrated in this paper. 

The suggested antenna may be modified via PIN diode switches to emit on a 
variety of bands while keeping a small footprint and high gain. The proposed antenna 
employs two PIN diode switches. The following is a breakdown of the paper’s struc-
ture: The suggested switchable multiband antenna’s design method and geometry 
are explained in each section and described the simulated analysis and observed 
consequences, bringing this investigation to a close. 

2 Antenna Design 

The proposed multiband frequency reconfigurable antenna’s basic geometry and 
design theory are presented in this section. In the simulation, the suggested antenna’s 
frequency and pattern are re-configured by utilizing lumped RLC components, i.e., 
the PIN diode is incorporated into the fabrication using the ON/OFF condition of the 
diodes, the antenna that was constructed may work on a variety of frequencies. 

2.1 Design Procedure 

The octagonal-shaped antenna recommended is 40 mm × 40 mm in dimension. 
The substrate is FR-4 and measures 1.6 mm thick with a loss tangent of 0.02 and 
a dielectric constant of 4.4. Figure 1a, b depicts the top and bottom perspectives 
of the suggested antenna, respectively. The S11 properties of an octagonal patch 
are investigated, but the matching is poor. The antenna can function over the FCC 
UWB spectrum if the structure is further adjusted, as illustrated in Fig. 1, to enhance 
bandwidth while simultaneously improving matching. In order to acquire an ultra-
wide bandwidth, the ground plane geometry was altered to resemble a sleeve-like 
structure. To improve impedance matching, the ground structure is implemented by 
step structure. To get the desired frequency re-configuration, a T-pattern is placed on
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the left and right portions of the ground. The antenna’s S11 characteristics are not 
quite right, so they are tweaked a little further. The ground structure is further shown 
in Fig. 1 as a defective ground structure (DGS) improving impedance matching 
and bandwidth to allow the antenna to operate in the FCC ultra-wideband. HFSS 
optimization is performed to improve the results, and four S11 minima are notable as 
shown in Fig. 2, in the S11 features of the suggested antenna. To modify frequency 
and pattern, the suggested antenna uses a PIN diode. Table 1 provides a detailed 
breakdown of the planned antenna’s dimensions. 

Fig. 1 a Proposed antenna—top view (orange color—copper, black color—PIN diodes, gray 
color—substrate) and b the proposed antenna—bottom view (orange color—copper) DGS 

Fig. 2 a HFSS PIN diode model and b PIN diode equivalent circuit schematic in ON (R = 1.9 Ω, 
L = 1.5 nH and OFF (R = 1.9 kΩ, C = 250 fF, L = 1.5 nH)
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Table 1 Optimized 
parameters of the proposed 
antenna 

Element Parameter Value (mm) 

Substrate W s 40 

Ls 40 

h 1.6 

Patch S 6.2 

P1 5 

P2 8 

P3 13.8 

P4 7 × 1 
P5 18 

P6 10 

Ground Lg 11.5 

Wg 40 

Feed F 1.2 

2.2 Frequency Re-configurability and Switching Techniques 

The reconfigurable frequency is accomplished by turning the ON and OFF modes 
of each PIN diode in the suggested antenna. Because in the radio frequency (RF) 
band, they act as a variable resistor. Diodes with two pins (BAP 75-02) are utilized 
for switching. At their respective insertion sites, these PIN diodes can be both open 
and short-circuiting by modifying the antenna’s effective resonant length, and as a 
result, reconfiguring the antenna’s working frequency. Figure 2b demonstrates the 
PIN diode switch’s proper circuits for both the OFF and ON states. 

2.2.1 Antenna Design and Layout 

The length and width of rectangular path antenna are calculated from below 
equations, where c is the velocity of light and εr is the dielectric constant of substrate. 

1. Calculation of the width (W ): W = c 

2 fo 
√

εr +1 
2 

2. Calculation of effective dielectric (εre): εre = εr+1 
2 + εr−1 

2

/
1 + 12h 

w 
3. Calculation of the effective length (Leff): Leff = L + 2∆L 
4. Calculation of the length extension (∆): ∆L = h √

εr 

5. Calculation of actual length of patch (L): L = c 
2 fr √εre 

− 2∆L 

6. Calculation of the ground plane dimensions (Lg and Wg): Lg = L + 6h; Wg = 
W + 6. 

In Fig. 2b, it can be seen, it is merely the circuit of RL series with a low value 
resistor (“Rs”) and an inductor (“Ls”) in its ON state. It has an inductor “Ls” in parallel
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with a high value resistor “Rp” and a capacitor “Cp” in the OFF state, comparable 
to an RLC circuit. There are three operational modes on the antenna in issue, each 
with its unique set of resonance frequencies. In Case 1 (SW1 to SW2 = ON), the 
antenna is capable of operating at frequencies of 2.2–8.1 GHz. The suggested antenna 
resonates at 3.7–8.3 GHz in Case 2 at SW1 is ON, SW2 is OFF. The antenna covers 
two separate bands of 2.2–7.3 and 8.1–11 GHz while in Case 3 at SW1 is OFF, SW2 

is ON. 

3 Results 

Only one reconfigurable antenna can work in a variety of bands (broad and narrow) 
and switching scenarios, by altering the switching states of the PIN diodes for the 
cognitive radio system in numerous time frames. The S11 features for each situation 
are depicted in Fig. 3. In each sample, Table 2 lists the frequencies correspond to the 
S11 minima’s gain characteristics were examined. For instance, I have both SW1 and 
SW2 switched on. Two frequency bands, running from 2.2 to 8.1 GHz, can be shown 
in Fig. 3. In case 2, SW1 is on and SW2 is off, as shown in Fig. 4, the frequency band 
is 3.7–8.3 GHz. In the previous case, all of the switches were in the conducting state 
which is case 3 (SW1 OFF, SW2 ON). This results across a range of frequencies from 
2.2 to 11 GHz. Figures 3, 4 and 5 depict the operating frequency in each of the three 
scenarios. It is worth noting that it uses the S-band (2–4 GHz), C-band (4–8 GHz) 
at the same time X-band (8–12 GHz). 

When both SW1 and SW2 are in ON condition, the antenna resonates at 2.2 GHz 
with an S11 of − 14.8 dB and a simulated bandwidth of 106 MHz, resonates at 
3.7 GHz with an S11 of − 23.2 dB and a simulated bandwidth of 437 MHz, resonates 
at 5.3 GHz with an S11 of − 19.7 dB and a simulated bandwidth of 1120 MHz, 
resonates at 8.1 GHz with an S11 of − 18.3 dB, and a simulated bandwidth of

Fig. 3 Simulated S11 characteristics curve of a PIN diode in the first case (SW1 and SW2 are both 
turned ON)
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Table 2 Comparison of performance of designed antenna under different switching cases of PIN 
diodes 

Cases Operating frequency (GHz) The frequency at S11 minima corresponds 
to the gain 

1. SW1 and SW2 ON 2.2–8.1 (a) 1.3 dB at 2.2 GHz 
(b) 2.5 dB at 3.7 GHz 
(c) 1.8 dB at 5.3 GHz 
(d) 3.1 dB at 8.1 GHz 

2. SW1 ON SW2 OFF 3.7–8.3 (a) 2 dB at 3.7 GHz 
(b) 2 dB at 5.3 GHz 
(c) 3.3 dB at 8.3 GHz 

3. SW1 OFF SW2 ON 2.2–7.3 
8.1–11 

(a) 2 dB at 2.2 GHz 
(b) 4.2 dB at 3.6 GHz 
(c) 2.4 dB at 5.5 GHz 
(d) 2.06 dB at 6.7 GHz 
(e) 2.9 dB at 7.3 GHz 
(f)  3.3 dB at 8.1  GHz  
(g) 5.4 dB at 10.4 GHz 

Fig. 4 Simulated S11 characteristics curve of a PIN diode in the second case (SW1 ON and SW2 
OFF)

734 MHz. When SW1 is ON and SW2 is in OFF condition, the antenna resonates at 
3.7 GHz with an S11 of − 19.8 dB and a simulated bandwidth of 449 MHz, resonates 
at 5.3 GHz with an S11 of − 20.2 dB and a simulated bandwidth of 1330 MHz, 
resonates at 8.3 GHz with an S11 of − 18.9 dB and a simulated bandwidth of 
950 MHz. Figure 3 shows the simulated results of the antenna when both diodes are 
ON. When both SW1 is OFF and SW2 is in ON condition, the antenna resonates at 
2.2 GHz with an S11 of − 19.1 dB and a simulated bandwidth of 139 MHz, resonates 
at 3.6 GHz with an S11 of − 19.6 dB and a simulated bandwidth of 498 MHz, 
resonates at 5.5 GHz with an S11 of − 20.4 dB and a simulated bandwidth of
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Fig. 5 Simulated S11 characteristics curve of a PIN diode in the third case (SW1 OFF and SW2 
ON)

717 MHz, resonates at 7.3 GHz with an S11 of − 22.9 dB, resonates at 8.1 GHz with 
an S11 of − 20.6 dB. 

For all resonant bands, there is a voltage standing waves ratio (VSWR) of less than 
2, indicating that an antenna and the feed line connecting to it are matched. Figure 6 
shows the VSWR for all switching modes and operational frequency ranges. 

For all scenarios, the predicted surface current distribution has been investigated 
at various frequencies, with some results shown in Fig. 7. Higher-order current modes 
are activated at higher frequencies, causing the surface current density on the radiator 
to become unevenly distributed. It means that changing the switching conditions can 
affect the surface current distribution, causing adjustment in the antenna’s reflection 
coefficient.

An antenna’s simulated polar plot is 2.2 GHz, 3.6 GHz, 5.5 GHz, 6.7 GHz, 
7.3 GHz, 8.1 GHz and 10.4 GHz at case 3 shown in Fig. 8 and its corresponding 
simulated peak gains of 2 dB, 4.2 dB, 2.4 dB, 2.06 dB, 2.9 dB, 3.3 dB and 10.4 dB,

Fig. 6 Simulated VSWR characteristics when Sw1 OFF and Sw2 ON 
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Fig. 7 Proposed model’s surface current distribution of different resonating frequencies at three 
different cases

respectively. Figure 9 shows the radiation pattern of the antenna under different 
resonant frequencies, when Sw1 OFF and Sw2 ON.

4 Conclusion 

The designed antenna is a single-port reconfigurable antenna with a operating band-
width of 2.2–11 GHz that is appropriate for cognitive radio applications. Its re-
configuration is determined by the switching conditions of the diode. Two BAP 75-02 
PIN diodes are employed between the sleeves of the patch to achieve the frequency 
re-configurability. The switches are arranged so that the narrow band communication 
antenna covers nearly the whole broadband spectrum. In this proposed antenna, three 
switching scenarios are investigated, and it is discovered that the diverse switching 
conditions cover practically the full band. Furthermore, the designed antenna can 
be used as a narrowband communication antenna in the ultra-wideband when (SW1 

ON and SW2 ON) with operating frequencies of 2.2–8.1 GHz (SW1 ON and SW2 

OFF) with operating frequencies of 3.7–8.3 GHz and (SW1 OFF and SW2 ON) with 
operating frequencies of 2.2–7.3 and 8.1–11 GHz. The increased use of mobile and 
radio applications is in need use of wide spectrum coverage and that problem can be 
addressed by this cognitive radio antenna. As a result, this antenna can be utilized 
for cognitive radio in the S-band (2–4), C-band (4–8) and the X-band (8–12).
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Fig. 8 Proposed model’s simulated gain plot of different resonating frequencies at case 3 (SW1 
OFF and SW2 ON)
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Fig. 9 Proposed model’s simulated radiation pattern of different resonating frequencies at case 3 
(SW1 OFF and SW2 ON)
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Design of Multiband Frequency 
Reconfigurable Antenna for Wireless 
Applications 

Deepa Bammidi, Gayatri Gorle, Venkatesh Sabbisetti, Reshma Gude, 
Govardhan Lingampalli, and Vinay Kumar Bodepu 

Abstract To achieve multi-frequency or multiple radiation patterns, reconfigurable 
antennas are preferable in terms of size and complexity. In this design, a reconfig-
urable antenna that resonates in multibands for wireless applications, such as WLAN, 
Wi-Fi, LTE is designed. This design features a slotted wineglass-shaped radiating 
patch with stubs and a rectangular ring-type slot having two diodes (D1, D2) on the  
perfect electric ground. The dielectric material used to design the proposed antenna 
is the Neltec substrate. The outer dimension of the antenna is 30 mm × 30 mm 
× 0.762 mm. Reconfigurability is achieved by changing the electrical equivalent 
circuit of p-i-n diodes (diode ON/OFF) which results in four different modes of 
operations. When both D1 and D2 are in the OFF state, the proposed antenna offers 
multiband operations at 2.52 GHz (S-band), 4.27 GHz (C-band), and 8.88 GHz, 
10.80 GHz, 11.78 GHz (X-band), 14.04 GHz (Ku-band). Similarly, the antenna 
resonates at 1.43 GHz (L-band), 4.89 GHz, 6.48 GHz (C-band), 8.89 GHz (X-band), 
and 13.71 GHz (Ku-band) in the OFF–ON case. Meanwhile for the ON–OFF case at 
3.95 GHz (S-band), 6.18 GHz (C-band), 8.77 GHz, 11.88 GHz (X-band), 14.23 GHz 
(Ku-band). Whereas when both the diodes are ON, the antenna resonates at 1.71 GHz 
(L-band), 5.04 GHz, and 6.17 GHz (C-band). 

Keywords Reconfigurable antenna ·Multiband ·Multi-mode operation ·
Wireless applications · p-i-n diodes 

1 Introduction 

Nowadays, the wireless technologies, such as 5G, LTE, have been widely used. 
Thus, the technological expansion of modern communication highly demands wire-
less devices. So, it raises a requirement of antenna capable of working at various 
frequency bands. Instead of using multiple antennas operating at various frequencies,
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it is desirable to use a frequency reconfigurable antenna that improves the perfor-
mance. Hence, the demand for multi-mode reconfigurable antennas has increased 
over years to meet the requirements of modern devices. Multiband antennas are the 
ideal option since they reduce the number of antennas that must be installed in the 
communication system and can meet the needs of various wireless communication 
systems as discussed by Wi et al. [1]. So to accomplish this task, the best method is 
to design a Multiband Reconfigurable Antenna. Reconfigurability is the ability of an 
Antenna to change its characteristics such as radiation pattern, resonant frequency, in 
a controlled manner [2]. These are low-profile, lightweight, and low-power handling 
antennas and hence can be used in mobile, aerospace applications. It has a low fabri-
cation cost and dual frequency can be easily made as discussed by Balanis [3]. Many 
literary works say that using T-shaped, inverted T-shaped, two E-shaped patch and 
radiating slots makes the antenna operate in multibands was discussed by Pawar et al. 
[4–6]. The use of a crescent-shaped resonator in a small new Co-Planar Waveguide 
(CPW) fed printed reconfigurable fractal antenna has been researched by Chaouche 
et al. [7, 8]. Alternatively, reconfigurable operation is controlled using fiber optic 
cables, optical switches, varactor diodes, and p-i-n diodes. This is discussed by 
Abraham and Shekhar [9]. p-i-n diodes are used to build a frequency reconfigurable 
tri-band antenna for LTE, Wi-Fi, and ITS as discussed by Bharadwaj et al. [10]. But 
the low-cost reconfigurability function is achieved by using p-i-n diodes at specific 
locations. Few multiband switchable frequency responses are achieved by changing 
the states of p-i-n diodes [11]. 

This paper aimed at designing a compact antenna which is capable of working at 
various frequency bands. The proposed design consists of a ground plane featuring a 
rectangular ring-type slot having two diodes and a slotted wineglass-shaped radiating 
patch with stubs on the substrate. Initially, a rectangular patch is designed and then 
the edges are truncated to form a triangular patch then two slots are inserted on it, 
and finally, two stubs are placed at the two edges of the base of the triangular patch. 

2 Antenna Geometry Description 

The design layout of the proposed antenna is illustrated in Fig. 1. The antenna is 
fabricated on a Neltec substrate having dielectric constant εr = 3.2, loss tangent = 
0.0024, and the overall dimension of the antenna is 30 mm × 30 mm × 0.762 mm. 
The antenna consists of a triangular patch (LP, WP) with two rectangular cuts (LPC, 
WPC) on it along with two stubs (L1, W1) at each edge of the base of the triangle and 
also a rectangular ring-type slot (LR, WR) containing two p-i-n diodes (MA4SPS552) 
on the ground plane. These diodes are responsible for the reconfigurability of the 
proposed antenna (Table 1).

Switching these p-i-n diodes ON/OFF results in 4 different modes with different 
surface current distributions which causes the antenna to resonate at multiple 
frequencies. 

Electrical equivalent circuit of the diode,
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Fig. 1 Schematic a top and b bottom view of the proposed antenna 

Table 1 Parameters of the 
proposed antenna 

Parameter Dimension (mm) Parameter Dimension (mm) 

LS 30 WPC 8.3 

WS 30 L1 1 

LP 10.53 W1 7 

WP 16 LR 16 

LF 1.8 WR 13 

WF 8 WR1 0.3 

LPC 1.35 WR2 0.5 

LS = length of the substrate, WS = width of the substrate, WP = 
triangular patch base length, LP = triangular patch slant length, 
LF = length of the feedline, WF = width of the feedline, LPC = 
rectangular cut length, WPC = rectangular cut width, L1 = stub 
length, W1 = stub width, LR = length of rectangular ring-type 
slot, WR = width of rectangular ring-type slot, WR1, WR2 = 
thickness of ring-type slot

Diode ON Diode OFF 

R = 1.7 Ω R = 40 kΩ and C = 0.06 pF



210 D. Bammidi et al.

3 Results and Discussions 

Various characteristics and parametric quantities such as S-parameter, surface current 
distribution, gain, and radiation pattern are measured to assess the proposed antenna’s 
performance. 

Figure 2 depicts the S-Parameter (S11) for the different modes of operation of 
the proposed antenna. The simulated results in Fig. 2a illustrates that the antenna 
resonates in multibands at 2.52 GHz, 4.27 GHz, 8.88 GHz, 10.80 GHz, 11.78 GHz, 
14.04 GHz, when both the diodes are in OFF state, whereas Fig. 2b shows that the 
antenna covers a wide range of bands at 1.43 GHz, 4.89 GHz, 6.48 GHz, 8.89 GHz, 
13.71 GHz, when D1—OFF and D2—ON. Similarly, Fig. 2c, d operate at 3.95 GHz, 
6.18 GHz, 8.77 GHz, 11.88 GHz, 14.23 GHz and 1.71 GHz, 5.04 GHz, 6.17 GHz for 
the cases D1—ON, D2—OFF and both diodes in ON state, respectively (Table 2). 

Fig. 2 Frequency versus S11 parameter plot for different modes: a both diodes OFF, b D1—OFF 
and D2—ON, c D1—ON and D2—OFF, d both diodes ON 

Table 2 Various operating modes of the proposed antenna 

Operating mode Diode state (D1, D2) Resonant frequency (GHz) Operating bands 

Mode 1 OFF, OFF 2.52, 4.27, 8.88, 10.80, 11.78, 14.04 S, C, X, Ku 

Mode 2 OFF, ON 1.43, 4.89, 6.48, 8.89, 13.71 L, C, X, Ku 

Mode 3 ON, OFF 3.95, 6.18, 8.77, 11.88, 14.23 S, C, X, Ku 

Mode 4 ON, ON 1.71, 5.04, 6.17 L, C
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Fig. 3 Surface current distribution for different operation modes of the proposed antenna 

Figure 3a, e shows the current distribution in top and bottom view of the proposed 
antenna, when both the diodes are OFF (mode 1). For D1 OFF and D2 ON (mode 2), 
the current distribution is observed as shown in Fig. 3b, f. When D1 ON and D2 OFF 
(mode 3), the current distribution is observed as shown in Fig. 3c, g. When both the 
diodes are ON (mode 4), the current distribution is observed as shown in Fig. 3d, f. 

At Ø = 0°, a maximum of 3.4 dB and a minimum of 2.9 dB gain is observed, 
when both the diodes are OFF and both the diodes are ON, respectively. For the 
mode D1—OFF, D2—ON and D1—ON, D2—OFF a gain of 3.1 dB and 3.2 dB is 
observed, respectively (Fig. 4).

The radiation pattern of an antenna is the graphical representation of the radiation 
properties as a function of space. That is, it tells how the antenna radiates/receives 
energy out into/from the space. For all the four cases omnidirectional radiation pattern 
is observed which is depicted in Fig. 5a–d.

4 Conclusion 

In this paper, a multiband frequency reconfigurable antenna for wireless applica-
tions such as WLAN, Wi-Fi, LTE is designed. The proposed antenna can operate in 
multiple bands namely L, S, C, X, Ku—bands by adjusting the switching state of the 
two p-i-n diodes and even in each state without any modifications in patch. The 
designed antenna has the potential to be employed in multi-mode and wireless 
communication systems due to its simple design and compact size (30 × 30 × 
0.762 mm3) and its good S-parameter values, gain, radiation properties for multiple
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Fig. 4 Gain plot of the antenna for different operating modes: a both diodes OFF, b D1—OFF and 
D2—ON, c D1—ON and D2—OFF d both diodes ON

operating bands. When both the diodes are OFF, the antenna offers multiband oper-
ations at 2.52 GHz (S-band), 4.27 GHz (C-band), 8.88 GHz, 10.80 GHz, 11.78 GHz 
(X-band), 14.04 GHz (Ku-band). Similarly, antenna resonates at 1.43 GHz (L-band), 
4.89 GHz, 6.48 GHz (C-band), 8.89 GHz (X-band), 13.71 GHz (Ku-band) when 
D1 OFF, D2 ON case. Meanwhile for D1 ON, D2 OFF case at 3.95 GHz (S-band), 
6.18 GHz (C-band), 8.77 GHz, 11.88 GHz (X-band), 14.23 GHz (Ku-band). Whereas 
when both the diodes are ON, antenna resonates at 1.71 GHz (L-band), 5.04 GHz, 
6.17 GHz (C-band). The proposed antenna can also be used in Bluetooth and ZigBee 
applications.
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Fig. 5 Radiation pattern of the antenna at different operating modes: a both diodes OFF, b D1—OFF 
and D2—ON, c D1—ON and D2—OFF d both diodes ON
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Abstract The advancement of 5G technology raises the need for wireless communi-
cation, increasing the number of customers who use it. The wireless communication 
band will become too crowded to support the increasing number of users in the 
future, resulting in a crowded spectrum. Furthermore, existing wireless technology 
has security flaws, limited capacity, and poor service quality. The implementation of 
cognitive radio (CR) technology is intended to improve the efficiency of the existing 
system and meet the bandwidth requirements of expanding users. Automatic modula-
tion classification (AMC) is critical in CR technology. The objective of this research 
paper is to develop a modulation classifier by using a convolutional neural network 
classifier (CNN). The proposed classifier’s performance is evaluated at various SNRs 
and training rates in AWGN and fading channels. The study revealed that the model 
is more efficient than existing models in identifying 11 digital and analog modulation 
classes with less computational complexity and higher accuracy. 

Keywords AMC · CR · CNN · AWGN · Fading channels 

1 Introduction 

CR technology is a type of wireless technology in which the transmitter discovers 
vacant spectrum channels and uses them while avoiding occupied ones. This tech-
nology optimizes the frequency spectrum’s utilization. Further, without any signal 
interference, the quality of service and spectrum efficiency are increased. In general, 
wireless spectrum is a finite resource that must be shared by both licensed and unli-
censed users. Licensees will pay to get a dedicated frequency band for data trans-
mission. All unlicensed users are given a tiny band that they can use for free. Some 
of the bands assigned to licensed users (military applications) are underutilized and 
stay unoccupied for the majority of the time. These idle channels are used by CR
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Fig. 1 Adaptive modulation system 

technology to meet the bandwidth requirements of expanding licensed users. This 
can be accomplished through the use of spectrum sensing and channel estimation. 
The adaptive modulation system using CR technology is depicted in Fig. 1. 

The modulation information of the signal is unknown to the demodulator because 
we are employing an adaptive modulator, which changes the modulation approach 
based on channel conditions [1]. As a result, we use AMC to assist the demodulator 
in determining the modulation type. AMC takes place between signal preprocessing 
and demodulation. AMC methods can be divided into three types: decision-theoretic 
approaches, feature-based approaches, and advanced techniques [2]. The statistical 
features of the received signal are used in the decision-theoretic method. They are 
divided into two types: the likelihood-based (LB) method and the distribution test 
approach. The feature-based (FB) approach is carried out in two steps: (a) feature 
extraction and (b) classification. Spectral-based features, transform features, statis-
tical features, and other aspects of the incoming signal are extracted during the 
feature extraction stage [3]. These characteristics are used by the appropriate machine 
learning algorithm to classify various modulation kinds. Deep learning technology is 
being introduced in advanced ways. Deep learning algorithms are utilized to increase 
accuracy while decreasing AMC’s computational complexity. 

In this research paper, literature survey and research gap are discussed in the 
Sect. 2. Section 3 presents the proposed framework. The discussion of results is 
revealed in Sect. 4 and finally, the conclusions are stated in Sect. 5.
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2 Related Work 

In [4], Nandi and Azzouz modulation classification is performed with the help 
of features derived from instantaneous amplitude, phase, and frequency using the 
decision-theoretic algorithm. Around 12 classes are classified by the classifier with 
94% accuracy at 15 dB SNR. Mühlhaus et al. [5] proposed an AMC for spatially 
multiplexed MIMO systems using fourth-order cumulants, and the classification is 
based on the likelihood ratio test. Juan-ping et al. [6] published AMR of digital 
communication signals using statistical and spectral feature set with an artificial 
neural network (ANN) classifier. The proposed classifier can classify up to 8 digital 
modulation classes under the AWGN channel. In [7], Hassan et al. focus on classi-
fying various orders of digital modulation types including ASK, PSK, MSK, FSK, 
and QAM using wavelet transform and neural networks. Shen and Gao [8] proposed 
an AMR of digital signals based on locality preserved projection and the classifier 
is KNN. The classifier classifies digital modulation signals at SNR of 10 dB. In [9], 
Park et al. proposed an AMR system of digital signals using wavelet features and 
SVM. In the paper [10], Zhang et al. proposed an advanced technique like a hybrid 
parallel neural network for AMC. 

From the study, we can understand that the decision-theoretic approaches suffer 
from computational complexity and the selection of the right feature set is the major 
limitation in feature-based approaches. Most of the authors had considered limited 
modulation techniques for classification. The majority of authors presented their 
analyses in AWGN channels, however only a few studies provide analysis in fading 
channels. Hence, this paper focuses on implementing a robust AMC classifier using 
a CNN and analyzing the performance of the classifier under AWGN and fading 
channels at different training rates and noisy conditions. 

3 Methodology 

The data set consists of eleven distinct analogue and digitally modulated signals under 
AWGN and Fading circumstances with varying SNR values. Later, these 1D signals 
are converted into 2D spectrograms using time-frequency transforms. Short-Time 
Fourier Transform (STFT) is used here. The spectrogram images are given as input 
to the CNN. Here, CNN plays a crucial role by extracting features and classifying 
the signals. CNN is trained at different training rates ranging from 50 to 90% with a 
step of 10%, and the CNN performance at different SNRs is analyzed. 

Figure 2 represents the framework of the proposed method. This paper consid-
ered 7 digital modulation techniques (64QAM, 16QAM, CPFSK, GFSK, QPSK, 
BPSK, and 8PSK) and 4 analog modulation techniques (B-FM, DSB-AM, SSB-AM, 
PAM4). The dataset consists of 11 modulation techniques with 10,000 frames/class. 
Each frame consists of 1024 samples and the sample rate is 200 kHz. The center 
frequency of digital modulation classes is 902 MHz and analog modulation classes
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Fig. 2 Framework of the proposed approach

is 100 MHz. The modulated signals are passed through AWGN and fading chan-
nels. Both Rayleigh and Rician channels are applied under fading channels. Later, 
1D signals are converted into spectrograms by using Short-Time Fourier Transform 
(STFT). These images are fed into the input layer of CNN. Six convolution layers 
of CNN extract features from received signals. Each convolution layer is followed 
by a batch normalization layer, rectified linear unit (ReLU), and max-pooling layer. 
In the last convolution layer, the max-pooling layer is replaced with an average 
pooling layer. For the classification of signals, one fully connected layer and SoftMax 
activation were used. Figure 3 represents the proposed CNN classifier for AMC. 

4 Results and Performance Characteristics of Protective 
Garment Antennas 

The CNN model is first trained to classify analog modulation classes (4), followed 
by digital modulation classes (7), and finally trained to categorize both analog and 
digital modulation classes (11). In every case, the performance of CNN was examined 
under AWGN, Rayleigh, and Rician channels. 

4.1 Classification of Analog Modulation Signals 

The classifier is trained to classify 4 analog modulation classes at different training 
rates. Figures 4, 5, and 6 represent the performance of CNN at different training 
rates for AMC of analog signals under AWGN, Rician, and Rayleigh channels,
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Fig. 3 Proposed CNN for 
AMC

respectively. The maximum classification accuracy is obtained at 90% training rate 
and 30 dB SNR. The maximum classification accuracy in the AWGN channel is 
98%, 97.55% in the Rician channel, and 99.57 in the Rayleigh channel. Even at low 
SNRs, the classification accuracy is around 70%. The classification accuracy was 
improved with increasing SNRs.

Figure 7 represents the performance of three channels for analog signals at varying 
SNRs. Rayleigh has the highest classification accuracy followed by AWGN and 
Rician.
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Fig. 4 Performance of CNN 
in AWGN channel 

Fig. 5 Performance of CNN 
in Rician channel

4.2 Classification of Digital Modulation Signals 

The classifier is trained to classify 7 digital modulation signals. The CNN is trained 
from 50 to 90% training rate. At each training rate, the performance is analyzed at 
different SNR values. The same procedure is carried out for three channels. Figures 8, 
9, and 10 represent the performance of CNN for digital classes under AWGN, Rician, 
and Rayleigh channels at different training rates. Maximum classification accuracy 
is 97.46% in the AWGN channel, 94.91% in the Rician channel, and 94.14% in 
Rayleigh.
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Fig. 6 Performance of CNN 
in Rayleigh channel

Fig. 7 Performance of CNN 
under 3 channels

Figure 11 shows the behavior of CNN for digital classes under AWGN and fading 
channels. The plot is between varying SNRs and classification accuracy at 90% 
training rate. AWGN has the highest accuracy, followed by Rician and Rayleigh.
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Fig. 8 Performance of CNN 
in AWGN 

Fig. 9 Performance of CNN 
in Rician

4.3 Classification of Analog and Digital Modulation Signals 

Finally, the classifier is trained to categorize 11 modulation classes, which cover both 
analog and digital modulation classes. Figures 12, 13, and 14 represent the classifi-
cation accuracy at different SNRs under AWGN and fading channels. Three paths 
with varying path gains were taken to create fading channels. Maximum accuracy of 
99.72% is attained in the AWGN channel, 92.75% in the Rician channel, and 95.32% 
in the Rayleigh channel.

Even with 11 classes, the classifier had 99% of accuracy in the AWGN channel. 
Figure 15 demonstrates the performance of the model with 11 classes under varied 
SNR values. The plot illustrates that the CNN has good performance in AWGN 
channel followed by Rayleigh and Rician.
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Fig. 10 Performance of 
CNN in Rayleigh

Fig. 11 Performance of 
CNN in 3 channels

Fig. 12 Performance in 
AWGN for 11 classes
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Fig. 13 Performance of in 
Rician for 11 classes 

Fig. 14 Performance in 
Rayleigh for 11 classes

Fig. 15 Overall 
performance of CNN
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5 Conclusion 

In this paper, an AMC classifier using a CNN is developed. It can classify both analog 
and digital modulation classes. The classifier is trained to work in both AWGN and 
fading channels. The training rates were varied from 50 to 90% with a 10% step, and 
the SNR  was varied from10 to 30 dBwith a 5 dB step.  Initially, the classifier is trained 
with 4 analog modulated classes and the performance of the network is evaluated 
under AWGN, Rician, and Rayleigh channels. Later performance is evaluated with 
7 digitally modulated classes, and finally, classification of 11 classes of both analog 
and digital modulation classes is examined. The model can classify both analog and 
digital modulation classes with great efficiency. The results reveal that the accuracy 
of the model is superior than existing strategies, which consist of limited modulation 
classes. As the feature extraction component and classification part were conducted 
in a single phase, the computational complexity is reduced. 
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Fusion of Panchromatic 
and Low-Resolution Multispectral 
Images Using Combination of PCA 
and Morphological Hat Transformation 

Rupa Banerjee, Vikrant Bhateja, Reetika Mishra, Jerry Chun-Wei Lin, 
and Carlos M. Travieso-Gonzalez 

Abstract In past few years, satellite imagery has made significant advances in the 
sectors of climate, farming, and defense. As seen in the Low-Resolution Multi-
Spectral (LRMS) and Panchromatic (PAN) images, satellites acquire data in two 
domains: spectral resolution and spatial resolution. The goal of remote sensing image 
fusion is to merge the complimentary information from the PAN and LRMS images. 
The same has been accomplished in this study using Morphological Hat Transforma-
tion and Discrete Wavelet Transformation. Decomposition of LRMS and Pan images 
into approximation (cA) and detail (cD) coefficients is used in the proposed fusion 
method. To extract the first principal component, PCA is applied to the cA coeffi-
cients of both images, and MHT is applied to both cD coefficients at the same time. 
The end outcome is a fusion of the results after applying Inverse Wavelet Transfor-
mation (IDWT). The performance evaluation of the final-fused image is presented 
in the later sections. 

Keywords DWT · Image fusion · Morphological hat transform · MS image ·
PAN image
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1 Introduction 

Modern imaging sensors have emerged as a result of the rapid growth in technology 
in recent years [1]. For a precise distinction of land covers, a high spectral resolution 
is required. The multi-spectral and panchromatic images are the two types of images 
that satellites may collect. High spectral resolution but low spatial resolution can be 
found in multi-spectral pictures. The panchromatic images, on the other hand, have 
excellent spatial resolution but poor spectral resolution [2]. 

Image fusion is a method for fusing data from numerous sources with additional 
images to enhance human vision [3]. C. A. Rishikeshan proposed an automated 
mathematical morphology-driven system for water body extraction from remotely 
sensed photos. The suggested technique dynamically selected the filter size (referred 
to as the structural element (SE) in MM), allowing one to preserve the most accurate 
results from different sets of input images with variable spatial resolutions. In order 
to retain edges and shapes, the paper used mathematical morphological (MM) tech-
niques for feature extraction in image processing. In the approach, there was only one 
band used for the computation. The amount of processing needed for the suggested 
MM technique depended on the size of the structuring element used and the total 
number of pixels in the input images. This ensured that the MM approach would work 
as intended within a few minutes or less [4]. Sui and Kim [5] proposed a study into 
the use of wavelet transform-based multimedia image processing technologies. The 
paper’s research item was an image stored using multimedia information storage 
technology. The wavelet transform was used to divide the image into the benefits 
of low-frequency and high-frequency characteristics, and a model for multimedia 
processing technology based on the wavelet transform was developed. The cubic 
b-spline wavelet was used as the wavelet basis function across four layers of wavelet 
decomposition, and the accuracy rate was 89.08%.An image fusion algorithm based 
on Principal Component Analysis (PCA) and Curvelet Transformation was intro-
duced by Wu et al. [6]. The work proposed pre-processing of the LRMS and PAN 
image using PCA and Morphological Hat Transformation, respectively. It employs 
PCNN algorithm for segmentation purposes. The experimental results of their study 
illustrated better fusion results than those of traditional fusion algorithms. Hyper-
spectral image visualization with edge-preserving filtering and Principal Component 
Analysis proposed by Kang et al. [7] was an edge—preserving, filtering approach, 
and averaging-based image fusion. Compared to other popular hyperspectral image 
visualization techniques, experiments show that the suggested method gives sharper 
details and makes the land coverings in the landscape easier to differentiate. PCA, 
DWT, and the Morphological Hat Transformation are used in this paper. The source 
PAN and LRMS images are decomposed with Discrete Wavelet Transformation. The 
low-frequency coefficients are pre-processed by PCA and Morphological operations 
are applied on the high-frequency coefficients to increase the contrast of the image. 
The following parts contain the remainder of this paper: The proposed approach 
is described in Sect. 2, the experimental findings are presented in Sect. 3, and the 
analysis is concluded in Sect. 4.
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2 Proposed Fusion Approach of Low-Resolution 
Multispectral and Panchromatic Images 

Panchromatic (PAN) and Low-Resolution Multispectral (LRMS) images are fused in 
this approach of multimodal image fusion. The proposed methodology does the same 
by using Discrete Wavelet Transformation (DWT) to divide both images into approx-
imation coefficients (cA) and detail coefficients (cD). The approximation coefficients 
are also pre-processed using Principal Component Analysis (PCA), and the detail 
coefficients of the images are transformed using Morphological Hat Transformation 
(MHT). The MHT outcomes are fused together using the maximum fusion rule, 
whereas the PCA values are fused together using the Average Fusion Rule. As seen 
in Fig. 1, the final-fused image is created by combining both components using the 
Inverse Wavelet Transformation (IDWT). The techniques adopted are detailed in 
subsections below. 

Fig. 1 Block diagram of the proposed fusion approach of low-resolution multispectral and 
panchromatic images
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2.1 Wavelets 

Wavelet theory is a generalization of Fourier theory that was presented as a replace-
ment for the short-time Fourier transform (STFT) in image processing and has since 
been widely used to give a multi-resolution decomposition of an image resulting 
in non-redundant picture representation. Wavelets, which are defined as functions 
formed by the translation and dilation of the mother wavelet, are the foundations of 
the Wavelet theory [8]. 

2.1.1 Discrete Wavelet Transformation 

Discrete Wavelet Transformation (DWT) is an efficient multi-scale transformation 
to decompose the source images into its approximation and detail coefficients [9]. 
For a single dimension, the DWT can be defined as in the following equations [10] 

WΨ ( j, k) = 1/
√
M 

Σ 

x 

f (x)Φ j,k(x), (1) 

WΨ ( j, k) = 1/
√
M 

Σ 

x 

f (x)Ψ j,k(x), (2) 

where Ψ j,k is the function of discrete variable and Φj,k is a part of the group of 
expansion functions that the scaling function Φ(x) yields. 

2.1.2 Inverse Discrete Wavelet Transformation 

The Inverse Discrete Wavelet Transformation (IDWT) is employed in reconstructing 
the image from its decomposed coefficients and is defined as in Eq. (3) [10]. 

f (x) = 1/
√
M 

Σ 
WΦ( j0, k)Φ j0,k(x) + 1

√
Mx 

∞Σ 

j− j0 

Σ 

k 

WΨ ( j, k)Φ j,k(x), (3) 

where f (x), Φ j0,k(x) are functions of discrete variable and j ≥ j0 

2.2 Principal Component Analysis (PCA) 

The Principal Component Analysis is used to reduce the dimensions of an image 
by applying some transformations. It converts the linearly correlated variables of 
an image into a set of uncorrelated variables. It is a set of procedures that includes 
computing the source image’s covariance matrix, then computing the eigen vectors
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of that covariance matrix to find the Principal Components (PCs) as stated in Eq. (4) 
[5, 11]. It is noted that the first component with the highest eigen value is the principal 
component containing the maximum information of the image. 

λi vi = cov(x)vi , (4) 

where i = 1, 2, …, d, and vi is an eigenvector of cov(x). 

P1 = 
v(1) 
∑v 

(5) 

where P1 is the first principal component. 
The outputs of both the images after the application of PCA are fused together 

using Average Fusion Rule which can be given as in Eq. (5). 

2.3 Morphological Hat Transformation (MHT) 

Morphological Hat transform is a shape-based contrast enhancement technique that 
processes pictures. It takes the source image and a structuring element as inputs 
and processes the source image into a specific shape and size, producing an output 
image that is the same size as the source image. Dilation and erosion are the two 
major morphological activities. In an image, erosion eliminates the pixels of an 
object, whereas dilation adds the pixels on the object boundaries. Dilation and erosion 
provide the opening and closing morphological rules that make up the Top-hat and 
Bottom-Hat morphological operations [12]. Dilation followed by erosion is the defi-
nition of opening, whereas erosion followed by dilation is the definition of closing 
[12]. Bottom-hat transform has been used on the cD coefficients. 

Bottom-Hat operation 

Bottom-hat operation is defined as subtracting the original image from the closing 
image [13], as shown in Eq. (6) [12]. 

BH(x, y) = fCL(x, y) − f (x, y), (6) 

where BH (x, y) is the Bottom-hat transform, f CL(x, y) is the closing of f (x, y) by a  
structuring element s as given in Eq. (7) [12]. In the proposed approach, the shape 
of the structuring element is set to disk and f (x, y) is the original image 

fCL(x, y) = f.s. (7)
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2.4 Fusion Rules 

The approximation coefficients after the application of PCA are fused by the Average 
Fusion rule as defined in Eq. (8) [14], and the detail coefficients after performing 
MHT are fused together by Maximum Fusion Rule as given in Eq. (9) [13]. 

f (i, j ) = (L(i, j ) + P(i, j ))/2, (8) 

f (i, j ) = max|(L(i, j ) + P(i, j ))|, (9) 

where f (i, j) is the pixel intensity of fused image and L(i, j) and P(i, j) are the pixel 
intensities of the images of approximation coefficients of LRMS and Pan image, 
respectively. 

Algorithm #1: Procedural Steps for Image Fusion 

Begin 

Step 1: Read the source LRMS (I1) and PAN (I2) images. 
Step 2: Perform DWT on (I1) and (I2) to decompose each into approximation and 

detail coefficients as in Eq. (1). 
Step 3: Compute eigen vector of the cov(I1) using  Eq. (4). 
Step 4: I3 ← Extract the Principal Component using Eq. (5). 
Step 5: Set structuring element as disk shape for Morphological Hat Transform 

on I2. 
Step 6: I4 ← Compute Bottom-Hat transform on (I2) using formula in Eq. (6). 
Step 7: (I5) ← Fuse the first Principal Components by Average Fusion Rule as 

in Eq. (8). 
Step 8: I6 ← Fuse the results of bottom-hat MHT by maximum fusion rule as in 

Eq. (9). 
Step 9: I7 ← Perform IDWT on the fused coefficients to obtain the fused image 

using formula in Eq. (3). 

End 

3 Experimental Results 

3.1 Dataset 

The two datasets used in the experiment were World-View II and GF-2. LRMS images 
have spatial resolutions of 1.8 m and 3.2 m, respectively, whereas panchromatic 
images have spatial resolutions of 0.5 m and 0.8 m [15]. Two images were chosen
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at random for testing and simulation purposes. The two test images, as well as the 
resulting fused image, are shown in the next section. To characterize the fusion 
performance, entropy and standard deviation are measured to analyze the generated 
image quantitatively. The standard deviation evaluates the contrast of the image, 
while the entropy evaluates the quantity of information in the image [16]. A high 
entropy as well as a high standard deviation indicates greater fusion. 

3.2 Simulation Results 

The algorithm of the proposed methodology was tested on two random images of the 
dataset. The software used for simulation was MATLAB r2022a on a i5 processor 
with 8 GB of memory and 2 GB of GPU system. The fused images were compared 
with the source images on fusion parameters to prove its effectiveness. The results 
are illustrated in the cases below. 

The source LRMS picture (a), the source PAN image (b), and the fused image are 
shown in Fig. 2c. The fused image has taken up the color of the source LRMS image 
and the clarity of the PAN image. Tables 1 and 2 shows the quantitative experimental 
data of both images.

The experimental results clearly show the fused image’s intensity as well as 
better contrast. While attempting to acquire the saturation of the LRMS image, the 
fused image focuses on improvised spatial information by enhancing the entropy and 
standard deviation values from each of its source images. 

4 Conclusion 

This paper presents MHT and PCA in the Wavelet domain to provide a method 
for remote sensing image fusion, DWT allows for simultaneous time and frequency 
domain analysis, resulting in a multi-resolution representation of the image signal. 
The PCA approach increases the spatial content of the cA coefficients of the image 
and bottom-hat morphological transform improves the image’s edge details. Entropy 
is a measure of information content, and the fused image has a higher value than the 
PAN and LRMS images, while a higher Standard Deviation suggests that the fused 
image has superior contrast. Overall, the observed experimental results justify the 
fusion procedure used and proves that the fusion is efficient.
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Table 1 Qualitative 
assessment of the fused image 
I 

Metric LRMS image PAN image Fused image 

Entropy 7.3412 6.2958 10.141 

Standard deviation 21.6020 15.0088 25.63 

Table 2 Qualitative 
assessment of the fused image 
II 

Metric LRMS image PAN image Fused image 

Entropy 6.758 5.112 11.110 

Standard deviation 27.6476 16.192 28.754
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A Compact Circularly Polarized MIMO 
Diversified Antenna for 5G Mobile 
Applications 

M. Venkateswararao, M. Vamsikrishna, P. Manjusha, B. Suryaprakashrao, 
G. Sruthi, and B. Raghavkrishna 

Abstract In this article, a circular ring-structured MIMO antenna is designed and 
analysed for 5G applications. The proposed antenna design using ANSYS elec-
tronic desktop by using FR-4 material as substrate. The antenna has two compli-
mentary split-ring resonators which are etched from the patch. Using the principle 
of monopole structures and strong isolation characteristics the proposed model has 
been developed. Proposed model works up to 40 GHz at different resonant bands 
and covers modern commercial applications WIFI (2.4 GHz), WLAN (5.2 GHz), 
WiMAX (3.5 GHZ), X-band applications (above 8 GHz), 5G and millimetre wave 
applications. The results show proposed antenna a good candidate for future ready 
commercial and 5G millimetre wave applications. 

Keywords MIMO · CSRR · Isolation reduction 

1 Introduction 

In the present scenario, with the rapid evolution of wireless communication, the use 
of antenna services and the usage of wireless systems have been increased briskly. 
Due to this, there is an immense demand for wireless communication systems and 
there are several challenges that will affect the antenna design. Abundant antenna 
solutions which can be used in these systems were developed and progress has 
been made accordingly with the development. The wideband applications have been 
increased. But by using these applications, the data rate has been increased. The 
best solution one can furnish is the usage of a MIMO antenna. The MIMO uses 
multiple transmitters to send the signal on the same frequency to multiple receivers.

M. Venkateswararao (B) 
Department of ECE, PACE Institute of Engineering and Sciences(Autonomous), Ongole, AP, 
India 
e-mail: drmvrdiet@gmail.com 

M. Vamsikrishna · P. Manjusha · B. Suryaprakashrao · G. Sruthi · B. Raghavkrishna 
Department of ECE, Dhanekula Institute of Engineering & Technology, Vijayawada, AP, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
V. V. S. S. S. Chakravarthy et al. (eds.), Advances in Signal Processing, Embedded 
Systems and IoT, Lecture Notes in Electrical Engineering 992, 
https://doi.org/10.1007/978-981-19-8865-3_22 

237

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8865-3_22&domain=pdf
mailto:drmvrdiet@gmail.com
https://doi.org/10.1007/978-981-19-8865-3_22


238 M. Venkateswararao et al.

MIMO system can also be used under high scattering conditions even when the signal 
bounces around the environment. When we use multiple antennas, systems are placed 
in near proximity which can lead to mutual coupling, the mutual coupling is a major 
factor due to which system capacity and performance can dwindle, we can overcome 
this by using a MIMO antenna along with this it also provides high isolation. The 
MIMO uses different types of elements in its structure like metamaterials, defected 
ground structures and different parasitic elements. 

Lately, it has been announced that wireless communication can make use of 28 and 
38 GHz frequency bands, as the 5G application requires wide bandwidth to provide 
a high data rate which is provided by millimetre-wave applications. By using the 5G 
antenna, we observe shorter wavelengths and high path loss in space. So, antennas 
of high gain should overcome the space losses and different forms of fading, we can 
overcome this by using a MIMO antenna as discussed earlier the MIMO antenna 
can be used to decrease different losses and improve isolation. So, by the fusion 
of high gain and MIMO configuration, we get a unique antenna for the mm-wave 
applications by this method we can miniaturize the size of the antenna and decrease 
the cost of the antenna. Yang et al. [1] designed a MIMO antenna that is suitable 
for wideband applications by including the use of vias due to which the bandwidth 
is improved and the usage of different slits in the design provided high isolation. 
With the use of asymmetric antennas along with different ground planes, we can 
reduce electromagnetic coupling [2] and we can achieve good polarization diversity 
and isolation by placing the antenna properly. In [2], stubs are used due to which the 
frequency band is enhanced. 

A Y-shaped branch structure has been introduced between the radiating element 
in order to get high isolation of about 21 dB and in the design circular slot and 
rectangular slots on the patch are used which produces two different notch bands [3]. 
In [4], CPW feeding is used through which the bandwidth has been increased from 3 
to 16 GHz and by cup-shaped branches are added high up the ground plate the band-
notch characteristics have been increased and good isolation has been achieved. The 
UWB-MIMO antenna is designed by using a shared structure [5], by incorporating 
a metal layer to work as a radiator along with it each radiator in the ground plane, 
and in order to improve the bandwidth, a dual L-shaped structure is used for feeding. 
In [5], they also made use of fork-shaped slots by which the mutual coupling is 
decreased along with the increase in the isolation. In [6], the unavoidable mutual 
coupling has been reduced by using different techniques like Modified Serpentine 
Structures which act like decoupling units and by using the electronic bandgap is 
further used to improve the impedance bandwidth. 

Quasi Self Complementary method is used on the antenna [7] in order to improve 
impedance bandwidth. This design contains a semi-elliptical patch whose feeding is 
done by a tapered microstrip line which can be used for isolation enhancement and 
different diversity techniques are utilized for decreasing the mutual coupling. In [8] 
author proposed an antenna that can be used in mobile handset, this design consists of 
two tri-branch planar inverted-F antennae along with a T-stub used as a ground using 
this design the isolation has been increased. An all elliptical antenna is proposed in [9] 
in order to provide adequate impedance matching and different decoupling structures
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have been used to provide an efficiency of about 94%.To provide compactness (IB-
CEBG cells are used in [10] in order to obtain notches at interfering frequencies 
and to provide compactness), EBG and spiral-shaped defects are introduced these 
structures along with individual monopoles are used to reduce mutual coupling and 
improve the path length and have perfect impedance matching. 

2 MIMO Antenna Design and Its Analysis 

2.1 Dual-Port Monopole Antenna Analysis 

In order to provide high frequencies and omni-directional patterns, a microstrip fed 
PMA is designed in this work. The proposed MIMO antenna is fabricated on FR-4-
Substrate with the dimensions of axbx1.6 having a relative permittivity of 4.4. The 
substrate is ascribed by 2 radiating circular patches which are incorporated with split-
ring resonators that provide a fair amount of capacitance. The stepped impedance 
microstrip lines are used for feeding the circular patches. The proposed work has been 
analysed iteration-wise (Prior to 5 iterations). In iteration I, a single circular patch 
antenna is attached with a stepped impedance feedline which results in working 
at 26 GHz frequency in addition to that, in iteration 2, the antenna is changed to 
MIMO structure by attaching another port to the similar antenna with a distance of 
20.7 mm. In iteration 2, the MIMO antennas work at working a 23 GHz frequency 
or band and ground is designed on the bottom side with a U-shaped slot which 
is used to reduce mutual coupling and in order to provide impedance matching. 
F-Shaped stubs are used in iteration III which works at a frequency 24 GHz and 
circular rings are embedded along with F-Shaped stubs in iteration IV along with it 
to improve the efficiency and consistently maintain a less Specific absorption rate 
(SAR) four electronic bandgap cells with different dimensions are used in iteration 
IV which results in working at 23 GHz. Cylindrical-shaped stubs are used in iteration 
V which are placed on the EBG structures and provide a good electrical path and 
SSR is incorporated on the circular patch that provides an exceptional magnetic 
susceptibility and capacitance. 

The proposed work is also suitable to furnish an additional decoupling path 
between adjacent elements by diverting the surface current with the help of F-shaped 
stubs that are embedded with circular rings in the ground plane of the Monopole 
antenna. The proposed antenna resonant frequency can be calculated by using the 
below formula (Figs. 1 and 2). 

fres = c 

(2 × R × √
εr )

The final dimensions of the proposed antenna have been represented in the diagram 
and stated in Table 1 (Fig. 3).
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1 

2 543 

Fig. 1 Dual-port Monopole antenna iterations 

Fig. 2 Reflection 
coefficients at different 
iterations

2.2 Axial Ratio Generation 

By combining various slotted structures and choosing the elements of the antenna 
deliberately in the perfect geometry, we can attain perfect circular polarization. As 
the circular polarization mainly depends on the elements which are embedded on 
the antenna we should very carefully select them. In the proposed model, different 
SSR structures along which EBG and F-shaped stubs are examined concerning the 
configuration of circular polarization. Due to the presence of U-shaped slot in the
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Table 1 Dimensions of proposed antenna 

Parameters Ls W s L1 L2 L3 L4 

Units (in mm) 49 54.4 9.5 10.5 10.6 9 

Parameters L5 W1 W2 W3 W4 W5 

Units (in mm) 6.1 8.5 6.1 3.9 3.9 1.8 

Parameters W6 W7 R1 R2 R3 R4 

Units (in mm) 20.7 14.2 1.5 4 3.5 8 

Parameters G D9 Lg1 Lg2 Lg3 Lg4 

Units (in mm) 4.6 8.5 24 24.5 1.5 1.5 

Parameters LG5 LG6 LG7 LG8 LG9 LG10 

Units (in mm) 16.9 5.2 1.9 4 20.5 1 

Parameters Lg11 Wg1 Wg2 Wg3 Wg4 Wg5 

Units (in mm) 22.5 25.3 8.8 12.3 1.9 2 

Parameters Wg6 Wg7 D1 D2 

Units (in mm) 11 7 4 6 

Fig. 3 Dimensions of proposed antenna

antenna geometry in the iteration 2 axial ration band is present in the iteration 3 
ascribed to slot F-shaped stubs are embedded which lead to another axial ratio band. 
The F-shaped stubs are further modified by encapsulating SSR to the F-shaped stubs 
leading to greater improvement in the current distributions leading to change in the 
value of CP.
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3 Results and Discussions 

3.1 Envelope Correlation Coefficient and Diversity Gain 

The ECC immensely required in order to measure the amount of correlation is 
between the antenna which is excited to the antennas which are not excited they 
can be measured by using the mathematical equation 

ρ = |s11 ∗ s12 + s21 ∗ s22|2(
1 − (|s11|2 + |s21|2

))(
1 − (|s22|2 + |s12|2

)) . 

The above equation can be used in order to measure the value of ECC with the aid 
of S-parameters but the above equation can only be used if the current distributions 
are equal in the antennas and they should be lossless. Typically, the value of ECC is 
zero for antennas that are uncorrelated but practically the value of ECC is less than 
5 dB. This work targets achieving ECC < 3 dB. The diversity gain of an antenna is 
one of the important parameters due to the different diversity schemes the signal to 
noise ratio is increased which is called as diversity gain. 

In Fig. 5b, the mutual coupling has been analysed at different frequencies the 
mutual coupling is used to measure the electromagnetic interaction between different 
antennas. If one port of an antenna provides LHCP and the other antenna provides 
RHCP then the antenna are said to be independent to each other practically the mutual 
coupling is below − 20 dB. The proposed antenna has a mutual coupling of less than 
− 15 dB which makes it a good candidate to work at the wide band of frequencies. 
Figure 4 depicts the axial ratio plot working at 9.9 GHz it shows a omnidirectional 
patterns at both LHCP and RHCP Planes. 

(a) (b) 

Fig. 4 a Axial ratio plot at a frequency of 9.5 (GHz). b Axial ratio at different frequencies
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(a) (b) 

Fig. 5 Simulated results. a Frequency vs ECC b frequency versus reflection coefficient and mutual 
coupling 

3.2 E-Field Distributions 

The electric field distributions at different ports and at different frequencies are 
observed in the Fig. 6. At 9.5 GHz frequency, when antenna at port 1 is radiated 
the antenna at port 2 is not affected which can be observed in Fig. 6a. At 9.5 GHz 
frequency, when antenna at port 2 is radiated the antenna at port 1 is not affected 
which can be observed in Fig. 6b this shows that the antenna obeys the diversity 
principle. The same principle is observed at higher frequency in Fig. 6c we can 
observe how the antenna behaves at 32.5 GHz frequency, when antenna at port 1 is 
radiated the antenna at port 2 is not affected in the same way when antenna at port 2 
is radiated the antenna at port 1 is not affected which can be observed in the Fig. 6d. 
From the Fig. 6e, we can observe how the antenna behaves when two ports of the 
antenna are radiating at 9.5 GHz and the Fig. 6f we can observe how the antenna 
behaves when two ports of the antenna are radiating at 32.5 GHz.

3.3 Current Distributions 

See Fig. 7.

3.4 Radiation Patterns 

The radiation patterns of the proposed antenna are observed in the Fig. 6 at 
different frequencies of 9.5 GHz and 32.9 GHz at 9.5 GHz the antenna provides 
the dipole structure in the H-plane and omni-directional pattern in the plane as
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(a) (b) 

(d)(c) 

(e) (f) 

Fig. 6 E-field distribution at a 9.5 GHz with radiation at port 1 b 9.5 GHz with radiation at port 2 
c 32.5 with radiation at port 1 d 32.5 with radiation at port 2 e 9.5 GHz with radiation at two ports 
f 32.5 with radiation at two ports

shown in Fig.  8a whereas at high frequencies like 32.9 GHz the antenna provides 
Quasi-omni-directional pattern in both the planes as shown in Fig. 8b.
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(a) (b) 

(c) (d) 

Fig. 7 Current distributions at a 9.5 GHz with radiation at port 1 b 9.5 GHz with radiation at port 
2 c 32.5 with radiation at port 1 d 32.5 with radiation at port 2

(a) (b) 

Fig. 8 a Radiation pattern at 9.5 GHz b radiation pattern at 32.9 GHz
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4 Conclusion 

In this work, isolation-reduced MIMO antenna is designed and analysed for 5g 
applications. The proposed antenna shows excellent characteristics up to 40 GHz 
covers modern applications and advanced communication application. The simu-
lation results, such as ECC, transmission coefficient and DG, show the proposed 
work will be considered for future ready communication application. The model is 
analysed using HFSS and exhibits circular polarization in the working band area. 
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Metasurface-Enabled Fork-Shaped 
Antenna for 2.45 GHz ISM Band 
Wearable Applications 

G. Srilatha, G. S. N. Raju, and P. A. Sunny Dayal 

Abstract In this work, a fork-shaped radiator is simulated at 2.45 GHz for wearable 
applications. Rogers’s 3010 is used as dielectric substrate. A fork-shaped design is 
used as radiating element. The antenna is symmetrical in shape and the two side strip-
line dimensions are tuned to achieve the required operating frequency. Four unit cells 
of metasurface-inspired structure are placed backside of the antenna. The metasurface 
structure consists of rectangular strip line at center and two E-shaped structures placed 
at both sides of the rectangular strip in mirroring position. A partial ground with slot 
is used and placed as metasurface unit cells. The metasurface cells placed under the 
radiator helped in reduction of the specific absorption rate (SAR). Proposed design 
performance is presented with the comparative analysis using simulated results of 
S11, SAR curves, radiation patterns, and VSWR. 

Keywords Wearable antenna · Specific absorption rate (SAR) · 2.45 GHz ISM 
band 

1 Introduction 

Wearable antennas are being developed for various ranges of frequencies for serving 
different daily life applications recently. They garnered much attention due to the 
smart wearable environments being developed for serving entertainment, sports, and 
health monitoring warbles. One of the main considerations in developing the wear-
able antennas is human safety. The radiation from the antenna should be maintained 
low to avoid the effect on human health when used for longer time. It is being analyzed 
by the average energy absorbed by human body over a selected tissue volume. The 
specific absorption rate (SAR) value indicates the amount of radiating energy being
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absorbed by human body. As per the Federal Communications Commission, the 
minimum allowed SAR is 1.6 W/kg, which is over volume of 1 g tissue. For Council 
of the European Union, the recommended value is 2 W/kg, which is under volume 
of 10 g tissue. The SAR reduction is achieved using different techniques by several 
researchers over the years. One of the most commonly used techniques is using the 
metasurface-inspired structures as secondary layers are as part of the ground planes. 

Different kinds of metamaterial unit cells are used in different research articles. 
Some of the metamaterial-inspired structures that were used are electromagnetic 
bandgap structures (EBGs), split-ring resonators (SRRs), mushroom-like structure, 
artificial magnetic conductors (AMCs), etc., in [1] for the reduction of specific 
absorption rate, and split-ring resonator is used as superstate. EBG based structures 
are used to reduce SAR for LTE antenna [2]. SAR reduction using metamaterial 
structures is investigated in [3]. Sometimes, the metamaterial structures are incor-
porated into the second layers. The second layer substrate used for metamaterial 
incorporation can be the same substrate used for the radiator layer, or in some cases, 
cloth materials are used in [4] a single metamaterial-inspired layer incorporated in 
the same substrate which is used in the first layer to reduce the SAR. In [5], jeans’ 
cloth material holding metamaterial is used to reduce the SAR for CPW-fed antenna. 
Sometimes, these metamaterial unit cells are placed in the same layer instead of using 
the secondary layers. The metamaterial-like structures are placed along with antenna 
in the same plane as ground below the radiating antenna positioned appropriately to 
reduce the SAR effectively [6, 7]. 

In the current work, a fork-shaped antenna is designed, and the novel metasurface 
unit cells are placed under the antenna to reduce SAR to make the antenna usable for 
wearable applications. The metamaterial unit cell is made up of a single rectangular 
strip at center and E-shaped structures on both sides of the center rectangular strip 
positioned in a mirror to each other. The antenna is designed and analyzed to work 
at 2.45 GHz ISM band applications. 

2 Proposed Fork-Shaped Antenna Design 
and Specifications 

The designed wearable antenna dimensions are presented in Fig. 1. Rogers RO3010 
with dielectric constant 10.2 and 0.0035 is value of loss tangent which is considered 
as dielectric substrate. The geometry of the designed antenna which is resonated at 
2.45 GHz is optimized by the parametric study, and the dimensions with optimal 
values are presented in Fig. 1. The overall dimensions of the antenna restricted to 
only 34 mm * 34 mm * 1.27 mm. The metasurface unit cell size is 11 mm * 11 mm 
(Table 1).
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(a) (b) 

Fig. 1 Proposed 2.45 GHz ISM band wearable antenna a top view and b bottom view 

Table 1 Optimal dimensions (in mm) 

L = 34 L1 = 23 L2 = 26 L3 = 4.8 L4 = 3 
L5 = 5 L6 = 2 L7 = 9 L8 = 2 L9 = 2 
L10 = 1 L11 = 3 L12 = 1 W = 34 W1 = 14.5 
W2 = 6.5 W3 = 3 W4 = 4.5 W5 = 7 W6 = 2 
W7 = 3 W8 = 3.5 W9 = 0.5 W10 = 1.5 W11 = 7.8 

3 Off-Body Simulation Analysis 

The designed antenna is simulated with HFSS 19.2v. Initially, the antenna is simu-
lated under free-space (off-body) condition, and the simulated analysis is presented 
in the following Figs. 2 and 3. The reflection coefficient curve presented in Fig. 2a 
shows that the proposed antenna operating frequency is obtained at 2.45 GHz with 
return loss −21.48 dB. The operational band covers from 2.42 to 2.47 GHz with 
band width 50 MHz. The VSWR curve shown in Fig. 2b indicates that, in the oper-
ational band, the VSWR is maintained in between 1 and 2. The field distribution 
curves shown in Fig. 3 represents the E, H and J field distributions at 2.45 GHz the 
concentration of arrow marks and the color representation explains the maximum or 
minimum field distributions in the radiating element.
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(a) (b) 

Fig. 2 ISM band wearable antenna proposed at 2.45 GHz a S11 versus frequency curve and b 
VSWR curve 

(a) (b) (c) 

Fig. 3 Field distributions curves for proposed 2.45 GHz ISM band wearable antenna a E-field, b 
H-field, and c J-field 

4 On-Body Simulation and Comparison Discussion 

The proposed radiator performance is influenced by human body presence and that 
effect was evaluated by analyzing the antenna under layered human phantom condi-
tion. Here, the proposed antenna and the four-layered phantom model are separated 
with a minimum distance of 10 mm. To avoid radiation effect on human body the 
antenna is fed by low power input of 50 mW. To analyze the radiation effect on human 
body, the designed antenna is placed on top of four-layered tissue model positioned 
at center and the analysis is carried out in flat condition. The layered human phantom 
model consists of skin fat, bone, and muscle. Here, in Table 2, the dielectric values 
of corresponding tissues at 2.45 GHz were listed. The dimensions of these layers 
100 mm * 100 mm in XY directions. The thickness of these layers in Z direction is



Metasurface-Enabled Fork-Shaped Antenna for 2.45 GHz ISM Band … 251

different for each layer based on average human body, and the thickness is maintained 
as follows: 2 mm for skin, 5 mm for fat, 10 mm each for muscle and bone. 

Proposed antenna along with four-layered human tissue phantom model in top 
view, diagonal view, and front view is shown in the following Fig. 4. As per the setup 
in Fig. 4, the analysis carried out for on-body condition and the comparative analysis 
for off- and on-body conditions are presented in Fig. 5 with the help of S11 versus 
frequency and VSWR curves and in Fig. 6 with the help of 2D radiation patterns and 
3D radiation plot. 

From Fig. 5 data, one can see that for on-body and off-body conditions, there is 
little shift in operating frequency, but the intended operating frequency of 2.45 GHz

Table 2 Dielectric values of human body tissues at 2.45 GHz 

S. No Tissue Relative permittivity (εr) Loss tangent Conductivity (S/m) 

1 Bone 11.381 0.2542 0.39431 

2 Skin 42.853 0.27255 1.5919 

3 Fat 5.2801 0.14524 0.10452 

4 Muscle 52.729 0.24194 1.7388 

Fig. 4 Antenna on human 
four-layered phantom a top 
view, b diagonal view, c 
front view 

(a) (b) 

(c) 

(a) (b) 

Fig. 5 Simulated comparison for off- and on-body conditions a S11 versus frequency, b VSWR
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Fig. 6 Simulated comparison of radiation patterns: left side 2D and 3D plots are for off-body 
condition and right side 2D and 3D plots are for on-body condition

is maintained for both off- and on-body conditions. The shift in operating frequency 
toward lower resonance for on-body condition is with the presence of variations in 
the dielectric conditions of the human tissues. The VSWR curve for both off- and 
on-body conditions is maintained same leaving fewer effects on impedance matching. 

From Fig. 6, it can be seen that the presence of the human body at backside of the 
antenna changed the antenna radiation pattern. The energy at backward of the antenna 
is affected due to some of the energy which could be absorbed by human body and 
some energy gets reflected and reconfigured due to human phantom presence. 

For the four-layered phantom model shown in Fig. 4, the SAR analysis is carried 
out and presented in Fig. 7. For the input power 50 mW and with 10 mm minimal 
distance from phantom, the SAR obtained is 1.0923 W/kg. As per the Federal 
Communications Commission for 1 g volume tissue, the specific absorption rate 
value should be below 1.6 W/kg. For the designed antenna, the SAR value is much 
below than the standard value. It indicates that the designed antenna is suitable for 
wearable applications. Some other antenna parameters’ comparison for on-body and 
off-body conditions is mentioned in Table 3.
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Fig. 7 SAR analysis of 
proposed antenna 

Table 3 Antenna 
parameters’ comparison for 
off- and on-body conditions 

Quantity Off-body On-body 

Max U mW/sr 120.520419 5.178961 

Peak directivity 1.730912 4.404387 

Peak gain 1.525388 1.339194 

Radiation efficiency 0.881262 0.304059 

Front-to-back ratio 1.087684 14.762755 

5 Conclusion 

A fork-shaped wearable antenna at 2.45 GHz WBAN applications is designed. The 
simulated analysis presented shown that the antenna performance is good in both off-
and on-body conditions. It can be used for normal 2.45 GHz ISM band applications, 
and Fig. 5 shows that it can also be used for on-body applications as it maintained the 
same performance with little effect of the human phantom presence. The positioning 
of the metasurface unit cells under the antenna at backside of the dielectric substrate 
helped in isolating the on-body loading effects and thus helped in minimizing the 
shift in operating frequency to minimum. SAR analysis plot shown in Fig. 7 indicates 
that the antenna maintained 1.0923 W/kg SAR value which is under the specified 
standard value 1.6 W/kg, which makes it good candidate for wearable applications.
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Segmentation of Cell Periphery 
from Blood Smear Images Using Dark 
Contrast Algorithm and K-Medoid 
Clustering 

Siddharth Verma, Vikrant Bhateja, Sourabh Singh, Sparshi Gupta, 
Ayush Dogra, and Nguyen Gia Nhu 

Abstract Computer-Aided Analysis of Blood Smear Images helps to identify 
several cell features which cannot be analyzed with the existing manual techniques. 
For this purpose, segmentation of required cell component is very important. The 
motive of this work is to segment the Cell Periphery, which holds the cytoplasm, from 
the Blood Smear Images. Primarily, these images are enhanced to increase the observ-
ability of various cell components. The enhancement is done using Dark Contrast 
Algorithm (DCA). This enhanced image is further segmented using K-Medoid Clus-
tering, a technique based on spatial clustering. The number of clusters obtained as 
output are predefined. This technique clusters the data with the help of Similarity 
Index, to distribute it according to their similarities or dissimilarities by updating 
the medoids. The image hence obtained gives us the segmented Cell Periphery. The 
assessment of this proposed approach is done using parameters like Second Deriva-
tive like Measure of Enhancement (SDME) and Measure of Enhancement (EME) 
for enhancement and Dice Coefficient (DC) for segmentation. 

Keywords Blood smear images · DC · DCA · EME · K-Medoid · SDME ·
Similarity index · Spatial clustering
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1 Introduction 

Cell Periphery is important in identifying several contrasting features of leukocytes 
(commonly known as White Blood Cells). They help us in identifying the type of cell 
whether blast or not and in also identifying various types of WBCs. The conventional 
methods to identify type of cell are through manual observations which is both 
tedious and is subjected to inaccuracy [1]. Now, to rectify these problems, Computer-
Aided Diagnosis is used for analysis of Blood Smear Images. These images are 
obtained by mounting digital camera on microscope, either optical or electron, used 
for observing blood slides. These Blood Smear Images are processed to extract 
cells’ characteristics to categorize them into their types [2]. Harun et al. [3] proposed 
a technique of nucleus segmentation from Blood Smear Images with a median filter 
and Dark Contrast Algorithm (DCA). Segmentation is done through thresholding 
and clustering. Classification of WBCs done by Dasariraju et al. [4] used Multi-Otsu 
Thresholding for segmentation of nucleus and cell boundary. The preprocessing 
step in this technique was the conversion from RGB to lab scale. The accuracy 
of this whole proposed work was moderate to high. A technique of segmentation 
through clustering was proposed by Su et al. [5] for bone marrow smear images. 
The segmentation here was done in two stages: firstly, K-Means clustering algorithm 
was used to divide the image into two clusters further and Hidden Markov Random 
Field (HMRF) was used for final segmentation. This method of segmentation was 
able to label six types of WBCs. A similar clustering approach was proposed by 
Acharya et al. [6] for segmentation of Blood Smear Images with the help of K-
Medoid Clustering. This method is observed to be much effective than K-Means 
clustering. Another method of segmentation by morphological filters [7] to extract 
nucleus from Blood Smear Images is quite effective, but was not able to segment 
cell boundary. Eckardt et al. [8] proposed a deep learning approach to detect NPM1 
mutation with the help of bone marrow smears. It was done using Faster Region-based 
Convolutional Neural Net (FRCNN) to improvise cell borders and an image annotator 
tool. These approaches conclude that enhancement preceded by segmentation gives 
best results in order to identify cell components. Experimentally, the accuracy of 
K-Medoid when compared to K-Means for segmentation is quite high. K-Means 
is technique which works on iterative clustering, while K-Medoid works on spatial 
clustering. The approach opted for this paper uses DCA for contrast enhancement as 
it works on darker regions of the image and K-Medoid Clustering for segmentation of 
the Cell Periphery. The organization of the paper in the following parts is as follows: 
Sect. 2 contains the proposed approach of enhancement and segmentation to extract 
Cell Periphery, Sect. 3 contains experimental results and analysis and Sect. 4 consists 
of conclusion.
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2 Proposed Approach of Enhancement and Segmentation 
to Extract Cell Periphery 

The proposed approach to segment Cell Periphery from Blood Smear Images follows 
enhancement preceded by segmentation. To perform enhancement, firstly, the RGB 
Blood Smear Image is converted to grayscale image so that there is no error to 
define Cell Periphery. The enhancement done using Dark Contrast Algorithm (DCA) 
highlights the Cell Periphery further making it easy to segment. The segmentation 
done by K-Medoid Clustering converts this enhanced image into clusters of similar 
data. 

2.1 Enhancement Using Dark Contrast Algorithm (DCA) 

The enhancement approach used in this experimental work is through DCA which 
is a contrast stretching technique and stretches the contrast of darker regions. The 
working of DCA is dependent on its parameter which is Threshold Value (TH) and 
Stretching Factor (NTH). For DCA, the value of TH is less than that of NTH. The  
control function on which DCA works is given in Eq. (1) [3].

(
O(x, y) =

{
p(x,y)−min _p 
T H−min _p .NT  H if p(x, y) < T H  

p(x,y)−T H  
max _p−T H  .(255 − NT  H  ) + NT  H if p(x, y) ≥ T H

)
(1) 

Here, p (x, y) and O (x, y) represent the input and output pixels, respectively. The 
maximum and minimum intensities of input image are represented by max_p and 
min_p, respectively. Equation (1) shows both the cases of DCA, that is, stretching 
and compression. The assessment of the enhanced image is done using Image Quality 
Assessment (IQA) parameters like Second Derivative like Measure of Enhancement 
(SDME) and Measure of Enhancement (EME) [9, 10]. 

2.2 Segmentation of Cell Periphery Using K-Medoid 
Clustering 

Further, to segment the Cell Periphery from the enhanced image, K-Medoid Clus-
tering is used. This is a type of spatial clustering where the clusters are divided 
according to the similarity in the data. The difference between K-Means [5] and 
K-Medoid, both being clustering algorithms, is K-Medoid being more sensitive to 
dissimilarities. K-Medoid Clustering takes medoids into consideration to cluster the 
data [6]. Figure 1 shows the graphical representation of data clustered by K-Medoid 
Clustering into two clusters.
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(a) (b) 

Fig. 1 Graph showing a input data and b two clusters of data 

In K-Medoid Clustering, the clusters are defined as inputs and medoid is first 
chosen as any random value. Medoid refers to a point in the cluster whose dissimilar-
ities are minimum. These medoids are further updated according to the dissimilarity 
or similarity of data. The similarity measure on which this technique works is given 
by Eq. (2) [6]. 

V = 
kΣ 

i 

Σ 

x j∈Si

(
x j − ci

)2 
(2) 

Here, k is the number of clusters, Ci is the medoid, xj is the object and Si is the cluster. 
With the help of this similarity, the medoid is updated and is further compared with 
the medoid which is predefined. No change in medoid indicates similar data, while 
change in medoid indicates the data of other category [11]. In the proposed approach, 
the number of clusters are set to be two since the contrast-enhanced image is a gray 
scale. This clustering helps us to distinguish Cell Periphery from nucleus since both 
have different levels of intensity. Segmentation of Cell Periphery using K-Medoid 
gives us information regarding the disorientations of the same which helps us to 
identify blast, malignant cells. The segmented image of Cell Membrane hence is 
evaluated using Dice Coefficient (DC) [12]. The complete algorithm for the proposed 
approach of enhancement and segmentation to extract the Cell Periphery of Blood 
Smear Images is given in Algorithm I.
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3 Experimental Results 

3.1 Dataset 

The database of Blood Smear aspirates for this experiment is obtained from the online 
repository of Cancer Imaging Archive [4], for single-cell images, and ASH [6], for
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multi-cell images. These images are acquired by a digital camera with dimensions 
400 × 400 and 720 × 960, respectively. Two images one from each dataset were 
taken to analyze the results of the proposed approach to segment Cell Periphery. As 
initial steps of preprocessing, these images were converted from their original color 
model to gray scale for better identification in segmentation. 

3.2 Simulation Results and Analysis 

Two images chosen from the dataset were used to observe the proposed approach 
of enhancement using DCA and segmentation of Cell Periphery using K-Medoid 
Clustering Algorithm [3, 6]. The effectiveness of the DCA-enhanced image was 
compared with the original image on the basis of parameters like SDME and EME 
[9, 10], while the assessment of segmented image was done using DC by comparing 
it with the ground truth. The results from both the images are shown in Fig. 2. 

The visuality of images (c) and (g) is better than that of (b) and (f) as shown in 
above Fig. 2. The cell components and periphery are much visible after enhance-
ment. Further, the segmented image (d) and (h), when observed visually, shows us 
the successfully segmented Cell Periphery. These enhanced and segmented images 
are also evaluated qualitatively. The IQA metrics of enhanced images are given in 
Table 1.

C
A

SE
#1

 

(a) (b) (c) (d) 

C
A

SE
#2

 

(e) (f) (g) (h) 

Fig. 2 Experimental results of images showing: a and e input Blood Smear Image, b and f 
grayscale-converted image, c and g DCA-enhanced image and d and h segmented image of cell 
periphery 
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Table 1 IQA metrics for input and enhanced images 

Metric Single-cell image (CASE#1) Multi-cell image (CASE#2) 

input image Enhanced image Input image Enhanced image 

SDME 23.45 25.67 24.58 28.77 

EME 3.332 4.53 5.56 6.10 

Table 2 Performance 
evaluation of segmentation 
technique 

Single-cell image 
(CASE#1) 

Multi-cell image 
(CASE#2) 

Metric Cell periphery Cell periphery 

DC 0.893 0.92 

On observing these values, it shows a clear increase in both SDME and EME 
by enhancement using DCA, thus increasing its metrics qualitatively. This indicates 
that the enhanced image has better contrast and brightness. Similarly, the assessment 
of segmented image of Cell Periphery is done using Dice Coefficient (DC) [12] as  
shown in Table 2. 

The value of DC nears to 1 in the both types of images, which clearly indicates that 
the Cell Periphery is segmented successfully when compared with the ground truth 
results. So, visually and qualitatively, the performance of segmentation is evaluated 
and is successful. Therefore, this approach of enhancing the Blood Smear Images 
for segmenting Cell Periphery is successful in giving the desired results. 

4 Conclusion 

This paper presents an approach to segment the cell membrane/Cell Periphery from 
Blood Smear Images. Primarily, DCA was used for enhancement of these images to 
increase visibility of Cell Membrane. This was successful since the Cell Periphery 
can be seen in the enhanced image. This image was evaluated using SDME and 
EME, which shows that the enhancement was successful. Now, for segmenting our 
required ROI, K-Medoid Clustering was used. Here, the number of clusters were 
initialized to 2. The clusters hence obtained from segmentation contain the Cell 
Periphery. The results of segmentation were appraised using DC, which clearly show 
successful segmentation of Cell Periphery. This segmented image can be further used 
to calculate features like Nucleus-to-Cytoplasm Ratio.
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Groundwater Quality Assessment 
of Raipur City Using Machine Learning 
Models 

Anushree Shrivastava, Mridu Sahu, and D. C. Jhariya 

Abstract Groundwater has been a vital source of water consumption across India. 
Raipur, the capital city of Chhattisgarh, has been utilizing this resource for water 
consumption and utilization for Irrigation. While water is a necessity for survival, it is 
also important that water which we uptake is fit for consumption. Groundwater often 
gets contaminated by the fertilizers and pesticides by affecting the concentration of 
the major ions and other parameters present in the water. Groundwater Quality Index 
is a measure to determine the quality of water, which is calculated based on some 
physicochemical parameters and ions that water contains. The Water Quality Index 
(WQI) is a really useful measure for assessing the overall water quality. It simplifies 
the interpretation of information by lowering a huge number of data points to a 
single value. The WQI is used to assess whether or not groundwater is suitable for 
drinking. In this paper, the Water Quality Index was calculated based on pH, TA, 
TH, Chloride, Nitrate, Fluoride, and Calcium. Further, the quality of groundwater 
was assessed using various Machine Learning Models, namely, Logistic Regression, 
Decision Tree Classifier, Gaussian NB, Random Forest Classifier, Linear SVC, and 
XGB Classifier. The best classification was shown by Random Forest Classifier with 
an outstanding of 100 percent accuracy. 

Keywords Logistic regression · Decision tree classifier · Gaussian NB · Random 
forest classifier · Linear SVC · XGB classifier
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1 Introduction 

Groundwater quality assessment is essential for determining the quality of water in a 
region as water is not only a basic necessity in every household but also an important 
resource for survival. Conservation of water has been a need of the hour, as freshwater 
is getting contaminated due to various factors like the use of fertilizers, pesticides, 
and industrial wastes. Thus, the study of freshwater resources like groundwater is 
becoming important. 

The study area for this paper is the capital city of Chhattisgarh, i.e., Raipur. 
In Raipur, the Kharun River is the only supply of raw water currently available. 
Groundwater is another source of water, having a capacity of 22 million liters per 
day, in addition to water from the Kharun River. 

The quality assessment of water from the groundwater sources is a tedious task as 
it involves manual work and analysis. The role of Machine Learning can be crucial 
in automating such tasks, especially in the scenario where lockdown is implemented 
due to the pandemic. The prediction using machine learning can prevent the ceasing 
of analysis of such crucial resources. 

In this paper, we have used the concept of the Water Quality Index (WQI) for 
determining the water quality of the 44 different regions of Raipur. The Water 
Quality Index was calculated based on pH, TA, TH, Chloride, Nitrate, Fluoride, and 
Calcium. Further, the quality of groundwater was assessed using various Machine 
Learning Models, namely, Logistic Regression, Decision Tree Classifier, Gaussian 
NB, Random Forest Classifier, Linear SVC, and XGB Classifier. 

2 Methodology 

Figure 1 shows the methodology used in this work. The stages include input 
dataset, data preprocessing, calculating WQI, and classification of groundwater using 
Machine Learning Models.

2.1 Dataset Description 

The dataset has been collected from the Geology Department of NIT, Raipur. It 
consisted of groundwater details of samples collected from 44 locations within Raipur 
and 24 features, namely, pH, EC, TDS, TH, TA, HCO− 

3 , Cl
−, NO− 

3 , SO
−2 
4 , F−, 

Ca+2, Mg+2, Na+ , K+ , Si+4, SSP, SAR, SAR,  
KR, RSC, MR, and CR from which seven features have been used, namely, pH, 

TA, TH, Cl−, NO− 
3 , F

−, and Ca+2 for the calculation of WQI, which further form 
the basis of classification.
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Fig. 1 Methodology used

2.2 Correlation of Features 

Figure 2 shows the correlation of the seven parameters used for the calculation of 
WQI and Water Quality Classification. Correlation shows how the parameters are 
related to each other and whether the presence or absence of one parameter leads to 
the presence or absence of another parameter. Correlation is a mechanism used to 
identify the strength of relationships between features. 

Fig. 2 Correlation matrix of 
the features
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Correlation is of three types: 

• Positive correlation: If there are two features which are having positive correlation, 
it means that if the value of one feature is increasing in a scenario, the value of 
the other feature will also tend to rise in a similar scenario; 

• Negative correlation: If there are two features which are having negative correla-
tion, it means that if the value of one feature is increasing in a scenario, the value 
of the other feature will tend to reduce in a similar scenario; 

• No correlation: When two features are said to be in no correlation, it means that 
the value of the two features is independent, i.e., increasing or decreasing and the 
value of a particular feature will have no impact on the value of other features. 

2.3 Calculation of Water Quality Index 

Step 1. Calculation of weightage factor 
The weight is assigned for each parameter as per the importance of the parameter 

in the water consumption. The relative weight is given by: 

Wi = Σwi , (1) 

where Wi denotes relative weight, wi denotes parameter weight, and n represents 
the number of parameters. The weight assigned to all the seven parameters and the 
relative weight is shown in Table 1. 

Step 2. Calculating sub-index 
For obtaining the Water Quality Index, firstly sub-index is calculated which is 

given by: 

SI = Wi ∗ (c/s) ∗ 100, (2)

Table 1 Weight, relative, and 
BIS standard value for each 
parameter 

Parameter BIS standard Weightage Relative weight 

pH 6.5–8.5 2 0.133 

TA 200–600 1 0.067 

TH 200–600 1 0.067 

Chloride 250–1000 3 0.133 

Nitrate 45 5 0.267 

Fluoride 1.0–1.5 4 0.200 

Calcium 75–200 1 0.067 

Magnesium 30 1 0.067 

Σwi ΣWi 
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where Wi is the relative weight, c is the value of the parameter in the water sample 
in mg/l, and s is the standard value of the parameter mentioned in Table 1. 

Step 3. Calculating Water Quality Index 

Wi = Σ SI (3) 

The Water Quality Index is used to determine the category of water quality, namely, 
Excellent, Good, Poor, or Not Suitable for consumption. Table 2 shows the different 
classes of water quality into which the dataset is bifurcated according to the Water 
Quality Index. 

Figure 3 shows the pie chart representation of the occurrence of different cate-
gories of water quality. Figure 4 shows the violin plot of the classes of water quality 
and how they are related to WQI. A violin plot uses density curves to represent 
numeric data distributions for one or more groups. 

Figure 5 shows the distribution and box plot representation of the parameters 
based on the water quality category. The distribution curves and box plot depict how 
each feature is contributing to the water quality. In the distribution curve and box 
plot, green represents excellent water quality, blue represents good water quality, 
yellow represents poor water quality, and red represents water quality which is not 
suitable for consumption.

Table 2 Water quality 
classes 

Category Water quality index Water quality 

0 > 75 Not suitable 

1 35–55 Good 

2 < 35 Excellent 

3 55–75 Poor 

Fig. 3 Pie chart 
representation of the 
occurrences of different 
categories of WQ
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Fig. 4 Violin plot of water 
quality classes based on WQI

2.4 Machine Learning Models 

2.4.1 Logistic Regression 

This is a supervised learning-based classification approach. It works with discrete 
data and produces non-continuous output. However, instead of digital numbers, it 
outputs probabilistic values between zero and one. The minimum value is the most 
crucial part of Logistic Regression; it lays the foundation for classification and is used 
to determine if the outcome is nearer to one or zero. The recall and accuracy settings 
determine the threshold value. If both recall and accuracy are one, the threshold value 
is considered to be perfect. 

However, this optimum condition does not always occur; thus, there are two 
possible approaches: one with great precision but low recall and the other with low 
precision but high recall. The threshold is established [1] based on the system’s 
requirements. The Sigmoid function (see Fig. 6) is an S-shaped curve that is used 
to calculate the result depending on the threshold value in Logistic Regression. This 
is accomplished by putting the real values and threshold value onto the curve, then 
comparing the real values to the threshold value to see if they are closer to 1 or 0. 
The Logistic Regression model is ideal for binary classes, as can be seen from the 
preceding description, but it may also be utilized for numerous classes adopting the 
idea of one versus all [2].

2.4.2 Decision Tree Classifier 

A Supervised Machine Learning Approach called a decision tree produces deci-
sions based on a combination of rules. It constructs decision trees using historical 
data. Construction of the maximum tree, selection of the appropriate tree size, and 
classification of fresh data using the established tree are the three elements of this 
technique.
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Fig. 5 Density distribution and box plot based on water quality category

Maximum tree creation takes a large amount of time. The observations are sepa-
rated continually until only one class remains at the lowest possible level. Figure 7 
depicts the maximum tree’s creation. The figure to the left of the tree’s root ought to 
be smaller than the figure to the right. The values that are referred here are parameters 
in the learning sample’s parameter matrix.
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Fig. 6 Logistic regression

Fig. 7 Construction of 
maximum tree 

The proper size tree must be chosen since the maximum tree might have many 
layers and be complex; thus, it must be optimized before categorization. This is 
intended to shrink the tree and remove any extraneous nodes. Finally, classification 
is completed, with classes allocated to each observation [3]. 

2.4.3 Gaussian Naïve Bayes 

A statistical and supervised learning-based probabilistic classifier is yet another name 
for GNB. It is based on the probability hypothesis of Bayes. For classification, 
it employs a probabilistic technique. When used on massive datasets, it produces 
accurate findings in a shorter amount of time [4]. 

It has four types of probabilities: likelihood probability, which represents the 
probability of predictor, such that the class is given; predictor prior probability, which
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Fig. 8 GNB classifier 

represents the probability of the previous predictor; class prior probability, which tells 
the probability of class; and posterior probability, which represents the probability 
of class such that the predictor is given. The existence or lack of one characteristic 
does not impact the existence or lack of another characteristic, according to the Naive 
Bayes approach. Each characteristic contributes to the categorization process in its 
own way [5]. 

We employed GNB, that is a type of NB classifier that is used for continuous 
data categorization. It is based on probability ideas of Gaussian normal distribu-
tion. Classes are believed to be represented by normal distributions with distinct 
dimensions. It is simple, computationally quick and only takes a modest amount 
of training data. However, since it presupposes characteristic independence, it may 
produce inaccurate estimates, thus the label naive. The workings of GNB are shown 
in Fig. 8. The categorization is based on the shortest distance between each data 
points (x). 

2.4.4 Random Forest Classifier 

This approach, as the name implies, uses many trees to arrive at a categorization 
choice. It is based on the notion of tyranny of the majority. The trees each make 
their own estimate, and the class with the highest count is chosen. The overall result 
is successful because the outputs of the multiple decision trees are combined; thus, 
even if some decision trees produce incorrect predictions, the other trees’ outcomes 
cover up the final estimate [6]. Because it considers different tree options on a 
majority premise, Random Forest produces superior results. However, when there 
are a lot of trees, categorization can be stagnant and unproductive. This classifier’s 
training is quick, but predictions are stagnant [7]. Figure 9 depicts the Random Forest 
Classifier’s generic operation.
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Fig. 9 Random forest classifier 

2.4.5 Linear SVC 

It is a kernel-based classifier that was designed for linear separation and can divide 
dataset into two groups. SVM now is utilized to solve a variety of real-world situations 
[8]. For classification, SVM employs the idea of hyperplane. To partition the data 
into classes, it creates a line or hyperplane. To achieve maximum gap between the 
two classes, SVM tries to push the decision boundary much further than possible. 
It boosts the productivity by using a sub-class of training points called as support 
vectors. Moreover, because it requires a lot of training time, it performs best with 
modest datasets. The basic premise of SVM is depicted in Fig. 10, where an optimum 
hyperplane is used to classify objects into groups based on support vector. 

Fig. 10 Linear SVC
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Fig. 11 XGB 

2.4.6 XGB 

Gradient-boosted decision trees are implemented in XGB. Decision trees are 
constructed sequentially in this approach. In XGBoost, weights are very signifi-
cant. All of the independent variables are given weights, which are subsequently put 
into the decision tree, which predicts outcomes. The weight of variables that the tree 
predicted incorrectly is raised, and the variables are then put into the second decision 
tree. Individual classifiers/predictors are then combined to form a more powerful and 
precise model. Figure 11 shows the  working of XGB  [9, 10]. 

2.5 Results 

Table 3 shows the comparison of different classifiers used for predicting the ground-
water quality using the stated Machine Learning Approach. It can be seen that 
Random Forest and Decision Tree Classifiers perform the best and give 100 percent 
accuracy. Also, XGB has performed well in the process of classification, which 
emphasizes on the fact that when we use labeled data, i.e., supervised learning 
approach, then classification is better in using XGB, RF, and DT classifiers. 

Table 3 Comparative results 
of different classifiers 

Model Train accuracy Test accuracy 

LR 0.70833 0.666667 

DT 0.950000 0.920000 

GNB 0.791667 0.833333 

RF 0.850000 1.000000 

Linear SVC 0.71667 0.583333 

XGB 0.941667 0.916667
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Fig. 12 Confusion matrix of 
RF 

Figure 12 shows the confusion matrix of random forest classification. 

2.6 Conclusion and Future Work 

The groundwater quality prediction and classification were a multiclass problem. It 
can be observed that Extreme Gradient Boost, Random Forest, and Decision Tree 
Classifiers have been proved to perform best in this problem. The dataset for such 
problems is usually raw data, with some missing values and uneven scales, so data 
preprocessing needs to be done in order to the get best classification results. Further, 
Deep Learning techniques can be used in future for this domain, especially when the 
dataset is large. Time series forecasting. 
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Performance Analysis of Breast Cancer 
Data Using Mann–Whitney U Test 
and Machine Learning 

Priyanka Khanna and Mridu Sahu 

Abstract Breast cancer is the most prevalent cause of mortality among women 
worldwide. Early detection and treatment can reduce the rate of mortality. Late 
prognosis and treatment of breast cancer (BC) patients lead to irreparable diseases 
and even death. As a result, in recent years, early BC diagnosis methods based 
on pathological breast images have been in high demand. In recent years, various 
models have been put up by the researcher for the early diagnosis of breast cancer. 
In this article, Wisconsin breast cancer (diagnostic) dataset (WDBC) is employed 
to categorize tumors into benign or malignant. Statistical-based Mann–Whitney U 
Test is applied for feature selection, followed by machine learning models for the 
classification of tumors. We compare two methods: a machine learning method with 
feature selection and one without. Finally, the results demonstrate that on selecting 
pertinent features, enhances the overall performance when tested on the WDBC 
dataset. The classification accuracy, sensitivity, and specificity obtained were 97.2%, 
98.8%, and 94.5% using Random Forest with feature selection. 

Keywords Breast cancer ·Mann–Whitney U test ·Machine learning · Feature 
selection · Accuracy 

1 Introduction and Related Work 

Cancer refers to the uncontrolled growth of certain cells in the human body [1]. 
These cells can spread into the surrounding tissue forming a lump known as tumor 
or malignancy [2]. After lung cancer, the second most common malignancies and 
reason of mortality for women worldwide are breast cancer [3]. Breast cancer (BC) 
is a frequently observed cancer in females of childbearing age. Breast cancer is the
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prevalent diagnosed cancer and is increasing every year very rapidly [4, 5]. According 
to the changes in the environment, the nature of the breast cancer is also changing day 
by day [6]. As a result, raising awareness of the benefits of screening and early detec-
tion is desirable. Ultrasound (US), mammography, contrast-enhanced (CE), breast 
tomosynthesis (3D mammography), magnetic resonance imaging (MRI), computed 
tomography (CT), and positron emission tomography (PET) are the currently used 
clinical practices for the early diagnosis of BC. These methods are used to examine 
significant parameters such as the size, shape, location, type of cancer, stage of cancer, 
or how quickly it is growing. These methods are sometimes combined for a more 
accurate prognosis. 

The most crucial and significant task is classification. Multiple classifiers and 
feature selection strategies are used in numerous research on datasets related to 
breast cancer [7]. Different machine learning (ML) classifiers have been developed 
for classification and employed on medical datasets. Machine learning is a subset 
of artificial intelligence within the realm of computing. ML is not only confined to 
computer science, but also extended to many other branches. 

1.1 Based on Breast Cancer 

Sengar [8] compared machine learning algorithms like Logistic Regression, Deci-
sion Tree on taken dataset. Decision Tree reported maximum classification accuracy 
of 95%. The main limitation of this work is that only two classifiers are evaluated. 
Anji Reddy Vaka [9] used deep neural networks on collected dataset. They collected 
data from Mahatma Gandhi Cancer Hospital and Research Institute, Visakhapatnam, 
India. As the dataset is limited, data augmentation is done to enlarge the dataset. Gaus-
sian filtering is used for removal of noise as preprocessing step, and neglected values 
are removed using entropy followed by different ML algorithms for classification. 
Deep neural network reported highest accuracy of 97.01%. 

Moh’d Rasoul Al-hadidi [10] used radiography images, and all the images are of 
equal size, thus making processing easier. Weiner filter is used to remove the image 
blurriness followed by Logistic Regression and back-propagation neural network. 
Back-propagation network attained maximum accuracy of 93%. Bazazeh [11] used  
WBCD dataset to train the model. Different machine learning algorithms like support 
vector machine, Random Forest, and Bayesian networks are used for evaluation. 

Sadhukhan [12] converted images into fine-needle aspiration images which are 
further converted into grayscale images by removing hue from the images. For 
segmentation, thresholding is used and radii, smoothness, compactness, texture are 
calculated. Adel [13] cropped images to separate B-mode images amid elastog-
raphy images. Different features like signal-to-noise ratio, width-to-height ratio, area, 
difference, perimeter difference, solidity, contrast-to-noise ratio, and compactness 
were extracted. Further, dimensionality reduction is done and input is fed to support
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vector machine achieving an accuracy of 94.12%. Kaklamanis [14] applied correla-
tion matrix for feature selection. Further, CART, KNN, Naive Bayes, and SVM are 
used for classification reporting accuracy of 93%, 96%, 89%, and 96%, respectively. 

1.2 Based on Feature Selection 

Perez [15] used two datasets of breast mammography images. Features were selected 
using Mann–Whitney U Test and selected feature subset is fed as an input to feedfor-
ward back-propagation network. MacFarland [16] emphasized on Mann–Whitney U 
Test, and it is generally conducted on non-parametric and independent values. It was 
first started by testing on goats, and two groups of goats in a total of 30 were taken, in 
which one group received mineral supplement included in the diet, whereas the other 
group is supplied with normal meal. At the end of the treatment, mineral supplement 
supplied goats shown to be healthier than the other group. Some facts like details 
about mineral supplement, how it is added to the meal, cost, and treatment regulation 
are not disclosed. 

1.3 Based on Machine Learning 

Bhavsar [17] evaluated different machine learning classifiers, namely support 
vector machine, Decision Tree, Supervised Learning, and Nearest Neighbor Neural 
Network. Performance metrics’ accuracy, specificity, sensitivity were evaluated. 
Morgan [18] evaluated the performance using Gaussian process and Gaussian kernel 
ridge regression. For selecting pertinent features, Leave-Group-Out cross-validation 
root mean squared error is used. Fatima [19] provides comparative analysis of 
different machine learning algorithms for prognosis of different diseases. It empha-
sizes the use of machine learning algorithms for the analysis of disease and its 
decision-making. 

2 Material and Method 

2.1 Material 

In this article, Wisconsin breast cancer (diagnostic) dataset (WDBC) [20] collected 
from UCI repository is used to differentiate benign from malignant sample. WDBC 
has 32 attributes and 569 instances, 357 of which are benign and 212 are malignant. 
Fine-needle aspirate (FNA) digitized picture was used to calculate features. These 
features exhibit ten characteristics of each cell nucleus. Excluding ID and diagnosis,
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Table 1 Description of the Wisconsin breast cancer dataset (WDBC) 

S. No. Attribute Description 

1 ID Id number 

2 Diagnosis Diagnosis (b = benign, m = malignant) 

3 Radius The average distance separation between the center and edge points 

4 Texture Standard deviation of values in gray scale 

5 Perimeter Tumor mean size 

6 Area Tumor mean area 

7 Smoothness Mean of local length variation 

8 Compactness Mean of perimeter2/area −1 

9 Concavity Severity of a contour’s mean concave portions 

10 Concave points Mean of the concave points on the contour 

11 Fractal Mean of coastline approximation −1 

for each attribute, mean, standard error, and “worst” or largest (mean of the three 
largest values) are computed. There are no missing data in the dataset. Table 1 shows 
the description of the WDBC dataset features. 

2.2 Method 

In this article, we describe a feature selection method for WDBC dataset diagnostic 
that uses the Mann–Whitney U Test followed by different machine learning clas-
sifiers for classification. Firstly, WDBC dataset is taken and unwanted columns 
are removed as preprocessing step. Secondly, to improve the classification accu-
racy, feature selection using Mann–Whitney U Test is performed to choose relevant 
features. To categorize tumor as benign or malignant, selected features are finally 
fed via machine learning classifiers. Figure 1 demonstrates a proposed method for 
classifying breast tumor.

The assessment is conducted on the above datasets with and without feature selec-
tion method. And, the results are compared and analyzed. Evaluation metrics’ sensi-
tivity, specificity, and accuracy are calculated to access different machine learning 
classifiers. Experimental simulations were conducted using Jupyter Notebook. 

2.2.1 Preprocessing 

The first and most significant step is preprocessing, which enhances image quality 
while retaining key elements. Incorrect conclusions can be drawn from radiolog-
ical images due to artifacts, noise, and other factors. The dataset consists of some 
unwanted columns which need to be removed for better result. No missing values are
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Fig. 1 Proposed methodology for classifying breast tumor

found in this dataset values. The categorical data diagnosis is changed to numerical 
data for compactness with the Mann–Whitney U Test [21]. 

2.2.2 Feature Selection 

Following preprocessing, we carried out feature selection to select relevant features 
because they have a direct impact on classifier performance. The size of the feature 
space and computation time are reduced by removing redundant features. Gain ratio, 
recursive feature removal, Random Forest, Chi-square test, and searching algorithms 
are a few techniques frequently used for feature selection. In order to have effective 
prediction and computationally less costly models, the number of input classifier is 
limited. Mann–Whitney U Test is used as a feature selection technique in this paper. 
Mann–Whitney U Test is a statistical method used for non-uniformly distributed 
data. 

In this test, calculation of U is done whose distribution under the null hypothesis 
is known. The normality of data was verified by U test, results obtained have a 
significant value less than 0.001 (p < 0.001), and 95% confidence interval (CI) marked 
those features was not normally distributed (non-parametric) [21]. A feature vector 
with 32 features (F [1], F [2], …., F [32]) is provided as input, and further, 26 
features are chosen using the Mann–Whitney U Test.
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2.2.3 Classification 

Following feature selection, the classifier uses the pertinent features to categorize 
breast tumor as benign or malignant. Any automated system’s classifier plots feature 
space as input to produce class labels [22]. The Naive Bayesian (NB), Decision 
Tree (DT), K-Nearest Neighbor (KNN), support vector machine (SVM), Random 
Forest, and Logistic Regression are examples of commonly used machine learning 
classifiers. Random Forest, Logistic Regression, and Decision Tree are evaluated in 
this study. 

Logistic Regression transforms the linear regression model to allow us to proba-
bilistically model the binary variables in consequence. A supervised procedure called 
Logistic Regression is used to predict the likelihood of a target variable. There are 
only two useful classes because the goal’s or established variable’s personality is 
binary. The established variable is binary in nature, with records encoded as 1 or 
0. P(Y = 1) is predicted by the Logistic Regression version as a function of X [8]. 
Decision Tree is a popular and unsupervised approach used for classification and 
prediction [23]. It is represented as a recursive partition of the instance, where leaves 
represent the class labels and branches refer to outcome in the form of features. It is a 
top-down approach which divides each result of the data into subsets. This predictive 
paradigm acts as a mapping between the item’s qualities and values. Random Forest 
(RF) algorithm is based on multiple Decision Trees which is merged to produce an 
accurate and stable prediction [24]. RF is an ensemble of classifiers grown from a 
certain amount of randomness. RF stands for randomized ensembles of Decision 
Trees and is defined as a generic principle. Every observation is input into every 
Decision Tree. The final result is the most common outcome for each observation. 

3 Experimental Results and Discussion 

This section discusses the findings of the proposed method and compares them with 
the other related work. Experimental simulations were conducted using Jupyter Note-
book. On the WDBC dataset, simulations were used to categorize the breast tumor 
as benign or malignant. The proposed method employed Mann–Whitney U Test for 
feature selection, using Statistical Package for Social Sciences (SPSS) software with 
95% confidence interval, and the significance level was chosen to be less than 0.001. 
The values shown in Table 2 are the asymptotic significance values obtained on 
conducting Mann–Whitney U Test (non-parametric test). If asymptotic significance 
is greater than 0.001, then the features will be eliminated. The benign and malignant 
values, which are in categorical form, are converted into ordinal form. Out of 30 
features, 26 features are selected based on U test and four features are eliminated. 
Selected features are further passed through classifier, and result is evaluated with 
and without feature selection.

Further features selected are fed as an input to Random Forest, Logistic Regres-
sion, and Decision Tree classifier. The dataset is split into sections: testing and
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Table 2 Statistical analysis 
using Mann–Whitney U Test 

Feature Asymptotic significance 

Perimeter worst <0.001 

Texture worst <0.001 

Radius worst <0.001 

Fractal dimension se <0.001 

Symmetry se 0.028 

Concave points se <0.001 

Concavity se <0.001 

compactness se <0.001 

Smoothness se 0.214 

Area se <0.001 

Perimeter se <0.001 

Texture se 0.644 

Radius se <0.001 

Fractal dimension mean 0.537 

Symmetry mean <0.001 

Concave points mean <0.001 

Concavity mean <0.001 

Compactness mean <0.001 

Smoothness mean <0.001 

Area mean <0.001 

Perimeter mean <0.001 

Texture mean <0.001 

Radius mean <0.001 

Area worst <0.001 

Smoothness worst <0.001 

Compactness worst <0.001 

Concavity worst <0.001 

Concave points worst <0.001 

Symmetry worst <0.001 

Fractal dimension worst <0.001

training, under K-fold cross-validation protocol. Value of k = 10 is taken to compute 
the performance of the system. Table 3 shows evaluation measures used to eval-
uate the classifiers’ sensitivity, specificity, and classification accuracy. True positive 

represents the quantity of patients who have been correctly classified, while the 
number of patients who have been correctly classified as negative class is repre-
sented by true negative (tn). False positive represents the number of incorrectly 
predicted patients, whereas false negative indicates the number of incorrectly 
predicted patients.
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Table 3 Performance 
measure 

Performance measures Definition 

Classification accuracy 

Sensitivity 

Specificity 

Table 4 shows the experimental result in terms of accuracy, specificity, and sensi-
tivity obtained by applying ML algorithms with feature selection using Mann– 
Whitney U Test. And, Table 5 shows the result obtained without feature selection. 
As shown in Tables 4 and 5, performance measure under ten-fold cross-validation is 
evaluated. It is observed that employing Random Forest as a classifier increases accu-
racy on selecting features. Accuracy of 99.5%, sensitivity of 98.8%, and specificity 
of 94.5% are obtained. 

A comparative analysis of the proposed technique with prior relevant work on the 
WDBC dataset is shown in Table 6. Accuracy rate of 97.2% for the proposed method 
was obtained. Asri et al. [25] used C4.5, SVM, NB, and KNN for classification. 
Saravana Kumar et al. [26] proposed multi-layer perceptron based on deep learning. 
Performance comparison of proposed work with aforementioned related work is 
mentioned in Table 6.

Table 4 Performance metric 
obtained with feature 
selection 

Classification 
technique 

Accuracy (%) Sensitivity 
(%) 

Specificity 
(%) 

Logistic 
regression 

96.5 97.7 94.4 

Decision free 94.4 97.6 89.4 

Random forest 97.2 98.8 94.5 

Table 5 Performance metric 
obtained without feature 
selection 

Classification 
technique 

Accuracy (%) Sensitivity 
(%) 

Specificity 
(%) 

Logistic 
regression 

95.1 96.6 92.5 

Decision tree 93.7 97.6 87.9 

Random forest 96.5 97.7 94.4 
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Table 6 Comparison with 
related work 

Dataset Method Accuracy (%) 

Wisconsin dataset [25] C4.5 95.13 

SVM 97.13 

NB 95.99 

KNN 95.27 

Wisconsin dataset [26] MLP 97 

Wisconsin dataset Proposed method 97.2 

4 Conclusion and Future Scope 

This study offered a thorough methodology for ultrasound-based breast cancer diag-
nosis. The study’s primary contributions are as follows: Firstly, the WBCD dataset 
were taken and some unwanted columns were removed for better result. Secondly, 
to pick relevant features, an effective statistical approach Mann–Whitney U Test 
was used. Thirdly, features are trained using different machine learning classifiers to 
differentiate class labels. For future scope of this work, we plan to use a substantial 
dataset to test our proposed study and also to use data augmentation for increasing 
data size and optimization techniques for feature selection. In conclusion, the poten-
tial for the proposed technique to classify breast tumors is apparent, though better 
optimization techniques and big datasets are still needed. 
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Skin Lesion Analysis and Classification 
Techniques 

Dilip Kumar Sharma, Anand Singh Jalal, and Bilal Sikander 

Abstract Skin lesion diagnosis using computer-aided systems is a growing field 
of research. In recent years, researchers have been developing computer-aided diag-
nosis systems. An analysis of the efficiency of computer-aided diagnosis is examined, 
synthesized, and evaluated in this work. This study surveyed articles published in 
ScienceDirect, IEEE Xplore, and SpringerLink during the last five years. Traditional 
machine learning techniques and deep learning techniques are also covered in the 
publications. The research is compared in terms of their contributions, methodolo-
gies, and outcomes. Given the scarcity of data sets, it is difficult to evaluate skin 
lesion segmentation and classification methods without resorting to picture selection 
or introducing racial bias. 

Keywords Deep learning · Skin lesion images · CNN-Convolutional neural 
networks · Skin cancer 

1 Introduction 

Melanomas are becoming more common, with an annual incidence of 53% rise. In 
part, this is due to an increase in exposure to ultraviolet (UV) light. Even though 
melanoma is one of the deadliest kinds of skin cancer, it may be treatable if caught 
and treated early. 

Cancer may arise if cells in the body multiply uncontrollably. The medical word 
for when cancer spreads to other places of the body is metastasizing [1]. So, skin
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Fig. 1 The skin cancer foundation categorizes many types of skin cancer [3] 

cancer is the uncontrolled expansion of abnormal skin cells. DNA damage from sun 
exposure that isn’t repaired may lead to mutations or genetic defects in skin cells, 
which can then progress into tumors. 

There are many different types of benign and malignant melanomas, making it 
difficult to determine the nature of skin disease. Squamous cell carcinoma (SCC), 
basal cell carcinoma (BSC), and melanoma are the most often seen forms of skin 
cancer in clinical settings [2]. The Skin Cancer Foundation (SCF) [3] identifies 
Merkel cell carcinoma, actinic keratosis (AKIEC), and atypical moles as three rare 
kinds of aberrant cells. There are six different kinds of skin lesions, which are shown 
in Fig. 1. Atypical moles are the second-most lethal kind of cell after melanoma 
cells. According to SCF [3], abnormal tissues may be distinguished in the following 
ways: 

● Melanoma: The most deadly kind of skin cancer is this. However, it may come in 
a variety of colors, such as black or brown. Sunlight’s ultraviolet (UV) rays have 
been linked to the development of cancerous tumors. It’s treatable if caught early, 
but if it spreads to other regions of the body, it might be deadly. 

● Merkel cell carcinoma: This is a very uncommon and dangerous kind of skin 
cancer. Despite this, it occurs in the community at a rate 40 times less often than 
melanoma. 

● Atypical moles: Dysplastic nevi, often known as irregular moles, are harmless but 
irregular moles. You are more prone to get melanoma in any moles or other sun-
exposed areas if you have one. Malignant melanoma is more common in these 
people. 

● Squamous Cell Carcinoma (SCC): Most incidences of skin cancer are of the basal 
cell kind. Skin lesions that appear as a result of an infection, such as warts and 
scaly, red areas, are common. 

● Actinic Keratosis (AKIEC) or solar keratosis: Keratosis is a frequent skin condi-
tion. The skin develops a scaly, crusty growth. It’s termed pre-cancerous because 
it may progress into skin cancer if left untreated.
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● Basal Cell Carcinoma (BCC): Basal cell carcinoma is the most typical kind of skin 
cancer. This kind of skin cancer seldom metastasizes. Some of the most common 
symptoms are open sores, shiny pimples, red patches, pink growths, or scars. 

UV radiation damage to skin tissue is the most common cause of this kind of skin 
cancer [4]. Dermatologists often use ocular examinations to diagnose melanoma 
[5]. In certain ways, the accuracy of the clinical diagnosis is deceiving [6]. As a 
non-invasive approach, dermoscopy enables the exhibition of features that cannot 
be seen by the naked eye. Possible methods for dramatically enhancing the visi-
bility of morphological characteristics include sun scanning [7], epiluminescence 
microscopy (ELM), cross-polarization epiluminescence microscopy (XLM), and 
side transillumination microscopy (STIM). As a result, the dermatologist has new 
information to work with in making a diagnosis. When compared to an unspecified 
eye, dermoscopy enhances diagnostic performance by 10–30% [8]. However, [9] 
found that novice dermatologists had a worse diagnosis accuracy using dermoscopy 
compared to professional dermatologists since this technique takes a lot of knowledge 
to detect lesions [10]. 

Malignant lesions of the skin may be diagnosed by a dermatologist doing a visual 
examination of the affected area. Diagnoses made using a Computer-Aided System 
(CAD) are almost identical to those made by a dermatologist with hands-on expertise 
[11], thus getting it right is crucial. Using just their clinical expertise, dermatologists 
can accurately detect melanoma in patients with a 65–80% accuracy rate [12]. When 
there is reason to be concerned, the last step in the visual examination is to obtain a 
dermatoscopic picture using an extremely high-resolution camera. Skin reflections 
are reduced and the deeper layers of the skin may be seen by using filtered illumi-
nation. As a result of this support, skin lesions were diagnosed 49% more correctly. 
Absolute accuracy of 75–84% for melanoma diagnosis was achieved in combination 
with visual examination and dermatoscopy pictures. 

Classifying skin lesions has been a long-term goal for the machine learning 
community. The use of automated lesion classification in clinical tests has several 
advantages for both patients and doctors, including improved turnaround times 
and lower costs for potentially life-saving diagnoses. Pre-processing (enhance-
ment), segmentation, feature extraction, and classification [13] made up the standard 
machine learning pipeline. The following section explains these phases: 

● Image enhancement: The goal of this process is to clean up dermoscopy images 
by getting rid of things like hair and blood vessels. 

● Segmentation: Segmenting the area of interest is crucial in computer-aided design 
(CAD). The vast number of distinct skin lesions complicates the segmentation 
procedure for photos of skin cancer. As a result, it rapidly became one of the most 
difficult and time-consuming CAD assignments. 

● Feature extraction: Once an ROI has been established, the next step is feature 
extraction, in which a set of characteristics that can be used to divide a data 
source into two or more classes are discovered.
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● Classification and detection: According to its ability to categorize the data set, 
the suggested system is rated. As a result, getting the best results requires careful 
consideration of the classifier. The number of classes and the number of extracted 
features are also factors to consider. Accuracy, specificity, sensitivity, preci-
sion, and Receiver Operating characteristics are all classification performance 
indicators (ROC). 

Many CAD systems have been recognized via the application of various boundary 
detection, extraction, selection, and classification methods. Several publications [14] 
have recommended looking into and analyzing an image processing method for skin 
cancer detection, and both artificial intelligence and computer-aided design (CAD) 
systems’ performance has been compared to that of professional dermatologists. 
Additional work is required to identify and reduce ambiguity within automated deci-
sion support systems to increase diagnostic accuracy. The automated skin lesion 
diagnosis model has never been the subject of an in-depth and current evaluation. 
A study of this kind would help advance the rapid advancement of dermoscopic 
research classification algorithms and procedures in recent years. 

2 Methods 

2.1 Systematic Review 

We looked for English-language systematic reviews and primary research papers in 
ScienceDirect, IEEE Xplore, and SpringerLink. Only studies that were published in 
scholarly publications and documented properly were included in this study. 

Studies were selected based on the following criteria: (i) dividing skin lesions into 
binaries or multiple classes for analysis, (ii) traditional ML techniques, contemporary 
DL models, and digital image formats, and (iii) articles in peer-reviewed journals 
and works originally published in English. 

Studies that didn’t adhere to the inclusion criteria were weeded out using the 
following standards: (i) Non-English language publications reviews. (ii) Scholarly 
pieces that analyze previous research. (iii) The third option is papers presented at 
conferences. (iv) Textual works. (v) Book chapters are an example of an item. 

The preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) article selection procedure is shown in Fig. 2. Initial research revealed a 
total of 111,701 pieces of literature that met the search parameters. A total of 5757 
records were found using alternative approaches. After removing duplicate entries, 
there were 106,398 records in the database. 801 full-text articles were identified 
following the application of the inclusion and exclusion criteria. After considering 
both conventional machine learning and deep learning techniques, these papers were 
selected as the best available. Only the highest-scoring models were considered for 
this report.
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Fig. 2 Using the PRISMA flow approach to choose studies 

2.2 Data Sets 

It is possible to increase the visibility of skin lesions by using dermoscopy, which is an 
invasive skin imaging procedure. It is possible to enhance the appearance of deeper 
skin by reducing surface reflections [15]. The environment, which includes hair, 
veins, and color calibration charts and rule markings, makes it difficult to identify 
melanomas due to their texture, size, and color variations, as well as their strong 
similarity to lesions that are not melanomas. 

In this part, we’ll go through some of the most popular data sets utilized in this area 
of research. We used free and paid data sets like MedNode, DermaIS, DermQuest, 
ISIC 2018, 2019, Ph2, and even Dermofit. 

In MED-NODE, 170 pictures of melanomas and nevus are grouped into 70 and 
100 segments, respectively. The data for this research came from the Digital Image 
Archive of the Dermatology Department at the University of Medicine and Dentistry 
of the Netherlands. The technology for detecting skin cancer from microscopic 
images has been designed and tested [16]. 

The PH2 database was the outcome of a joint effort between the universities of 
Porto and Lisbon as well as the Pedro Hispano Hospital in Matosinhos. It’s 768 by 
560 pixels in size and has 200 pictures in the RGB color space. There are three types 
of picture sets included in this data set: normal (40 images), melanoma (80 images), 
and an aberrant nevus (40 images).
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One hundred and fifteen photographs were utilized for the training data set and 
fifteen dozen were used for the test set in the 2018 International Skin Imaging Collab-
oration (ISIC) data set, also known as the HAM10000 (“Humans versus machines 
with 10,000 training photos”) data set. 

We also have a data set from ISIC 2019, called BCN 20,000 [18], which includes 
8 classes of known photos. Included are MEL, NV, AKIEC, BKL, DF, VASC, and 
SCC. There are 867 pictures in AKIEC, 2624 in BKL, 239 in DF, 12,875 in NV, 
4522 in MEL, 628 in SCC, 253 in VASC, and so on. 

There are around 1300 skin photos in the Dermofit Image Library collection, each 
with a matching class name and lesion classification. The ten groups are AKIES, 
hemangioma, intraepithelial cancer, nevus, SCC, pyogenic granuloma, seborrhoeic 
keratosis, DF, and MEL. The images in these groups may be of a nevus, MEL, sebor-
rhoeic keratosis, DF, AKIES, hemangioma, SCC, intraepithelial cancer, or Pyogenic 
Granuloma. 

Another skin image collection, the Interactive Atlas of Dermoscopy (EDRA) [19], 
has 20 labels. Labels such as Clark’s Nevus, DF, melanosis, and VASC were used to 
describe the many subtypes of the disease. Melanoma was also known by the names 
of the various subtypes of the disease. 

2.3 Methods and Techniques 

According to Qasim et al. [21], skin lesions should be classified according to their 
severity. The Gaussian filter’s improved images were utilized to extract ROI using 
KNN. An SVM was used to classify the ROI after it had been segmented. A blue-
white structure was used by Madooei et al. [22] to distinguish melanoma from nevi 
lesions. According to Saez et al. [23], melanoma and nevi may be differentiated 
based on the color of the lesions. The colors of the lesions and the surrounding areas 
were used to determine their classification. A technique for segmenting skin lesions 
was put out by the researchers Navarro et al. [24]. The lesions were divided into 
melanoma and nevi by the researchers. Skin lesions might be modeled using a CAD 
system, as suggested by Riaz et al. [25]. Lesion segmentation was used to obtain 
ROI from their system. This was done by using Kullback–Leibler divergence. 

In addition to traditional machine learning techniques, deep convolutional neural 
network models were also tested. Table 1 was used only at the end of the systematic 
review to compare existing approaches.

3 Conclusion 

When comparing the various skin lesion categorization systems, it becomes clear 
that the issue formulations of the various works differ somewhat. Data acquisition 
(collection), tuning, feature selection, deep learning, and final model construction are
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the five pillars of effective melanoma diagnosis. Clinical data, such as race or age, 
may be included in classifiers to enhance classification accuracy. Dermatologists 
might benefit from this additional information. Future research should take these 
things into account. 
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2. Kassem MA, Hosny KM, Damaševičius R, Eltoukhy MM (2021) Machine learning and deep 
learning methods for skin lesion classification and diagnosis: a systematic review. Diagnostics 
11(8):1390 

3. Skin Cancer Foundation. Skin Cancer Information. 2020. Available online: http://www.skinca 
ncer.org/skin-cancer-information. Accessed on 20 May 2020 

4. Cihan M, Ceylan M (2021) Fusion of CT and MR liver images using multiresolution analysis 
methods. Avrupa Bilim ve Teknoloji Dergisi 30:56–61 

5. Di Matteo E, Pampena R, Pizzichetta MA, Cinotti E, Chester J, Kaleci S, Manfredini M, Guida 
S, Dika E, Moscarella E, Lallas A, Farnetani F (2022) Unusual dermoscopic patterns of basal 
cell carcinoma mimicking melanoma. Exp Dermatol 

6. Naik PP (2021) Cutaneous malignant melanoma: a review of early diagnosis and management. 
World J Oncol 12(1):7 

7. Ring C, Cox N, Lee JB (2021) Dermatoscopy. Clin Dermatol 39(4):635–642 
8. Zaballos P, Salafranca MÁ, Medina C, Bañuls J, Puig S, Del Pozo LJ, Malvehy J, Karaarslan 

IK, Thomas L, Landi C, Argenziano G, Flores G (2022) The usefulness of dermoscopy for the 
recognition of malignant collision tumors. Dermatology 238(1):132–139 

9. Deda LC, Goldberg RH, Jamerson TA, Lee I, Tejasvi T (2022) Dermoscopy practice guidelines 
for use in telemedicine. NPJ Digital Med 5(1):1–7 

10. Young AT, Vora NB, Cortez J, Tam A, Yeniay Y, Afifi L, Yan D, Nosrati A, Wong A, Johal A, 
Wei ML (2021) The role of technology in melanoma screening and diagnosis. Pigment Cell 
Melanoma Res 34(2):288–300 

11. Tognetti L, Fiorani D, Russo F, Lazzeri L, Trovato E, Flori ML, Moscarella E, Cinotti E, 
Rubegni P (2021) Teledermatology in 2020: past, present and future perspectives. Italian J 
Dermatology Venereology, 156(2):198–212 

12. Meng X, Chen J, Zhang Z, Li K, Li J, Yu Z, Zhang Y (2021) Non-invasive optical methods for 
melanoma diagnosis. Photodiagn Photodyn Ther 34:102266 

13. Nie Y, Ferro M, Sommella P, Carratù M, Cacciapuoti S, Di Leo G, Lundgren J, Fabbrocini G 
(2021) Ensembling CNNs for dermoscopic analysis of suspicious skin lesions. In: 2021 IEEE 
international symposium on medical measurements and applications (MeMeA). IEEE, pp 1–6 

14. Sar- L, Rotemberg VM, Matsoukas K, Halpern AC, Marchetti MA, Hay JL (2021) Interactive 
skin self-examination digital platforms for the prevention of skin cancer: a narrative literature 
review. J Am Acad Dermatol 84(5):1459–1468 

15. Ferlay J, Colombet M, Soerjomataram I, Parkin DM, Piñeros M, Znaor A, Bray F (2021) 
Cancer statistics for the year 2020: an overview. Int J Cancer 149(4):778–789 

16. Giotis I, Molders N, Land S, Biehl M, Jonkman MF, Petkov N (2019) MED-NODE: a 
computer-assisted melanoma diagnosis system using non-dermoscopic images. Expert Syst 
Appl 42(19):6578–6585 

17. DermQuest. Available online: http://www.dermquest.com. Accessed on 25 Jan 2019

https://www.cancer.org/research/cancer-facts-statistics/all-cancer-facts-figures/cancer-facts-figures-2020.html?fbclid=IwAR2gMmnaky1m3LdETjBwoTiRkaxDiaKvWss9UlSVx6YqWmR-rrehUjBMpvs
https://www.cancer.org/research/cancer-facts-statistics/all-cancer-facts-figures/cancer-facts-figures-2020.html?fbclid=IwAR2gMmnaky1m3LdETjBwoTiRkaxDiaKvWss9UlSVx6YqWmR-rrehUjBMpvs
https://www.cancer.org/research/cancer-facts-statistics/all-cancer-facts-figures/cancer-facts-figures-2020.html?fbclid=IwAR2gMmnaky1m3LdETjBwoTiRkaxDiaKvWss9UlSVx6YqWmR-rrehUjBMpvs
http://www.skincancer.org/skin-cancer-information
http://www.skincancer.org/skin-cancer-information
http://www.dermquest.com


300 D. K. Sharma et al.

18. Combalia M, Codella NC, Rotemberg V, Helba B, Vilaplana V, Reiter O, Carrera C, Barreiro 
A, Halpern AC, Malvehy J (2019) Bcn20000: Dermoscopic lesions in the wild. arXiv preprint 
arXiv:1908.02288 

19. Lio PA, Nghiem P (2019) Interactive atlas of dermoscopy: giuseppe argenziano, MD, H. Peter 
Soyer, MD, Vincenzo De Giorgio, MD, Domenico Piccolo, MD, Paolo Carli, MD, Mario 
Delfino, MD, Angela Ferrari, MD, Rainer Hofmann-Wellenhof, MD, Daniela Massi, MD, 
Giampiero Mazzocchetti, MD, Massimiliano Scalvenzi, MD, and Ingrid H. Wolf, MD, Milan, 
Italy, 2000, Edra Medical Publishing and New Media. 208 pages. $290.00. ISBN 88-86457-
30-8. CD-ROM requirements (minimum): Pentium 133 MHz, 32-Mb RAM, 24X CD-ROM 
drive, 800× 600 resolution .... J Am Acad Dermatol 50(5):807–808 

20. Rotemberg V, Kurtansky N, Betz-Stablein B, Caffery L, Chousakos E, Codella N, Combalia 
M, Dusza S, Guitera P, Gutman D, Halpern A (2021) A patient-centric dataset of images and 
metadata for identifying melanomas using clinical context. Sci Data 8(1):1–8 

21. Khan MQ, Hussain A, Rehman SU, Khan U, Maqsood M, Mehmood K, Khan MA (2019) 
Classification of melanoma and nevus in digital images for diagnosis of skin cancer. IEEE 
Access 7:90132–90144 

22. Madooei A, Drew MS, Hajimirsadeghi H (2019) Learning to detect blue–white structures in 
dermoscopy images with weak supervision. IEEE J Biomed Health Inform 23(2):779–786 

23. Sáez A, Acha B, Serrano A, Serrano C (2019) Statistical detection of colors in dermo-
scopic images with a texton-based estimation of probabilities. IEEE J Biomed Health Inform 
23(2):560–569 

24. Navarro F, Escudero- M, Bescós J (2019) Accurate segmentation and registration of skin lesion 
images to evaluate lesion change. IEEE J Biomed Health Inform 23(2):501–508 

25. Riaz F, Naeem S, Nawaz R, Coimbra M (2019) Active contours based segmentation and lesion 
periphery analysis for characterization of skin lesions in dermoscopy images. IEEE J Biomed 
Health Inform 23(2):489–500

http://arxiv.org/abs/1908.02288


Dual Band Microstrip Patch Antenna 
with Annulated Circular Ring 

Chirag Arora 

Abstract In this article, authors have designed a slotted microstrip patch antenna 
comprising of a circular ring embedded in the center. Initially, the designed conven-
tional patch antenna operates at 2.45 GHz. However, when two slots are etched on 
both ends of the patch, an additional resonant frequency band is obtained at 5.8 GHz, 
which reduces to 5 GHz when an annular ring is inserted between these two slots. 
The gain and bandwidth of the designed antenna are 4 dBi and 400 MHz at 5 GHz 
and 8 dBi and 270 MHz at 2.45 GHz. Thus, the proposed antenna can accommodate 
both IEEE 802.11a Wi-Fi bands operating at 2.45 and 5 GHz. This dual band antenna 
is designed on 1.48 mm thick FR-4 substrate with dielectric constant of 4.3 and loss 
tangent of 0.01. The designed structure is excited by a SMA coaxial connector of 
50-Ω. High Frequency Structure Simulator software (HFSS) is used for designing 
and simulating this antenna. This commercially available software is based on finite 
element method. 

Keywords Microstrip patch antenna ·Wi-Fi · Dual band · Finite element method 

1 Introduction 

Due to simple structure and robust nature, there is a huge demand of patch antennas 
for wireless communication systems. These antennas possess light weight and low 
profile; thus, they are prominently used in designing of RFID tags and Bluetooth/Wi-
Fi enabled devices [1–3]. Thus, it can be concluded that these antennas have brought 
a revolution in field of wireless communication systems and paved a bright path 
for antenna engineers to explore their research in this field. Moreover, there are 
several systems available in the market which are multifunctional and hence, operates 
on multiple frequencies, such as 575.42/1227.60/1176.45 MHz, which is used for 
Global Positioning Systems, 900/1800 MHz which is required for Global System
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for Mobile Communication, wireless local area network systems which operates on 
2.4/5.2/5.8 GHz, 2.5/3.5/5.5 GHz for Interoperability for Microwave Access, long 
term evolution system operating at 700/2300/2600 MHz, etc. If separate antennas 
are used for different operating frequencies, then it may result in coupling problems, 
along with enhanced cost and size of that device, causing a problem for their existence 
in the market in this competitive world. Thus, a technique is to be devised by which a 
single antenna can operate on multiple frequencies. Use of multiple band antennas is 
one such technique, as it provides a promising solution to achieve multiple resonant 
frequencies from a single microstrip patch antenna [4, 5]. 

Several techniques have been adopted to design multiband patch antennas, such as 
using slotted patch [6, 7], utilizing reconfigurable antennas [8, 9], adopting different 
feeding techniques [10], etching slots on ground plane [11], loading of metamaterials 
with traditional antennas [12, 13], and designing multilayered structures [14]. 

In [6], Faizal designed a slotted multiband square patch antenna with several 
slots and possessing defective ground. The behavior of designed antenna is highly 
admirable, but it required double feed, making the antenna fabrication tedious. 
Abutarbush et al. [9], designed a reconfigurable multiband antenna by using two 
PIN diodes. In [13], Arora et al. used multiple split ring resonators to obtain multi-
band operation. However, the integration of pin diodes with patch antenna makes 
the structure bulky. Loading of conventional antennas with metamaterials results in 
drastic improvement in antenna performance, but incorporation of these artificially 
engineered materials with traditional antennas requires precise alignment, which is 
difficult to acquire. Multilayered structures are also widely used to achieve multiband 
operation as in [14], where Modi et al. used a multilayer structure for designing the 
antenna which operates on L-band and S-band frequencies. But antennas which are 
designed using this technique are quite bulky. However, as per the literature survey 
done so far, use of slots and slits on the radiating patch appears to be simplest tech-
nique for obtaining multiband operation, as it is easy to fabricate, does not require any 
extra hardware, no integration is required and moreover high gain and considerable 
bandwidth is obtained. In [7], Venkatachari et al. designed a slot coupled multiband 
antenna for C-band and X-band purposes with appreciable gain in both the frequency 
bands. 

In this article, authors have designed a microstrip patch antenna with two rect-
angular slots at two ends of the patch with an annular ring between the two slots. 
When two slots are milled on the patch, the antenna operates at 2.45 and 5.8 GHz. 
However, when an annular ring is etched between these two slots, the second resonant 
frequency shifts to 5 GHz, thus, lowering the profile of the antenna. Also, appreciable 
gain and bandwidth are obtained at both the resonant frequencies. This technique 
appears to be novel as it does not require any extra hardware and even the planarity 
of the structure is maintained.
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2 Antenna Design 

Figure 1a describes the geometric sketch of a traditional microstrip patch antenna 
while Fig. 1b presents the same antenna when two slots are milled on each end of 
the patch, and an annular ring is etched between these two slots. Table 1 shows the 
measurements of various sides of the proposed slotted antenna. 1.48 mm thick FR-4 
substrate possessing dielectric constant of 4.3 and loss tangent of 0.01 is used. SMA 
coaxial connector of 50 Ω is utilized to excite this antenna. The two slots etched on 
each end are responsible for obtaining dual band operation. The annular ring inserted 
between the two slots shifts one of the resonant frequencies to the lower value, thus 
reducing the size of the antenna. Analysis of parameter variation has been used to 
obtain the positions of two slots so as to achieve wide impedance bandwidth and 
high gain in desired frequency bands. 

Substrate 

Patch 

Coaxial Feed 

L 

W 

Substrate 

Patch 

Annular Ring 

Coaxial Feed 

Slot 1 

Slot 2 

L 

W 

a 

b 

R1R2 

(a) (b) 

Fig. 1 Structure of a traditional patch antenna and b slotted patch antenna with annulated ring 

Table 1 Proposed slotted 
patch antenna dimensions 

Parameters Dimensions (mm) 

a 16 

b 5 

W 37 

L 28 

R1 6 

R2 3
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3 Results and Discussion 

In this segment, simulated results for the traditional microstrip patch antenna and 
proposed patch antenna possessing two slots at each end and then after inserting the 
annular ring between the two slots are discussed. As observed in Fig. 2a, the conven-
tional patch antenna resonates at 2.45 GHz providing the impedance bandwidth of 
270 MHz. However, when two slots are etched on each end of this patch antenna, 
one more resonant frequency is produced at 5.8 GHz, as observed in Fig. 2b. The 
impedance bandwidth at this resonant frequency is 200 MHz. Now when an annular 
ring is etched between these two slots, one of the resonant frequencies gets shifted 
to a lower value of 5 GHz and provides the impedance bandwidth of 400 MHz. This 
is presented in return loss characteristics shown in Fig. 2c. This reduction in the 
resonant frequency occurs because insertion of an annular ring between the two slots 
increases the current path of excited surface [15].

Figure 3a, b depicts the radiation curves of this proposed antenna in elevation plane 
which is working at frequency of 2.45 GHz and 5 GHz, respectively. As observed from 
these radiation pattern characteristics, the gain of this antenna is 8 dBi at 2.45 GHz 
and 4 dBi at 5 GHz. Thus, it is seen that this patch antenna produces an appreciable 
impedance bandwidth and gain at both the resonant frequencies.

4 Conclusions 

In this work, a two band microstrip patch antenna, which operates at 2.45 and 5 GHz 
has been discussed. Dual band behavior has been obtained with help of two slots 
etched at two ends of a conventional microstrip patch and then desired frequency 
band has been tuned by inserting an annular ring between these two slots. Thus, the 
designed patch antenna can be utilized for both IEEE 802.11a 2.45 and 5 GHz Wi-Fi 
bands. The uniqueness of this structure is the achievement of lower frequency band 
for same antenna dimensions. The proposed antenna is yet be fabricated and once 
done; the measured results will be published in upcoming articles.
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(a) (b) 

(c) 

Fig. 2 S11 trace of a traditional patch antenna, b when two slots are etched at each end of the 
patch, and c when an annular ring is etched between the two slots
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Fig. 3 Elevation plane radiation pattern characteristics of the proposed dual band microstrip patch 
antenna at a 2.45 GHz and b 5 GHz
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Genetically Optimized Quad-Band 
mm-Wave Microstrip Patch Antenna 

Arebu Dejen, Jeevani Jayasinghe, Murad Ridwan, and Jaume Anguera 

Abstract The demand of multi-functional antennas with achievable performance 
from a single device is increasing dramatically. At the same, quad-band rectangular 
patch antennas are essential for numerous mm-wave applications. This study aims to 
use a binary-coded GA to enhance the multi-functionality of a microstrip antenna for 
mm-wave wireless communication. The patch surface was optimized by gridding it 
into 6 × 6 tiny rectangular cells and assigning conducting and non-conducting fea-
tures to them. The proposed method has iteratively modeled the antenna using a 
Ansys HFSS and MATLAB. The reference antenna model and optimized antenna 
were presented and compared. The optimized antenna has resonated at 28.3, 38.1, 
46.6, and 60.0 GHz center frequency. The antenna realized a peak broadside directiv-
ity of 7.8 dB, 8.8 dB, 7.3 dB, and 7.1dB with total operating bandwidth of 11.5 GHz, 
respectively. The simulation results of the optimized antenna were compared with 
references and the proposed antenna outperform in all four distinct frequencies. 

Keywords Quad-band · Microstrip antenna · Mm-wave patch antenna · Genetic 
algorithm 
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1 Introduction 

Wireless communication is the fastest expanding and most dynamic area of telecom-
munications industry. Mobile communication, in particular, has undergone signif-
icant changes before reaching the present 5G standard. Future wireless communi-
cation will be adversely affected by the introduction of the new 5G technology. It 
offers a high data rate with minimum of a 1Gbit/sec, allowing several users to connect 
at the same time [ 1]. This necessitates a wide bandwidth, which is available at the 
mm-wave frequency. Figure 1 depicts the estimated mm-wave spectrum available for 
wireless communication. This band, however, is sensitive to a number of difficulties, 
including significant propagation loss, obstruction, and atmospheric loss. The per-
formance of the antenna itself must be improved in terms of bandwidth, multi-band, 
directivity, and gain in order to overcome the propagation difficulties associated with 
mm-wave technology, make the most use of the available spectrum, and overcome 
related problems. 

Especially, the investigation of multi-band antennas with relative effective quality 
in terms of bandwidth, gain, and efficiency should meet needs of wireless link. This 
form of antenna is required to provide a low profile, planar construction, and multi-
band properties. Thus, microstrip antenna technologies are a popular alternative due 
to their low volume, inexpensiveness, simple geometric design, and lightweight [ 3]. 
The traditional patch antenna, on the other hand, has a restricted bandwidth, poor 
gain, and reduced directivity [ 4, 5]. As a result, creating multi-band microstrip patch 
antennas is always a challenging problem. 

In the literature, many ways for advancing a patch antenna for quad-band operation 
were published. Quad-band antenna were designed in various mechanisms among 
them based on novel virus-mimicking fractal structure were presented [ 6]. Quad-band 
circularly polarized planar antenna is described [ 7]. It is suggested to use a patch 
antenna with a notched ground plane and regularly spaced 1 4 wavelengths radiating 
strips for quad-band application [ 8]. An S-shaped PIFA is advised for implanted 
quad-band bio-telemetry applications in [ 9]. In [ 10], the authors developed analogous 
circuit model to create a special bowtie antenna layout for quad-band application. In 

Fig. 1 Identified mm-wave spectrum for wireless application [ 2] 
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Fig. 2 Interfacing of MATLAB and HFSS in optimization procedure 

[ 12], a quad-band optimization of a patch antenna in microwave frequency using a 
genetic algorithm is described. The author in [ 13] describes a multi-band antenna at 
mm-wave frequency that employs a genetic algorithm optimization. 

This study provides a quad-band patch antenna improvement for mm-wave fre-
quencies with increased gain, impedance bandwidth, and directivity utilizing a 
binary-coded genetic algorithm (GA). The technique is employed on the patch surface 
by manipulating the gridded rectangular cells to generate a new shape. MATLAB and 
the Ansys HFSS tools were used to study and evaluate the designated antenna. Ansys 
HFSS is used to model, compute, and export the resulting parameters to MATLAB’s 
main function. The antenna performance parameter is sent to the genetic algorithm 
optimizer code, which evaluates the fitness function, ranks individuals based on the 
fitness value, and picks the parents for the next generation. As shown in Fig. 2, the  
optimizer code is written in MATLAB, and HFSS receives the details of the antenna 
from the VBS file generated by MATLAB. 

2 Antenna Modeling 

A rectangular microstrip patch antenna designed on a 15 × 15 mm2 Roger-RT/duriod 
5880(tm) substrate with a thickness of 0.5 mm, dielectric strength 2.2, and loss 
tangent of 0.0009.The initial dimension of a reference model, rectangular microstrip 
antenna was calculated using standard formula presented in [ 14]. However, at the 
given center frequency and bands, the computed dimensions do not have a suitable 
antenna performance. As a result, parametric study was performed to establish the 
radiating patch’s real width and length. Accordingly, the patch length was varied in 
the four stages from 7.6 to 8.2 mm, whereas, the patch width was adjusted in 0.2 
mm increments from 9.2 to 9.8 mm. When the antenna is desired to resonate at 38 
GHz center frequency, the optimal length is investigated as 7.8 mm and the width 
also 9.6 mm. A 50 Ω microstrip feed line having length 3.4 mm and width 0.9 mm is
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(a) 

(b) 

Fig. 3 Proposed reference patch antenna model at 38 GHz a top view b side view 

connected to the patch. The reference antenna model and its dimensions are shown in 
Fig. 3, which is ready for patch geometry optimization with a binary-coded genetic 
algorithm. 
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Fig. 4 Flowchart of genetic 
algorithm 

3 Optimization Procedure 

A genetic algorithm (GA) replicates the method of natural selection, where the most 
fit individuals are picked to generate children for the following generation. In GA, 
each individual is constituted by gene string [ 15]. The initial population is gener-
ated randomly, while subsequent generations are produced by more fit and chosen 
individuals who have a higher likelihood of generating better offspring subjected 
to the fitness value. Crossover is the operator in charge of generating reproduction 
from two fitted individuals [ 16]. Mutation, on the other hand, is employed to increase 
population diversity. This iterative technique generates consecutive generations until 
a stopping requirement is met [ 17]. Figure 4 depicts a flowchart of genetic algorithm. 

The patch surface is segmented into 6 × 6 tiny random and uniform rectangular 
cells to optimize the patch shape, as illustrated in Fig. 5. A binary-coding scheme 
defines the conducting and non-conducting features of patch cells. If the cell is 
conducting, a binary “1” is coded to the associated cell, whereas a non-conducting 
cell is represented by a binary “0” [ 18]. The goal of this optimization is to create a 
quad-band single microstrip antenna operating with sufficient performance. In light 
of this, the cost function is developed in the way described below: 

Fitness Function = 
−1 

N 

NΣ 

i=1 

S11( fi )) (1)
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Fig. 5 Arrangement of 36 tiny rectangular cells on the surface of the patch 

Where S11( fi ) is designed as. 

S11( fi ) =
{
S11( fi ) if S11( fi ) ≥ −10 dB 
−10 dB if S11( fi ) ≤ −10 dB 

where 

fi the sample frequency at each 100 MHz interval 
N the total number of sample frequencies in the band 
S11( fi ) the antenna’s reflection coefficient. 

The optimization setup of GA has been arranged and summarized in Table 1. The  
solution space has a capacity of 236 = 6.8 × 1010 individuals in it. If each individual 
computing time is 1 s, the overall computation time to find the best-fitting individual 
will be 2.1 × 103 years. However, owing to a genetic algorithm, the best-fit individ-
uals are picked in around 40.3 h only by utilizing a computer having core I7 with 2.7 
GHz processing speed and a RAM of 8 GB.
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Table 1 GA optimization setup 

No. Parameter Values 

1 Size of population 30 

2 Chromosomes size 36 gens 

3 Number of generation 100 

4 Type of crossover Single-point 

5 Crossover probability 0.8 

6 Type of mutation flip bit 

7 Mutations rate 0.01 

8 Type selection Tournament 

(a) (b) 

Fig. 6 a Average fitness value versus number of generation b Optimized patch geometry top view 

4 Result and Discussions 

The simulation converges after 40 iterations, as shown in Fig. 6a, and the iteration 
continues for the next 60 generations to demonstrate the consistency of the con-
vergence. Finally, Fig. 6b depicts the most fitted individual antenna based on the 
algorithm. 

Both the reference model and the genetically engineered antenna were simulated 
using ANSYS HFSS. The reference antenna resonated at 38 GHz single frequency 
band and had a covered impedance bandwidth of 1.2 GHz. The peak S11 value of 
the reference model at a 39 GHz is −38.4 dB, whereas the antenna’s maximum 
directivity is 6.1 dB. On the other hand, the proposed genetically optimized antenna 
works at four distinct frequencies: 28.3, 38.1, 46.6, and 60.0 GHz. The outcomes 
demonstrated that the antenna’s bandwidth has also improved. The directivity and 
gain are sufficiently better than the reference antenna and good for mm-wave wire-
less applications. As shown in Fig. 7, the antenna operates in quad-band, with a
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Fig. 7 Simulated results of S11 for optimized and reference model 

peak value of return loss S11 = −21.4 dB, S11 = −18.1 dB, S11 = −13.8 dB, and 
S11 = −22.1 dB, respectively. When S11 ≤−10 dB is taken into account, bandwidth 
improvement of antenna in the operating bands is visible. At 28.3 GHz center fre-
quency, the antenna has a fractional bandwidth of 3.2% or 0.9 GHz, 6.0% or 2.3 
GHz, 3.4% or 1.6 GHz and 11.1% or 6.7 GHz at 28.3, 38.1, 46.6, and 60.0 GHz, 
respectively. VSWR is less than 2 in all operational bands which are: 27.9–28.8 GHz, 
37.1–39.4 GHz, 45.9–47.5 GHz, and 57.8–64.5 GHz. 

At four operational frequencies, the 3D gain plot of optimized antenna is presented 
in Fig. 8. The antenna’s maximum gain (8.6 dB) is achieved at 38.1 dB, and at 
60.0 GHz, the optimized antenna minimum gain is observed as 6.9 dB. The graphs 
indicate that the radiation patterns in all working band are toward broadside with 
some distortion in the upper frequency bands, whereas the rest radiation patterns are 
well shaped. Figure 9 depicts the antenna’s directivity pattern in both φ = 0◦ and φ = 
90◦, which is almost projected in a broadside orientation. Furthermore, directivity 
enhancement in all working bands was observed as compared to the reference model. 
At 38.1 GHz, the maximum peak directivity of the optimized antenna is visualized 
as 8.8 dB at θ = 0◦, while at 28.3 GHz 7.8 dB, 46.6 GHz 7.3 dB, and 60.0 GHz 7.1 
dB broadside directivity was illustrated. 

The distribution current on the surface of the genetically optimized antenna at four 
resonating frequency is presented in Fig. 10. Higher amount of current distribution 
is visualized on the edge of cells and the surface of optimized patch close to the feed. 

5 Conclusions 

This article synthesized a quad-band mm-wave microstrip antenna using binary-
coded GA optimization. The proposed antenna was resonated at four distinct bands: 
27.9–28.8 GHz, 37.1–39.4 GHz, 45.9–47.5 GHz, and 57.8–64.5 GHz, whereas the 
reference model was resonate only 38.0 GHz. A genetically modified microstrip
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(a) (b) 

(c) (d) 

Fig. 8 The 3D plot of proposed antenna gain a 28.3 GHz b 38.1 GHz, c 46.6 GHz, d 60.0 GHz 

(a) (b) (c) (d) 

Fig. 9 The 2D radiation pattern plot in dB of proposed antenna a 28.3 GHz b 38.1 GHz, c 46.6 
GHz, d 60.0 GHz
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(a) (b) 

(c) (d) 

Fig. 10 Current distribution on optimized patch surface a 28.3 GHz b 38.1 GHz, c 46.6 GHz, d 
60.0 GHz 

antenna delivered outstanding performance in the targeted operating bands. With 7.1 
dB of directivity, the optimized antenna has a maximum bandwidth of 6.7 GHz at 
60.0 GHz. At 38.1 GHz with 2.3 GHz of bandwidth, the antenna also obtained a 
maximum directivity of 8.8 dB. To sum up, the optimized antenna outperforms the 
reference model in terms of bandwidth, gain, and directivity in all operating bands. 
These makes the antenna a viable alternative for mm-wave wireless applications.
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Blackhole Attack Prediction in Wireless 
Sensor Networks Using Support Vector 
Machine 

Niharika Panda and M. Supriya 

Abstract One of the most pressing concerns in the Internet of Things (IoT) is 
security. The majority of IoT deployments rely on the creation of a wireless sensor 
network (WSN), which builds Low Power and Lossy Networks (LLNs) between 
a large number of constrained devices. WSN is an IPv6 low-power personal area 
network (6LoWPAN) communication protocol that uses the routing protocol for Low 
Power and Lossy Networks (RPL) for routing. Providing security to RPL network 
devices is difficult due to the resource constraints of the devices attached to RPL 
/IPv6. This work introduces attack detection using SVM (ADSVM) protocol to detect 
attacks before they have a significant impact on the IoT. Different WSNs are created 
considering the mobility factor of nodes. To forecast the attack, a new dataset centered 
on IoT traits is created and analyzed. Using eightfold cross-validation for attack 
prediction, the dataset has an accuracy of 84.37%. 

Keywords WSN · RPL · Blackhole attack · ML · SVM 

1 Introduction 

The Internet of Things has ignited a tremendous technological revolution and received 
a lot of research attention in recent years [ 1]. IoT requires low-power, resource-
constrained devices with mobility and global communication. 6LoWPAN is an exam-
ple of a small-scale IoT network that interacts over IPv6 [ 2]. IoT nodes have limited 
resources, so routing helps in finding a solution to transport packets between nodes 
along the most efficient path [ 3]. The routing protocol for Low Power and Lossy 
Networks, which is based on the 6LoWPAN protocol, is a standard routing protocol 
for IoT networks [ 4]. The topology of RPL makes it easier to build a network with a 
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large number of IoT nodes in static and mobile environments. RPL, on the other hand, 
is a security risk since it lacks the security protections necessary to prevent unau-
thorized access to data traveling across an IoT network [ 5]. Variety of applications 
have been analyzed w.r.t security including smart home [ 6], smart vehicle [ 10], smart 
farming [ 13], robotics [ 17], wearables, health care, environmental surveillance [ 18] 
and so on. The goal of this paper is to predict attacks in the generated novel dataset 
of blackhole attacks. The size of the network, the attacker’s position, and the number 
of neighbors the attacker have been explored in this work [ 22]. In each topological 
design, one node is chosen as the attacker node, and the network is compared to one 
without a malicious node. 

On the other hand, machine learning (ML) could be utilized for intrusion detection, 
and identification of attacks [ 14]. ML is applied to detect blackhole attacks based 
on network matrices in this study. In addition, due to the scarcity of acceptable IoT 
datasets, a dataset based on IoT properties and attack parameters is built to conduct 
tests. This paper is organized as follows. 

2 Literature Survey 

The SRPL-RPL protocol has been devised and applied in this study, which can 
overcome the inadequacies by lowering the impact of these attacks. The suggested 
SRPL-RP is more secure and efficient in terms of network performance and accuracy 
and holds an accuracy of 95% in a variety of network topologies [ 1]. Intrusion Detec-
tion System (IDS) is one of the security infrastructures established by researchers to 
defend IoT networks from compliance [ 2]. Ambarkar et al. [ 3] demonstrate hybrid 
attacks using a framework built on cooja and conduct RPL attacks on a few nodes 
picked at random. The work proposed in [ 7] discusses a new secure RPL routing 
(MLRP) protocol that uses a support vector classifier (SVC) for categorizing the 
attacks learned, an improvement of which is discussed in [ 14]. Jamalipour et al. in 
[ 8] present systematic research on RPL, its threats, and applicable IDS approaches. 
A survey on attacks concludes that blackhole, sinkhole, greyhole, and DAO are the 
issues that must be considered in order to obtain superior security [ 9]. The Internet 
of Things bridges the gap between the real and virtual worlds, erasing time and space 
constraints. It has caught the interest of cybercriminals, as one might expect [ 12]. 

Based on mobility-based trust metrics, Muzammal et al. [ 15] proposed SMTrust, 
a conceptual architecture for routing protocol security in the Internet of Things. 
Advanced machine learning-based IDS might be recommended as a viable option 
for predicting unfamiliar and unique attack instances while evaluating the huge data 
traffic in IoT [ 16]. The system obtained a test accuracy of 99.4% for decision tree, 
random forest, and artificial neural networks (ANN). The impact of a lowered rank 
attack on total network performance has been explored in this study on various 
network scenarios [ 21]. 

This research presents a security paradigm to detect threats. Prediction of attack 
is done using Support Vector Machine (SVM) algorithm.
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Fig. 1 Attacks category 

3 Working Environment 

The Internet of Things has been subject to several security vulnerabilities due to 
the widespread deployment of resource-restricted Low Power and Lossy Networks 
(LLN) [ 7]. There are several attacks, which may be designed to compromise network 
resources, performance [ 4], topology, and traffic in WSN. The main goal of the 
attacker node is to disrupt the network’s topology-building mechanism. It essentially 
disconnects one or more nodes from the network and prevents data communication 
between them. 

3.1 Types of Attack 

Attack in WSN is otherwise known as RPL attack. It is divided in to three categories, 
namely resources, topology, and traffic. Resource attack is of direct and indirect types. 
Topology attack is subgrouped to sub-optimization and isolation types. Lastly, the 
traffic attack is divided in to eavesdropping and misappropriation attacks. Classifi-
cation of various attacks is shown in Fig. 1. 

1. Flooding—The attacker consumes battery power by repeatedly delivering a large 
number of discovery packets or DIS in a network to parent nodes [ 19]. 

2. Increased Rank—The malicious node advertises a fake rank node’s location or a 
fake route through the root node in RPL control messages to deceive close nodes 
and lure them to forward their packets through it [ 1].



324 N. Panda and S. Supriya

3. DAG Inconsistency—The attacks try to boost the DIO message’s version number 
value and then deliver it to its neighbors. As a result, the DODAG had to be ebuilt 
from the ground up, resulting in network congestion, substantial data packet loss 
[ 22]. 

4. Sinkhole—This attack attempts to gather as much traffic as possible by using 
bogus informational adverts to divert people to it. As a result, network perfor-
mance will suffer. 

5. Wormhole—When two malicious nodes utilize legitimate ways to establish a 
malicious tunnel between the sender and destination nodes and persuade nearby 
nodes to use the malicious tunnel, it’s called a wormhole attack [ 20]. 

6. Blackhole—The blackhole attack persuades its surrounding nodes to deliver 
packets to the destination node through an immorally shorter path, and so 
removes all or chosen packets passed by neighboring nodes [ 19]. 

7. Sniffing—This attack entails listening in on packets sent over the network by 
nodes, compromising the transmission’s confidentiality. 

8. Traffic Analysis—The goal of this attack is to gather enough information to carry 
out another type of attack [ 19]. 

9. Decreased Rank—Nodes that are closer together appear to be more desired than 
ones that are farther apart. False DIO packets could give malicious nodes a lower 
rank value, allowing them to draw more traffic and carry out attacks [ 1]. 

3.2 Blackhole Attack 

A malicious node draws other nodes in a blackhole attack by falsely offering better 
routes to their destination.. Later, it drops all packets that the attacker node was 
supposed to forward. If the attacker node’s position is correctly chosen, it can isolate 
numerous nodes from the network [ 19]. This attack can also be considered as a denial 
of service attack. Figure 2 describes the blackhole attack with a network topology. 
After the network topology is established, node 4 is considered as the attacker node. 
Following the concept of blackhole attack, the node number 4 is detaching all of its 
child nodes from the topology. Due to which nodes 6, 7, 9, 10 are disconnected from 
the topology and will not be able to participate in interoperability. In this paper, the 
effect of a blackhole attack is demonstrated with and without mobility in different 
networks. 

4 Model Description and Simulation 

4.1 Topology Considered 

There are ten sender nodes and one sink node in the network presented in Fig. 3. The  
network consists of 20 sender nodes and one sink node with two different topologies 
as can be seen in Figs. 4 and 5. Each network is simulated in both the absence of an
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Fig. 2 Blackhole attack 

Fig. 3 12 nodes topology 

attacker node and the presence of a single attacker node. The above-mentioned sce-
nario is evaluated in a mobile environment as well, where all sender nodes, including 
the attacker, are considered to be in motion as shown in Fig. 6. 

4.2 Dataset 

During dataset exploration, a range of methodologies were investigated, including 
publicly available datasets, privately kept datasets, and an IoT simulated dataset. The
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Fig. 4 22 nodes topology 
type 1 

Fig. 5 22 nodes topology 
type 2 

DARPA 1998/1999/2000, KDDCUP 99, and NSL-KDD datasets were chosen at first 
because they are commonly used in ML research [ 11]. These datasets, despite being 
publicly accessible and well-labeled, lack examples of attacks that have occurred 
since the datasets were created. The existing dataset has a number of issues, including 
a large number of redundant records, properties that aren’t correctly characterized, 
massive data sizes, and fake attacks are to name a few [ 11]. When it comes to 
attack in a WSN or RPL with objective functions OF0 and MRHOF, there is no 
such dataset available. As a result, this study considers creating a novel dataset from 
a IoT simulated environment using Contiki-NG. After analyzing the performance 
parameters, there are 11 attributes selected with 264 sets of tuple in the dataset. In
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Fig. 6 12 nodes topology with mobility 

Fig. 7 Dataset sample 

this work attack prediction is done w.r.t different control messages, packets send and 
received with different objective functions in static and mobile environment. 

A sample of the novel dataset used for the work is presented in Fig. 7. 

4.3 Attack Detection Using SVM 

It is critical to protect the IoT system by anticipating attack behavior and adapting to 
changing network conditions. A machine learning technique is the best answer for 
IoT because of the heterogeneity and plenty of data creation. Supervised learning, 
unsupervised learning, deep learning, and reinforcement learning are the four key 
aspects of machine learning algorithms for IoT security [ 5]. A labeled dataset is 
used in the supervised learning-based technique to assess the characteristics in order 
to learn the behavior of the network. Each input is mapped to a class label output
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Fig. 8 Step of work 

in essence. The basic aim of a supervised classifier with respect to this work is to 
predict intrusion, given a set of network flows and a training class label in the form of 
attacks. The learning algorithm is expected to learn the scenarios considered and is 
expected to predict the attack in the future. Attack Detection using SVM (ADSVM) 
is proposed as a protocol to detect the attack in the network. The phases pertaining 
to the attack prediction are shown in Fig. 8. The environmental setup is done initially 
in Contiki-NG with the help of cooja simulator. It is emulated using 12 and 22 nodes 
in two separate networks, each with one attacker node. In various configurations, 
nodes are classified as both static and movable. The simulation lasts for 30 min, 
documenting various operations carried out by the client, server, and attacker nodes. 
Three different datasets are generated from result parameters, one for a network of 12 
nodes, another 22 nodes, and the third for the combined dataset. Preprocessing has 
been applied to each dataset. Cleaning of attributes that are not a factor in attack is 
carried out. The attack attribute is normalized, with values of 0 and 1 representing no-
attack and attack in the network, respectively. Later, the machine learning algorithm 
is fed the final dataset. Furthermore, based on the learning process with respect to the 
attack attribute, the SVM in ADSVM determines and classifies RPL attacks. There 
are 11 attributes and 264 tuples in all. 90% of the data is trained, with the remaining 
being tested afterward. Using eightfold cross-validation procedures, the final result 
for the combined dataset is collected. 

5 Results and Discussion 

This section analyzes the results of the simulation study. The simulation begins with a 
simple attack environment consisting of ten clients, a sink node, and an attacker node.
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Later, the simulation continues on to a 20-client, one-sink, and one-attacker node. 
In this effort, mobile nodes are integrated into each type of network. To categorize 
the dataset and determine the accuracy of attack detection, the proposed ADSVM 
protocol is used. To train, test, and find accuracy, ML codes are developed using 
Jupyter notebook and Python. Using the generated confusion matrix, the evaluation 
metrics are obtained as presented in Eqs. 1 through 4. Table 1 illustrates the values 
w.r.t each network. 

A confusion matrix is a table that summarizes the results of a classification prob-
lem. It helps in evaluating the performance of the classifier with respect to the chosen 
test dataset. It determines the positives and negatives for each of the true and false 
cases. A confusion matrix can also be generated for cross-validation in which the 
model accuracy and other performance parameters are represented with the average 
of all the k-folds. The performance parameters estimated from the confusion matrix 
are accuracy, precision, recall, and f_1 score [ 7]. 

Accuracy = 
TP + TN 
P + N 

(1) 

Precision = TP 

TP + FP 
(2) 

Recall = 
TP 

P 
(3) 

F1Score = 2 ∗ TP 
2 ∗ TP + FP + FN 

(4) 

where, 
P = TP + FN 
N = TN + FP 
TP denotes True positive, Prediction is positive for positive values in dataset 
TN denotes Prediction is negative for negative values in dataset 
FP denotes Prediction is positive for originally negative values 
FN denotes Prediction is negative for originally positive values. 

The precision and recall values are 75% and 93%, respectively, for the initial net-
work dataset with ten client nodes. Similarly, 20 client nodes have the highest pre-
cision and recall, as shown in, with 79% and 92% precision and recall, respectively. 
The accuracy of the combined dataset, which has 264 cases, is 70%. Cross-validation, 
a re-sampling process used to evaluate machine learning models on a restricted data 
sample, is used to improve the performance of the primary dataset. As a result, k-fold 
cross-validation is a common name for the procedure. When a precise value for k is 
chosen, it can be used in the model reference instead of k. In this work, k is assumed 
to be 8. When employing cross-validation, the accuracy of the combined dataset is 
raised to 84.37% for blackhole attack prediction.
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Table 1 Evaluation of metrics using SVM 

Network SVM classification 

Nodes Class Precision Recall F1-Score Accuracy (in 
%) 

12 W/o attack 93 93 93 89 

With attack 75 75 75 

22 W/o attack 75 50 60 78 

With attack 79 92 55 

Combined W/o attack 50 75 60 70 

With attack 87 68 76 

6 Conclusion 

The current study’s experimental analysis provides a realistic understanding of how 
IPv6-based IoT networks respond to blackhole attacks. The goal of the article is 
to run simulations for various network sizes with the set transmission, interference, 
and reception ranges. To demonstrate the performance degradation of the matrices 
in the network, an attacker node is added to both the static and mobile scenarios. 
Finally, using ADSVM, a fresh dataset is constructed from the simulated environ-
ment to detect attacks. The accuracy of blackhole attack detection is determined using 
the SVM classification approach. The accuracy of the total dataset of all the com-
munication networks illustrated in the simulation is 84.37% when using eightfold 
cross-validation. 

In addition, a new mechanism for detecting attacks and increasing the performance 
of matrices inside the same network could be proposed. More datasets should be 
added to ML-based IoT research. Various other machine learning algorithms could 
also be implemented to predict the attacks in wireless sensor networks. 
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Identifying Exoplanet Candidates 
with Machine Learning 

Chaitanya Virmani, Ria Singhla, Priyanka Gupta, 
and Hardeo Kumar Thakur 

Abstract An exoplanet or an extrasolar planet is a planet that orbits around the axis 
of a star that is not a part of our solar system. Apart from providing or disagreeing with 
the scientific theories that have been followed on Earth, the exploration of exoplanets 
has much more to tell. Scientists find it amusing to discover something that no one 
has ever seen before and can answer many of the unresolved questions. This can 
help us answer whether there is an Earth-like planet out there and whether life can 
exist on them. In this study, the agenda is to identify exoplanet candidates among the 
various celestial or other space orbiting objects that had been captured during the K2 
mission. We have applied machine learning and deep learning algorithms along with 
feature selection and feature extraction techniques and found that recursive feature 
elimination followed by the fully connected model to be the most efficient one. 

Keywords Exoplanets · Extrasolar planets · Kepler mission · Planet 

1 Introduction 

One of Astronomy’s most dynamic research includes exoplanets. These planets are 
hidden by the bright glare of the stars that they orbit and thus are discernible. So, 
astronomers find different ways to detect and study these exoplanets. Some of the 
ways by which astronomers detect them are—microlensing, transit event observation, 
radial velocity, and direct imaging. 

NASA’s popular Kepler mission aimed at surveying the region of the Milky Way 
galaxy which discovered thousands of Earth-sized and smaller planets. One such
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Fig. 1 51 Pegasi b [1] 

exoplanet is shown in Fig. 1. These planets are discovered around the habitable 
zone. The objective of this mission includes: 

● Determining the percentage of planets in habitable zones with a wide variety of 
stars. 

● Determining orbit size and shape. 
● Determining the properties of surrounding stars. 
● Determining sizes, masses, planet reflexivity, etc. 

Kepler’s second mission known as the K2 was a community-driven mission. It 
started after the Kepler mission’s end and by May 2014, became fully operational. The 
Kepler Space telescope shown in Fig. 2, continued the space observations and moni-
tored 150,000 stars that were studied during the Kepler mission. It used photometry 
to detect planets transiting their parent star.

The K2 mission came to an end after NASA announced the retirement of the 
telescope on October 30, 2018. By the end of the K2 mission, more than 50,000 stars 
and more than 2000 exoplanets were discovered. 

The discovery of exoplanets can answer various scientific questions. One of these 
is “How our planets have formed?”. Scientists find it amusing to discover something 
that no one has ever seen before and can answer many of the unresolved questions. 
This can help us answer whether there is an Earth-like planet and whether life can 
exist on it. Studying about these planets can enhance the journey of exploration. One 
of the most profound questions, “Are we alone?” can be answered. Many scientists 
research exoplanets to know how things have been formed and can answer various 
questions that have been raised while studying the process in our own solar system.
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Fig. 2 Kepler Space 
telescope [2]

Much work has already been done in automating the identification process for 
exoplanet candidates, so scientists do not have to sift through each data point manu-
ally, reducing their time and effort. With the same curiosity, we have chosen to make 
the process of determining whether the given object is an exoplanet candidate or not 
more efficient. In this research, the work that has been done is briefly described in 
various sections. Section 2 explains the state of the art, and Sect. 3 explicates the 
dataset that has been used. Preprocessing, model building, and model architecture 
are discussed in Sect. 4. Section 5 talks about the results that are achieved during the 
model building along with hyperparameter tuning. Section 6 provides a conclusion 
to our result and scope of future work. 

2 State of the Art 

Exoplanet identification is a topic of wide interest, and a lot of useful research has 
already been done using various classical machine learning and deep learning models. 
Kepler collected photometry data between 2009 and 2018. The goal of the Transient 
Exoplanet Survey Satellite (TESS) was to find transiting extrasolar planets. Various 
datasets have been used that contain images, light signals, and numerical features. 
[3–6] used light curves to detect exoplanets in space. CNN, SVM, and DNN models 
are used on these light curves. 

Pearson et al. [7] have used an artificial neural network to learn the photometric 
features of a transiting exoplanet. Using a phase folding methodology that produces a 
constraint when fitting for the orbital period, they developed a technique for locating 
periodic transits. For evaluating the model, they divided the data into overlapping 
light curves and calculated the cumulative probability phase series (PPS).



336 C. Virmani et al.

Yip et al. [8] used GANs to create a synthetic dataset and used the ConvNet model 
and captured an accuracy of 97% on coronagraphic images captured manually in 
2020. Dattilo et al. [9] used the AstroNet model and captured an accuracy of 97.84% 
in 2019 on K2 data. 

Yu et al. [3] worked on TESS data. They refined the data by identifying threshold 
crossing events (TCEs). TESS data do not come with assigned labels, and therefore, 
the data is manually labeled by visually inspecting the light curves. A CNN-based 
model was trained which captured an accuracy of 97.8%. 

Mathur et al. [10] generated synthetic data using the synthetic minority over-
sampling technique (SMOTE) to balance the dataset used. Along with identifying 
exoplanets, the probability of habitability on these exoplanets is studied and they 
are also classified as mesoplanets, psychroplanets, and non-habitable planets. CNN 
model has been used to identify these exoplanets based on TCE and light curves. 
The model is evaluated in three different scenarios—without preprocessing, with 
Gaussian filter, and with Savistsky Golay filter. It captured an accuracy of 89.12%, 
71.83%, and 88.99%, respectively, on training sets. 

Many of the previous studies identifying exoplanets were done using light curves. 
We are using numerical features instead, along with feature reduction and feature 
extraction techniques to improve the performance. 

3 Description of the Dataset 

The data is provided by NASA Exoplanet Science Institute in the NASA Exoplanet 
Archive [11] which stores K2 exoplanet candidates and non-candidates. The dataset 
is stored in a table format that contains all K2 planets and candidates. 

This contains 138 features. The features that are given in the dataset were recorded 
during the mission, some of which include orbit period, transit epoch, impact param-
eter, equilibrium temperature, stellar surface gravity, stellar radius, and much more 
along with a feature description documentation. Using this document, all the irrel-
evant features are dropped and a model is built that will automate the process of 
finding an exoplanet candidate more efficiently. 

4 Proposed Method 

The preprocessing stage before passing the data to any ML model is really important. 
In this section, the work done before passing our data through the training phase is 
discussed in detail. Figure 3 shows the model pipeline.
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Fig. 3 Model pipeline 

4.1 Data Preprocessing 

The tabular data that is used comprises 139 features and 8054 instances. After going 
through the details of each feature provided by NASA in the description document, 
it is clear that there were many redundant features that were not required for example 
‘kepid’, ‘kepoi_name’, ‘kepler_name’, and ‘koi_disposition’. After dropping all of 
those redundant features, the feature size was reduced to 38. 

The next important step is detecting outliers. Outliers can affect the performance 
of a model in drastic ways. IsolationForest library is used to detect the outliers. It 
is present in the sklearn module that detects outliers by finding the anomaly in the 
data. These outliers are dropped after identification. 

When the data is balanced, it is easier for the model to learn the differences clearly. 
Our dataset is balanced after removing the outliers and the null values that are present 
in the dataset, with a ratio of 3739:3985. 

Some of the features are highly correlated such as upper temperature bound and 
lower temperature bound. One of the correlated features is taken, others are dropped 
out of all correlated features, and the data is split in 75:15:10 into train, test, and 
validation sets, respectively. 

At last, scaling of data is done using StandardScaler to scale the values. Scaling 
is an important task in preprocessing which reduces the scale of the data and hence, 
the values are normalized.
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4.2 Feature Selection 

Feature selection refers to the removal of noise or redundant data and using only rele-
vant features. Most of the feature selection task is already done in the preprocessing 
segment. Further, in order to predict the outcome, dimensionality reduction tech-
niques like recursive feature elimination (RFE) and principal component analysis 
(PCA) are used with the models. 

4.3 Hyperparameter Tuning 

Hyperparameters are the arguments that are chosen before the learning process 
begins. It controls the learning process and is done to make the predictions better. 

In the models, the batch size is set to an optimal value such that values of weights 
are more accurate and overfitting is avoided. Early stopping is used as a callback 
function. This function automatically stops the model from further training as soon 
as the model starts to overfit. Validation loss is monitored in this function. Therefore, 
choosing the number of epochs was not a manual task. Best weights are restored when 
the training is stopped. Adam is used as an optimizer and binary cross-entropy as 
the loss function, and accuracy is monitored with each epoch. In PCA, the explained 
variance is set to 95%. This avoided the manual process of selecting the best features. 

4.4 Fully Connected Model 

The fully connected model contains only dense layers, i.e., every neuron of the 
previous layer is connected with every neuron of the current layer. The activation 
function used in hidden layers is rectified linear unit (ReLu), and the output layer 
has Sigmoid as an activation function. 

The number of neurons is selected by testing for valid values in each layer. The 
model was not showing satisfactory performance when the number of neurons was 
less. With the increase in the number of neurons, weight got increased and it became 
more clear for the model to learn the differences and thus, captured better perfor-
mance. Increasing the number of neurons to a greater value was overfitting the 
model. 

The model is built for different numbers of hidden layers ranging from 1 to 5. Adam 
and binary cross-entropy is used as optimizer and loss function, respectively. Early 
stopping is used as a callback function that monitors validation loss and the patience 
level is set to 5. It automatically stops training when the model starts overfitting.
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4.5 Random Forest Model 

Random forest is one of the most popular ensemble models that is used in supervised 
learning for classification as well as regression. In this, multiple decision trees are 
used to calculate the result and the final result is obtained by considering the majority 
in the case of classification. 

In our model, n_estimators = 100 and max_depth = 10 are passed as parameters. 
These values were found to be optimum, balancing bias, and variance. 

4.6 PCA Followed by Fully Connected Model 

Fully connected model is used again, but this time features are extracted using 
principal component analysis (PCA). 

PCA is a dimensionality reduction technique. It creates new features based on 
the original features. The number of features to train the model can be manually 
selected. These features are generated before they are passed to the dense model to 
predict the output. 

23 features are generated using PCA. Instead of selecting the number of features 
manually, a variance value of 95% is chosen and it has generated 23 features that 
are linear combinations of input features. Due to the selection of fewer features, the 
model was not able to learn properly in accordance with small amounts of data. On 
the other hand as well, due to the selection of a greater number of features, the data 
became sparse and was again not able to perform efficiently. 

The model is tested for a different number of hidden layers ranging from 1 to 
5. Three dropout layers of threshold values, i.e., 0.25, 0.2, and 0.4 are used, and 
the output is calculated on the grounds of the sigmoid function. Adam is used as 
an optimizer and binary cross-entropy as the loss function. Results are captured 
for varying batch size shown in Table 2, and early stopping is used as the callback 
function. 

4.7 PCA Followed by Random Forest Model 

In this model, PCA followed by the random forest model is used. n_components 
is again set to 95%, and 23 features are obtained for prediction. For random forest 
parameters, n_estimators and max_depth are set to 100 and 10, respectively.
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4.8 RFE Followed by Fully Connected Model 

Recursive feature elimination (RFE) is a feature selection technique that ranks the 
dependent features based on their dependency on the target variable recursively. It 
eliminates the weakest features based on their correlation and feature importance till 
the number of features to be selected is attained by choosing a subset starting with 
all the features. 

Six features are captured using RFECV, a cross-validation method, on which the 
response variable depends. The fully connected model is tested for a variation of 
hidden layers in the range of 1–5. Four dropout layers are used with 0.25, 0.25, 0.25, 
and 0.4 as threshold values, respectively. The optimizer used is Adam, and the loss 
function is binary cross-entropy. Results are obtained for varying batch sizes that are 
shown in Table 2 and early stopping is used as a callback function with the same 
parameters as in the fully connected model. 

4.9 RFE Followed by Random Forest Model 

In this model, the six best features using RFECV are selected. It uses cross-validation 
method to select the best features automatically and then, those are passed to the 
random forest model. 100 decision trees are used as estimators with each having a 
maximum depth of 10. 

5 Result Analysis 

Various evaluation metrics are used to evaluate the performance of the models. In 
this section, hyperparameter tuning results are also discussed. 

5.1 Varying Numbers of Hidden Layers 

The number of hidden layers is varied in every deep learning model used. The 
performance of the model was calculated for a minimum of one hidden layer and a 
maximum of five hidden layers. The results can be seen in Table 1. It is inferred that 
the accuracy increases with the increase in the number of hidden layers. There are 
no hidden layers in random forest.
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Table 1 Varying the number of hidden layers 

Number of hidden 
layers 

Fully connected 
model 

PCA followed by fully 
connected model 

RFE followed by fully 
connected model 

1 98.36 98.41 98.61 

2 98.18 98.36 98.61 

3 98.27 98.44 98.70 

4 98.61 98.87 98.87 

5 98.40 98.53 99.05 

Table 2 Varying batch size 

Batch size Fully connected model PCA followed by fully  
connected model 

RFE followed by fully 
connected model 

32 98.61 98.36 98.87 

64 98.44 98.87 99.05 

128 98.44 98.44 98.79 

256 98.44 98.36 98.87 

5.2 Varying Batch Size 

Both higher and lower values of batch size result in lower accuracy, and therefore, 
an optimum value of batch size was chosen and is set to capture the best results. The 
results recorded for batch sizes 32, 64, 128, and 256 are recorded in Table 2. The  
accuracy lies between 98.18 and 99.05%. Random forest is independent of batch 
size. 

5.3 Varying Number of Neurons 

Different numbers of neurons are tested for each layer in a model and the best 
accuracy that was achieved with the optimum number of neurons in each layer is 
chosen. 

5.4 Comparison of Models 

Each model is evaluated using evaluation metrics like accuracy, precision, recall, 
F1-score, and area under curve (AUC). The comparison of models is given in 
Table 3 (Fig. 4).
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Table 3 Comparison of models 

Models Accuracy Recall Precision F1_score AUC 

Fully connected model 98.61 98.52 98.39 98.44 98.35 

Random forest 98.79 98.52 99.17 98.84 98.80 

PCA followed by fully connected model 98.87 98.52 98.68 98.60 98.53 

PCA followed by random forest 98.69 98.59 98.31 97.09 97.04 

RFE followed by fully connected model 99.05 98.85 99.34 99.09 99.06 

RFE followed by random forest 98.79 98.68 99.01 98.85 98.79 

Fig. 4 Confusion matrix for 
RFE followed by fully 
connected model 

RFE followed by fully connected model has shown a slightly better performance 
giving an accuracy of 99.05% and an AUC of 99.06%. We have captured better 
results using numerical data for identifying exoplanets rather than using light curves. 
Disposition score, orbital period, planetary radius, and stellar effective temperature 
are some of the features that are highly correlated with the identification process of 
these exoplanets. 

6 Conclusion 

In this study, we have built various models to predict exoplanet candidates. RFE 
followed by fully connected model has shown the best results with an accuracy of 
99.05% and an AUC of 99.06%. Results of other evaluation metrics can be seen in 
Table 3. 

Other models like PCA followed by Fully connected model and RFE followed by 
random forest were also performing well, capturing accuracy of 98.87% and 98.79%,
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respectively. These models can be worked upon in the future by other researchers to 
improve the accuracy by manually removing outliers. 

This study has shown that machine learning and deep learning can significantly 
capture exoplanet candidates more efficiently by selecting the best features and thus, 
can help in contributing to an efficient automated process of finding these exoplanet 
candidates. 
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Feature Selection in Corporate 
Bankruptcy Prediction Using ML 
Techniques: A Systematic Literature 
Review 

Mohd Raagib Shakeel, Taufeeque Ahmad Siddiqui, and Shahzad Alam 

Abstract Systematic literature reviews have long been acknowledged as an impor-
tant tool for evaluating knowledge theoretically, bridging gaps, and establishing the 
groundwork for future endeavours. However, in the realm of corporate bankruptcy 
prediction, systematic literature reviews are few and far between, and none exist 
for key attributes such as feature selection. This study takes a holistic approach to 
systematically and qualitatively analyse the feature selection techniques employed 
by researchers, based on the protocol of the preferred reporting items for system-
atic reviews and meta-analyses (PRISMA). Furthermore, our goal is to bring 
together all of the key characteristics, such as feature selection techniques, different 
machine learning techniques, evaluation criteria, evaluation criteria outcomes, and 
the research end result, in one place for any interested researcher who wants to do 
an analysis or view a summary. For the period 2015–2021, the Scopus database and 
the reference lists of the selected research papers were used to extract a total of 
36 articles. The result indicates the split of feature selection approaches under the 
heading “filter, wrapper, and embedded,” which were employed independently and 
in combination by various authors. The filter approach is clearly the most preferred 
amongst researchers due to its simple structure and superior results. Furthermore, we 
discovered that to acquire the most important variables, multiple feature selection 
methods were used within the feature selection techniques categories.
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1 Introduction 

The structured techniques involved in the amalgamation of results, which give impar-
tial searches with superior standard of coherency, are the key characteristics that set 
systematic reviews apart from other types of reviews [1]. Under the names of “com-
pany failure prediction”, “financial distress prediction”, “business failure prediction”, 
financial literature has long been interested in and investigated corporate bankruptcy 
prediction. Because business failure does not occur overnight, bankruptcy prediction 
modelling has evolved through time [2, 3]. 

Feature selection is one of the crucial factors that has a substantial influence on the 
success of a prediction model. In research studies, the term “feature selection” has 
been used interchangeably with terms like “variable selection,” “attribute selection,” 
and “variable subset selection”. The meaningless data in the dataset makes it difficult 
for machine learning algorithms to distinguish between important and irrelevant 
data, which has an effect on the final prediction model’s performance. In such a 
situation, feature selection comes to the rescue, distinguishing between useless and 
meaningful data, speeding up the process, improving data quality, and allowing 
the model to forecast more accurately. Filter, wrapper, and embedded approaches 
are three common feature selection techniques. Filter-based technique employs a 
ranking criterion and subset selection. The wrapper technique, on the other hand, 
uses a predetermined predictor to improve the quality of the selected features. In 
embedded methods, the qualities of filter and wrapper methods are integrated [4]. 

Although there have been several literature studies and systematic reviews in 
the field of corporate failure or bankruptcy prediction [5–8], systematic or general 
reviews of significant factors such as feature selection and its impact, which aid in not 
only obtaining maximum accuracy but also bringing in data quality, are rare. As far 
as we are aware, [9] is currently the only research that has conducted a comprehen-
sive evaluation and analysed the performance of eight leading tools for forecasting 
bankruptcy using 13 essential criteria. However, their research has certain limita-
tions. Their research is limited to journal articles published between 2010 and 2015. 
Rather than research that employed feature selection techniques to improve predic-
tion outcomes, their major focus was on picking the best AI approach performance 
out of eight based on 13 essential criteria. 

By adhering to PRISMA [1] protocol requirements, our research was designed 
to provide a holistic approach to systematically analyse feature selection tech-
niques, different machine learning techniques, evaluation criteria, evaluation criteria 
outcomes, and the research’s final conclusion. Our goal is to bring all of the key 
traits together for any interested researcher who wants to do an analysis or view a 
summary in one place. PRISMA [1] is a methodology for doing a systematic review
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that contains a 27-item detailed list and a 4-stage step-by-step diagram to improve 
lucidity, uniformity, and precision across reviews. 

2 Methods 

The study’s inclusion criteria were carefully chosen to assist in a proper assessment 
and promising results. We used the phrase “bankruptcy prediction” as a lead. All 
papers that used insolvency prediction, financial distress prediction, financial default 
prediction, or financial failure prediction as synonyms for our string were included. 
Only final research articles published between 2015 and 2021 were considered. Only 
peer-reviewed journal publications were chosen to improve the study’s credibility and 
quality. We excluded research articles that didn’t use machine learning approaches to 
predict bankruptcy. We did not include bank insolvency and credit score predictions in 
our research. In total, 36 research articles were used in our study. We used the Scopus 
database and the reference list of the selected research papers to retrieve articles. We 
decided against using Google Scholar as a database because of some of its shortcom-
ings. The lack of desired filters and limitless outcomes make it difficult to manage. We 
chose to select research papers from the reference list of selected published articles 
because it provided us with more relevant and desirable articles, thus improving the 
quality of our research. Items pertaining to effect measurement, synthesis methods, 
consistency measurements, assessing risk of bias owing to missing results, confi-
dence evaluation, and meta-analysis results (items 12–15 and 19–22) were excluded 
because meta-analysis was not performed in this study. 

3 Results 

The procedure for selecting studies has been explained in Fig. 1. A total of 36 research 
papers were examined and analysed qualitatively in our study. Figure 2 depicts the 
number of research articles published over the years that used feature selection tech-
niques. It was discovered that just three papers using feature selection techniques 
were published in 2015, and this number continued to rise in subsequent years. 
Tables 1-a, 1-b, 1-c, 1-d shows the names of the authors, the year of publication, the 
feature selection and machine learning techniques used, the researchers’ evaluation 
metrics, the outcome of the evaluation criteria, and the study’s final result.

4 Synthesis 

The total number of authors who used various feature selection techniques is depicted 
in Fig. 3. The pie chart reveals that 36% of the authors used the filter method, 34%
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Scopus Database searching (n=564) Reference list searching (n=80) 

After removing duplicates (n=590) 

Papers Screened (n=590) 

Full text papers evaluated (n=148) 

Final Papers for Qualitative Synthesis (n=36) 

Papers Excluded (n=452) 

Full text papers excluded (n=112) 

Fig. 1 Flowchart of the selection process 

2021-2020 2019-2018 2017-2016 2015 
No. of Papers 11 12 10 3 

0 
5 
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15 

Fig. 2 Number of research papers using feature selection techniques published over the years

used the wrapper method, 14% used both the filter and wrapper techniques, and the 
remaining 16% applied the embedded method of feature selection technique out of 
a total of 36 authors. Figure 4 shows the total number of feature selection methods 
employed by authors that fall under the headings of head filter, wrapper, or embedded.

5 Discussion and Conclusion 

The protocol and procedure used in systematic reviews ensure that the study is 
meticulous, resulting in actionable findings and discussion. However, systematic 
literature reviews with a protocol are rare in this field. To ensure consistency and 
precision amongst review studies, we used the PRISMA protocol items [1] in our 
study. Researchers’ usage of feature selection techniques has increased with time, 
from 3% in 2015 to 30.5% in 2020–2021. The filter approach was used by 36% of 
the researchers, followed by the wrapper method, which was used by 34% of the 
researchers. Furthermore, for feature selection, all of the authors applied a total of
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Filter Wrapper Embedded Both Filter and Wrapper 

Fig. 3 Authors using different types of feature selection techniques 

Fig. 4 Total number of 
feature selection techniques 
used by all the authors

Filter 
Wrapper 

Embedded 

0 

50 

100 

68 
53 

10 

No. of Feature selection Techniques

68 filter methods. It is evident that researchers have preferred the filter approach 
because of its simple structure and superior outcomes. Considering the limitations 
of our study, we only used the Scopus database to extract data, with the rest coming 
from the reference lists of selected papers. As a result, in the future, more database 
searches will be possible. Because we eliminated bank insolvency from our research, 
there is potential for banks to be added. We did not pursue quantitative data synthesis, 
which can be pursued in future research. We recommend future researchers perform 
systematic reviews using the PRISMA protocol since it ensures lucidity, uniformity, 
integrity, and precision. 

References 

1. Liberati A, Altman D, Tetzlaff J, Mulrow C, Gøtzsche P, Ioannidis J, Moher D (2009) The 
PRISMA statement for reporting systematic reviews and meta-analyses of studies that evaluate 
healthcare interventions: explanation and elaboration. J Clin Epidemiol 62:e1–34. https://doi. 
org/10.1016/j.jclinepi.2009.06.006 

2. Alam S et al (2021) Dual secure robust watermarking scheme based on hybrid optimization 
algorithm for image security. Pers Ubiquit Comput 1–13. https://doi.org/10.1007/s00779-021-
01597-2 

3. Alam S et al (2021) A lossless digital watermarking scheme based on a new 3D-hyper chaotic 
map. Int J Electron Bus 16(1):88–102. https://doi.org/10.1504/IJEB.2021.112769

https://doi.org/10.1016/j.jclinepi.2009.06.006
https://doi.org/10.1016/j.jclinepi.2009.06.006
https://doi.org/10.1007/s00779-021-01597-2
https://doi.org/10.1007/s00779-021-01597-2
https://doi.org/10.1504/IJEB.2021.112769


Feature Selection in Corporate Bankruptcy Prediction Using ML … 361

4. Kumar V, Minz S (2014) Feature selection: a literature review. Smart Comput Rev 4(3):211– 
229. https://doi.org/10.6029/smartcr.2014.03.007 

5. Appiah KO, Chizema A, Arthur J (2015) Predicting corporate failure: a systematic literature 
review of methodological issues. Int J Law Manage 57(5):461–485. https://doi.org/10.1108/ 
IJLMA-04-2014-0032 

6. Kezelj T, Guenbichler R (2021) A systematic literature review on corporate insolvency preven-
tion using artificial intelligence algorithms. J Strategic Innov Sustain 16(4):12–21. https://doi. 
org/10.33423/jsis.v16i4.4618 

7. Shi Y, Li X (2019) An overview of bankruptcy prediction models for corporate firms: a 
systematic Literature review. Intangible Capital 15(2):114–127. https://doi.org/10.3926/ic. 
1354 

8. Alam et al (2020) A novel hybrid watermarking scheme with image authentication based on 
frequency domain, 2- level SVD using chaotic map. EAI Endorsed Trans Energy Web. https:// 
doi.org/10.4108/eai.13-7-2018.165512 

9. Alaka HA, Oyedele L, Owolabi HA, Kumar V, Ajayi SO, Akinade O, Bilal M (2018) Systematic 
review of bankruptcy prediction models: towards a framework for tool selection. Expert Syst 
Appl 94:164–184. https://doi.org/10.1016/j.eswa.2017.10.040 

10. Jabeur SB, Gharib C, Meftah-Wali S, Arfi WB (2021) CatBoost model and artificial intelligence 
techniques for corporate failure prediction. Technol Forecasting Soc Change 166(C):120658. 
https://doi.org/10.1016/j.techfore.2021.120658 

11. Abid I, Ayadi R, Guesmi K, Mkaouar F (2021) A new approach to deal with variable selection 
in neural networks: an application to bankruptcy prediction. Ann Oper Res. https://doi.org/10. 
1007/s10479-021-04236-4 

12. Tsai C-F, Sue K-L, Hu Y-H, Chiu A (2021) Combining feature selection, instance selection, 
and ensemble classification techniques for improved financial distressed prediction. J Bus Res 
130(C):200–209. https://doi.org/10.1016/j.knosys.2014.10.010 

13. Noviantoro T, Huang J-P (2021) Comparing machine learning algorithms to investigate 
company financial distress. Rev Bus Account Finance 1(5):454–479. https://fortunepublishing. 
org/index.php/rbaf/article/view/70 

14. Tabbakhh A, Rout JK, Sahoo KS, Jhanjhi NZ (2021) Bankruptcy prediction using robust 
machine learning model. Turkish J Comput Math Educ 12(10):3060–3073. https://doi.org/10. 
17762/turcomat.v12i10.4957 

15. Zeng S, Li Y, Yang W, Li Y (2020) A financial distress prediction model based on sparse 
algorithm and support vector machine. In: Mathematical problems in engineering, pp 1–11. 
https://doi.org/10.1155/2020/5625271 

16. Yan D, Chi G, Lai KK (2020) Financial distress prediction and feature selection in multiple 
periods by Lassoing unconstrained distributed lag non-linear models. Mathematics 8(8):1275. 
https://doi.org/10.3390/math8081275 

17. Marso S, Merouani ME (2020) Bankruptcy prediction using hybrid neural networks with 
artificial bee colony. Eng Lett 28(4) 

18. Liang D, Tsai CF, Lu HYR, Chang LS (2020) Combining corporate governance indicators 
with stacking ensembles for financial distress prediction. J Bus Res 120(5):137–146. https:// 
doi.org/10.1016/j.jbusres.2020.07.052 

19. Cao Y et al (2020) A two-stage Bayesian network model for corporate bankruptcy prediction. 
Int J Financ Econ 27(1):455–472. https://doi.org/10.1002/ijfe.2162 

20. Altman EI, Iwanicz-Drozdowska M, Laitinen EK, Suvas A (2020) A race for long horizon 
bankruptcy prediction. Appl Econ 52(37):4092–4111. https://doi.org/10.1080/00036846.2020. 
1730762 

21. Tang Y, Ji J, Zhu Y, Gao S, Zheng T, Todo Y (2019) A differential evolution-oriented pruning 
neural network model for bankruptcy prediction. In: Complexity, pp 1–21. https://doi.org/10. 
1155/2019/8682124 

22. Farooq U, Qamar MAJ (2019) Predicting multistage financial distress: reflections on sampling, 
feature, and model selection criteria. J Forecast 38(7):632–648. https://doi.org/10.1002/for. 
2588

https://doi.org/10.6029/smartcr.2014.03.007
https://doi.org/10.1108/IJLMA-04-2014-0032
https://doi.org/10.1108/IJLMA-04-2014-0032
https://doi.org/10.33423/jsis.v16i4.4618
https://doi.org/10.33423/jsis.v16i4.4618
https://doi.org/10.3926/ic.1354
https://doi.org/10.3926/ic.1354
https://doi.org/10.4108/eai.13-7-2018.165512
https://doi.org/10.4108/eai.13-7-2018.165512
https://doi.org/10.1016/j.eswa.2017.10.040
https://doi.org/10.1016/j.techfore.2021.120658
https://doi.org/10.1007/s10479-021-04236-4
https://doi.org/10.1007/s10479-021-04236-4
https://doi.org/10.1016/j.knosys.2014.10.010
https://fortunepublishing.org/index.php/rbaf/article/view/70
https://fortunepublishing.org/index.php/rbaf/article/view/70
https://doi.org/10.17762/turcomat.v12i10.4957
https://doi.org/10.17762/turcomat.v12i10.4957
https://doi.org/10.1155/2020/5625271
https://doi.org/10.3390/math8081275
https://doi.org/10.1016/j.jbusres.2020.07.052
https://doi.org/10.1016/j.jbusres.2020.07.052
https://doi.org/10.1002/ijfe.2162
https://doi.org/10.1080/00036846.2020.1730762
https://doi.org/10.1080/00036846.2020.1730762
https://doi.org/10.1155/2019/8682124
https://doi.org/10.1155/2019/8682124
https://doi.org/10.1002/for.2588
https://doi.org/10.1002/for.2588


362 M. R. Shakeel et al.

23. Devi S, Radhika Y (2019) An analytical approach for bankruptcy prediction using big data and 
machine learning technique. J Theor Appl Inf Technol 97(6):1823–1832 

24. Son H, Hyun C, Phan D, Hwang HJ (2019) Data analytic approach for bankruptcy prediction. 
Expert Syst Appl 138. https://doi.org/10.1016/j.eswa.2019.07.033 

25. Faris H, Manaseer W, Saadeh M, Mora A (2019) Improving financial bankruptcy prediction in 
a highly imbalanced class distribution using oversampling and ensemble learning: a case from 
Spanish market. Progr Artif Intell 9:31–53. https://doi.org/10.1007/s13748-019-00197-9 

26. Hu Y-C (2019) A multivariate grey prediction model with grey relational analysis for 
bankruptcy prediction problems. Soft Comput 24:4259–4268. https://doi.org/10.1007/s00500-
019-04191-0 

27. Valencia C, Cabrales S, Garcia L, Ramirez J (2019) Generalised additive model with embedded 
variable selection for bankruptcy prediction: prediction versus interpretation. Cogent Econ 
Finance 7(1). https://doi.org/10.1080/23322039.2019.1597956 

28. Joshi S, Ramesh R, Tahsildar S (2018) A bankruptcy prediction model using random forest. In: 
2018 second international conference on intelligent computing and control systems (ICICCS), 
pp 1–6. https://doi.org/10.1109/ICCONS.2018.8663128 

29. Uthayakumar J, Metawa N, Shankar K, Lakshmanaprabu SK (2018) Financial crisis prediction 
model using ant colony optimization. Int J Inf Manage 50:538–556. https://doi.org/10.1016/j. 
ijinfomgt.2018.12.001 

30. Lin WC, Lu YH, Tsai CF (2018) Feature selection in single and ensemble learning based 
bankruptcy prediction models. Expert Syst 36(1). https://doi.org/10.1111/exsy.12335 

31. Le T, Lee MY, Park J, Baik SW (2018) Oversampling techniques for bankruptcy prediction: 
novel features from a transaction dataset. Symmetry 10(4):79. https://doi.org/10.3390/sym100 
4007 

32. Veganzones D, Severin E (2018) An investigation of bankruptcy prediction in imbalanced 
datasets. Decis Support Syst 112:111–124. https://doi.org/10.1016/j.dss.2018.06.011 

33. Garcia V, Marques AI, Sanchez JS, Dominguez HJO (2017) Dissimilarity-based linear models 
for corporate bankruptcy prediction. Comput Econ 53(3):1019–1031. https://doi.org/10.1007/ 
s10614-017-9783-4 

34. Jones S (2017) Corporate bankruptcy prediction: a high dimensional analysis. Rev Acc Stud 
22(3):1366–1422. https://doi.org/10.1007/s11142-017-9407-1 

35. Kim S, Mun BM, Bae SJ (2017) Data depth based support vector machine for predicting 
corporate bankruptcy. Appl Intell 48(3):791–804. https://doi.org/10.1007/s10489-017-1011-3 

36. Fallahpour S, Lakvan EN, Zadeh MH (2017) Using an ensemble classifier based on sequential 
floating forward selection for financial distress prediction problem. J Retail Consumer Serv 
34:159–167. https://doi.org/10.1016/j.jretconser.2016.10.002 

37. Zelenkov Y, Fedorova E, Chekrizov D (2017) Two step classification method based on genetic 
algorithm for bankruptcy prediction. Expert Syst Appl 88(C):393–401. https://doi.org/10.1016/ 
j.eswa.2017.07.025 

38. Kim H-J, Jo N-O, Shin K-S (2016) Optimization of cluster-based evolutionary undersampling 
for the artificial neural networks in corporate bankruptcy prediction. Expert Syst Appl 59:226– 
234. https://doi.org/10.1016/j.eswa.2016.04.027 

39. Zhao D, Huang C, Wei Y, Yu F (2016) An effective computational model for bankruptcy 
prediction using kernel extreme learning machine approach. Comput Econ 49(2):325–341. 
https://doi.org/10.1007/s10614-016-9562-7 

40. Liang D, Lu C-C, Tsai C-F, Shih G-A (2016) Financial ratios and corporate governance indica-
tors in bankruptcy prediction: a comprehensive study. Eur J Oper Res 22(2):561–572. https:// 
doi.org/10.1016/j.ejor.2016.01.012 

41. Hosaka T, Takata Y (2016) Corporate bankruptcy forecast using RealAdaBoost. Information 
19(6):2285–2298 

42. Karan A, Kumar P (2016) Predicting bankruptcy using machine learning algorithms. Int J 
Cybern Inf 5:91–105. https://doi.org/10.5121/ijci.2016.5110 

43. Nagaraj K, Sridhar A (2015) A predictive system for detection of bankruptcy using machine 
learning techniques. Int J Data Mining Knowl Manage Process 5(1):29–40. https://doi.org/10. 
5121/ijdkp.2015.5103

https://doi.org/10.1016/j.eswa.2019.07.033
https://doi.org/10.1007/s13748-019-00197-9
https://doi.org/10.1007/s00500-019-04191-0
https://doi.org/10.1007/s00500-019-04191-0
https://doi.org/10.1080/23322039.2019.1597956
https://doi.org/10.1109/ICCONS.2018.8663128
https://doi.org/10.1016/j.ijinfomgt.2018.12.001
https://doi.org/10.1016/j.ijinfomgt.2018.12.001
https://doi.org/10.1111/exsy.12335
https://doi.org/10.3390/sym1004007
https://doi.org/10.3390/sym1004007
https://doi.org/10.1016/j.dss.2018.06.011
https://doi.org/10.1007/s10614-017-9783-4
https://doi.org/10.1007/s10614-017-9783-4
https://doi.org/10.1007/s11142-017-9407-1
https://doi.org/10.1007/s10489-017-1011-3
https://doi.org/10.1016/j.jretconser.2016.10.002
https://doi.org/10.1016/j.eswa.2017.07.025
https://doi.org/10.1016/j.eswa.2017.07.025
https://doi.org/10.1016/j.eswa.2016.04.027
https://doi.org/10.1007/s10614-016-9562-7
https://doi.org/10.1016/j.ejor.2016.01.012
https://doi.org/10.1016/j.ejor.2016.01.012
https://doi.org/10.5121/ijci.2016.5110
https://doi.org/10.5121/ijdkp.2015.5103
https://doi.org/10.5121/ijdkp.2015.5103


Feature Selection in Corporate Bankruptcy Prediction Using ML … 363

44. Dellepiane U, Marcantonio MD, Laghi E, Renzi S (2015) Bankruptcy prediction using support 
vector machines and feature selection during the recent financial crisis. Int J Econ Finance 
7(8). https://doi.org/10.5539/ijef.v7n8p182 

45. Tian S, Yu Y, Guo H (2015) Variable selection and corporate bankruptcy forecast. J Banking 
Finance 52:89–100. https://doi.org/10.1016/j.jbankfin.2014.12.003

https://doi.org/10.5539/ijef.v7n8p182
https://doi.org/10.1016/j.jbankfin.2014.12.003


Activity Recognition from Videos Using 
Semantic Motion Patterns 

M. Sivarathinabala and R. Jothi Chitra 

Abstract In today’s world, human activity recognition plays a major role in video 
surveillance applications. The novelty of this work involves in identifying the activity 
of the person in the recursive manner using high-level semantics. Recursive activity 
is defined as the activity that is performed by the persons continuously or recursively. 
The motion of each and every pixel in the video can give more semantics while iden-
tifying the activity. In this work, recursive motion pattern has been identified based 
on the optical flow algorithm. Initially, the person in the video has been detected and 
the visual words are extracted. The global and local motion fields are extracted from 
the video, and this motion pattern gives more semantic meaning in identifying the 
activity. The semantic gap has been covered using high-level semantic descriptor, and 
the descriptor output is directly fed into the conditional random field (CRF). Intro-
ducing latent variables in the CRF, the descriptor is learned using discriminative 
model, and the interaction is recognized. The semantic similarity from the interac-
tion has been identified, and the recursive activity is recognized. The new recursive 
activities such as greeting, fighting, loitering, and buying have been defined from the 
dataset videos. The importance of the recursive activity is to identify the behavior of 
the person in the particular scenario. The videos are considered from BIT Interaction 
dataset, UT Interaction dataset, and collective activity dataset. This work shows the 
promising results in identifying the recursive activity. 
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1 Introduction 

Human activity recognition has been classified in [1, 2], ‘single layered and hierar-
chical approaches’. Human activity can be recognized using model-based approaches 
such as dynamic Bayesian networks and HMM. Handshaking, hugging, and pushing 
are some of the activities have been recognized. From the previous works, it is known 
that the limitations in identifying the interactions. The activities done by the multiple 
people in the complex environments are very difficult and challenging. In this interac-
tion recognition, the persons in the videos are separately segmented and their features 
are extracted. In most of the research works, the features considered are HOG [3] and 
HOF [4–9]. The classifier used in the previous research works are hidden Markov 
model and conditional random field. Using these approaches, activity modeling with 
multiple agents is very difficult. 

From our daily experience, the behavior can be recognized from collective activity, 
concurrent activity, group activity, crowd activity, and recursive activity. In this work, 
we have proposed recursive activity from the interaction between two persons. Our 
theoretical contributions on modeling four key aspects of activity. (1) We have been 
proposed recursive activity recognition from the video images using fully connected 
latent conditional random field model. In this model, we consider all the interactions 
that are happened among the people in a video clip. (2) We have defined new recursive 
activities such as greeting and fighting from the interactions. (3) We describe the 
person-to-person interactions using the semantic features: location, velocity, and 
time sequence of the motion attributes. The interaction of the people is different 
according to the degree of similarity in the features. (4) We perform the inference 
using belief propagation, and the pair-wise potentials are modeled using Gaussian 
kernels. (5) We evaluate our model on two interaction datasets, and the experimental 
results show that our model outperforms the other graphical models. 

This research article has been organized as follows: Sect. 2 gives the related works 
Sect. 3 gives the overview of the recursive activity recognition model. Under the 
Sect. 3, the action descriptor, interaction recognition, and recursive activity recogni-
tion are discussed. Sections 4 and 5 explain the experimental results and discussion, 
and Sect. 6 concludes the paper. 

2 Related Works 

Interaction is defined from the successive action that takes place between two persons. 
Interactions can be recognized in the previous works [4–6].  Ali et al.  [3] designed 
human activity recognition systems and analyzed the detected movement accord-
ingly. The motion pattern of each user is stored over certain period and trained to 
identify the activity. Zebhi et al. [10] presented a new method to identify the time 
variations of the motion. The descriptor is named as time-sliced averaged gradient
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boundary magnitude (TAGBM). Using these templates, spatial and temporal infor-
mation can be extracted. For classification, transfer learning technique has been 
used. 

Kong et al. [11] proposed an interactive phrases approach to recognize human 
interactions using interactive phrases. The interactive phrases explain the motion 
relationship between the interacting people, and this phrase is considered as latent 
variables. The authors proposed a discriminative learning model to learn the interac-
tive phrases. The interdependencies between the phrases are considered in this model 
to overcome the motion ambiguity and partial occlusions. Li et al. [1] proposed the 
dynamic characteristics of human motion using fuzzy theory. Simple actions are 
recognized using spatial coordinate of joint points, and the complex actions are 
recognized using regularization algorithm. Nguyen et al. [2] proposed a framework 
for HAR application and emerging trends in HAR. 

3 Proposed Methodology 

The recursive activity has been recognized, and the model has been shown in the 
Fig. 1. The input video is processed using pre-processing method. The global motion 
field is calculated for the video fully combining all the video frames. The bag of 
visual words has been identified, and the optical flow vector has been measured for 
each visual word. Each visual word represents a motion attribute that contributes 
toward activity. The global and local motion field vector combines to give a semantic 
meaning. Then the semantic motion pattern has been extracted. Latent condi-
tional random field has been used to learn the motion patterns. Here, the motion 
attributes are represented as latent variables. Using L-CRF, the type of interaction 
has been recognized. Then motion pattern similarity has been calculated from the 
flow vectors, whenever the same motion pattern is repeated the recursive activity has 
been recognized. The recursive activity framework has been shown in Fig. 1.

Our task is to learn the motion pattern M to a single interaction label Y. Motion 
pattern X represented as, X = {x1, x2, . . . ,  xT } in which the observation xt represents 
the movement of a person from time t − 1 to  t, where t = {1, 2, . . . ,  T } · xt is repre-
sented by the local feature ϕ(xt ) ∈ RD . The  Y is the interaction label, and it is given 
by a set of constants. Let (X1, X2) are the observations of two persons and Y inter-
action as, y ∈ {1, 2, . . . ,  Y }. We have noted the motion pattern observation as X, for  
our convenience. Based on the latent CRF, latent variables H = {h1, h2, h3, h4, h5} 
are introduced to model the intermediate motion attributes contained in the activity. 
The set H consists of all the five motion attributes. Let us consider the undirected 
graphical model (UGM), G = (V , E). 

In latent CRF, the vertices are the latent variables and (i, j) corresponds to the 
edges. In edges, the links between hi and h j are defined. The dependencies between 
the random variables are represented by edges. The temporal dynamics have been 
found out with the linear structure. The maximal cliques are the pair of neighboring 
states (ht−1, ht ). Long range dependency has been observed using the connections
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Fig. 1 Recursive activity model

between the latent state and the observations. We model the motion in CRF such 
as, p(y, H |X; θ ) = 1 

Z (X;θ ) exp
(∑T 

t=1 F(y, ht−1, ht , X; θ )
)
marginalizing the latent 

variables, H = {h1, h2, . . . ,  hT } yields the following LCRF form 

P(y|x; θ ) =
∑
H 

P(y, H |x; θ)  = 1 

Z (X; θ ) 
exp

(
T∑
t=1 

F(y, ht−1, ht , X; θ )

)
; (1) 

where Z(X) is the the normalization factor represented as, 

Z (X; θ ) =
∑
y′,H 

exp

(
T∑
t=1 

F
(
y′, ht−1,ht , X; θ))

(2) 

The feature function F is defined as 

F(y, ht−1, ht , X; θ ) =
∑
a∈A 

θa fa
(
yi , y j , h(i)t−1, h(i )t , h( j )t−1, h( j )t , X

)

+
∑
b∈B 

θb fb
(
yi , hi (t), X

)
(3) 

where fa
(
yi , y j , h(i )t−1, h(i )t , h( j )t−1, h( j)t , X

)
is pairwise feature function, A is the 

set of edge features, and fa is predefined state function which depends on the pair 
of latent variables. The pairwise feature functions are calculated for all interacting 
persons, and unary feature function is calculated for individual person. B is the set of 
node features and fb is predefined state function which depends on the single latent 
variable known as unary feature function. From the training data, the parameters 
θ = {θa, θb} are estimated.



Activity Recognition from Videos Using Semantic Motion Patterns 369

3.1 Learning and Inference 

Our training data consists of (X1, X2) observations of the interacting 
persons and the interaction classes (y1, y2, . . . ,  yN ) and motion pattern,M ={(
X1,Y1

)
,
(
X2,Y2

)
, . . . ,

(
X N ,YN

)}
. The conditional log-likelihood of the training 

data is optimized, and the parameters are obtained L(θ ) = ∑N 
i=1 Li θ =∑N 

i=1 log P(yi |Xi ; θ). Likelihood maximization leads to an optimization task that 
can be solved using gradient ascent method [2]. For testing, given a new observed 
motion pattern X, we want to classify the motion pattern into one of the interaction 
categories. 

y∗ = arg maxy∈Y P(y|X, θ  ∗) where the values of θ ∗ are learned from the training 
data. Inference tasks can be solved using belief propagation [2]. 

3.2 Recursive Activity Recognition 

The interaction is recognized using low-level action descriptor and high level 
semantic descriptor. The recursive activity is mainly depends on the interaction that 
happened regularly for a particular time period. The semantic motion pattern has been 
identified for each and every interaction pattern. Whenever the interaction repeated 
for a particular time the motion pattern has been same for that particular time. The 
time t − 2, t − 1, and t periods interactions are analyzed using the motion patterns 
as yi , y j , yk respectively. During the time period t + 1, the pattern yi is repeated, 
then the activity is recognized as recursive activity. For example, fighting is a recur-
sive activity in which the interactions such as kicking, pushing, and boxing are done 
repeatedly for the period of time. Consider a video x has the motion pattern of interac-
tions (yi , y j , yk). We first define the similarity between the three motion patterns. The 

similarity between two motion patterns yi and y j is measured as (
wi+w j ) exp −d(yi ,y j )∑

i, j (wi+w j )
. 

Where wi = Arcleng(yi )∑n 
k=1 Arcleng(y j ) , d

(
yi , y j

)
distance computed by performing dynamic 

time warping of the motion vectors yi and y j , wi represents the weight associated 
to each pattern yi . Here, arc length represents the maximum motion in the pattern, 
and the activities are recognized with the help of calculated weights. 

4 Experimental Setup 

Using latent CRF classification technique, the recursive activity recognition system 
has been proposed, and the system performance has been compared based on different 
parameters and with different classification techniques. The experiments on recur-
sive activity recognition are based on the observations of interactions between two 
persons. The real-time activity recognition system that recognizes the interaction
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and identifies the activity that is happened from the surveillance videos. The system 
extracts the various features such as global and local flow field in order to iden-
tify the activity more semantically. The features are fused together to form a final 
vector used to recognize the interaction. Here in this experiment, interactions along 
with the motion pattern have been considered. The input videos are considered from 
different datasets such as UT interaction dataset [12], BIT interaction dataset [13], 
and collective activity dataset [14]. 

In this work, we have considered six interactions such as handshaking, hi-five, 
and hugging for greeting activities, and push, kick, and box interactions for fighting 
activities. The collective activity dataset [14, 15] consists of 44 short video clips, 
including five activity classes: crossing, waiting, queuing, walking, and talking. 
From this dataset, loitering and buying are the two new recursive activities defined. 
Loitering activity is defined as continuous walking activity for the period of time. 
If the interaction of waiting and queuing continuously happens during the particular 
time interval, then the recursive activity buying is defined. 

5 Results and Discussion 

Preprocessing is the first and foremost step to identify the person. In the pre-
processing stage, the persons are segmented separately, and their features are 
extracted separately. The global and local flow fields are calculated in order to identify 
the motion pattern of the particular interaction. The global flow field is calculated 
collectively from all the frames. The position and location of the motion features 
are collectively shown in the global flow field. In the local flow field, the attributes 
are selected manually using bag of visual words. The motion in the corresponding 
attributes is identified in order to identify the semantics. The motion relationships 
can give more meaning in identifying the interactions. Figure 2 shows the global 
motion pattern for the handshaking and hi-five interactions. 

Fig. 2 Global motion pattern from optical flow algorithm
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Fig. 3 Motion attributes location and velocity 

Motion pattern extraction includes the extraction of flow features using both global 
and local approaches. In the local flow field computation, each visual word location 
and velocity are computed and shown in figure. The latent states are initialized based 
on data-driven approach [3]. Figure 3 shows the motion attributes such as location 
and velocity. 

In this work, recursive motion pattern is the major contribution. It is well known 
from the previous techniques that, motion pattern is derived from the different 
descriptors. The simple motion pattern [3, 6] can recognize the simple actions such 
as walking, jogging, running, and waving. Some interactions for a particular period 
of time can represent a behavior of the person in the particular scenario. Thus, recur-
sive motion pattern is more important in identifying the recursive activity. Figure 5 
shows the semantic motion pattern of greeting activity. The semantic motion pattern 
similarity has been measured for every time period t. Whenever the similar pattern is 
repeated after t + 1 time period, the activity is recognized. The maximum arc length 
of the motion pattern is measured and the weights are calculated. Human behavior 
has been recognized based on his activities or interactions between other persons or 
interactions between other agents such as bag. In this work, behavior of the person 
has been recognized based on the interactions between other persons (Fig. 4).

The fighting activity is defined from the interactions such as boxing, kicking, and 
pushing. Figure 5 shows the semantic motion pattern of fighting activity. 

6 Conclusion 

In this paper, a novel recursive activity recognition system was implemented and 
presented for identifying activities by employing semantics descriptor. Here, the 
recursive motion patterns are learned using latent CRF that are fully connected. 
The proposed model depends on location, velocity, and time. Recursive activity is 
modeled using fully connected latent CRF model is proposed. The pairwise potentials
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Fig. 4 Semantic motion pattern of greeting activity 

Fig. 5 Semantic motion pattern of fighting activity

and efficient approximation method is used for this model. The experimental results 
showed that proposed model can able to deal with the recursive activities in the video. 
The evaluation has been done on the two publicly available datasets showed that 
latent CRF and fully connected model outperforms state-of-the-art models. Future 
direction includes the investigation of other useful contexts for recursive activity 
recognition, extension to online processing for online applications and research on 
efficient learning techniques. 
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Machine and Deep Learning Technique 
for Depression Detection Using EEG Data 

Shikha Tiwari, Kiran Pandey, Vivek Sharma, and Bhupendra Verma 

Abstract Electroencephalogram (EEG) signal-based emotion recognition has 
attracted wide interests in recent years and has been broadly adopted in medical, 
affective computing, and other relevant fields. Depression has become a leading 
mental disorder worldwide. Evidence has shown that subjects with depression exhibit 
different spatial responses in neurophysiologic signals from the healthy controls 
when they are exposed to positive and negative. Depression is a common reason for 
an increase in suicide cases worldwide. EEG plays an important role in e-healthcare 
systems, especially in the mental healthcare area, where constant and unobtrusive 
monitoring is desirable. EEG signals can reflect activities of the human brain and 
represent different emotional states. Mental stress has become a social issue and could 
become a cause of functional disability during routine work. This paper proposed 
an adaptive approach based on machine and deep learning for detecting depression 
using EEG. The algorithm first extracts features from EEG signals and classifies 
emotions using machine and deep learning techniques, in which different parts of a 
trial are used to train the proposed model and assess its impact on emotion recognition 
results. 

Keywords EEG · Emotion · Stress · Deep learning · Machine learning ·
E-healthcare 

1 Introduction 

This WHO estimates that the burden of mental health problems in India is 2443 
disability-adjusted life years (DALYs) per 10,000 population; the age-adjusted 
suicide rate per 100,000 population is 21.1. The economic loss due to mental health 
conditions, between 2012 and 2030, is estimated at USD 1.03 trillion.
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Stress is commonly recognized as a state in which an individual is expected to 
perform too much under sheer pressure and in which he/she can only marginally 
contend with the demands. These demands can be psychological or social. It is 
known that psychosocial stress exists in daily life, which has resulted in poor quality 
of life by affecting people’s emotional behavior, job performance, and mental and 
physical health [1]. Psychosocial stress is a leading cause of several physiological 
disorders. For example, it increases the likelihood of depression, stroke, heart attack, 
and cardiac arrest [4]. 

Electroencephalography (EEG) is an efficient modality which helps to acquire 
brain signals corresponds to various states from the scalp surface area. These signals 
are generally categorized as delta, theta, alpha, beta, and gamma based on signal 
frequencies ranges from 0.1 Hz to more than 100 Hz. It is a test that detects elec-
trical activity in the brain using small, metal disks (electrodes) attached to the scalp. 
Routinely, EEG is used in clinical circumstances to determine changes in brain 
activity that might be useful in diagnosing brain disorders, especially epilepsy or 
another seizure disorder. 

The types of EEG waves [2, 3] are identified according to their frequency range-
delta: below 3.5 Hz (0.1–3.5 Hz), theta: 4–7.5 Hz, alpha: 8–13 Hz, beta: 14–40 Hz, 
and gamma: above 40 Hz. The EEG may show unusual electrical discharge when 
some abnormality occurs in the brain (Fig. 1). 

Fig. 1 EEG signal [1]
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Fig. 2 Mental health data (Indian health report) 

Stress is your body’s reaction to a challenge or demand. In short bursts, stress 
can be positive, such as when it helps you avoid danger or meet a deadline. EEG 
nonlinear dynamics features and frontal asymmetry of theta, alpha, and beta bands 
have been selected as biological indicators for chronic stress, showing relative greater 
right anterior EEG data activity in stressful individuals (Fig. 2). 

Emotions often facilitate interactions among human beings, but the big variation 
of human emotional states make a negative effect on the reliable emotion recognition 
[6]. 

Multimodal emotion recognition is an emerging interdisciplinary field of research 
in the area of affective computing and sentiment analysis. It aims at exploiting 
the information carried by signals of different nature to make emotion recognition 
systems more accurate. This is achieved by employing a powerful multimodal fusion 
method [8]. 

The main motivation of this work is to make a optimize model of prediction of 
the depression using EEG signal. 

This paper is organization into five sections; Section 1 describes the overview or 
introduction of the concept. Section 2 presents the literature review or previous work 
done in this field. Section 3 shows the proposed methodology and the steps involving 
it. Section 4 presents the simulation work and results analysis. Section 5 presents the 
conclusion and future scope of the research.
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2 Literature Review 

Seal et al. [1] suggest that CNN trained on recordwise split data gets overtrained on 
EEG data with a small number of subjects. The performance of DeprNet is remarkable 
compared with the other eight baseline models. 

Sun et al. [2] present combined multi-types features (All: L + NL + PLI + NM) 
outperformed single-type features for classifying depression. Analyzing the optimal 
features set we found that compared to other types features, PLI occupied the largest 
proportion of which functional connections in intra-hemisphere were much more 
than that of in the inter-hemisphere. 

Zheng et al. [3] investigate stable patterns of electroencephalogram (EEG) over 
time for emotion recognition using a machine learning approach. Up to now, various 
findings of activated patterns associated with different emotions have been reported. 

Fang et al. [4] present the operation was validated using ADVANTEST V93000 
PS1600, and the training process and real-time classification processing time took 
0.12495 ms and 0.02634 ms for each EEG image, respectively. 

Bota et al. [5] show the affective computing is a multidisciplinary field of research 
spanning the areas of computer science, psychology, and cognitive science. Poten-
tial applications include automated driver assistance, healthcare, human–computer 
interaction, entertainment, marketing, teaching, and many others. 

Wang et al. [6] the proposed method for emotion recognition is verified on the 
common facial expression datasets, the Extended Cohn-Kanade (CK+) dataset and 
the Japanese female facial expression (JAFFE). The results are satisfactory, which 
shows cloud model is potentially useful in pattern recognition and machines learning. 

Khalil et al. [7] present the emotion recognition from speech signals is an important 
but challenging component of human–computer interaction (HCI). Deep learning 
techniques have been recently proposed as an alternative to traditional techniques in 
SER (Fig. 3).

Nemati et al. [8] presents a hybrid multimodal data fusion method is proposed in 
which the audio and visual modalities are fused using a latent space linear map and 
then, their projected features into the cross-modal space are fused with the textual 
modality using a Dempster-Shafer (DS) theory-based evidential fusion method. 

3 Methodology 

• Firstly, download the EEG dataset from kaggle website, which is a large dataset 
provider and machine learning repository provider company for research (Fig. 4). 

The EEG dataset has 2133 rows and CTA columns. The features of the dataset 
shows like # mean_0_a mean_1_a mean_2_a mean_3_a mean_4_a mean_d_0_a 
mean_d_1_a mean_d_2_a mean_d_3_a etc. 

The sample dataset of selected dataset is taken form fft_0_b’:’fft_749_b.
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Fig. 3 Depression statics

Fig. 4 Flowchart
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• Now apply the preprocessing of the data, here handing the missing data, removal 
null values. 

• Now extract the data features and evaluate in dependent and independent variable. 
• Now apply the classification method based on the machine learning (KNN) and 

deep learning (LSTM) approach. 

KNN: KNN algorithm assumes the similarity between the new case/data and avail-
able cases and put the new case into the category that is most similar to the available 
categories. It classifies a new data point based on the similarity. This means when 
new data appears then it can be easily classified into a well-suited category by using 
KNN algorithm. 

RNN-LSTM: Long short-term memory (LSTM) is an artificial recurrent neural 
network (RNN) architecture used in the field of deep learning. 

It can process not only single data points (such as EEG signal o EEG images), 
but also entire sequences of data. 

The long short-term memory (LSTM) cell can process data sequentially and keep 
its hidden state through time. 

A recurrent neural network (RNN) is a class of artificial neural networks where 
connections between nodes form a directed or undirected graph along a temporal 
sequence. This allows it to exhibit temporal dynamic behavior (Fig. 5). 

Recurrent Layer 

The independently recurrent neural network addresses the gradient vanishing and 
exploding problems in the traditional fully connected RNN. Each neuron in one layer 
only receives its own past state as context information (instead of full connectivity 
to all other neurons in this layer), and thus, neurons are independent of each other’s 
history (Fig. 6).

Mathematically, the recurrent operation can be expressed as: 

g(x, y) = w ∗ f (x, y) 

where

Fig. 5 Basic RNN architecture 
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Fig. 6 a Recurrent operation, b equivalent transposed recurrent operation

g(x, y) = Image after filtering, 
w = Filter kernel, 
f (x, y) = Input image 

Initially, the computer vision experts were designing the filters which were applied 
to the images for the analysis of various features of the image. Nowadays, during the 
training process, the weights, i.e., the values in the filter, are updated automatically, 
this is the innovation of using the recurrent layer in the neural network. During the 
training process, the network learns which features it needs to be extracted from the 
image. 

• Now generate a confusion matrix and show all predicted classes like true positive, 
false positive, true negative, and false negative. 

• Now calculate the performance parameters by using the standard formulas in 
terms of the precision, recall, F_measure, accuracy, and error rate. 

• Precision is a measure of the accuracy, provided that a class label has been 
predicted. It is defined by: 

Precision = True Positive 

True Positive + False Positive 

• Recall is the true positive rate: 

Recall = True Positive 

True Positive + False Negative 

• F1 Score is needed to a balance between Precision and Recall
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F1_Score = 
2 × (Precision × Recall) 

Precision + Recall 

Accuracy = TP + TN 
TP + TN + FP + FN 

Classification Error = 100 − Accuracy 

4 Simulation Results 

The simulation is performed using Python Spyder software (Table 1). 
Figure 7 is showing the dataset of this research. The dataset is taken from the 

kaggle website. 
Figure 8 is showing the training dataset which is used to train the model.
Figure 9 is showing the test dataset which is used to test the proposed model.

Table 1 Specification of the 
system 

Sr. No Parameter Value 

1 Windows 7 

2 RAM 8 GB  

3 CPU Intel 

4 Processor Core i3 

5 Graphics Memory 2 GB  

6 Software Python 

7 IDE Sypder 

8 Version 3.7 

Fig. 7 Dataset 
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Fig. 8 Train dataset

Fig. 9 Test dataset 

Figure 10 is showing the confusion matrix of the proposed model (Tables 2, 3 and 
4).
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Fig. 10 Confusion matrix 

Table 2 Simulation results 
of KNN 

Sr. No Parameters Proposed approach (%) 

1 Accuracy 94.14 

2 Classification error 5.86 

3 Precision 97 

4 Recall 94 

5 F-measure 95 

Table 3 Simulation results 
of LSTM 

Sr. No Parameters Proposed approach (%) 

1 Accuracy 96.48 

2 Classification error 3.52 

3 Precision 99 

4 Recall 94 

5 F-measure 97 

Table 4 Result comparison Sr. No Parameters Accuracy (%) Classification error 
(%) 

1 Work [1] 91 9 

2 Work [3] 91.07 8.93 

3 Work [9] 88.56 11.44 

4 Proposed work 96.48 3.52
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5 Conclusion 

This research proposed the machine learning and deep learning technique to identify 
the prediction from given dataset. The Python Spyder ISE 14.7 software is used 
to simulate the work. Machine learning KNN classifier approach is achieved 94% 
accuracy, while deep learning LSTM classifier approach is achieved 96% accuracy. 
Therefore, the simulation results show that the proposed approach gives significant 
better results than existing work. In future the other set can be taken and apply more 
classification and the regression methods and predict various other parameters. 
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Next-Generation Firewall with Intelligent 
IPS 

Parth Barot, Sharada Valiveti, and Vipul Chudasama 

Abstract These days, Internet is used for almost everything. There are several medi-
ums (channels) available for people to search for information that is relevant either 
in terms of business or entertainment perspective. These mediums can be used by 
a hacker to steal information and perform an attack on any network infrastructure 
using various techniques. Hence, securing the network is essential for cybersecurity. 
Accordingly, various types of attacks like denial of service (DoS) attacks, back-
doors, buffer overflow, guess the password, Smurf DoS, etc., are quite prevalent 
and are commonly used by an attacker. This paper presents the complete process to 
detect and re-mediate/mitigate these attacks using automatic detection techniques. 
The paper includes ways to improve network security using the feature of intrusion 
prevention system in firewall by detecting and analyzing the packet flows. The main 
objective of the paper is to detect the attack, analyze it, and if it is risky then drop the 
attacking packet before it harms the network. Also, the paper presents the error and 
accuracy rate of detecting attacks using the different machine learning algorithms 
which can be used in the IPS. 

Keywords Firewall · Intrusion detection system · Intrusion prevention system ·
Attacks · KDD CUP dataset 

1 Introduction 

Provisioning security aims to build a framework comprising of a set of methods and 
that help defend against various cyberattacks [ 14]. A cyberattack is a harmful act 
that aims to harm data, steal data, and disrupt digital life. Malware, data breaches, 
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denial of service (DoS) attacks, various attack vectors, etc., [ 13] are a few examples 
of cyberattacks. Attackers may initially be aimless sometimes. They continuously 
monitor the system (network). As and when they find any vulnerability, they try to 
exploit it. Cyber-offenders gain huge benefits from this. Therefore, cyber-threat is 
now an industry for money-making. 

Network-based intrusion detection system (NIDS) inspects the packets flowing 
through the network and detects any suspicious activity in the network [ 5]. Every 
packet entering the network is checked to make sure that the packets are not con-
taining any malicious content. The detection techniques used by NIDS are divided 
into two categories: anomaly based [ 7] and signature based [ 9]. When the system 
deviates from its typical behavior, anomaly-based NIDS issues an alert. When the 
analyzed data matches the known attack pattern, a signature-based NIDS generates 
an alarm (signature). Most of the NIDS are signature based. Anomaly-based NIDS 
offer one major advantage over signature-based NIDS - they can detect threats for 
which no signature exists yet, such as zero-day and “targeted assaults” according to 
[ 3]. As a result, signature-based NIDS are unable to detect unknown assaults. 

Enclosing a malicious link in email, phishing Web sites, social engineering, etc., 
is some common methods employed by attackers. Various types of malware like 
adware/spyware, ransomware, trojans, worms, viruses, etc., also impact performance 
of the system followed by the network [ 16]. Firewalls are considered to be the first 
line of defense in a network [ 1]. Hence, it is mandatory to provide an intelligent 
detection and prevention system with the firewalls so as to evade these attacks. 

This paper takes us to a lucid introduction of the state of the art in Sect. 2, 
followed by a systematic study of various metrics introduced to evaluate measures 
of network security. The proposed change management in firewall and methodology 
are discussed in Sect. 3. Discussion about the implementation results is elucidated 
in Sect. 4. Finally, the conclusions are briefed in Sect. 5. 

2 Literature Review 

A study of recent work is summarized in this section. Chou et al. [ 3] presented a 
two-phase IDS technique. They created a correlation-based feature selection system 
to select important features like port number, protocol from a large dataset. The 
second part is to build an intrusion detection system to address the ambiguity caused 
by insufficient and ambiguous information. 

Peddachigari et al. [ 10] proposed a hybrid intrusion detection system that com-
bines decision tree and support vector machine (SVM) in a hierarchical manner, 
Also, an ensemble technique is combined with base classifiers to improve accuracy 
and reduce processing costs. It was observed that a hybrid system delivers a higher 
accuracy and detection rate than a single SVM or decision tree. 

Guo et al. [ 6] introduced a hybrid intrusion detection system that combines a two-
class support vector mechanism with a decision tree, resulting in a higher detection 
rate than a single SVM. Packets are segregated into four parts—TCP, UDP, ICMP,
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and application layer. Each packet consists of a two-class support vector mechanism 
and a decision tree. Through this, the training time is significantly reduced. However, 
the accuracy of detecting novel attacks is extremely low. 

Daneshgadeh et al. [ 4] suggested an information gain-based model with a useful 
feature selection facility. Because KDD is the most extensively used dataset for 
system evaluation, Mahbod Tavallaee et al. suggested a complete analysis of the 
KDD Cup 99 dataset using classification. Redundant records are found in the KDD 
data. The method has a high classification rate and explores the 41 significant features 
in relation to the dataset labels. 

Katkar et al. [ 8] created a hybrid IDS (HIDS) that combines the C5.0 decision tree 
classifier with the one class support vector machine (OC-SVM). The C5.0 decision 
tree classifier was used to create the SIDS (State-based IDS). This framework detects 
both evident intrusions and zero-day assaults with high detection accuracy and low 
false-alarm rates. 

Senthilnayaki et al. [ 12] proposed an enhanced network intrusion detection sys-
tem. K-means clustering and Naive Bayes classification algorithms are used in this 
detection strategy. Clustering with K-means in order to create clusters for normal 
and anomalous traffic, an algorithm is used. 

Chandola et al. [ 2] presented an anomaly detection model that is used to detect 
anomalies in network’s nodes. It contain various forms of data, which must be clas-
sified into critical information that includes intrusions, defects, and system failures. 

In many ways, the work proposed in this study is more effective than all other 
studies in the literature. To begin with, the trials are carried out using a standard 
benchmark dataset, the KDD cup dataset. Secondly, using the important feature like 
protocol, flag of the dataset tries to detect attack with different machine learning 
algorithm to make better classification decision. Finally, it lowers the rate of false 
positives and errors. 

Researchers used various metrics to evaluate the network security measures 
employed by them. The following subsection explores these metrics. 

2.1 Network Security Measures 

There are several network security measures used by organizations, which safeguard 
the enterprise network either by restricting access or by protecting the network bound-
ary. These include the firewalls and the IDS/IPS. 

● Firewalls: 
The function of a firewall is to monitor every transacted packet in the network and 
decide whether it should be sent to the destined receiver or not. Software-based 
firewalls are mostly host based which protects one host or system from the security 
threats whereas the hardware firewalls or the physical firewalls are devices which 
are mostly kept between the network to be protected and its gateway. Details about 
types of firewalls are as mentioned in Table 1.
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Table 1 Types of firewalls 

Firewalls Strength Weakness 

Packet filtering firewalls There are two types of packet 
filtering firewalls, namely, 
stateless and stateful firewalls. 
In stateless firewalls, all the 
packets are examined 
independently. On the other 
hand, stateful firewalls store 
the information about the 
session and are more secure 

Packet filtering firewalls are 
effective but have limited 
capabilities; they are not 
intelligent enough to safeguard 
a network from today’s attacks 
[ 4] 

Next-generation firewalls NGFW solutions were 
typically based on signatures, 
meaning they were trying to  
understand patterns of how 
malicious traffic behaved. In 
this approach, a group of 
researchers would observe a 
new attack, analyze it, and 
once it was understood, they 
would develop a pattern or 
signature of the attack 

This was very similar to how 
IPS systems operated with the 
difference that they were 
optimized to catch DoS and 
DDoS attacks and not 
necessarily exploits, worms, 
bots, or other malware 
traversing the network 

Proxy firewalls Most notably, most 
prominently, the intermediary 
firewalls screen traffic for layer 
7 conventions, for example, 
HTTP and FTP, and use both 
stateful and deep packet 
inspection to detect malicious 
traffic 

The customer must send a 
solicitation to the firewall, 
where it is then assessed 
against a lot of security rules 
and afterward allowed or 
blocked

● Intrusion Detection/Prevention System: 
Intrusion Detection/Prevention Systems are also necessary to detect intrusions in a 
network. IDS inspects each packet by traversing the content it is carrying to detect 
any malicious activity. Table 2 elucidates various types of IDS/IPS systems with 
their strengths and weaknesses. 

Scalability and risk assessment are mandated in implementation of any network 
infrastructure. The proposed approach, being presented in the next section presents 
the implementation scenario of change management in a firewall. This change man-
agement suggests integration of an intelligent IDS/IPS into the firewall for real-time 
removal of malicious traffic in the network.
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Table 2 Types of IDS/IPS 

IDS Advantages Disadvantages 

HIDS HIDS can actively analyze encrypted data 
and conversation HIDs inform us whether 
an attack was successful or not. It is simple 
to set up because it doesn’t require any 
more hardware, and it doesn’t interfere 
with the current architecture 

If the attack causes the OS to fail, HIDS 
will fail. Network scanning and DOS 
attacks are not detectable by HIDS. HIDS 
are known for requiring a lot of work 

NIDS Because NIDS is not affected by the 
operating environment, they will not affect 
the host’s performance 

Encrypted traffic cannot be analyzed. 
Inside the host machine, NIDS has 
extremely less visibility 

3 Change Management in Firewall 

Scalability is an intrinsic need of a business. Hence, there is a need for change in 
firewall configurations on a regular basis. Sometimes the changes are needed on 
an hourly basis which may require continuous change management, monitoring and 
maintenance so as to ensure that the security and network performance remains intact. 
With high frequency of changes, there is always a chance of mis-configuration in 
firewall, which can lead to the vulnerable system or breaking the existing connections 
and hence affecting the business. Manual change management processes consumes 
a lot of time and also impeded business agility [ 6]. 

Risk assessment deals with whether it is appropriate for the application to access a 
particular server or database. An application which is in a less secure domain should 
not be allowed to access a database server which is in a highly secure domain. After the 
risk assessment is complete, the engineer can work to provision the connections and 
implement the request. This process of manual change implementation is very time-
consuming and keeps the network administrators engaged for even small requests. 
The complex requests can take a lot more time and energy. 

Hence, the integration of IDS/IPS with firewall to facilitate scalability and risk 
assessment will benefit the futuristic firewall trends manifold. The next subsection 
proposes the methodology. 

3.1 Proposed Methodology 

There are 3 options for IPS we can put in firewall 

● IPS before Firewall: Load on IPS will be much higher 
● IPS After firewall: Incoming traffic will be dropped and hence more applicable 
● IPS inline firewall: IPS will be the part of the firewall. 
Figure 1 shows the approach of implementation.
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Fig. 1 Proposed methodology 

The experiment is based on the KDD CUP 99 dataset [ 15]. It has 42 properties that 
are divided into three categories: numeric, nominal, and binary. There are two types 
of classes: normal and anomaly. Some attacks in the anomaly class are classified as 
DoS, Smurf, and buffer overflow [ 11]. This dataset contains sufficient records for 
training and testing. The model is trained for various network attacks on the KDD 
Cup 99. The approach will be able to forecast any unknown attacks, which will aid 
in network intrusion detection. The classifier can assist in tracing the decision tree 
based on netropy. The protocol feature in any packet is very useful because it contains 
TCP, UDP, or ICMP using which protocol-based attacks like DDoS can be detected. 
Service field is used to determine the request which the user requests for. If the access 
is risky like remote desktop or file sharing, the related attack can be detected. From 
flag feature, information about whether the connection is established with attacker 
or not is determined. So, these 3 feature are very important and based on which we 
are trying to predict attack types. 

3.2 Determining Normal and Abnormal Traffic 

Normal traffic can be analyzed by the data feature. It is like a normal behavior of 
packets. The protocol and service they want are also not risky, so it can be defined as 
normal traffic. Abnormal traffic can be analyzed by matching it with any abnormal 
predefined signatures which tries to connect with some risky ports. The next section 
focuses on the implementation of proposed approach and analyzes the working of 
the model.
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4 Implementation Results 

The proposed approach aims to train the learning algorithm with live traffic. The 
related Algorithm is shown in Algorithm 1. Firewall and IPS collects the network 
metrics and classifies using the incoming traffic using machine learning algorithm. 
The algorithm classifies the traffic either as an attack or as a normal traffic. If it is 
an attack, firewall will take action. For the implementation purpose, data is split into 
80:20 ratio as training and test data, respectively. Decision tree, random forest, MLP 
classifier and Gaussian Naive Bayes classifiers are used. There are total 42 classes 
from which 3 classes have been used as discussed in the previous section. 

Algorithm 1 Determine if packet is normal or abnormal 
Require: Packets 
Ensure: Determine if packets need to be dropped 
Use Anomaly or Signature Based algorithm 
if Are the analyzed packets abnormal? then 
It is an Abnormal Packet 
if Are the anomalies corresponding to one of the set of attacks? then 
Anomaly is matching with attack parameters 
Drop the Packet 

else 
Anomaly is not matching with attack parameters 

end if 
else 
The analyzed packet is normal 

end if 

When any user tries to access any repository or try to connect with different server, 
it goes via packet in the firewall. Firewall checks the packets against the set of rules 
and determines whether it is normal or abnormal using signature/anomaly-based 
algorithm included with IDS/IPS. If the packet is normal and from firewall, rule set 
is already allowed; it will allow the flow of the connection. If the packet is abnormal, 
then it checks using the signature parameter to identify if the packet is vulnerable or 
not. If the packet is matching with the parameters which we set in IDS/IPS, it drops 
the packet. If the packet parameters do not match with the signature parameters, and 
also from firewall if the rule is already there for allowing the connection, the said 
flow connection goes through. 

Accuracy is measured based on true positives while error is measured based on 
false positive as shown in Table 3. The performance of the decision tree classifier 
algorithm also depends on the value of its “entropy.” Random forest has the highest 
accuracy among all algorithms where we have set the value of n-jobs as 1 and random 
state is set to 3. MLP classifier has an accuracy of 99.3% for which activation function 
is tanh and hidden layer size is set as 13. The last algorithm which has the lower 
accuracy rate among all is the Gaussian Naive Bayes. We can say that random forest 
has the highest accuracy with 99.7% among all the four algorithms as mentioned in 
Table 3.
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Table 3 Comparison of different classifiers 

Classifier 
technique 

Accuracy Error Recall f1 score 

Decision tree 0.999504 0.000495 1.00 1.00 

Random forest 0.999797 0.000202 1.00 1.00 

MLP classifier 0.993006 0.006993 0.99 0.97 

Gaussian Naïve 
Bayes 

0.945983 0.054016 0.95 0.93 

5 Conclusions 

In this paper, the next-generation firewall with IPS feature is discussed. It uses fea-
tures from the KDD Cup dataset, and the IPS is trained with different machine 
learning algorithms. The experimental results uncovered that the proposed model 
has high accuracy, a high detection rate, and a low false-alarm rate. The proposed 
model compares the highest accuracy and error rate based on different machine 
learning algorithms. The proposed model surpasses other models in use. Based on 
experimental results, it can hence be suggested to have the IPS placed just after the 
firewall. 
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Security Challenges During Handoff 
Authentication Operation for Wireless 
Mesh Network 

Vanlalhruaia and Ajoy Kumar Khan 

Abstract In wireless mesh network, a client moves in any direction outside the 
coverage area of its home access point and results in a handoff operation so that 
the next foreign access point can handle the communication as the client enter its 
coverage area. During handoff operation, it is important that the handoff authentica-
tion process should be performed securely between the clients and the access points. 
All the information exchanged during the handoff authentication process must be 
carried out securely without compromising the security so that a seamless communi-
cation is experienced by the client. However, due to the absence of trusted centralized 
authority in WMN, achieving a secure handoff authentication process is a challenging 
task. Enormous protocols have been proposed in the past to overcome the security 
challenges during the handover operation but with certain limitations. In this paper, 
we analyzed some of the existing protocols related to handoff authentication process 
and discuss the limitations present in the existing protocols. 

Keywords Handoff · Authentication · Ticket · Wireless mesh network 

1 Introduction 

The mesh network is a type of network where the devices are connected by multiple 
connecting devices. Typically, there are two types of mesh networks; static or 
dynamic. In a static mesh network, the connecting devices are stationary, whereas 
in dynamic, the devices are mobile. The former type can be wired, wireless or both 
where the latter used portable devices to access the network such as smart phones, 
laptops and tablets [1]. A wireless mesh network (WMN) is scalable and flexible 
network architecture providing a wide coverage area. It is a promising candidate 
for the replacement of traditional wired networks due to its cost effectiveness [2] 
for deployment and maintenance. WMN provides wide range of applications such
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as a last-mile broadband network for home, enterprises, an extension of Wi-Fi and 
WiMAX [3] video and audio conferencing, TV and gaming [4]. They transfer data 
from one device to another by the concept called multi-hop. This is achieved by 
forwarding the data packet received to the neighbor node which is further forwarded 
toward the destination until it arrives at the destination node. Forwarding of the packet 
can be carried out through unicast or multicast routing of data or by flooding [1]. 

The wireless feature provides support for mobility of client within the network. A 
client is attached to a single access point at a time. When it moves to the area of the 
new access point, the handoff process occurs. Handoff within a network may cause a 
change in the packet routing path. Improper handoff handling can cause long delays, 
packet lost and interrupted service, which will degrade the performance of applica-
tions such as Voice over Internet Protocol (VoIP) and Transmission Control Protocol 
(TCP) throughput [2]. Traditional Extensible Authentication Protocol—Transport 
Layer Security (EAP-TLS) was proved to be inefficient for WMN for handoff authen-
tication as it initiates full authentication with nine messages exchanged in multi-hop 
fashion [5]. It is one of the challenging tasks to develop a protocol for efficient 
handoff operation. The absence of centralized trusted authority and open medium 
of data exchange raises security challenges for WMN. It is prone to several kinds 
of security attacks like eavesdropping [1], unauthenticated access, malicious attack 
[4], etc. Illegitimate nodes external to the network may gain access to the network 
resources by breaking through an authentication process. So, strong authentication 
and access control should be placed [6] to protect an external attack. 

WMN gains its popularity due to its robustness, self-healing and self-organization 
capability. It comprises of three types of nodes such as (i) gateway router, which 
forward the data packet to the Internet [7], (ii) mesh router, which forward the packets 
in a multi-hop fashion within the network and act as an access point and (iii) mesh 
client, which are non-static and access the Internet through mesh routers. Mesh 
routers are the backbone of WMN and are free from resource constraint. A mesh 
router covers a certain area and provides services for mess clients in its coverage 
area. Mesh client is limited to resources constraint such as computational power, 
battery and bandwidth [8] (Fig. 1).

During handoff, there is a possibility of temporary interruption and illegal use of 
the network when a mesh client leaves its coverage area and enters to a new coverage 
area under the new mesh access point (MAP). Extensive works were done in the 
past to offer secure and efficient handoff authentication for WMN. Among them, 
ticket-based authentication method has taken a large step. A single authentication 
process during handover via ticket-based allows neighboring MAPs to share a pre-
stored symmetric key. A group key authentication process during handover allows the 
authentication server (AS) to divide the network into multiple groups. A broadcast 
authentication process during handover allows AS to authenticate the clients while 
maintaining every MAP. The illustration for the situation where handoff operation is 
needed as MC is moving away from home mesh router (HMR) and toward foreign 
mesh router (FMR) is shown in Fig. 2, where MC is mesh client, HMR is home mesh 
router and FMR is foreign mesh router.
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Fig. 1 Architecture of 
wireless mesh network

Fig. 2 Handoff scenario 

2 Related Works 

Several protocols have been proposed for authentication in WMN, some of which 
are discussed in this section with their limitations. 

In 2013 [9], ticket-based efficient authentication for fast handoff in WMN was 
proposed. In this paper, after successfully login, HMR sends message containing 
it’s ID, Client ID, MAC key, PMK (between HMR and client) to all its neighbor in
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encrypted form for future handover for the client. Each neighboring MR decrypts 
the message with their own private key. When a client moves into the area of foreign 
mesh router, it sends a message containing transfer ticket 8c = {μ,VKMAC(μ)}, 
where μ = {IR, Ic, IA, Ƭexp, MACAlgo}, nonce Nc and VKMAC(Nc). A foreign mesh 
router (FMR) verifies the correctness of MAC key and validity of the ticket, if the 
verification is success FMR generates a nonce NR and sends VKMAC (NC, NR) to  
a client. When a client receives this message, it computes a MAC value V'KMAC 

(NC, NR). If VKMAC (NC, NR) = V'KMAC (NC, NR), a FMR is authenticated by 
the client. A client sends VKMAC (NR) as an authentication challenge to FMR, if the 
verification is succeeded FMR authenticate the client. If all the above steps are carried 
out successfully both the client and the FMR authenticate each other in handoff. The 
above protocol is secure against several types of attacks like replay attack, forgery 
attack, DoS attack, etc. But the drawback of the protocol is distribution of the transfer 
ticket. The ticket is generated for each authenticated client whether the client needed 
it or not and the client kept the ticket during the communication session and the 
neighboring MAP also keep the ticket for possible handoff. This can cause MAP 
keep several unnecessary ticket which cannot be discarded until timer expired. 

In 2016 [10], ticket-based handoff authentication protocol was proposed. In this 
protocol, it is assumed that mesh routers established symmetric key with each neigh-
bors. After successful login, the HMR generates temporary MAC key (K '

MAC1) 
for each neighbor and pseudo ID(IC1) for client, then it sends transfer ticket(θ C's), 
K '

MAC1 and IC1 encrypted with symmetric key to the corresponding neighbor. Each 
neighboring mesh router decrypts the message to prepare for handoff authentication 
in the future. When the roaming client enter the area of FMR, it calculate KMAC1 and 
IC1 by itself, then it submits IC1, H(θ C||IC1), NC2P and the MAC value VK'MAC1(IC1, 
H(θ C ||IC1), NC2P) to the foreign MAP(θ C and NC2P are transfer ticket and random 
nonce, respectively). A FMR checks the correctness of H(θ C ||IC1) and K '

MAC1, then 
it generates formal MAC key from temporary MAC key and new Nonce. Two more 
messages are being exchanged one for MAC key generation for a client and verifica-
tion for FMR. This protocol suffers from the same problem stated as in the previous 
paper. Beside that the random Nonce is generated from the elliptic curve points that 
need elliptic curve point multiplication that cause extra burden and curve parameter 
to consider. 

In 2016 [11], fast handoff technique for WMN was proposed. In the proposed 
protocol, several number of symmetric keys are maintain for authentication (i.e., 
server-mesh client, server-mesh routers, mesh routers-mesh clients), a group master 
key is also maintain for the communicating mesh routers. The ticket is generated by 
server and distributed to the mesh routers based on the group master key. When the 
mesh client enters the area of FMR, it requests a ticket from the server. The received 
ticket from the server is submitted to FMR, then FMR matches both the tickets which 
are from the client and HMR. If the matching is success client is authenticated. In 
this protocol, the ticket is send from server at the time of handoff request, this request 
message and the ticket may travel multiple hops depending on the distance between 
the client and server which can cause significant delay.
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In 2019 [12], handoff with reduction delay was proposed. In this protocol, a secure 
channel is established via master key between mesh client and authentication server, 
a group master key is generated for mesh routers which are one hop away from each 
other. An authentication server generates transfer ticket for the client and keep it 
ready to forward the ticket upon request. When a mesh client enters FMR, it sends a 
handoff request to HMR, the HMR forwarded the request. Then, authentication server 
sends the handoff ticket and subsequently sends to FMR. A client also requests for 
ticket to authentication server. A roaming mesh client submits the ticket to FMR for 
authentication, if the ticket from the client and from the HMR are matched, the client 
is authenticated otherwise rejected. This protocol suffers from handoff delay due to 
multi-hop transfer of ticket and key management overhead. 

In 2020 [13], ID-based handoff with Diffie-Hellman was proposed. In the proposed 
protocol, a ticket is transferred in encrypted form, this causes a computational over-
head at HMR and FMR as the ticket is to be encrypted and decrypted at the sender 
side and receiver side, respectively. 

In 2020 [14], authentication with privacy preservation was proposed. In the 
proposed protocol, HMR sends message authentication code (MAC) key to FMR 
in encrypted form for verification of the ticket. This causes computational overhead 
and each time the client moves out of the currently serving mesh router, a new MAC 
key has to be generated. 

In 2019 [15], probabilistic-based authentication was proposed. In the proposed 
protocol, an AS responsible for generating and distributing tickets to other entities, 
various types of trust is maintained between the network entities such as 

AS-HMR: Trust based on group master key 
MR-MR: Trust based on group master key 
MR-MC: Trust based on ticket 
AS-MC: Trust based on pair wise master key 

In the local verification step, mesh client and mesh router authenticate each other 
by exchanging messages containing their IDs and Sigserver. After successful authen-
tication of client, AS will generate a handoff ticket for every client and distribute it 
randomly to each mesh router. Only one ticket is given to each mesh router. If there 
are 1000 mesh clients and 100 mesh routers in the network, only 10% is distributed. 
A handoff process is triggered by signal strength. 

Signal strength = Distance/SNR 

After finding good signal strength by mesh client, it requests HMR for handoff 
ticket to the HMR, then HMR forwards the request to the AS. The AS sends the 
ticket to the HMR and the targeted FMR. The HMR sends the ticket to the mesh 
client, then the mesh client submits the ticket to the FMR. If the ticket received from 
mesh client and AS are matching, then FMR authenticates the mesh client and store 
the ticket for future authentication of the same client. However, the success rate of 
one-hop authentication is too low as there are only 10% tickets distributed. In 90%, 
the ticket is requested from the AS, which will cause significant delay.
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3 Security Requirements 

The true capacity of WMN cannot be accomplished without considering the involved 
security issues. The security requirements are similar to other types of networks 
which are listed below: 

(1) Confidentiality: When the information is exchanged between the sender and 
receiver, then the information should be revealed only to the intended receiver. 

(2) Integrity: All the contents of the information exchanged between the sender 
and receiver should be preserved from modification. 

(3) Authentication: Both sender and receiver should authenticate each other before 
initiating the information exchange. 

(4) Access Control: Only the authorized entities are permitted to access the 
network. 

(5) Non-repudiation: Neither sender nor receiver can deny later that they have not 
initiated the information exchange. 

(6) Availability: Only the authorized actions are allowed to initiate between the 
sender and receiver. 

4 Attacks on Wireless Mesh Network 

Several kind of attacks can be launch in WMN, it can be from external to the network 
where an attacker does not belong to the network or from the compromised node 
within the network. Different types of attack are listed below: 

A. Impersonation: Over the insecure network, the intruder tries to own the identity 
of the legitimate node and acts on behalf of it. 

B. Flooding attack: The intruder forces the legitimate node to drain all its resources 
unnecessarily by sending enormous data toward the target node. 

C. Blackhole attack: Malicious node over the insecure network convinces its neigh-
boring node to forward the packets through malicious node as a shortest path 
and drops all the packets. 

D. Wormhole attack: It involves two malicious nodes which form a fake shortest 
tunnel to convince the legitimate nodes that the packets can be forwarded through 
the shortest path via the tunnel and results in packet drop and delay. 

E. Sleep deprivation: An attacker request services from a victim over and over 
again, so it cannot go into an idle that will drain battery. 

F. DoS and flooding: DoS attacks are launch by flooding a victim node so that it 
cannot perform an useful work as the victim node had to drop legitimate data 
packet. 

G. Greedy attack: This attack forces the legitimate node to utilize all its shares 
unnecessarily for a repeated transmission while violating the rules of standard 
routing protocol. As a result, the node wastes all its power and bandwidth.
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H. Sybil attack: In this attack, the intruder owns the identity of multiple legitimate 
nodes and can perform action in more than one place at the same time. 

I. Eavesdropping: An attacker listen data in transit to discover information about 
the location of the nodes and their relation and about the network topology. 

5 Analysis of Existing Protocol 

Some of the proposed protocols have been analyzed with certain parameters which 
is shown in Table 1. 

Table 1 Comparison of related works 

Protocol Authentication 
process 

Privacy Transfer ticket 
generation 

Authentication 
delay 

Parameter used 

EAFH [9] One hop YES HMR Low Computational 
and 
communication 
cost 

FHT [11] Multi hop YES AS High Computational 
cost and handoff 
latency 

NEHA [10] One hop YES MR Low Computational 
and 
communication 
cost 

SHRAD [12] Multi hop YES AS High Authentication 
delay, false 
authentication 
and correct 
authentication 

HATD [13] One hop YES MR Low Handoff delay 
and 
computational 
cost 

APPP [14] One hop YES MR Low Computational 
cost, 
authentication 
delay, number 
of message 
exchange 

PHV [15] Multi hop YES AS High Authentication 
delay, false 
authentication 
and correct 
authentication
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6 Challenges 

Mesh client is usually small device which is having limited computational power 
and limited power supply as it is battery operated. Besides this the mobility and the 
limited bandwidth of the device imposed the following challenges to be addressed 
without compromising security issues for handoff in WMN. 

(a) Computational Cost: The amount of cryptographic computation that involves 
in handoff should be minimal, it is desirable to employ hash or MAC algo-
rithm rather than symmetric or asymmetric cryptography due to the lower 
computational overhead especially in client side. 

(b) Message Exchange: The number of message exchange for handoff should be 
minimal, increase in message exchange impose handoff delay, not only this the 
hop count also need to be considered if a hop count is comparatively high the 
moving mesh client may move out of the coverage area of home mesh router that 
will cause repetition of login authentication causing interruption in an ongoing 
communication session. 

(c) Key Management: Cryptographic operation usually required a key(s), some 
may be public other may be private or secretly shared. It may be pair wise or 
group key, these keys must be generated and distributed in an efficient manner 
to consume minimal bandwidth and storage space. 

(d) Storage: Keeping redundant data at the mesh entities consumes device 
resources, so it should be avoided, unnecessary data should not be kept at the 
mesh entities for long period of time. 

7 Conclusion 

In this manuscript, we have highlights all the issues and problems associated with 
the handover operation. In wireless mesh networks due to the absence of centralized 
authority, it had been found that achieving security in this network is a challenging 
task. Therefore, we have addressed all the issues that had been remained in the 
existing protocols. In the future, we aim to propose new methods which can resolve 
the issues during handover operation. 
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Abstract Every day, a large amount of data is transmitted through the Internet. It 
is essential that a message be sent to the recipient directly from the sender through 
the network without the interference of a third party. Hash algorithms can be used 
to verify the sender and receiver’s identities. Hash algorithms are used to ensure the 
sender and receiver’s validity and secrecy. The photon algorithm is used to construct 
a lightweight hash algorithm. When compared to other hash algorithms, the method 
has an extremely tiny footprint. The report includes the details of the implemen-
tation of proposed hash algorithms on the ARTY A7 FPGA board using Vivado 
2018.1. The proposed photon algorithm is described in detail, as well as the results 
produced. When compared to other photon variations, the 80/20/16 variant has the 
lowest footprint, making it ideal for resource-constrained devices. Our proposed 
design of photon hash algorithm uses the design of photon 80/20/16 and includes 
an custom design of standard 8-bit AES S-box. The simulation of our algorithm 
provides the implementation for very small area-constrained devices with high rate 
of hash security. 
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1 Introduction 

The Internet of Things (IoT) provides a framework for the safe and friction-less flow 
of data and instructions across constrained devices. Many IoT security techniques 
are unsuitable for constrained devices. Because constrained devices do not have a 
consistent source of power, they are unable to perform big and complex algorithms. 
Many researchers are working on security measures for constrained devices based on 
lightweight cryptography right now. It is challenging for security developers where 
private information could be leaked and modified with these resource-constraint 
devices. It is very essential to include security measures in communication aspects 
of IoT devices. The two essential elements of lightweight cryptography are ran-
dom number generation and hash design. The cryptographic methods and high-level 
authentication security to avoid third-person access require high-processing hash 
functions do not suit such small devices. As a result, there were several lightweight 
authentication designs were introduced [ 1– 4] and implemented on hardware and soft-
ware, where some of the designs were compact and efficient on hardware and some on 
software [ 5– 10]. Photon hash function by Guo et al. [ 4] is one of the lightweight cryp-
tographic algorithms. Hash functions are mathematical operations that take arbitrary 
length of input and provide fixed length output as hash value [ 11]. The photon hash 
function is compact in hardware and efficient in its software implementation. The 
photon hash function is sponge-based lightweight cryptographic hash. The working 
design of photon is combination of sponge construction in absorption phase and AES 
like permutation in permutation phase which can be design with tiny area utilization 
for hardware [ 12]. 

In this paper, a new approach to increase the confusion and diffusion of photon 
is proposed. The new design addresses the uniquely modified S-box. The proposed 
design uses the standard 8-bit AES S-box in addition to the existing design. The 
methodology of this implementation increases the chance of occurrence of collision 
and re-image of the algorithm. This technique successfully improves the overall 
security of the photon hash function in terms of an increase in confusion and diffusion 
giving more resistance to collision and re-imaging. 

2 Related Work 

Our work focuses on the FPGA implementation of the photon hash function, a 
lightweight cryptographic method. Survey of lightweight cryptographic functions 
[ 14] and study on quark and photon [13] are two related research projects. Three forms 
of architectural structures, namely sponge construction, Merkle–Damgard construc-
tion, and Davies–Meyer construction, are briefly discussed in [ 14]. In our work, we 
focus on sponge construction. The data is absorbed in the sponge architecture; the 
mathematical functions are run, and the hash value is returned as an output when 
the sponge is squeezed. Photon, spongent, Keccak, MAC and HMAC, among others,
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Table 1 Abbreviations 

Notation Description 

n The bit size of the hash output 

t The bit size of the internal state 

c The bit size of the capacity part of internal state 

r The bit size of the bitrate part of input and internal state 

d The number of cell columns and rows in the internal permutation 

r ' The bit size of the bitrate part of output 

s The bit size of one cell in the internal permutation 

Table 2 Variants of Photon 

r r ' c s d t 

Photon-80/20/16 20 16 80 4 5 100 

Photon-128/16/16 16 16 128 4 6 144 

Photon-160/36/36 36 36 160 4 7 196 

Photon-224/32/32 32 32 224 4 8 256 

Photon-256/32/32 32 32 256 8 6 288 

are some of the lightweight hash functions described in the paper [ 13], compares the 
quark and photon lightweight hashing algorithms and claims that neither of them 
has been broken yet. Software optimization is lacking in quark, but the hardware 
implementation is more efficient and is chosen for IoT application. When compared 
to other hash algorithms, photon and quark have the most efficient performance. 
Photon is known to be most secure and smallest among lightweight hash algorithm. 

3 Photon Hash Function 

3.1 Photon Hash Function 

The photon hash function was designed with the main objective of being lightweight 
and compact in size. The domain extension algorithm is based on sponge construction 
and has five variants with hash sizes of 80, 128, 160, 224, and 256 bits, as shown in 
Table 1. 

In our work, we use photon 80/20/16 variant. The algorithm is broken down into 
three stages: initialization, absorption, and squeezing. The sponge construction is as 
shown in Fig. 1. The arbitrary input is padded until the message length is in multiple 
of ‘r’ bits and then separated into blocks of r bits during the initialization phase 
(Table 2) 

pad(m) = m||1||0k (1)
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Fig. 1 Sponge construction 

Fig. 2 Internal permutation of sponge construction 

The padded message is absorbed in the absorption phase by XORing the first ‘r’ 
bits of the initialization vector (IV) of total size ‘t’ bits with the r-bits of the message 
and keeping the remaining bits of IV to complete the absorption. 

IV = 0(t−24)||n/4||r ||r ' (2) 

The internal state is passed to permutation block. The permutation is based on 
rounds. The permutation of photon is very much like AES and comprises of four 
modules: AddConstants, SubCells, ShiftRows, MixColumns as shown in Fig. 2 Add-
Constant: The internal state of the absorption or previous round’s MixColumns is 
XOR-ed with the round constant (RC) generated by the linear feedback shift register 
(LFSR) and a pre-defined internal constant (IC). The RC is set to a fixed constant and 
updated using LFSR every round. This procedure will only affect the first column of 
internal state, leaving the remaining columns unaffected. Equation gives the updated 
state, where h[i, j] is the current state, i is the row number, j is the column number, 
and N is the the round number. The equation for AddConstant can be given as, 

h'[i, 0] =  h[i, 0] ⊕  RCN(i ) ⊕ IC(i ) for j = 0 
h'[i, j] =  h[i, j] for 0 < j < d; (3) 

SubCells: Photon’s second function is to do cell substitution. Because s = 4 bits 
in photon 80/20/16, the present S-box is utilized. Each state cell is replaced with a 
corresponding nonlinear S-box cell. In a later part, we will discuss how our work 
contributed to the introduction of a new S-box design. SubCell’s overall function is 
described as
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h'[i, j] =  Sbox(h[i, j]) (4) 

ShiftRows: This function is nearly equivalent to AES’s shift rows function. All 
the rows of the state are rotated to left by i cells, where i is row index and starts from 
0. The first row is not updated in this case, but the remaining rows are. ShiftRows 
has the following equational notation: 

h'[i, j] =  h[i, (i + j)mod d] (5) 

MixColumns: It is a maximum distance separable (MDS) matrix-based finite field 
multiplication. Internal state columns are multiplied individually with a pre-defined 
matrix based on the dimension size d. The architecture of MC for PHOTON is similar 
to that of AES, but it focuses on consuming the least amount of space possible. For 
photon 80/20/16, Galois field with the irreducible polynomial x4 + x + 1 for GF(24) 
[ 12] is used for matrix multiplication for the MC operation. 

The absorption phase ends with the completion of the permutation block. The 
squeeze phase would come next. The internal state is compressed to yield r ' bits 
output before being transmitted via the permutation block. Iteratively, this operation 
is repeated until the total overall output is n bits. These n bits value is known as hash 
value. The squeeze phase can be equated as 

z[i, j] =  h[i, j − 1] (6) 

The overall architecture design for photon 80/20/16 is shown in Fig. 3. 

3.2 Proposed S-Box Design for Photon 

S-boxes in cryptography offer confusion by entirely substituting the block of data 
with the nonlinear value of the S-box, whereas diffusion in cryptography is achieved 
by shuffling the bits of data inside the block. 

The original S-box architecture for photon 80/20/16 is based on a 4-bit present 
S-box substitution technique, in which a 20-bit ‘r’-size block is passed through a 
4-bit S-box, which takes 4-bit input and outputs 4-bit, five times for a total of 20 bits. 
This process is carried out in parallel. The new S-box design transformation works 
with two different types of S-boxes. The first type is an 8-bit AES S-box that was 
added to the design, while the second type is the original 4-bit S-box. This proposed 
photon design increases the amount of confusion and diffusion.
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Fig. 3 Data path of Photon 80/20/16 

While the other processes in the proposed photon architecture stay the same, the 
functioning of the S-box is as follows: 

1. First, the 8-bit AES S-box receives the modified internal state from AddConstant. 
2. The 20-bit block is split into three parts: two 8-bit blocks (19:12 and 11:4), and 

one 4-bit block (3:0). The 8-bit S-box is used to control the two 8-bit blocks, 
while the 4-bit block is left unoperated. 

3. The output of 8-bit S-box plays a major role in improving confusion and diffusion 
of the design. 

4. The first 8 bits (19:12) of the output of an 8-bit S-box are the substituted values 
of the first sub-block, the following 4 bits (11:8) are the unoperated 4-bit sub-
block, and the final 8 bits (7:0) are the second substituted value of the second 8-bit 
sub-block. Substitution and permutation are both used in this way to generate 
confusion and diffusion. The simple illustration of 8-bit S-box is shown in Fig. 4. 

5. The output of this block of 8-bit S-box is fed into the current 4-bit S-box, which 
continues to operate in regular manner. The block illustration of existing 4-bit 
S-box is shown in Fig. 5. 

The proposed photon architecture is used to produce more confusion and diffusion, 
which also in turn helps to reduced the occurrence of collisions and pre-image of the 
algorithm. 

The overall architecture design for photon 80/20/16 is shown in Fig. 6.
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Fig. 4 Design proposed using 8-bit S-box 

Fig. 5 4-bit S-box of Photon 80/20/16 

4 Implementation 

The photon 80/20/16 hash function and proposed photon hash function were imple-
mented on FPGA devices. The device was configured using Xilinx Vivado and sim-
ulated in Xilinx Vivado, focusing the target board as DIGILENT ARTY A7-35T. 
The photon 80/20/16 follows serialized architecture focusing on low-area optimiza-
tion and low-processing devices. The proposed photon hash function also follows 
serialized architecture but takes more resources as there is an addition of 8-bit AES 
S-box. The output for the algorithm is received after 137 clock cycles. The algorithm 
is programmed in such a way that it follows finite state machine. The LFSR is used to 
update round constant round wise, control counter in FSM. At State 0, the algorithm 
is in idle state, State 1, State 2, and State 3 performs operations, and at State 3, we 
get the output hash value. The representation of FSM is shown in Fig. 7.
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Fig. 6 Architecture of proposed photon hash function 

Fig. 7 FSM for photon hash function
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Table 3 Test vector 

Design IV m P(m) 

Photon 80/20/16 0 0 0 0 0 0 0 0 0 0  3 3 D 5 F

0 0 0 0 0 6 2 9 B 9  

0 0 0 0 0 5 C 4 8 1  

0 0 0 0 0 6 5 C E 7  

0 0 0 0 0 B 7 7 0 C  

Table 4 Resource utilization of Photon 80/20/16 and proposed Photon design 

Design Hardware LUT Slices Flip flop Max 
OpFreq 
(MHz) 

Frequency 
(MHz) 

Clock 
cycles 

Photon 
80/20/16 

Arty A7 
35T 

156 39 132 305 72.99 137 

Proposed 
Photon 
design 

Arty A7 
35T 

233 71 132 291 72.99 137 

5 Results and Discussion 

In this section, the simulation results will be discussed. The implementation of pho-
ton 80/20/16 and proposed photon architecture are implemented on Xilinx FPGA 
board (ARTY A7-35T) is used to test the functionality and compare the results. 
The architecture contributes in providing low-area utilization, and additional 8-bit 
S-box contributes in securing the algorithm by increasing confusion and diffusion of 
the system which also helps to reduced collisions and re-imaging of the algorithm. 
Figure below represents the algorithmic flow of photon hash function. The results of 
photon 80/20/16 and proposed photon architecture are simulated using Xilinx Vivado 
2018.1. The simulated output for photon is validated using test vector [ 15] shown  in  
Table 3. 

Table 4 depicts the resource utilization for the photon 80/20/16 and proposed 
design of photon hash function, mentioning the number of LUTs and slices. 

The proposed design’s performance in terms of resource utilization for photon 
80/20/16 and proposed photon design is compared with ‘FPGA-Based Lightweight 
Hardware.’ 

Architecture of the PHOTON Hash Function for IoT Edge Devices’ [ 12] work as  
shown in Table 5. 

The output of photon 80/20/16 and proposed photon architecture is simulated for 
input ‘00000,’ and the results of the following results are shown in Figs. 8 and 9.
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Table 5 Performance comparison of FPGA implementations of lightweight cryptographic 

Design Hardware LUT Slices Flip flop Max OpFreq 
(MHz) 

Clock cycles 

Photon 
80/20/16 

Arty A7 35T 156 39 132 365 137 

Proposed 
Photon design 

Arty A7 35T 233 71 132 291 137 

Related work Arty A7 100T 363 145 188 373.43 60 

Related work Spartan-3 S50 510 265 200 262.07 60 

Fig. 8 Simulation result for Photon 80/20/16 

Fig. 9 Simulation result for proposed photon design 

6 Conclusion and Future Scope 

6.1 Conclusion 

On the Arty A7 35T target platform, the proposed design is simulated, synthesized, 
and implemented. On the Arty A7 35T, the chosen design for the lightweight hash 
function photon for the version 80/20/16 and the proposed design for the lightweight
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hashing algorithm photon for the revised design are implemented. Both the photon 
and proposed photon designs were built within board limitations. Before the design 
was integrated with 8-bit AES S-box, the output from photon 80/20/16 was evaluated 
using test vectors to ensure that it had a lower footprint, efficient throughput, and 
resource efficiency. When compared to Mohammed Al-Shatari’s work [ 2], the area 
in terms of slices and flip flips is much smaller. The suggested architecture includes 
an extra standard 8-bit AES S-box, which handles data substitution and block per-
mutation. With this change, the algorithm’s confusion and diffusion increases, while 
the possibility of collision and pre-image occurrence decreases dramatically, making 
it less vulnerable to cyber attacks. Hence, with less resource utilization and higher 
range of collision and pre-image of output, the proposed algorithm can be used for 
securing the resource-constraint IoT edge devices. 

6.2 Future Scope 

The proposed photon architecture features a bit rate of 20 for input and 16 for output. 
The internal state is 100 bits, and the output hash size is 80 bits. There is an extra 
8-bit conventional AES S-box with this, which adds to the algorithm’s confusion and 
diffusion. The method has become more robust to collisions and pre-images since 
the introduction of the 8-bit S-box. Photon hash is one of the most secure lightweight 
hash functions known to date. The proposed design may be utilized in a wide range 
of applications that require greater security, such as low-power high-speed RF ID 
tags in military applications, signal authentication, and high-speed communication 
via the controller area network (CAN Bus) in industrial and automotive applications. 
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Abstract The learner-oriented teaching methodology through which the familiarity 
of cracking an undetermined problem which is restricted for stimulated content 
is performed. Learners gain knowledge of a subject in a deep manner. The PBL 
method does not concentrate for explaining the problems by means of a given answer, 
other than it allows additional desirable abilities and attributes to be shaped. This 
engages the achievement of details, improved synchronization and link the assembly 
and communication. Pedagogic systems have been exaggerated universally by the 
COVID-19 pandemic, and this pandemic is responsible to the complete shutting 
down of schools, universities and colleges. Online learning comprises courses deliv-
ered 100% interactive by postsecondary institutions, except massively open online 
courses (MOOCs). Compared to conventional courses that work as a brick-and-
mortar devoting for school house, online learning or virtual classes offered over 
the Internet. The approach helps learners to improve the abilities and turns it to 
opportunity by doing practice. It improves condemnatory assessment, retrieval of 
anthologized and facilitates continuous knowledge surrounded by a team. This study 
also explores the downside of PBL by using the online platform with its benefits. 
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1 Introduction (OGMM) 

Wireless communication now provides advanced features of artificial intelligence, 
and sensing has created enormous patterns for the creation of Google-meet moni-
toring [1–4]. Multiple biosensors have been used to continuously track and record 
personal meeting records, video records and data, interact with remote Google work-
place service centers’ via wireless networks and also help meet metrics, locate and 
debug meetings, display network statistics (jitter, packet loss and congestion). The 
online Google-meeting monitoring (OGMM) provides various applications for eval-
uation of record of individuals and in group [5, 6]. There is a lot of privacy data and 
data obtained by OGMM applications in the personal meeting assistant. 

2 Literature Study 

The common apps for social networks, even credit card transaction records and 
ubiquitous Internet of Things (IoT) applications, used in real life problems [7–11]. 
To distinguish users by means of specific course, they depict sufficient surrounding 
information for cyberpunk. They are also threatened with Zoom and Doodle Sensitive 
personal data in this intractable situation (e.g., home address and final information). 
The OGMM service providers never collect and assemble the identity information 
of the customer. 

The likelihood to differentiate the trajectory is known as the accuracy of proba-
bility that use for re-identification. This research work analyzes the course differen-
tiation jeopardy that is proportional toward the individuality of OGMM, especially; 
the focus is the percentage of particular course. An anonymous customer through a 
specific course for specified data-records is also able to differentiate by connection 
attacks, as shown in Ref. [12]. As verified by a 15-month mobile device trajec-
tory review in Refs. [12], 95% of users can uniquely identify only four positions 
of spatiotemporal in a trajectory. Although academia and industry have frequently 
cited the above mentioned conclusion, and it is vague whether that summary is 
indeed appropriate for additional relevance circumstances, for example the GOMM 
scenario. The uniqueness of trajectories would also influence the quantity of solitary 
and the spatiotemporal concentration of solitary in cellular phone interaction circum-
stances, overlooks the difficulty and variability of cell phone learning surroundings 
[13–17]. For example, no research has shown that the assumption is also valid in cities 
where small cells are densely deployed [18, 19]. Inside this article, we recommend 
the Google Trajectory Mock-up (GTM), an isolated jeopardy assessment replica of 
online user trajectory. It is applied for analytical extraction trajectory distinctiveness, 
commencing cumulative statistics widely published via OGMM service contributor. 
And normally envelop the number of models of trajectory risk assessment. In partic-
ular, the GTM can be used to define trajectory privacy threats for OGMM situations, 
users plus isolated advocates. In particular, the GTM can be used to define trajectory
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privacy threats for OGMM situations, users and privacy advocates. Following is the 
overview of remaining article. 

Inside Sect. 3, estimated, related and connected effort is included. The implemen-
tation of GTM covered in Sect. 4. And the statistical trajectory uniqueness charac-
teristics of hitting the leaning area are formulated in Sect. 5, (e.g., assumptions and 
variances) experimental results are given. The paper eventually finishes with Sect. 6. 

3 Edges of OOMG Formulation 

Google Meet formulates it impossible for technically clout conference IDs via using 
cipher extended ten fonts, by means of using twenty five fonts within the box (this 
is when a malicious person tries to guess a conference ID and create an illegal 
effort in the direction of connecting it). The individuality of fact records is typi-
cally distinct as the amount of exclusive trials that will calculate the probability 
of distinguishable ones [12, 20]. In a re-identified or anonymous dataset, isolated 
specific information can also be distinguishable through connection assault, where 
title, contact details and additional understandable information are excluded. For 
instance, the unidentified therapeutically information of Massachusetts was distin-
guishable in Sweeney’s study [21] by linking them to the list of voter registrations. In 
addition, Google Meet clients are able to register their description with our Sophisti-
cated Defense Curriculum (SDC), which is exclusively intended and designed for the 
elevated likelihood descriptions and provides our best phishing and account hijacking 
safeguards. 

There have also been more and more models and technologies proposed to address 
privacy issues [22, 23]. In Ref. [20], Tu et al. created a molest arrangement that can 
restore client path through an exactness and the rate of 73%–91%. Without any prior 
information, as of two collective portable records containing merely the amount of 
singles enclosed by everyone. For another example, in Ref. [10], Montjoye et al. 
emphasized to facilitate four comprehensive locations that is able to exclusively 
classify 90% of bank card owner transaction history. Course Replica for User GTM. 

Collective record may be created by combining unique course data supported by 
time periods to distribute merely special, fascinating arithmetical records (e.g., the 
quantity of individuals protected through every minute unit) [20]. A re-establishing 
jeopardy is defined by the course individuality, which is directly linked through the 
collective record. Consequently, we can determine the re-establishing jeopardy by 
means of combined records. 

The GTM, a solitude jeopardy assessment replica, is designed to forecast the 
individuality of course datasets in which three parameters can define aggregated data 
(i.e., quantity of singles, amount of time period and spatiotemporal concentration of 
respective). The effect of this already mentioned factors on course individuality is 
subsequently analyzed. Spontaneously, new people could share a unique trajectory 
since the volume of the unique record set amplified. The GTM, a model of solitude 
jeopardy assessment, is designed in the direction of forecasting the individuality of



422 V. K. Mishra et al.

Table 1 Key notations GTM R Prediction set 

E Set of all trajectory set database D 

∀ Belonging all to cell value 

∈ Belong to value set 

gi Spatial temporal tuple value individual 

si Set value 

D Possible trajectories for set 

jDj Possible trajectory of number sets 

jTj Amount of the entire probable trajectories 

T Set of all possible trajectories 

course dataset in which combined record can be illustrated by different factors. Table 
1 represents the key notation of this working model. 

3.1 Working Procedure 

We denote as D the set of all promising course records described through the grouping 
of GTM parameters. It is impractical to list all of them since the large quantity of 
records in D. However, constrained by the same combination of parameters, the 
majority of the records in D comprise extremely analogous individuality. Conse-
quently, in order to measure the uniqueness of the initial trajectories, the GTM 
utilizes the arithmetical uniqueness of course inimitability in D (i.e., assumption 
along with variation). Figure 1 demonstrates the overall working of this model. As 
time increases, the rising amount of period concentration of spatiotemporal entity 
also increases. Grouping of the three factors shall be designated because of the amal-
gamation of the factors of GTM. The grouping of GTM parameters, obviously, is 
capable of, to be derived as of the primary record set and represents distant additional 
single course record set. Owing to the large amount of records in D, it is impractical 
to catalog every one of them. Though, most of the records in D contain extremely 
analogous individuality, limited by the same combination of parameters. The GTM 
therefore utilizes the statistical features of trajectory uniqueness in D in order to 
calculate the uniqueness of the initial trajectories (i.e., assumption and variation).

Definition 1 (Course): The course T of an individual is an structured set of compre-
hensive tuples: S 1/4 〈〈g1 1; s1〉; 〈g2; s2〉;…; 〈sjgj; sjgj〉〉, where sj1 < j << jTj denotes 
the small cell accessed, Gt < Gj is the universe in time slot tj of all accessible minia-
ture units (i.e., tiny units allocating geo-assigned specifications) and |T| represents 
the course span (i.e., the amount of time periods in T).
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Fig. 1 Workflow diagram of proposed model

4 Trajectory Dataset and Privacy Evaluation 

The dataset taken for 540 students with a total of 100,000 records, our dataset 
contains one week of mobility results. All records contain one user identifier and 
one spatiotemporal point. True identities have been replaced by digital identities. 
The location of a person was reported every fifteen minutes. The spatial accuracy of 
the data is equal to that of a fixed number of distinct locations instead of the exact 
locations of the users. 

4.1 Implementation Process 

In the entire dataset, there are about 1700 different student positions. Distances 
between two positions can be determined by their Euclidean distance (2-norm) that 
||pi − pj||. The smallest distance to any two points (min||pi − pj||) is approximately 
0.11 km, while the largest distance to the mobile location (max||pi − pj||) is approxi-
mately 200 km. In two stages, we preprocess the dataset on two-step dataset prepro-
cessing. Second, we filter the raw data to boost the consistency of the data. In order 
to arrive at a more meaningful analysis, the original data, like any huge, real world 
data set, contains some noise that should be removed. We found that in the orig-
inal dataset were several duplicate records as well as some “singleton” students with
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only one position during the entire week. We filter out the redundant records from the 
dataset and delete records for all students with only one record with one position in 
order to improve the effectiveness of uniqueness computation. In the filtered dataset, 
0.63% of learners are included. Second, we extract trajectories from the records for 
every student, i.e., we extract the ordered set of spatiotemporal points. Each learner 
corresponds exactly once to the tri-trajectory. 

To measure the achievement of the students, the teachers have to adapt modern 
online evaluation methods. With updated online article query, online practical tests, 
peer and self-evaluation through online mode, etc., they have to integrate online 
written examinations. Online problem-based learning has found to be marginally 
more beneficial to feminine contributor although having misleading effects on their 
male contributor related to topic-based learning. 

5 Experimental Result 

We calculate the average amount of spots required to exclusively classify the trajec-
tory of a person by calculating the uniqueness of the dataset both before and after 
anonymous records. To estimate the uniqueness of a user’s trajectory, we use a 
sampling-based approach (Tables 2, 3, 4 and 5). 

To calculate the dataset’s on Fig. 2. The  x-axis represents the number of users 
who have the same spatiotemporal points selected for the target user. The y-axis is 
the normalized number of individuals that have identical spatiotemporal points with 
a certain number of individuals. Note the large difference between the frequencies

Table 2 Spatiotemporal tuples trajectory algorithm 

Algorithm: New Representative CLCSTRpar presents Generation 

Input: (1) Consider G ∈ T as CLCSTRpar present = {g1,g2…Cnindexstart); 

(2) MLins (3) A smoothing parameter α 
Output: The demonstrative PLRi as CLCSTRpar present = {s1,s2…pnindexstart); Algorithm: 

01: Find max value of direction vector field −→v ; 02: Replace the hatchets X axis is equivalent to 
−→v ; 03: set value CLCSTRpar present = currentindex; 04: iterative (S ∈ R) do; 
05: until; 

06: if (G ∈ r) repeat 
07: suppose amt be the quantity of the row division that holds the X '- rate for the position p; 
08: if (amt ≥ G MLins) then  

09: calculate variation in X '—values among p and its nearest position; 

10: if (diff_rence ≥ α) then  

11: calculate the standard synchronized avg_p; 12: Unwrap the spin and find out avg_p; 

13: Add avg_p to the closing stage of iTRj; 

14: otherwise, repeat predictive generation trajectory clustering;
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Table 3 New representative CLCSTRpar presents generation algorithm 

Algorithm generation (spatiotemporal tuples trajectory) 

Input: Find trajectories generation data T = {G1,…, Gn} Output: (1) set prediction cell data R = 
{Si1,…, Sj1} 

(2) A S = {set of trajectories moving set of datas1…sj} 

Algorithm: 

/* CLSTR clustering prediction */ 1: ∀ (G ∈ T) recursive until termination; 

2: Predictive generation trajectory clustering; find Lj and Nε (L); 
3: Accumulate Ls into a set E; 

/* Grouping Phase */ 

4: Execute line segment clustering for E; find value of R clusters; 

5: search belong (S ∈ R) do; 
6: Repeat predictive generation trajectory clustering; 

Table 4 Individuals report for spatiotemporal density with time (N¼ 250, d¼ 4, every location 
supplied through a solitary unit) 

Locations t1 (minute) t2 (minute) t3 (minute) t4 (minute) 

East 45 60 45 60 

West 45 60 45 60 

North 45 60 45 60 

South 45 60 45 60 

Northeast 45 60 45 60 

South-west 45 60 45 60 

Table 5 Widespread spatiotemporal density of individuals at the Chhattisgarh location (N¼ 250, 
d¼) Location are 1: Bhilai, 2: Korba, 3: Bilaspur, 4: Durg, 5: Chharoda, and 6: Aambikapur 

Location No East West North South 

1 61 75 49 29 

2 40 20 51 50 

3 65 45 54 32 

4 20 49 37 23 

5 39 25 25 45 

6 49 37 41 50

of uniquely identified individuals, which decreases from 0.6 in the initial data to 0.4 
in the anonymized data. The same results are shown on the logarithmic scale and 
with a wider x-axis spectrum as in Fig. 3. We take 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 2 3 
4 5 6 as uniqueness initial random number of points Anonymous 6 h Anonymous
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8 h Anonymous as 2 h that shown on Fig. 4: Contrast of uniqueness before and after 
anonymisation. 

The x-axis indicates the number of random points selected. The y-axis indicates 
the importance of measured uniqueness. Lower values are stronger, i.e., is 0 0.1 
0.2 0.3 0.4 0.5 0.6 0.7 0 10 20 30 40 50 the frequency number of persons initially 
anonymous Fig. 3: Distribution of the number of persons concurrently residing in 
the same place. There are more people who have at least two other people who have 
the same spatiotemporal points we got in result.

Fig. 2 Comprehensive solidity of individual 

Fig. 3 Course individuality 
versus amount of time period 
(prospect of individuality for 
a distorted allocation earlier 
represented through red and 
later represented through 
blue)
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Fig. 4 Course individuality 
versus predictability key 
(potential of individuality for 
irregular allocation earlier is 
represented through blue 
triangle and later represented 
through orange circle in the 
simplification, while the FPC 
is depicted by orange line)

5.1 Analysis 

We are anonymizing the dataset with three different time window sizes: 6, 8 and 2 h. 
The uniqueness of the anonymized dataset decreases dramatically, particularly when 
the time is 6 h. In the case of two random points, the uniqueness falls by more than 
0.2, from 0.6 to around 0.4. 

6 Conclusion 

The proposed GTM suggested that the confirmation of that recognized jeopardy of 
unidentified course record can be estimated from summative record. Certainly, if the 
aggregated information is released by the OGMM service providers, the OGMM 
service providers disclose the aggregated information. The OGMM model help 
consumers and isolation advocates will employ our replica to determine the risk 
of re-classification. 

This article focuses on Google-meeting online scenarios and highlight analyzing 
the course of privacy risks. Present suggestion focuses the analysis that shows the 
numerical distinctiveness of course individuality and can be created using amalgama-
tion of factors, i.e., quantity of persons, amount of time period, and comprehensive 
concentration of persons that described by an aggregated data. We scan for all other 
students based on the selected points and count the number of students having the 
same points. That is, we are looking for other students who were concurrently at the 
same places.
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A Review on Fake News Identification 
in Online Social Networks 

A. B. Athira, S. D. Madhu Kumar, and Anu Mary Chacko 

Abstract In the modern world, people’s major source of information has changed 
to online news, as social media has expanded in popularity across all generations. It 
has also resulted in the dissemination of fake news. The proliferation of fake news is 
a growing threat to academics and businesses alike. The exponential growth of fake 
news has heightened the demand for automated fake news identification in recent 
years. Several approaches to fake news have yielded promising outcomes. On the 
other hand, these detection systems cannot explain why they made a prediction. The 
capacity to discover bias and discrimination in detection algorithms is a crucial benefit 
of explainability. This survey highlights recent advancements in the detection of 
explainable fake news. We discuss the shortcomings of existing fake news detection 
models based on explainable AI (XAI). A multimodal explanationable fake news 
detection model is also described in our paper. 

Keywords Misinformation · Explainable fake news identification · Fake news 
detection · Fake news identification · Explainable AI 

1 Introduction 

In today’s world, Internet social media platforms have surpassed traditional news 
sources as the primary source of information. Most of the news material on social 
media is intentionally misleading. We use the phrase “fake news” to represent them. 
The dissemination of fake news influenced the 2016 presidential election in the USA.
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Following the election, the phrase has become commonplace. For many reasons, fake 
news identification is a technological challenge. The main problem is that there is 
no universally accepted definition of fake news, which makes identifying fake news 
difficult. Content is quickly created and disseminated through social media platforms, 
resulting in a large amount of data to evaluate. The vastness of online material, which 
covers many topics, adds to the task’s difficulty. 

Practical ways of identification of fake news include the use of fact-checking 
websites. FactCheck.org, TruthOrFiction.com, Poltifact.com, Snopes.com, and 
Hoax-Slayer.com are examples of fact-checking websites. The majority of fact-
checking websites utilize human resources-based methodologies. On the other hand, 
human fact-checking is time-limited since a vast volume of data is generated daily. It 
also has scalability concerns. Thus, the challenges imposed by manual fact-checking 
approaches paved the way toward the automatic detection of fake news. 

Figure 1 explains the existing research on fake news identification approaches, 
which is grouped into two categories (based on the features used for data analysis). 
The majority of previous research works treat the identification of fake news as a 
binary classification problem. Our literature analysis concluded that the challenge of 
fake news identification could be classified as either single or multimodal, depending 
on the number of characteristics involved. In fake news identification models using 
single-modality, a single type of feature is analyzed. Various feature combinations are 
examined in the case of fake news identification models, which uses multimodality. 

All current research is seeking AI-based solutions, regardless of the modality of the 
features used for training, because AI systems have shown indisputable performance 
when compared to traditional machine learning approaches. However, because of 
its black-box nature, a normal user would struggle to understand the reason for

Fig. 1 Automatic fake news identification: an overview 
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prediction. The AI system’s effectiveness is limited by its lack of explainability 
when compared to the normal machine learning model. The detection model must 
have transparency into the decision-making process. Thus, explainable based fake 
news identification models are needed to reduce bias and increase performance. 

The remainder of the paper is organized as follows: Sect. 2 highlights studies 
on applying explainable AI (XAI) in detecting fake news. We also discuss related 
works in this section. Section 3 discusses our model to detect fake news by analyzing 
image features and linguistic content of news propagated on social media platforms. 
Section 4 concludes the paper. 

2 Fake News Detection Using XAI 

People use social networking sites to stay updated on news and information, and their 
part in spreading misinformation cannot be ignored. Automatic tools are available 
for buying likes, followers, and comments on social media posts. This leads to the 
creation and propagation of fake news through social media platforms. The motiva-
tion for creating and spreading fake news can range from monetary gain to criminal 
or political gain. It is hard to spot such news on social media platforms. 

Several researchers have recently created AI-based methods to prevent the spread 
of fake news. Several models use a large dataset and complex machine learning 
models to identify fake news. Deep learning algorithms may pick up biases in the 
training data. The model’s effectiveness is impacted if users rely on classification 
accuracy while neglecting the reasons behind specific predictions. A system whose 
predictions are supported by an explanation is easier to believe. Recently, explainable 
AI has been used by several academics to identify fake news. The most advanced 
techniques for identifying fake news that use explainable AI are listed in Table 1.

When we reviewed the table, we discovered that most existing models in explain-
able fake news identification focus on textual content of the social media news items 
for providing explanations. Only [2–4] provided explanations based on news content 
and social engagements. The authors of [7] took a different approach, they identified 
the patterns in the networks to build an explainable fake news identification system. 
The authors of [11] recently proposed a methodology for identifying explainable fake 
news that takes advantage of user information, linguistic, and temporal aspects in the 
propagation pattern. Recently, many researchers have combined various elements of 
social media news items to identify fake news. We could not find any study that uses 
visual cues in explainable fake news identification. 

We are currently developing an explainable fake news detection algorithm based 
on visual features. The model’s details are discussed in the following section.
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Table 1 Overview of recent explainable AI approaches for detecting fake news 

Research 
articles 

Features analyzed Model used Explainability 
model used 

Accuracy 

[1] News attributes, 
semantic meanings 
of news statements, 
and linguistic 
features of news 
statements 

MIMIC, PERT, and 
ATTN frameworks 

Mimic learning (or 
explanation by 
simplification), 
perturbation-based 
explanation, 
self-attention-based 
explanation, and 
visual explanation 

67.1%, 67.3%, 
and 53.2% 
accuracy for 
MIMIC, ATTN, 
and PERT, 
respectively 

[2, 3] News content and 
user comments 

RNN and 
bidirectional GRU 

Co-attention 
captures intrinsic 
explainability and 
visual explanation 

Outperforms 
related works by 
at least 5.33% 

[4] News content and 
user comments 
(filtered) 

Multi-nominal 
knowledge base and 
RNN 

Co-attention 
mechanism 

Accuracy 
increased above 
90% for all 
machine 
learning 
algorithm 

[5] Interpretable 
textual features 

CoCoGen, BRNN, 
and GRU 

Ablation 
explanations 

ISOT:99% LIAR 
dataset:27.4% 

[6] Textual features of 
news content 

BiDir-LSTM-CNN 
and BERT 

Visual explanation 
and explanation 
based on attention  

Accuracy 
achieved 85% of 
accuracy 

[7] Network-based 
patterns 

Supervised learning 
algorithms with 
fivefold 
cross-validation 

Empirical studies on 
social psychological 
theories 

93% accuracy 
for PolitiFact 
and 86% for 
Buzzfeed dataset 

[8] Textual contents 
from news 

TM: Tstelin 
Machine 

Local and global 
interpretability 

Outperforms 
baseline works 
by at least 5% 
accuracy 

[9] Semantic contents 
of news articles 

Knowledge graph 
framework (KGF) 

Structured 
explainability 
(relational level) 

71.4, 86.0, and 
73.3% accuracy 
for datasets 
Celebrity, 
PolitiFact, and 
GossipCop, 
respectively 

[10] Tweets from source 
and retweet users 

Graph attention 
network 

Attention-based 
explanation 

Improvement of 
2.5% than 
previous method 

[11] User features, 
textual features, and 
temporal features in 
propagation pattern 

Propagation 
network 

Attention-based 
explanation 

Outperformed 
89.2% for 
dataset 
GossipCop

(continued)
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Table 1 (continued)

Research
articles

Features analyzed Model used Explainability
model used

Accuracy

[16] User features and 
textual features 

GCAN Attention-based 
explanation 

Outperformed 
state-of-the-art 
methods by 16% 
in accuracy

Fig. 2 Workflow diagram 

3 Analysis of Textual and Image Content 

The textual feature analysis of news content is the primary focus of the present XAI-
based models for fake news identification. These strategies will only be effective if 
the news articles are written in a consistent manner. When the writing style changes, 
these methods become irrelevant. The answer to this issue is aided by the inclusion of 
additional elements such as social interaction, user profile data, and image features. 

Social media users are more likely to find fake news postings appealing with 
multimedia content than ones with only text. The accuracy of fake news detection 
techniques can be increased with the use of these visual components. Our study 
focuses on the analysis of social media news stories’ visual and linguistic content. 
The relationship between the text and visual features is employed to provide a reason 
for the prediction. There has been good progress in the research, and preliminary 
findings have been encouraging. 

Experimentation was carried out using the FakeNewsNet dataset. Figure 2 outlines 
a high-level view of our proposed model. The linguistic and image features were 
retrieved from the social media news posts. These are the inputs to XLNet [20] and 
VGG19 [19], respectively (deep learning models). Classification of news as fake or 
real is done by the deep learning models. An additional module is used to provide an 
explanation for the predicted output. The explainable system will provide the reason 
for the prediction. 

4 Conclusion 

In this paper, we present the importance of artificial intelligence in finding and 
preventing the proliferation of fake news on social media. This paper presents an 
overview of our work in this area, along with the significance of explainable AI
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in detecting fake news. We have listed a detailed analysis of recently developed 
methods for identifying fake news using explainable AI. The preliminary results of 
our model based on explainable AI are encouraging, and we are moving forward with 
developing a multimodal fake news identification system with adequate explanations. 
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Comparative Assessment 
of State-of-the-art Image Fusion 
Techniques for Fusion of Multi-modality 
Medical Images 

Vineeta Singh and Vandana Dixit Kaushik 

Abstract Clinical imaging is a vital part in clinical field for analysis of illnesses, 
for example, growth recognition, malignant growth identification and a lot more 
where inside organ infections are required to have been analyzed. Clinical instru-
ments are exorbitant and accompanied impediment. For instance, CT images give 
better insights concerning hard designs in a human body, while MRI portrays better 
insights concerning delicate tissues. Be that as it may, there might be sure cases where 
both of the subtleties are expected by a clinical specialist to productively analyze. 
Here, machine vision, human insight, PC vision, clinical imaging, minute imaging 
and a lot more are such encouraging fields where clinical images combination plays 
out a vital job. In this examination paper, creators have assessed various images 
amalgamation strategies on clinical picture dataset for exhibition of best performing 
techniques through specific execution measurements. Trial results outlined that pulse 
coupled neural network has performed better when contrasted with non-sub sampled 
contourlet transform, sparse representation as well as NSCT+SR methodologies 
including execution evaluators: average gradient, standard deviation and spatial 
frequency with a best performing values of 10.4, 82.2 and 8.1 separately. 

Keywords NSCT · SR · PCNN · Performance analysis · Fusion strategies ·
Medical imaging · Multi-modality medical image fusion · Comparative analysis of 
image fusion algorithms · Image fusion algorithms 

1 Introduction and Literature Survey 

There is a huge demand of visual effect in medical imaging field involving clinical-
assisted diagnosis of the diseases inside a human body. Clinical advancement for 
diagnosing diseases inside a human body involves medical imaging and day by day
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advancements, researches, inventions attracting more opportunities to utilize medical 
imaging in diagnosis purpose and in clinical investigation [1, 2]. 

Imaging of a modality demonstrates specific information and it varies from 
modality to modality for the lesion. For instance, CT image of a modality reflects 
clearer illustration of a bone image, while images of soft tissues are not clearly visible, 
i.e., blurred. MRI image reflects information in perspective of multi-angle, multi-
plane details for a soft tissue while image of a skeleton is not clear here. PET image 
illustrates information related to metabolic activity in context with human cells, while 
anatomy structure is blurred here. Hence, the images of different modality undergo a 
fusion process to enhance the accurate as well as identification of location of lesion, 
as a result of which, much effective medical image is obtained to diagnose a disease 
for modern medicine [3]. NSCT transform has merit of multi-direction, multi-scale 
analysis in comparison with wavelet as well as contourlet transform. NSCT involves 
merit of anisotropy as well as translation invariance [4]. But the demerit of NSCT 
is that low-frequency sub-bands generated here are not sparse, by which to directly 
fuse those coefficients is not helpful in maintaining the source image characteristics, 
while SR method is capable of extracting deeper structural features for low-frequency 
sub-bands as well as further approximates them in a linear form [5]. As compared 
to different artificial neural networks (ANNs), PCNN involves promising merits [6]. 
PCNN technique involves global coupling as well as pulse synchronization which 
results in combining high-frequency sub-bands as per visual characteristics of human 
being further yielding richer details and information [7]. 

In the research paper [5], an image fusion technique was devised relied on 
sparse representation as well as non-subsampled contourlet transform. Although 
efficiency of image fusion was enhanced but the demerit was to provide four direc-
tional sparse representations for low-frequency sub-groups coefficients as a result 
of which full representation of details as well as characteristics of source image 
was not possible. In [8], a fusion scheme was devised to fuse multi-modal images, 
and scheme was based on NSCT+SR. Here, it was possible to approximate low-
frequency sub-bands effectively. But for high-frequency sub-groups, rules relied on 
broader local energy/variance resulted to reduce effectiveness of image detail smooth-
ness issue generated via SR. Different image fusion techniques to fuse multi-modal 
medical images have been studied as well as analyzed by the researchers and further 
a future direction has also demonstrated. Multi-modal medical image fusion tech-
niques with a hybrid approach as well as enhancements of such hybrid approaches 
also have been analyzed via researchers [9, 10]. Medical image fusion scheme with 
an optimum weight as well as particle swarm optimization technique was devised 
[11]. Researchers devised a fusion technique for fusing medical images relied on non-
subsampled contourlet transform as well as convolution neural networks [12]. Image 
fusion strategies have a wider area of applications along with medical field, such 
as remote sensing, concealed weapon detection, undersea object detection, image 
quality enhancement [13, 14], clinical diagnosis, classification, pattern recognition, 
defense area and many more.
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The other sections of the research paper illustrate as mentioned here: Sect. 2 
demonstrates image fusion techniques involved in the study, while Sect. 3 demon-
strates allied key indicators, while Sect. 4 describes simulated work and comparative 
discussion involving visual analysis, graphical analysis and comparative description 
and Sect. 5 includes conclusion and illustrates future scope. 

2 Current Fusion Strategies 

2.1 Non-subsampled Contourlet Transform 

In non-subsampled transform technique, it involves two stages: At first stage, non-
downsampling pyramid, i.e., NSP decomposition takes place, while second stage 
involves non-downsampling direction filter bank, i.e., NSTDVFB. Here, NSP decom-
position involves decomposition of input images further to coefficients of low-
frequency sub-groups, moreover coefficients of high-frequency sub-groups via help 
of NSTFB, i.e., non-subsampling tower filter bank for facilitating the characteristics 
of non-subsampled contourlet transform, i.e., multi-scale as well as multi-directional 
analysis of images [15]. 

2.2 Sparse Representation 

Sparse representation is abbreviated as SR, it means approximation of a natural 
signal may be done by a linear composition involving few atoms in an over-complete 
dictionary R ∈ Pn×k, moreover for signal s sparse coefficient is yielded through 
expression min Z||Z||0, s.t.  ||X − RZ||2; here ε > 2  as well as R represents a pre-
defined dictionary as well as Z shows an sparse coefficient vector, moreover ||Z||0 
signifies the count for nonzero entries found in Z while finally ε denotes the error 
for bounded representation [16]. 

2.3 PCNN 

PCNN simplest version involves feedback neural network model devised via signal 
processing technique in reference to cat visual cortex [17]. Simple version involves 
partial simplification of the parameters which results to well guarantee generality 
for the technique. Whereas a strong disparity occurs in the visual system reac-
tion for various varying featured image locations. In this technique, this variation 
is basically involved with the parameters settings where the considerable change in
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parameter settings will influence the fused outcomes as well. Here, common discrete 
mathematical iterative model has been utilized [18]. 

2.4 NSCT+SR 

Image fusion involves fusion of multiple images captured from a single scene to 
produce a fused final image involving essential information. This objective may be 
achieved via NSCT and SR collectively. Whereas in SR technique to yield accurate 
illustration about image details is cumbersome process because of limited numbered 
dictionary atoms which results to difficult handling of large calculations. Moreover in 
NSCT technique (multi-scale transform-based technique), low-frequency sub-bands 
are difficult to demonstrate sparsely by which extraction of specific features out of 
images is not possible. In [19], a fusion technique involving NSCT+SR was devised. 
NSCT technique utilized to carry out multi-scale decomposition for input images for 
expressing image details and further a dictionary learning technique in NSCT domain 
was utilized, by which representation of low-frequency information of image in a 
sparsely manner was possible and further extraction of salient features for images 
was done [19]. 

3 Performance Evaluators 

3.1 AvGr 

The performance metric average gradient is utilized for measuring gradient informa-
tion for fused image and it yields texture detail for an image. Higher value denotes 
better performance result [20]. 

3.2 StDv 

Standard deviation (StDv) metric is utilized to measure contrast for fused output 
image. Greater value represents high contrast fused final image [21]. Equation form 
of illustration is depicted as: 

STDV = 
√
1/NM  

N∑ 

i=1 

M∑ 

j=1 

(Ifuse
(
i, j − m ')2 (1)
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3.3 SpFr 

Sharpness of a fused image reflected via spatial frequency (SpFr). Greater value of 
SpFr denotes higher image resolution has been achieved [22]. SpFr may be illustrated 
via following equation: 

SF = 
√
RF2 + CF2 (2) 

where RF stands for row frequency and CF refers to column frequency of the images 
consecutively. 

4 Experimental Related Details 

The medical image group has been extracted out of http://www.med.harvard.edu/ 
AANLIB/home.html [23] for experimental related work. The methods NSCT, PCNN, 
SR and NSCT+SR have been evaluated on the color medical image dataset for the 
three performance metrics AvGr [20], SpFr and StDv [21]. Here, four compara-
tive algorithms have been considered for evaluation of the performance for fusing 
multi-modal medical images. First one is NSCT [15]. Second method is relied 
on fragmented SR [16]. Third one is PCNN [18]. Fourth one is NSCT+SR [19]. 
Parameter settings involved in NSCT method: class of decomposition = 4 and scale 
decomposition filter = “pyrexc” while direction filter = “vk”. 

4.1 Simulation Details 

Comparative analysis has been demonstrated through Table 1 for the methods NSCT, 
PCNN, SR and NSCT+SR for the three metrics AvGr, StDv and SpFr. It is evident 
from Table 1 that PCNN is best performing method with highest values for all three 
metrics for both the images. Bold values denote the best performing results. Experi-
mental results has shown that pulse coupled neural network (PCNN) has performed 
better as compared to NSCT, SR and NSCT+SR methods utilizing performance 
evaluators average gradient (AvGr), standard deviation (StDv) and spatial frequency 
(SpFr) with a best performing value of 10.4, 82.2 and 8.1, respectively. Graphical 
analysis has been depicted through Fig. 1a, b, respectively, while Fig. 2 represents 
visual analysis where fusion of MRI image and PET image has been demonstrated 
for PCNN, NSCT, SR and NSCT+SR fusion method. Visual analysis (see Fig. 2) 
involves an important place in medical image fusion research as well as facilitating 
medical practitioners to yield decisions involving diagnosis.

http://www.med.harvard.edu/AANLIB/home.html
http://www.med.harvard.edu/AANLIB/home.html
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Table 1 Analysis using AvGr, StDv and SpFr 

Images Metrics PCNN SR NSCT NSCT+SR 

1 AvGr 6.9 4.9 4.9 4.8 

StDv 71 50.1 70.3 50.8 

SpFr 7 5.7 6.1 5.9 

2 AvGr 10.4 8.0 6.8 7.2 

StDv 82.2 54.3 70.7 56.6 

SpFr 8.1 7.0 6.7 6.7 

4.1.1 Comparative Assessment 

See Table 1. 

4.1.2 Graphical Analysis 

See Fig. 1. Here we have included graphical analysis for demonstrating comparisons 
of these four fusion strategies namely PCNN, SR, NSCT and NSCT+SR. As we can 
see through Fig. 1a and b PCNN is showing better performance for all three metrics.

4.1.3 Visual Analysis 

Please see Fig. 2.

5 Conclusion and Future Directions 

Through this research, we have evaluated four image fusion techniques PCNN, SR, 
NSCT and NSCT+SR utilizing three performance key indicators AvGr, StDv and 
SpFr on medical image dataset. Experiment related outcomes demonstrated that 
pulse coupled neural network (PCNN) has performed better as compared to NSCT, 
SR as well as NSCT+SR methods utilizing metrics average gradient (AvGr), standard 
deviation (StDv) and spatial frequency (SpFr) with a best performing value of 10.39, 
82.15 and 8.06, respectively. In the future, more hybrid approaches may be adapted 
to evaluate the performance outcomes.
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Fig. 1 a Analysis using 
AvGr, StDv, SpFr (Image 
pair 1). b Analysis using 
AvGr, StDv, SpFr (Image 
pair 2)

(a) Analysis using AvGr, StDv, SpFr (Image pair 1) 

(b) Analysis using AvGr, StDv, SpFr (Image pair 2) 

MRI (input1)     PET (input2)              PCNN                NSCT                         SR                   NSCT SR 

Fig. 2 Visual analysis
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Audio and Text-Based Emotion 
Recognition System Using Deep Learning 

Palash Thakur, Ronit Shahu, and Vikas Gupta 

Abstract Emotion is inherent in people, and hence, emotion comprehension is a 
critical component of human-like Artificial Intelligence (AI). Because of its ability to 
mine opinions from a plethora of publicly available conversational data on platforms 
such as Facebook, YouTube, Reddit, Twitter, and human computer interaction (HCI), 
assessing emotions is becoming increasingly popular as a new research frontier in 
natural language processing (NLP). This paper demonstrates the implementation of 
audio- and text-based emotion recognition algorithm. We use MELD data set to train 
the models. We implement both audio-based and text-based models individually as 
well as the combined model and show their respective results. Our results show that 
the Audio + Text-based model outperforms audio- or text-based models in terms 
of weighted average F1-score. The Audio + Text-based model gives the weighted 
average F1-score of 70%. 

Keywords Emotion recognition · Human computer interaction · Natural language 
processing · Classification 

1 Introduction 

In this modern age of technological advancement, people want everything to be 
smart, whether it is their phone, Television (TV), Air Conditioner (AC), or any other 
electronic device. While making a lifeless machine smart, one of the key factors is 
emotion recognition. Machines have to be smart enough to understand when the user 
is happy or sad. These critical issues can be addressed by HCI. Such smart machines 
should not ignore any of the emotions as that would lead to a failure of the system. 
Emotion recognition using audio and text processing via deep learning techniques is 
a challenging field in the domain of AI. A speech-based emotion recognition system 
works in two parts. In the first part, we extract features from a given audio input, 
and in the second part, we classify the emotions based on the extracted features. We 
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have proposed two deep learning-based models for the classification of the emotions. 
The first proposed model takes an audio file (.WAV) as input. We extract the features 
from the audio file using OpenSMILE [ 1]. The features extracted from the audio-
based model is then passed to fully connected layer for classification. The second 
proposed model takes a text file (.TXT) as input. We use word2vec algorithm for 
feature extraction. These extracted features are then passed through fully connected 
layer for classification. 

2 Literature Survey 

Many authors have done very intriguing work in the domain of emotion recognition 
using deep learning. Most of the authors have discussed methodologies which mainly 
include text, audio as well as facial features while classifying human emotions. 

In [ 2], Heysem has proposed a model which is divided into five parts namely face 
alignment, pre-processing/CNN-training, feature extraction, modelling, and predic-
tion. The facial alignment is done using principal component analysis (PCA). It 
basically dealt with false positives and rotated faces. After the PCA, the images with 
high mean reconstruction error per image is discarded since the image is probably 
poorly detected or misaligned. For the CNN training part, the authors used a pre-
trained model via transfer learning and fine tuning it with the FER 2013 data set. For 
the pre-trained model, the authors used VGG-Face model that is used for face recog-
nition. For feature extraction from the already fine-tuned CNN model, the authors 
re-scaled the images in 224 × 224 pixels and then normalized them by subtracting 
the average image of the VGGFace network. Heysem concluded that the multi-modal 
system diminishes the results for natural/semi-natural data. 

In [ 3], the authors initialized each token with pre-trained 300 dimensional GloVe 
vectors and then fed them to 1D-CNN to extract 100 dimensional textual features. 
For the feature extraction of audio input, OpenSMILE toolkit is used. It extracted 
6373 dimensional features. As the audio representation is high dimensional, the 
authors employed L2-based feature selection with sparse estimators like support 
vector machines (SVMs), to get a dense representation of the overall audio segment. 
Later, the audio and textual features are concatenated to obtain a bi-modal feature. 
Strong benchmark was to be given to MELD. In order to do that different models such 
as textcnn, bclstm and Dialogue RNN was used. Among these, the DialogueRNN was 
suited the best as it can handle multi-party conversations. The results obtained from 
such experiments are that the DialogueRNN with multi-modal variant gave the best 
performance, i.e. 67.59% F-Score. It surpassed the bcLSTM which has a F-Score of 
66.68%. The authors also concluded that the textual modality (57.03% F-Score) is 
better than the audio modality(41.79% F-Score) by 17%. For the positive sentiments, 
the audio model performed poorly. The multi-modal fusion did increase the emo-
tion recognition by 3%. However, the multi-modal classifier performed worse than 
the textual classifier while classifying sadness. The performance of some particular
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classes like sadness, disgust and fear are very poor. The main cause of this is the 
imbalance of the data points in these classes in the MELD data set. 

In [ 4], the authors divided the complete system into four parts, namely video+audio 
pre-processing, feature extraction, feature fusion and classifier. For the video pre-
processing part, the authors used the Dlib toolbox and extended the face bounding 
box with a ratio of 30%. The cropped faces where then resized to 224 × 224 pixels. 
If no face was detected in an image, the entire frame was passed in the network. 
For audio feature extraction, the speech spectrogram was passed through a hamming 
window with a 40 ms window size and 10 ms window shift. The 200 dimensional 
low frequency parts of the spectrogram were used for audio modality. The authors 
used three different CNN models to extract the facial features namely VGGFace, 
ResNet18, IR50. For the feature extraction of audio files, they extract the feature maps 
of the audio from the last pooling layer of AlexNet. The size of a three-dimensional 
feature map is H × W × C, where H, W are the height and width of the feature map 
and C is the number of the channel of the feature map. The feature maps are then split 
into n vectors(n = H ×W). The authors used four different emotion data sets, namely 
AffectNet, RAF-DB, FER+, AFEW. The AffectNet data set had emotion labels. The 
RAF-DB data set had both 7-class basic and 12-class compound emotion labels in 
them. Only the basic emotion label were used. The FER+ and AFEW did not have 
such labels. When all the three trained models, i.e. the ResNet18, the IR50 and the 
VGGFace were compared, the authors found that the IR50 was superior to the rest. 
The well-trained IR50 was then used on all the four above-mentioned data set, and 
it was found that the IR50 when pre-trained on AffectNet gave the highest result of 
53.78%. The authors used speech spectrogram for Audio CNN which gave 38% on 
AFEW validation set. Log Mel-Spectrogram was also used which gave a slight better 
accuracy. The authors concluded that the three main intra-modal fusion techniques, 
namely self-attention, relation-attention and transformer-attention was used which 
gave better accuracy. For fusion of audio and video feature, feature concatenation and 
factorized bi-linear pooling was used. The result obtained was 62.48% and ranked 
2nd in EmotiW 2019 challenge. 

3 Data Set 

3.1 Selection of Data Set 

Many available data sets in multi-modal sentiment analysis and emotion recognition 
are non-conversational. But IEMOCAP [ 5], SEMAINE [ 6] and MELD [ 3] are one of 
the most popular conversational data sets where each utterance in a dialogue corre-
sponds to an emotion (a label). The MELD was created by extending EmotionLines 
data set and enhancing it further more. It consists of audio and visual modality along 
with text. MELD has more than 1400 dialogues and 13,000 utterances from a famous 
TV series named “F.R.I.E.N.D.S”. Multiple speakers participated in some dialogues.



450 P. Thakur et al.

Fig. 1 Audio model 
architecture 

Each utterances in any dialogue is labelled as any of the seven emotions, viz. anger, 
disgust, sadness, fear, happy, surprise and neutral. 

MELD has seven emotions classes, namely “anger”, “surprise”, “neutral”, “dis-
gust”, “fear”, “joy” and “sadness”. The class data distribution of each of the above-
mentioned class is shown in Fig. 1. The data set includes video clips of the same show 
“F.R.I.E.N.D.S”. These clips range from 2 to 13 s having a resolution of 1280 × 720 
pixels. The total number of video files is 15,907. The data set was clearly imbal-
anced as the majority of data points belonged to the “neutral” class. The classes 
“anger”, “fear”, “disgust” and “sadness” are considered negative. The class “joy” is 
considered positive and the “neutral” class is labelled neutral. Surprise is a complex 
emotion since it can be considered as both positive and negative sentiment. The entire 
task of sentiment annotation reaches a Fleiss’ kappa score of 0.91. On average, three 
emotions were present in each of the dialogues of data set. The average utterances 
duration is 3.59 s. 

3.2 Preparation of MELD Data Set for Training 

MELD data set is a conversational data set. It has visual, audio and textual information 
provided for each speaker. Since this paper mainly focuses on audio and textual 
features of speaker, the visual data is omitted, and only audio is extracted from 
video. Every video file has a dialogue associated with it. These dialogues are used
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Table 1 Distribution of data set for training, validation and testing 

Training Validation Testing 

7559 1890 2000 

Table 2 Distribution of class samples for testing 

Emotions Count 

Anger 226 

Joy 390 

Neutral 1005 

Sadness 115 

Surprise 264 

for preparation of text data set. The data set is highly imbalanced. “Disgust” and 
“fear” are two emotions which contribute to less than 3% of total data. Training 
the model with entire data set showed that these two classes are resulting in zero 
recall values. These two emotions are removed, and training and testing is done on 
only five classes, namely “anger”, “surprise”, “neutral”, “sadness” and “joy”. 9449 
samples are used for training and validation. Testing is done on 2000 samples. The 
distribution of data set for training, validation and testing is explained in Table 1. 
20% data is used for validation. Table 2 refers the distribution of class samples for 
testing. 

4 Audio Model 

The extracted audio files are in Waveform Audio File (WAV) format. By doing so, 
we created a entirely new audio data set with corresponding emotion to it. There are 
total 9449 audio files in the data set. The sole task of this model is to detect emotion 
entirely from audio of a person. MELD provides us with conversational data set 
where more than two people are talking with each other but one at a time. While 
training audio model, the base assumption is to predict emotion of a single person 
while he is speaking to other person. OpenSMILE is used as feature extractor for the 
purpose of transfer learning. 

4.1 Training of Audio Model 

The audio files are passed through OpenSMILE for feature extraction. OpenSMILE 
expects input to be a WAV file. Dimension of feature vector after feature extraction is
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Fig. 2 Accuracy and loss 

(9449, 6373). Since the feature vector is high in dimension, we normalized data for 
faster training and to improve accuracy. The block diagram representation of audio 
model is shown in Fig. 1. 

The input to the model is 6373 dimensional vector space and output is probability 
distribution among five classes, namely sadness, fear, neutral, surprise and joy. Due 
to high dimensionality of feature vector, model was overfitting resulting in high 
variance between training and validation data. To prevent model from overfitting, 
dropout and L1 and L2 norm like regularization techniques are used. The activation 
function used is ReLU activation, and Adam optimizer is used for optimization of 
model with learning rate of 0.0001 and reducing learning-rate by a factor of 0.2 once 
learning stagnates, and there is no improvement even after few epoch. The audio 
model is trained for ten epochs. The training accuracy of audio model is 52.22% and 
validation accuracy is 50.40%. The graph of accuracy and loss is shown in Fig. 2. 

new_learning  − rate  = 0.2 ∗ old_learning  − rate (1)
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Fig. 3 Bar graph and pie chart representation of distribution of words among five classes 

Table 3 Tabular representation of raw text data 

Utterances Emotions 

Also I was the point person on my company’s 
transition from the KL-5 to GR-6 system 

Neutral 

My duties? All right Surprise 

What?! What is with everybody? It’s 
Thanksgiving, not... Truth-Day! 

Anger 

Do I ever Joy 

Oh, totally. Oh, God, oh, she seemed so happy 
too 

Sadness 

There are 260 different speakers in the MELD utterance data. The aim of this 
model is to solely predict emotion simply from text irrespective of speaker’s name 
or expression. While making this as base assumption for building data pipeline, 
we considered only utterance and emotion corresponding to that person. There are 
total 39,589 words in all utterances. The distribution of words across every emotion 
is given in bar chart as well as pie chart in Fig. 3. It is clear from this graphical 
representation that the neutral class emotion is dominant and is occupying almost 
50% of the total data. Sample utterances from training data across every emotion is 
given in Table 3. 

4.2 Training of Text Model 

We used the word2vec model for transfer learning for training text model and feature 
extraction. The word2vec algorithm uses a neural network model to learn word asso-
ciations in a large collection of text. Word2Vec is a state-of-the-art model and requires 
pre-processing of text before being fed into the word2vec model. This pre-processing 
includes removing stop words and punctuation, tokenizing and then averaging.
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Fig. 4 Text model 
architecture 

The extracted features are then fed into fully connected layers and tested with 
several newly introduced activation functions. The output of this model is the prob-
ability distribution among the five classes obtained using the “SoftMax” activation 
function. Due to high dimensionality of feature vector, model was prone to overfit-
ting, which happened quickly. Overfitting causes reduced generalization ability of a 
model and results in high variance of test data. To avoid overfitting and the problem 
of high variance, some of the regularization techniques such as dropout as well as 
L1 and L2 norm are introduced in the model to converge model’s training accuracy 
and validation accuracy. 

The block diagram of text model is shown in Fig. 4. The dimension of feature 
vector before pre-processing was (9449, 1) while the dimension after pre-processing 
became (9449, 300). The text model follows the same data distribution as explained 
in Table 1. The text model is trained for 20 epochs. The training accuracy of audio 
model is 57%, validation accuracy being 49.65%. The graph of accuracy and loss is 
shown in Fig. 5. 
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Fig. 5 Accuracy and loss 

Table 4 Result summary of audio, text and audio + text model 
Model Emotions 

Anger 
(%) 

Joy (%) Neutral (%) Sadness (%) Surprise (%) Weighted f1 
(%) 

Correct 
predictions 
(%) 

Audio 72 45 84 8 62 68 1328 

Text 19 38 71 23 38 52 1040 

Audio + 
Text 

63 64 80 18 67 70 1070 

5 Audio + Text Model 

In the multi-modal approach, we aim to combine both the models and create a 
robust and more accurate emotion detection system which can identify emotions 
into five classes with more confidence. The combination of models can be done 
on the basis of the their output. Using ensemble-based techniques is other option
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Fig. 6 Audio + text model architecture 

to average out the output probability of both the models, so that the output with 
highest probability is obtained as the result. But the problem with this approach is 
that the model will not be able to learn the relationship between the audio and the 
text features, as well as the corresponding emotions. To avoid this problem, this 
paper uses feature fusion strategies. Feature fusion strategies are some mathematical 
equations used to merge different linear features from different models. There are 
some strategies predefined for feature fusion. Based on the performance of different 
strategies, feature concatenation is used to build the model. Some of the feature 
fusion strategies are 

1. Feature Concatenation Concatenating two features by their columns.
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Fig. 7 Accuracy and loss 

X := X Audio(9449, 6373) + XText  (9449, 300) (2) 

Dimension(X ) = (9449, 6673) 

2. Maximum value extraction 

X [i][ j] =  MAX  (X Audio[i][ j], XText [i][ j]) (3) 

Dimension(X ) = (9449, 6373) 

3. Product of two features 

X [i][ j] =  X Audio[i][ j] ∗  XText [i][ j] (4) 

Dimension(X ) = (9449, 6373)



458 P. Thakur et al.

After testing above strategies while building this model, feature concatenation is 
outperforming all the other strategies, and it is used to as a final feature fusion 
method 

5.1 Training of Audio + Text Model 

The block diagram representation of the audio and text model is given in Fig. 6. 
Features are extracted at individual stages from both audio and text files. Extracted 
features are then stacked by column, extending entire feature vector length to 6673 
containing both audio and text features. The features that are extracted belong to 
different categories, and hence, they have different data distribution. Since the fea-
tures are combined, a new normal distribution must be defined. Hence, entire feature 
space containing 6673 features are normalized again making normal distribution 
over 6673 features. After normalizing data, the next step is training the model. Fully 
connected layers are used to simply train the model. The activation function used 
in fully connected layers is “ELU” activation. The α value used here is 1.0. The 
optimizer used is “Adam” with a predefined learning rate of 0.0001, reducing the 
learning-rate by a factor of 0.2 once learning stagnates, and there is no improvement 
even after a few epoch. The dimension of feature vector is very high, resulting in 
model overfitting and high variance between training and validation data. To avoid 
this problem, dropout as well as L1 and L2 norm have be used for regularization. 
The final layer of model outputs probability distribution among five classes using 
“SoftMax” activation function. The audio + text model is trained for ten epochs. The 
training accuracy of audio model is 60%, and validation accuracy is 53.60%. The 
graph of accuracy and loss is shown in Fig. 7. 

6 Result and Discussion 

Every model is tested on 2000 samples having different number of test samples across 
each class. The accuracy metric used in this paper to compare model’s performance is 
weighted F1-score. The weighted average of each model is calculated by multiplying 
F1-score of each class with count of samples across that class then adding them and 
finally dividing them by total number of samples which is 2000. The audio model 
has highest prediction accuracy with correct prediction of 1328 out of 2000. But the 
model is not confident while making prediction. The audio+text model has predicted 
1070 samples out of 2000 samples correctly and has highest F1-score of 70% as given 
in Table 4. The model is most confident when making a decision in this case. The 
detailed result summary of all the models is given in Table 4. Audio + Text model 
is able to pick samples across every class with moderate confidence. One of the 
reason for low accuracy is imbalanced class data set. If data set can be balanced, then 
accuracy will improve. Good feature extractor’s output is higher dimensional vector
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space resulting in model’s overfitting over a few epochs. The controlled training is 
done in this paper along with regularizing the model, hence avoiding overfitting even 
with high dimensional input. The text model results in lowest F1-score of 52%. 

7 Conclusion 

In this paper, we illustrate implementation of a multi-modal emotion recognition 
system using MELD data set. The multi-modal approach is implemented using audio 
and text features of the MELD data set. Audio model is giving good accuracy as 
compared to the text model. The reason of text model performing poor is due to 
the fact that the data set is highly imbalanced. Overall multi-modal accuracy can be 
improved with some advanced and enhanced feature extractors for both audio as well 
as text features. If the text model’s accuracy is improved, then the overall Audio + 
Text model’s accuracy can be improved. 
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Land Use Land Cover Segmentation 
of LISS-III Multispectral Space-Born 
Image Using Deep Learning 

Nirav Desai and Parag Shukla 

Abstract Remote sensing information provides important and sensed data. The 
study represents semantic segmentation using a fully convolutional network (FCN) 
for semantic segmentation. Semantic segmentation is a pixel-level classification of 
images where each pixel is assigned to a respective class. In this present study, four 
classes—Water Bodies, Vegetation, Uncultivated Land, and Residential areas—were 
identified. There are various types of machine learning (ML) models as well as deep 
learning (DL) models to handle segmentation tasks. In this study, deep neural network 
was used. A fully convolutional network (FCN) with skip connections is trained to 
take an input image of size 256 * 256 * 3 and outputs a matrix of shape 256 * 256 
* 4, i.e., a one-hot encoded version of the mask. The experiment showed that the 
FCN classifier has a very good capability for land use land cover class detection. The 
model identifies four classes with 81% of OAA. 

Keywords Remote sensing ·Multispectral image · Land use land cover 
classification · Deep learning · Fully convolutional network (FCN) 

1 Introduction 

In recent eras, the consumption of land resources has become a serious problem. 
Remote sensing (RS) is the art of finding and understanding data from a long distance, 
using sensors without communication with the object being observed [1]. Land use 
land cover classification aims to organize space-born images into an exact class, 
which were reliant on the distribution of recognized land use land cover classes. Land 
use land cover classification aims to organize space-born images into an exact class, 
which was reliant on the distribution of recognized land use land cover classes and 
involve attention in the last few years due to a variety of applications like urban devel-
opment, monitoring of natural tragedies, and land use land cover analysis [2–5]. The
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remote sensed image consists of Residential areas, agricultural land, Uncultivated 
Land, Water Bodies, and other open areas. 

Hinton [6] et al. projected deep learning and demonstrated that training difficul-
ties of a deep neural network can be solved using one-by-one layer initialization and 
effectively applicable to the field of video and image processing, a field of data anal-
ysis [7]. In the DL mechanism, the machines learn from the information themselves 
by growing more layers of a network [8]. 

Fully convolutional networks are applied for the classification of the land use land 
cover of the South Gujarat region, India. The success of the classifier was tested on 
physical data. In the present study, a total of four classes have been classified—Water 
Bodies, Vegetation, Uncultivated Land, and Residential areas. Semantic segmenta-
tion is defined as a pixel-level classification of images where a class is allotted to an 
individual pixel of the image. There are various types of machine learning models 
and deep learning models to handle segmentation tasks. In this study, deep neural 
network was applied to handle this task. A fully convolutional network (FCN) with 
skip connections is trained to take an input image of size 256 × 256 × 3 and outputs 
a matrix of shape 256 * 256 * 4, i.e., a one-hot encoded version of the mask. The 
model achieved an OAA of 81%. 

2 Literature Review 

Deep learning (DL) belongs to machine learning techniques, where various layers 
of data processing phases in ordered architectures are overburdened by unsuper-
vised learning and pattern classification [9]. Chen et al. [10] presented hyperspectral 
image classification with a hybrid framework that contains deep learning and logistic 
regression. Zuo et al. applied deep belief networks [11], and the result exposed the 
success of the model. Liu et al. and Piramanayagam et al. [12, 13] used CNN for land 
use land cover segmentation, where designated training data in each repetition with 
DL achieved good results. The deficiency of labeled data was managed by applying 
data augmentation techniques [14]. Yang et al. [15] is merging CNN and multi-scale 
feature fusion on the controlled data. Guo et al. [16] studied Saliency Dual Atten-
tion Residual for achieving good performance. Xu et al. [17] projected classification 
technique which includes the neural network with random forest (RF) for land use 
land cover classification. Alichiri et al. EfficientNet-B3 CNN [18] tested it on six  
common land cover–land use datasets and showed the efficiency in space-born image 
scene classification. This resulted in an important enhancement in overfitting and 
better accuracy. Pires de Lima and Marfurt [19] proposed strategies that improved 
convolutional neural networks for aerial image segmentation. 

Semantic segmentation is the job of appointing every pixel in an image to the 
defined various classes. It identifies which substances are displayed and where they 
are obtainable [20]. DL and CNN have transformed the image classification part over 
a long period and now became a central method for image classification [16]. Lateef 
and Ruichek [21] gives an organized and comprehensive evaluation of various groups
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of applying DL methods. Hao et al. [22] placed diverse stress on the command during 
training. Many techniques are abridged in [23], and new advances are given detailed 
in [24, 25]. 

3 Materials and Methods 

3.1 Data Collection 

Multispectral space-born image (LISS-III) was used for the study. It has more than 
100 nm resolution and less the ten bands. The LISS-III image contains a total of 
four bands; the spatial resolution is 30 m. Quadrats of 30 m * 30 m size were laid 
down across the study area. Data were collected from the website https://bhuvan-
app3.nrsc.gov.in. The data were processed using the software ENVI4.7. A wide field 
study was completed to collect environmental landscapes and circulation patterns of 
different land uses and land covers. And, the longitude and latitude of the location for 
the respective class are recorded (GCPs). To record GCPs, the GPS device Garmin-
eTrex 30 is used for GCPs’ collection. The GCPs reserved for the respective category 
were reliant on the allocation of recognized land use classes within the study area. 
A LISS-III multispectral remote sensing image consists of four different bands in 
separate.tiff files and the number of bands is Band-2, 3, 4, and 5 (blue, green, red, 
and near-infrared). 

3.2 Preprocessing 

For the land use land cover classes’ inspection in the study, the LISS-III space-born 
multispectral images were merged into a false-color composite (FCC) image. False-
color composites (FCCs) are created by stacking these multiband. TIFF images are 
on top of each other and take a stacked grouping of Band-4, Band-3, and Band-2 
to generate FCC. After creating FCCs for each image, ground truth masks were 
created and used to train the deep learning model. These masks are created using the 
maximum likelihood algorithm on a small region of interest for each class (Fig. 1).

Both the FCCs and their corresponding masks are resized to 1024 * 1024 pixels 
and then divided into patches of size 256 * 256 pixels with a striding of 128. This 
will create 49 patches of size 256 * 256 for each image. 

Preprocessing steps: 

1. False-color composites (FCCs) are created by stacking these multiband TIFF 
images on top of each other and stacked Band-4, Band-3, and Band-2 to generate 
FCC.

https://bhuvan-app3.nrsc.gov.in
https://bhuvan-app3.nrsc.gov.in
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 (R)  (G)  (I) 

False color 
composite (FCC) 
Image  

 (B) 

Fig. 1 FCC creation

2. After creating FCCs for each image, ground truth masks were generated which 
were used to train the deep learning model. These masks are created using the 
maximum likelihood algorithm on a small region of interest for each class. 

3. Both the FCCs and their corresponding masks are resized to 1024 * 1024 pixels 
and then divided into patches of size 256 * 256 pixels with a striding of 128. 
This will create 49 patches of size 256 * 256 for each image. Thus, the size of 
our dataset would be 30 * 49 = 1470 images. 

4. These images and masks are separated into two subgroups, one for training and 
another for validation. About 1255 images are used to train the model, while 215 
images are reserved for validation and evaluation (Fig. 2). 

Fig. 2 FCC (1024 × 1024) (256 × 256)
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3.3 Methods 

A maximum likelihood classifier (MLC) classification is used with space-born image 
data, in which a pixel with the maximum likelihood is classified into the corre-
sponding class. In MLC, a pixel is selected for a class based on its chance of fitting. 
Mean vector and covariance metrics are the main constituent of MLC that can be 
recovered from training data [6]. 

The following is discriminant functions calculated for each pixel: 

gi (x) − lnp(ωi ) − 1/2ln|∑i | − 1/2(x − mi )
t ∑−1 

i (x − mi ) (1) 

where i is class, and x is n-dimensional data in which n represents the total number 
of bands. p(ωi) represents the chance that class ωi occurs in the image, |∑i | is the  
determinant of the covariance matrix, and ∑i

−1 is an inverse matrix the mean vector 
represents by mi (Fig. 3). 

After creating FCCs for each image, ground truth masks were created that will 
be used to train a model. These masks are created using the maximum likelihood 
algorithm on a small region of interest for each class (Fig. 4).

Fully convolutional networks [27] are effectively applied in various fields, such 
as segmentation of an image [28, 29], medicinal image analysis [26, 30], character 
recognition [31]. FCN contains relative within an entirely linked layer in the prior 
credit for each activation while seen during neural networks [32]. CNN and FCN

Fig. 3 Basic concept of ML [26] 
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Fig. 4 Ground truth mask

were applied for the mangrove classification [33–35]. FCN is broadly applied in 
pixel-based classification [36]. And used an encoder for feature extraction and a 
decoder to reestablish the. FCN uses an encoder for feature extraction and a decoder 
to re-establish the input resolution by deconvolutional or upsampling layers [37]. 

3.4 Training Configuration 

While data ingestion, i.e., before passing the images and masks to the model for 
training, we normalize the input images by clipping them to [0.0, 255.0], while 
the masks are one-hot encoded according to the total number of classes, i.e., 4. In 
addition, random augmentations are also applied to the batch of images and masks 
before passing them to the model for training. This expands our dataset and makes the 
model robust enough to encounter different orientations than just the training data. 
Data augmentation is a factor that prevents overfitting when it is done correctly. A 
custom image data generator is created to fulfill the requirements of this data ingestion 
pipeline. 

The following is the table of hyperparameters and other configurations used for 
training the model. 

3.5 Model Structure 

Semantic segmentation is defined as a pixel-level classification of images where a 
class is allotted to each pixel of the image. In the present study, there are four classes— 
Water Bodies, Vegetation, Uncultivated Land, and Residential areas. A deep neural 
network was used to handle this task. A fully convolutional network (FCN) with skip 
connections is trained to take an image input of size 256 * 256 * 3 and outputs a 
matrix of shape 256 * 256 * 4, i.e., a one-hot encoded version of the mask. The FCN 
is a U-Net architecture that contains an encoder part and a decoder part. The encoder
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part contains five blocks, and each block is two (convolution+ batch normalization + 
ReLU) layers stacked on top of one another and followed by a max-pooling except 
for the last block. The output of this encoder part is then inputted to the decoder 
containing four blocks. Each block in the decoder starts with an upsampling of the 
input followed by a 1 * 1 convolution  operation. A skip connection is also used 
that concatenates the output of the corresponding encoder block to the output of the 
upsampling and convolution operation. The concatenated tensor is then again passed 
to two convolution layers similar to that of the corresponding encoder block. The 
output of the decoder part is finally fed to a 1 * 1 convolution with the amount of 
filters equivalent to the amount of classes which is four. 

The arrows denote the various processes, the black containers denote the feature 
map, and the gray containers denote the cropped feature maps from the contracting 
path. 

E = 
∑ 

w(x) log
(
Pk(x)(x)

)
(2) 

where pk is the pixel-wise softmax function applied over the final feature map. 

Pk(x) = eak(x) 
∑k 

k!=1 e
ak(x) 

, (3) 

And, ak(x) denotes the activation in channel k. 

3.6 Algorithm Steps 

The steps of the FCN algorithm are as follows: 

1. The preprocessing steps include remotely sensed image alteration, registration, 
and the masking of the image. The images contain Band-2 to Band-4. 

2. For training and testing, a total of four types of classes were selected, such as 
Water Bodies, Vegetation, Uncultivated Land, and Residential areas. This study 
used the ENVI image processing software (ROI Tool) to pick the four types of 
classes. 

3. Total of four types of classes were used for building and training of the model. 
The model structure is shown in Fig. 5. The model structure and parameters were 
kept for successive image segmentation or classification after training. 

4. The FCN model which was trained in step-3 was applied for classification. 
5. Find whether all the classifications were finished or not. If all is done, then the 

classification outcome will be displayed and terminated the algorithm (Fig. 6).
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Fig. 5 U-Net architecture 

Fig. 6 Training logs
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4 Result and Discussion 

The environment for the experiment is as follows: Windows 11 operating system and 
ENVI 4.7 are used to process the remote sensing information, such as selection of 
training sample, generation of masking. The algorithm for classification developed 
in fully convolutional network (FCN) was coded with Python + OpenCV. 

Experiment figured out the best fine-tuning parameters for U-Net with RGB bands 
of the dataset of LISS-III multispectral remote sensing images. The parameters which 
give vast performance are used to develop the final model. The model also used data 
augmentation. Table 2 shows the experiment results and accuracy with different 
epochs. And, from the outcomes, it was detected that U-Net gives better results in 
classifying land use land cover classes. 

Figure 1 shows an FCC image combined by LISS-III multispectral space-born 
image in Band-4, Band-3, and Band-2 using tools of ENVI 4.7, in which the class 
Water Bodies are in blue, class Vegetation is in red, class Uncultivated Land in 
light red color, and class Residential area is in white. Figure 7a shows the land 
cover–land use classification results in the South Gujarat region, India, by FCN 
algorithm, respectively. In Fig. 7a, Water Bodies are black, Vegetation is in light 
green, Uncultivated Land is in light blue, and Residential area is in yellow. Figure 7b 
shows the FCC image and Fig. 7c shows the ground truth mask generated via the 
maximum likelihood classifier. And, Fig. 7d shows the model prediction for the four 
specified classes.

The model classified the image into four classes, i.e., Water Bodies, Vegetation, 
Uncultivated Land, and Residential areas with an OAA of 81% accuracy. The combi-
nation of maximum likelihood for ground truth masking and FCN for classification 
gives better results. Table 1 shows the training configuration for the model, and Fig. 5 
shows the training logs. Figure 7a shows the FCC image, predicted, and truth image, 
respectively. Figure 7d shows the classified image which is very near to Fig. 7c 
regarding ground truth masking. This research work was done on a total of 30 FCC 
images. FCC images and their matching masks are resized to 1024 * 1024 pixels 
and then divided into patches of size 256 * 256 pixels with a striding of 128. This 
will create 49 patches of size 256 * 256 for each image. Thus, the size of the dataset 
would be 30 * 49 = 1470 images. A total of 1255 images were used for purpose of 
training the model, while 215 images are reserved for validation and evaluation.

5 Conclusion 

The advantages of using intelligent systems like deep learning for LULC classifica-
tion are becoming more evident. It will provide a cost-effective and time management 
solution than the visual interpretation or other machine learning techniques currently 
obtainable today. In this paper, a land use land cover classification model is presented,
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(a.)

  (b.) (c.)

   (d.) 

Fig. 7 Classification of land cover–land use in FCN algorithm

built on an FCN classifier which is trained and tested on land use land cover LISS-
III multispectral space-born image dataset. Experiments show that model is able to 
detect land use land cover classes. A model can detect different classes with very 
good accuracy. Outcomes confirmed that the FCN classifier holds massive poten-
tial for accurate detection of land use land cover classes. The model identifies four 
classes with very good accuracy.
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Table 1 Hyperparameters 
and other configurations used 
for training the model 

Hyperparameters and 
configurations 

Values 

Train batch size 16 

Validation batch size 16 

Input image shape (256, 256, 3) 

# of classes 4 

Epochs 50 

Loss Categorical focal loss* 

Optimizer Adam 

Metrics Dice coefficient* 

Class weights [1.69941, 0.53043, 1.23977, 
1.38949] 

Table 2 Experiment result 

Model Optimizer Epoch trained Total time Accuracy 

U-Net Adam 25 1 h 30 min 79 

U-Net Adam 50 2 h 45 min 81
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Abstract Retrieving relevant information from the enormous volume of data is the 
top most priority of information retrieval systems. As technology arises, various 
search engines help us to track the relevant data and information on the user’s 
needs, but the amount of information available is huge and complex. Sometimes, 
user finds it difficult to find the data according to their need. When people provide 
the same queries, the same set of relevant documents will be returned by classical 
search engines. It gets hard for the users to retrieve the relevant documents. To solve 
this problem, a developed document search technique has been proposed, which is 
based on Particle Swarm Optimization. It helps to optimize web document infor-
mation retrieval. PSO algorithm is easy to use and can have better results as it is 
a faster method compared to other methods. PSO algorithm is being applied on 
Term-Document Matrix which consists of weights calculated by TF-IDF weighting 
formula. Term-Document Matrix is the search space on which the PSO is applied 
by considering the query as a particle and the position of the particles is initialized 
randomly. This method is tested experimentally on a big TREC 2019 dataset. By 
applying PSO, the results are compared with the results obtained through traditional 
approaches.
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1 Introduction 

The acquisition, organization, storage, search, and selection of data are all aspects of 
information retrieval (IR), a branch of computer science. A user can obtain informa-
tion from an information retrieval system (IRS) by providing his information require-
ments in the form of a query, which is a list of keywords. But, with the development 
of personal computers, electronic media, advancement of the internet, it is becoming 
tough to extract appropriate and latest information. IR has several applications in a 
variety of domains [1], and numerous research has been conducted on the subject 
of information retrieval, particularly document retrieval [2, 3]. Different information 
retrieval algorithms are being used by search engines to provide relevant information 
according to queries given by the user, but sometimes these algorithms are not able to 
provide relevant documents quickly. Hence, optimization of the information retrieval 
process for searching is required. Many algorithms like genetic algorithm [4, 5], bees 
swarm optimization [6], ant colony optimization [7], relevance feedback [8], etc., are 
being used for the optimization purpose of the information retrieval process. Other 
approaches like SVM-based relevance feedback [9] and dimensionality reduction are 
also used to improve the efficiency of IR process. Dimensionality reduction entails 
projecting a high-dimensional document into a lower-dimensional subspace in order 
to employ typical retrieval techniques in the reduced lower-dimensional document 
space. Two essential techniques for dimensionality reduction and feature extraction 
in document retrieval systems are Latent Semantic Indexing (LSI) [10] and Linear 
Discriminant Analysis (LDA) [11]. For enhancing information retrieval, better algo-
rithms can be applied either on document set or query set, talking about documents; 
then, clusters of the relevant document can be used by web document clustering using 
FP growth [12]; similarly, queries can also be optimized using some algorithms like 
memetic algorithm [13] which is quite similar to GA except the local improvement 
heuristic used which improves the result. Particle Swarm Optimization (PSO) [14] 
is a metaheuristic algorithm widely used in the optimization of NP-Hard problems 
such as the Traveling Salesman Problem, No-Wait Flow Shop Scheduling Problems, 
and so on. Positive points of PSO are its robustness for parameter control and its 
efficiency of computation. Hence, PSO algorithm is used to build a system that will 
compute the similarity of documents and the query entered by the user to enhance the 
accuracy and information extraction time. The suggested approach will be utilized 
to compare the performance of the PSO algorithm to that of the standard informa-
tion retrieval method. This method can be used for efficient information retrieval 
on small as well as the large dataset. Our main aim is to examine the efficiency of 
PSO algorithm by comparing it with traditional algorithm using the similarity score 
of documents with queries. The dataset is based on the TREC 2019 Deep Learning
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Track document ranking dataset. This dataset has nearly 3.5 lakhs queries and a 
collection of 32 lakh pages. 

2 Related Previous Work 

Wang et al. [15] use PSO to optimize user queries and show that PSO can enhance 
the correctness of information retrieval as compared to other algorithms like genetic 
and relevant feedback. To accelerate the capabilities of PSO, a neighborhood search 
strategy has been adopted to get efficient query vector near to the original query 
vector in less time. TREC collection containing approximately 742,600 documents 
was used to test performance, and the 1000 top-ranked relevant documents for 50 
queries were retrieved. In four of the five iterations’ PSO, the number of documents 
retrieved by PSO is greater than genetic algorithm. Drias [16] developed two different 
versions of PSO algorithms PSO1-IR and PSO2-IR for document retrieval. PSO1-IR 
is tested on the whole collection of documents, and PSO2-IR is tested on the inverted 
file (reduced input size). Author has shown that the designed algorithms are much 
superior and robust as compared to traditional approaches. The experimental results 
have shown a great decrease in response time as compared to classical approaches. 
Experiments were conducted on two collections: (1) CACM is a tiny collection of 
article abstracts from ACM journals published between 1958 and 1979. There are 
3204 documents and 6468 terms in all. The typical file size is 2 K bytes. (2) RCV1 
is a large collection of 804,414 documents and 47,236 terms containing archives 
published by Reuters. The average document size is 2 K bytes. To obtain more 
comparable documents, Ramya et al. [17] used PSO combined with a unique simi-
larity measure known as Similarity Measure for Documents’ Retrieval (SMDR). In 
terms of accuracy, precision, sensitivity, F-measure, and specificity, the findings were 
compared to the existing system. By assigning a rank to a document, SMDR indicates 
how similar it is to the issued query. When compared to an existing system, PSO 
with SMDR as its fitness function significantly reduces the proposed system’s reac-
tion time. Dataset used is CACM. To enhance the web information retrieval process, 
Ramya and Shreedhara [18] suggest a PSO approach hybridized with stimulated 
annealing. PSO hybridization will alleviate PSO’s shortcomings, such as premature 
convergence, which will slow down the search process around the global optimum. 
The experiment’s results were analyzed using a variety of metrics, including accu-
racy, Mean Reciprocal Ranking (MRR), Mean Average Precision (MAP), Discounted 
Cumulative Gain (DCG), IDCG, F-measure, and specificity. Computed similarity 
values were first given to stimulated algorithm to get the optimized similarity list and 
then that similarity list is fed to PSO. The achieved precision and recall rates suggest 
that the hybridized PSO has a significant influence on lowering query response time 
when compared to the conventional one, hence enhancing system efficiency. The 
RCV1 dataset is utilized since it contains a large number of XML documents issued 
by Reuters. Alloui et al. [19] reformulate the user query and increase the number of 
relevant results using a relevance feedback technique.
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3 Proposed Model 

The suggested technique assigns weights to words in all documents using a vector 
space model and the TF-IDF weighting algorithm. A Term-Document Matrix (TDM) 
is being created. PSO algorithm is being applied on TDM. The query is also repre-
sented in vector form using the vector space model, and it is treated as a particle for 
PSO, with the position and velocity initialized at random. The personal best solution 
for each particle is computed, followed by the global best solution, and the location 
and velocity of the particles are updated until a certain number of repetitions are 
accomplished. The architecture for web documents retrieval is given in Fig. 1. 

3.1 Preprocessing 

Text preprocessing is a method which is used for cleaning and preparing text data so 
that it can be used to achieve specific tasks. All data in the dataset are processed for 
indexing purposes which helps in the process of information retrieval. The steps for 
information retrieval are given in Algorithm 1.

Fig. 1 Architecture for web documents’ retrieval 
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Algorithm 1. Steps of Preprocessing 

Documents: 
1. Convert the text to lowercase 
2. Converting Contractions to complete words 
3. Cleaning the data (Remove numbers, 
punctuation marks, URLs, new line characters 
and extra spaces) 
4. Remove Stopwords 

5. Tokenization 
6. Stemming 
7. Lemmatization 
Queries: 
1. Lowercase the query 
2. Converting Contractions to complete words 
3. Cleaning the query 

3.2 Indexing 

In information retrieval systems, indexing is a critical step. It is the primary purpose 
of the IR process. It is essentially a procedure in which both the document and the 
query are represented as a collection of words (index terms). Indexing is performed 
by the indexer module. Traditional style of indexing or manual indexing is a time 
taken process and requires huge hours to index a repository. Nowadays, automatic 
indexing which is much faster and less prone to errors is a common practice on large 
datasets. 

3.3 Indexing with Vector Space Model 

The vector space model [20] is employed in the majority of information retrieval 
techniques. Both documents and queries are represented as vectors of characteristics 
in this approach. It is not like the Boolean model in which there is no concept of 
ranking. Vector space model provides a structure which includes Algorithm 2. 

Algorithm 2. Vector Space Model 

Steps used in Vector Space Model 
i. Weight assigned to every term 
ii. Rank assigned to every retrieved document 
iii. Possibility of relevance feedback 
A document Dj and query Q in vector space is 
represented like this– 
Dj = (t1j , t2j , … tmj) 
Q = (t1q, t2q,… thq) 

t represents term weight in documents so there 
are m terms in a document and h terms are in 
query 
Where tij and tiq represent the weight of the jth 
term in the document and query respectively 

In a vector space model, term weight is stated as a function of changes in the term 
frequency (TF) or term frequency–inverse document frequency (TF-IDF). TD-IDF 
is used to assess the significance of a certain term in a collection of documents. 

The TD-IDF is computed by multiplying the normalized frequency of a term i 
(TFij) in document Dj by the inverse document frequency of the term i (IDFi). The
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idea is that words that capture the essence of a document appear often in the 29 
documents (i.e., their TF is high), but if such a term is a good term that distinguishes 
the document from others, it should exist in just a few documents in the entire 
population (that is, its IDF ought to be high also). IDF is computed by the expression 
given in Algorithm 3. 

Algorithm 3. Computation of IDF 

1. Compute frequency of terms 

T Fi j  = fi j  / 
i=|V |∑ 
i=1 

fi j  

2. Compute inverse document frequency of the 
term i 
IDFi = log(N/ni) 

Where, TFij represents the normalized term 
frequency of term i in document Dj 
f ij is the number of times term i appears in 
document Dj 
The inverse document frequency weight for 
term i is denoted by IDFi 
N is number of documents in the collection 
ni is the number of documents that include the 
term i 

3.4 Similarity Computation in Vector Space Model 

The similarity assessment function is used to compute the similarity between the 
document and the query. There is no intrinsic similarity assessment function in the 
model; instead, alternative similarity functions can be employed. Nonetheless, cosine 
similarity is the widely used similarity function for assessment. When the angle 
between the query and document vectors decreases, the cosine of the approaching 
angle equals one, indicating that the similarity between the query and document 
vectors expands. Algorithm 4 is used for similarity computation. 

Algorithm 4. Similarity Computation 

1. Find document vector, dj 

2. Find query vector, q 

3. Calculate Cosine (dj, q) = (dj × q)/|dj|.|q| 

3.5 Particle Swarm Optimization (PSO) 

It is a swarm movement and intelligence-based stochastic optimization algorithm 
[14]. Kennedy and Eberhart suggested it in 1995. The main idea behind the PSO is 
that in a flock of birds seeking for food at random, they do not know the location of 
food is, but they do know how far away it is. The ideal strategy is to approach the 
birds who are closest to the food particle. (i) A flock of birds is represented by a set



Particle Swarm Optimization for Web Document Retrieval Based … 481

of particles with varying positions and velocities that seek the best solution in the 
search space. (ii) Each particle in the group attempts to locate its local best-known 
location, which is known as the personal best solution, or PbS. (iii) The other best 
value discovered by the PSO is known as GbS or global best solution. That is the 
best possible value discovered thus far by any particle in the region of that particle. 
(iv) In each iteration, particles try to improve the solution by updating the position 
and velocity. 

3.6 Proposed PSO-Based Algorithm 

PSO-based approach for document retrieval with improved similarity score is given 
in Algorithm 5. 

Algorithm 5. PSO based Algorithm 

1. Make a Term-Document Matrix with 
TD-IDF weighting for all the documents 
2. Initialize all the particles by assigning the 
following-
• current position as indexes of documents 
• velocity 
• personal best position 
• personal best fitness value 
pbest_cost = f(pos) 
• global best position 
gbest_pos = indexOf(max(pbest_cost)) in 
pbest_pos 
• and global best fitness value 
gbest_cost = indexOf(max(pbest_cost)) in 
pbest_cost 
3. compute the new velocity and position for 
each particle k 
r1 = random value from [0, 1] 
r2 = random value from [0, 1] 
velo[k] = w*velo[k] + 
c1*r1*(pbest_pos[k]-pos[k]) + 
c2*r2*(gbest_pos-pos[k]) 
pos[k] = pos[k] + velo[k] 
4. compute the fitness value for new/updated 
position of each particle k 
5. update the best solution according to fitness 
value for each particle k 
if f(pos[k]) > pbest_cost[k] then 
pbest_pos[k] = pos[k] and pbest_cost[k] = 
f(pos[i]) 

if pbest_cost[k] > gbest_cost then 
gbest_pos = pbest_pos[k] and gbest_cost = 
pbest_cost[k] 
6. Repeat the steps 3, 4 and 5 until maximum 
iterations are reached 
Where, 
k is the loop counter 
pos is the initial positions of particles 
velo is velocity 
pbest_pos is the personal best positions of 
particles 
gbest_pos is the global best position of particles 
pbest_cost is the personal best fitness values of 
particles 
gbest_cost is the global best fitness value of 
particles 
f is the fitness function 
max finds the maximum value 
indexOf is to find the index 
r1 and r2 are random numbers in the range 
[0,1] 
c1 and c2 are acceleration coefficients 
w is the inertia weight
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4 Results and Discussion 

The proposed algorithm is implemented in Python. TREC collection of documents 
is used to find the results. The suggested approach enhances the document’s resem-
blance to the query. Table 1 displays the similarity score for five different queries for 
both the proposed and existing algorithms. Table 1 shows that there is an increase in 
similarity values, indicating that the suggested approach outperforms the existing 
technique. Figures 2 and 3 compare the performance of proposed and existing 
algorithms. 

Table 1 Similarity score Algorithm Query Similarity score 

Existing 1 0.395 

2 0.287 

3 0.18 

4 0.483 

5 0.461 

Proposed 1 0.394 

2 0.313 

3 0.19 

4 0.534 

5 0.469 

Fig. 2 Performance comparison
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Fig. 3 Query versus similarity score 

5 Conclusion and Future Work 

The proposed work presents a unique PSO optimization method for document 
retrieval. The method is capable of increasing similarity score. When compared 
to existing methods, our technique has been shown to outperform them in terms of 
stability and robustness. The results show that our method is well adapted to dealing 
with large collections. It is designed in such a way that it may be used as an application 
for the retrieval of documents. It is preferable to use PSO in the future to get highly 
similar documents. Future study will include investigating ways to enhance PSO 
to address IR optimization difficulties such as tailored source selection, distributed 
information retrieval, and so on. 
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Light-Weight Deep Learning Models 
for Visual Malware Classification 

E. Akshay Kumar and Jothi Rangasamy 

Abstract Malware attacks are on the rise every day in the Internet-based digital 
world. Regular Internet users are at risk due to the evolution of new infections. In 
recent years, the use of machine learning algorithms to identify malware has gained 
popularity because numerous studies have demonstrated its efficacy. This work pro-
vides two deep learning models to categorize the malware turned into images. Our 
method uses fewer resources and takes less time to accomplish the same perfor-
mance as state-of-the-art results. The primary advantage of malware images is that 
no additional feature engineering is required. Our models for categorizing image-
based malware are less complex and can be used in computational systems with 
limited computational capabilities, such as Android devices. 

Keywords Malware classification · Cyber security · Deep learning 

1 Introduction 

Malicious software designed to take advantage of the system and its resources is 
called malware [ 1]. The sensitive information present in information systems must be 
protected for user’s privacy and security. Exposing sensitive information may lead to 
even some crucial impacts on the security of a country [ 2]. Ever-rising developments 
in creation of new malware are always a concern to Internet users. This makes 
malware analysis a significant and challenging problem. Recent development in data 
science paves the way toward automated malware analysis. 

Due to the COVID pandemic, we have witnessed many businesses migrating to 
online and some sectors have transformed their functioning through the Internet. 
This attracted cyber criminals to become more active, thereby increasing the number 
of cyber-attacks and cybercrimes. Since the frequency of new variants of malware 
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being launched has increased, keeping pace with the attacks itself has become a major 
challenge. Malware analysis mainly deals with dissecting a binary file to understand 
its working and frame remission methods to detect the same and prevent it from 
entering the system. Also, it deals with finding the actions caused by the malware. 
Malware analysis is mainly used for detecting any unwanted malicious software. 
Malware detection deals with checking the presence of the malware, and malware 
classification deals with classifying the malware into respective groups. 

2 Related Works 

Usage of static features of malware is common in malware classification systems. 
Roseline and Geetha [ 3] proposed an oblique random forest-based system that uses 
static features collected from malware for malware detection. A hierarchical con-
volutional neural network (CNN) for malware classification [ 4] is proposed for 
considering the hierarchical structure of the program also in malware classifica-
tion. The hierarchical structure is not considered when we do classification based 
on frequent n-grams features. A study on the effect of feature selection on malware 
analysis using machine learning [ 5] mainly discusses the effect of feature selection 
on malware analysis. Using the cuckoo sandbox, they collected static features from 
virustotal and dynamic features to trace the trend. From their study, it is clear that 
feature selection has a considerable effect on the classifier’s performance. They have 
used information gain to select the most prominent features, and it gave maximum 
performance when an MLP model was used for finding the pattern. 

A four-layer model for malware classification has been proposed using convo-
lutional gated neural network [ 6]. The first layer contains a convolutional neural 
network, divided into three sub-layers: a conv layer, an activation layer, and a pool-
ing layer. The activation layer uses tanh, relu, or sigmoid activation functions. The 
GRU layer contains user-defined GRU units. Each GRU in the layer took the values 
of all CNNs from the previous level. Each GRU gives a single output value for an 
input, resulting in the number of output values being the same as none of the CNNs 
in the previous layer. The third layer is a network of DNNs that receives output from 
GRU and then passes through the sigmoid layer. 

An analysis of malware prediction based on infection rate using machine learning 
technique [ 7] utilized Microsoft Malware Prediction Dataset. They constructed sev-
eral models, including LIGHTGBM, RF, and neural networks. In that, LIGHTGBM 
fitted into a sparse matrix gave the best results, obtained the highest AUC score, and 
took less time to run with excellent efficiency. Jhu-Sin Luo and Dan Chia-Tien Lo [ 8] 
proposed a malware classification system using image processing techniques. Local 
binary pattern (LBP) features are extracted from malware images reorganized into 
3×3 grids. Finally, machine learning is used to classify the same with LBP features. 

Vinayakumar et al. [ 9] mainly evaluated the classical machine and deep learning 
approaches for malware classification and detection. Their major contribution is the 
development of a novel image processing-based technique with the ideal amount of
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parameters for achieving a successful zero-day malware mitigation model. Cui et al. 
[ 10] proposed a novel convolutional neural network-based architecture for malware 
classification. They converted the malware code into images that can be fed into a 
CNN network to identify whether the image is an image of malware or not by taking 
care of data imbalance. 

3 Proposed Work 

3.1 Dataset 

Malimg dataset [ 11] was created by converting malware binary into grayscale images. 
There are 9339 malware samples in the Malimg collection from 25 different mal-
ware families. Figure 1 shows some sample images from the dataset. By converting 
malware binaries into a matrix, the dataset was created. The matrix is made up of 
unsigned 8-bit integers. The created matrix can be seen as a grayscale image with 
values ranging from 0 to 255, where 0 represents white and 255 represents black. 
We randomly divided the dataset into 70 percent training and 30 percent testing sets. 

3.2 Baseline Models 

We compare the proposed deep learning models with the baseline models com-
posed of Resnet-50 [ 12], DenseNet-121 [ 13], MobileNet [ 14], Inception-V3 [ 15], 
and Xception [ 16]. The comparison’s primary goal is to demonstrate that the rec-
ommended architectures perform admirably regarding the model’s complexity and 
other performance criteria. 

3.3 Proposed Deep Learning Models 

We propose two deep learning models for categorizing malware images. The sug-
gested solution’s major goal is to apply malware detection and classification tech-
niques for resource-constrained computing devices. 

3.3.1 CNN Model 

The first model we introduced is a simple CNN model. The model mainly aims 
to reduce the malware detector’s complexity without lowering its performance. We 
transform the malware binary into images thereby converting the malware classifi-



488 A. Kumar and J. Rangasamy

Fig. 1 Some sample malware images from Malimg dataset 

cation into an image classification problem. The key benefit of this transformation 
is that the dataset does not need to undergo any feature engineering work. A brief 
explanation of CNN layers [ 17] is provided below. 

Convolutional Layer: Between the input image and a particular filter of a spe-
cific size MxM, the mathematical operation of convolution is done. The dot product 
between the various locations of the input image and the filter after the filter size is 
calculated by sliding the filter over the input images (MxM) to get the feature map. 

Pooling Layer: The pooling layer’s primary goal is to lower the size of the feature 
map produced by the convolution process to reduce computational expenses. There 
are various sorts of pooling procedures depending on the technique utilized. The 
average of the elements in a predefined sized image section is determined by average 
pooling.
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Fig. 2 Proposed CNN model 

Fully Connected Layer: Its primary function is to connect neurons between two 
layers. It is composed of the weights and biases as well as the neurons. The final few 
layers of a CNN model are often built with fully connected layers and frequently 
positioned before the output layer. 

Dropout: Dropout is an effective method used to tackle the problem of overfitting. 
Here, a few neurons from the model are dropped during the training process, which 
results in reduced network size. 

Activation Function: It is to add nonlinearity to the deep learning network. We 
mainly used the ReLU at the convolution layers and the Softmax at the fully connected 
layers. 

ReLU: The largest value between zero and the input is the ReLU output. When the 
input value is negative, the output equals zero, and when the input value is positive, 
the output equals the input value. 

f (x) = max(0, x) (1) 

Softmax: The Softmax regression is a kind of logistic regression that converts 
an input value into a vector of values that adheres to a probability distribution and 
whose sum equals 1. 

σ(zi ) = ezi 
∑K 

j=1 e
z j 

for i = 1, 2, . . . ,  K (2) 

All of the zi values in the equation are input vector elements and can take any real 
value. The normalization factor in the denominator of the equation ensures that all 
of the function’s output values sum to 1, resulting in a proper probability distribution 
(Fig. 2). 
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Fig. 3 Proposed CNN-GRU model 

3.3.2 CNN-GRU Model 

The architecture of the gated recurrent unit (GRU) is simpler than that of the long 
short-term memory (LSTM) cell [ 18]. In a GRU [ 19] model, there are two major 
gates: a reset gate and an update gate, respectively. The reset gate and update gate at 
the t-th time step, respectively, are represented by rt and zt in the following equations, 
which are computed as follows: 

rt = σ(Wrxt + Urht−1) (3) 

zt = σ(Wzxt + Uzht−1) (4) 

where Wr, Ur ,Wz, and Uz are the weight matrices of the reset gate and update gate, 
respectively. The hidden state ht can be computed as follows: 

ht = ztht−1 + (1 − zt) ̃ht (5) 

h̃t = tanh(Wrxt + Ur(rt ⊙ ht−1)) (6) 

In the above equation, ⊙ represents the Hadamard product [ 20]. 
The second model is a CNN-GRU hybrid model. The GRU unit is utilized for 

classification, whereas the outer CNN layers are mostly employed to extract features 
from malware images. Because of the GRU unit structure, the model takes more 
training and testing time. Nevertheless, the space consumed and the total number 
of parameters are much less than the proposed CNN model and baseline models 
(Fig. 3). 
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4 Experimental Results 

We used the Python framework and the Keras v2.7.0 [ 21] deep learning package to 
implement the suggested architectures. Several binary images of size 224×224 were 
subjected to experimental analysis. We employed a 32 GB NVIDIA Tesla V100 GPU 
for the experiments shown in the outcome. 

True Positive Rate (TPR): TPR is a measure of the measure of positive cases in 
the data that are correctly classified as such (i.e., positive). 

TPR = TP 

(TP + FN) 
(7) 

False Positive Rate (FPR): FPR is the ratio of negative cases wrongly classified 
as positive classes in the data. 

FPR = FP 

(FP + TN) 
(8) 

Accuracy: It is defined as the fraction of predictions our model done correctly. In 
simple words, it is a ratio of correct predictions to that of total predictions. 

Accuracy = (TP + TN) 
(TP + FP + TN + FN) 

(9) 

Precision: It is the fraction of correctly classified positive values to the total pre-
dicted positive values. 

Precision = TP 

(TP + FP) 
(10) 

Recall: It reflects the measure of our model correctly identifying True Positive 
Values. 

Recall = TP 

(TP + FN) 
(11) 

F1-score: It is the harmonic mean of Precision and Recall. The use here is to 
measure the performance value shown by the classifiers. 

F1-Score = 2 ∗ Precision ∗ Recall 

(Precision + Recall) 
(12)
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Table 1 Performance comparison with baseline models 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Resnet-50 98.25 98.33 98.25 98.21 

Xception 98.21 98.28 98.21 98.24 

MobileNet 97.53 97.70 97.54 97.51 

DenseNet-121 98.57 98.67 98.57 98.56 

Inception-v3 89.18 87.80 89.18 87.67 

Proposed model 1 
(CNN) 

98.60 98.66 98.61 98.61 

Proposed model 2 
(CNN-GRU) 

98.60 98.59 98.60 98.58 

Table 2 Complexity comparison with baseline models 

Model Training time (s) Testing time (s) Total number of 
parameters 

Size of model 
(MB) 

Resnet-50 1643.68 5.62 26,096,537 314 

Xception 3843.68 6.94 23,370,305 281 

MobileNet 1678 3.69 4,483,289 51.4 

Densenet-121 2011 6.74 8,291,929 100 

Inception-v3 1493.90 6.03 23,082,809 278 

Proposed model 1 
(CNN) 

479.59 3.14 3,487,691 41.9 

Proposed model 2 
(CNN-GRU) 

5934.5 7.01 469,549 5.72 

In Table 1, the effectiveness of the suggested deep learning models is contrasted 
with that of cutting-edge models primarily employed for image classification tasks. 
We trained all the models for 70 epochs for measuring the training time, testing time, 
and the number of parameters with a learning rate of 0.0001. We used the Adam 
optimizer with categorical cross-entropy as the loss function. From Table 2, it can be 
inferred that our first CNN model outperforms all the baseline models in terms of all 
complexity parameters. The second proposed model has fewer parameters, and the 
trained model’s size is significantly less than all other models, including the baseline 
models. Because of the GRU unit, the CNN-GRU model requires a long period of 
training and testing. 

The accuracy as well as loss graphs for the suggested CNN model are shown in Fig. 
4, while the plots for the proposed CNN-GRU model are shown in Fig. 5. We have  
not performed any augmentation methods to deal with data imbalance. Even without 
that, our system achieves excellent performance with a low complexity. We achieved 
an accuracy of 98.6% for both the models without doing much hyperparameter 
optimization. The size of the saved model in h5 format is taken for comparing the
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Fig. 4 Accuracy and loss of proposed CNN model 

Fig. 5 Accuracy and loss of proposed CNN-GRU model 

space complexity. The CNN-GRU model only takes 5.72 MB in memory for storing 
the model which signifies its applicability in resource-constrained environments. 

5 Conclusion and Future Work 

This project primarily proposes lightweight deep learning models for categorizing 
malware that has been turned into images. For resource-limited devices, the com-
putational complexity of the network is as important as the accuracy. We proposed 
CNN and CNN-GRU-based networks having less complexity when compared to the 
state-of-the-art models for malware classification while matching their performance 
with other parameters. Another advantage of the proposed model is that there is no 
need for any preprocessing; the obfuscated malware also shows the same pattern 
when converted to images; hence, the same model suffices. The future work will be 
toward manually using the same models for many samples converted to images.
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IndoorGML Modeling for WiFi-Based 
Indoor Positioning and Navigation 

Manjarini Mallik and Chandreyee Chowdhury 

Abstract With the advancement in indoor localization and navigation, indoor 
spaces are represented using distinct forms of spatial information. Communica-
tion and interoperability among different systems comprising different technologies 
demand a common standardized representation. From this demand, OGC published 
IndoorGML as a standard spatial data model. However, sensor-based indoor local-
ization research hardly utilizes such spatial data model for better interoperability. 
The main aim of this work is to bridge this gap and propose a framework to (i) 
extract IndoorGML representation of the benchmark dataset of indoor localization; 
(ii) coarse grained localization based on sensory data with IndoorGML represen-
tation. We performed a case study on a WiFi fingerprint-based benchmark dataset 
for indoor localization based on our university campus. The result of the case study 
validates the robustness of the proposed framework. 

1 Introduction 

Indoor Geographic Information System (GIS)-based applications enhance the indoor 
location-based services [ 1]. The growing applications of sensor-based indoor local-
ization systems demand a similar standardization too. Indoor areas are nowadays 
becoming more complex both infrastructure wise and ambience wise due to rapid 
urbanization. Thus, searching destination and tracking users are becoming compli-
cated and time consuming. Various technologies have been used for this purpose, for 
example, WiFi, Bluetooth, inertial sensors, RFID and many more [ 2]. Researchers 
have evaluated their proposed localization works using benchmark datasets [ 3], oth-
ers have collected new datasets on their own [ 4]. The available datasets are mostly 
found in the form of excel, csv or plain text format. One needs to understand the 
predefined terms and descriptions manually and arrange the dataset as needed. This 
process may be difficult for complex building structures, specifically if spatial infor-
mation is very important for the service. 
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Hence, representation of an indoor space in terms of spatial information is impor-
tant. 

Few well-known indoor spatial data models including CityGML [ 5] of Open 
Geospatial Consortium (OGC) and Industrial Foundation Classes (IFC) [ 6] of build-
ingSMART mainly focus on the data exchange property, but the detailed spatial 
properties are not completely reflected. OGC published a new spatial data model, 
IndoorGML [ 7] in 2014 which contains standardized geometrical symbolic and topo-
logical information that are sufficient to understand the indoor spatial structure. Some 
recent works on IndoorGML have been found where researchers have integrated 
IndoorGML with some other spatial data models as in [ 8– 10]. 

The work on machine learning and statistical model-based indoor positioning and 
the indoor geospatial modeling have taken independent research paths that need to 
be merged. We could not find any indoor localization datasets describing the space 
in standard formats for information exchange. Thus, though for localization, they 
report signal fingerprints, navigation strategies could not be analyzed or deducted 
through spatial analysis of them. 

In this paper, we have attempted to merge the aforementioned research directions 
of indoor positioning with the spatial analysis in order to enable a complete analysis 
of the indoor geospatial space that can create many potential urban social applica-
tions. We have taken a benchmark dataset of indoor positioning for case study. The 
dataset is WiFi fingerprint datasets collected from our university campus for indoor 
localization purpose. The JUIndoorLoc [ 11] dataset consisting of RSSIs collected 
using smartphones from several floors of a building has been built and used for 
indoor localization. The fingerprints are collected for the several WiFi Access Points 
(APs) spread across the floor plan. Representing the dataset using IndoorGML would 
allow the dataset to exchange information with other applications without manual 
effort, leading toward the implementation of improved indoor navigation applica-
tions combining different technologies. Another important aspect of this paper is 
that it introduces the liaison between indoor localization based on sensory data and 
IndoorGML. 

The contributions of this work are summarized as follows. 

● A framework is proposed to map fingerprint datasets for sensor-based indoor local-
ization to IndoorGML, and the prerequisites are identified for that. 

● The framework is implemented on the JUIndoorLoc benchmark dataset, and the 
applicability has been shown. 

Rest of the paper is structurized as follows. The proposed framework is detailed in 
Sect. 2. The IndoorGML representation of JUIndoorLoc dataset is given in Sect. 3 
with specific terms and explanations of GML followed by a conclusion in Sect. 4.
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2 Proposed Framework for IndoorGML Representation 
from any Floorplan 

To generate an IndoorGML representation from any given floor map, maintaining 
specific terms and structures is important. So, the necessary rules are identified, and 
we have proposed the framework through which IndoorGML representation can be 
generated for any floorplan. The workflow is represented in Fig. 1. 
Since IndoorGML mainly gives structured indoor navigation pathways, so it is rele-
vant only for that part of the floorplan which is kept to be navigable. Polygonal cells 
from the navigable floorplan should be divided into rectangular (or any other simple 
geometric shapes) cells having unique identifiers for the IndoorGML representation. 
Here, two components should be identified: (i) the doors between cells that enables 
navigation and (ii) the walls that surrounds a cell and prevents navigation. Thus, once 
this list of cells and their terminal points have been figured out as indicated in the 
figure, now the workflow can be divided into three branches: 

1. generating a dual space graph to find out navigable routes between any two 
terminal points 

2. generating an inter-layer connection graph that helps to design the emergency 
evacuation strategies 

3. generating sensor coverage graph that helps in locating a new user in that floor-
plan at runtime. 

The dual space graph, inter-layer connection graph and sensor coverage graph are 
explained in detail with the case study in the subsequent section. 

3 Case Study : IndoorGML Representation of 
JUIndoorLoc Dataset 

The JUIndoorLoc 1 [ 11] dataset has been chosen because we have measured the 
dimensions of the experimental region covered for collecting the data. IndoorGML 
implementation is represented in the following subsection. 

3.1 Brief Overview of the Floorplan 

The data were collected from a floor which is 42 meter broad along the x-axis and 21 
meter long along the y-axis. The complete region was gridded into 1m  × 1m  squares 
to measure the RSSI values in each location point (each 1m  × 1m  square denotes 
one location point). There are total 12 accessible rooms, positioned on both sides of

1 https://drive.google.com/open?id=1_z1qhoRIcpineP9AHkfVGCfB2Fd_e-fD. 
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Fig. 1 Workflow for IndoorGML representation from a given floorplan
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Fig. 2 JUIndoorLoc: topographic space 

the corridor. Geospatial information for each room has been stored. The floorplan is 
shown in Fig. 2. The bold lines indicate walls (treated as boundaries) of the rooms. 
The doors are also indicated in the figure. Users can enter and exit from each room 
with corresponding door(s), specified by specific names. Two stairs connect to the 
outer layer of the region through which a user can exit. 

3.2 Topographic Space and Dual Graph Representation 

The topographic space of JUIndoorLoc is represented in Fig. 2 and its corresponding 
dual space graph is represented in Fig. 3. The rooms and corridor are cells. If one can 
navigate from one cell to another cell, these two cells are connected by a connectivity 
link in the dual space graph. The floor is mapped in such a way that one can navigate 
to each and every room through the corridor C13. For this reason, in the dual space 
graph, each node is connected by a bold line that is connectivity link, to the node C13. 
Again, these rooms are separated from the corridor by some boundaries, indicated 
by dotted line that is adjacency link between corridor and each room. Each room is 
adjacent to two other rooms, and separated by two boundaries, this property is also 
represented in the graph by adjacency link. For example, the room R10 is connected 
to the corridor by the door d3, and separated from corridor by the boundary B8, 
indicated by connectivity and adjacency links respectively. Again, R10 is separated 
and cannot be reached because of the boundaries B4 and B3 from the hall R12 and 
the room R11 respectively, represented by adjacency links between (R10, R12) and 
(R10, R11). s1 and s2 denote the two stairs through which one can exit to the outer 
region.
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Fig. 3 JUIndoorLoc: dual space graph 

3.3 Horizontal Distance Computation 

Horizontal distance is the distance between any two points on the same floor, con-
nected by a straight line. To compute the distance between two such points, we 
consider the doors to which these points are connected through straight lines and 
compute the distance between those two (or more) doors. The summation of all 
distances gives the actual distance of the path between the two points. In the JUIn-
doorLoc dataset, some doors are present in same row or column of the grid layer, 
and the distance between these pair of doors can be measured easily. To compute the 
distance between a pair of doors which are not in the same row or column, we have 
used Pythagoras theorem [ 12], as shown in Fig. 4. 

Since all the rooms are positioned side by side on both sides of the corridor, one 
can reach from any door to any other door. For this reason, the door-to-door graph of 
JUIndoorLoc is a complete graph connecting 13 doors by 78 edges, as shown in Fig. 5 
representing the inter-layer connection graph with two parts. One is the door-to-door 
graph (shown in lower part of the graph) representing connectivity among doors, and 
other is the dual graph for topographic space layer (shown in upper part of the graph) 
representing connectivity among cells, i.e., rooms and corridor. These two layers are 
connected through dotted links, indicating which cell is directly connected to which 
door. The bold lines between each room/hall to corridor indicate that all these cells 
can be reached from the corridor. The distance between each door-to-door pair is the 
weight of the link connecting those two doors. To avoid clumsiness, the distances 
are not shown in Fig. 5.
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Fig. 4 JUIndoorLoc: computing distance between two doors 

Fig. 5 JUIndoorLoc: inter-layer connections
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Fig. 6 JUIndoorLoc: sensor coverage graph 

3.4 Sensor Coverage Graph 

In order to establish a liaison between the spatial representation of IndoorGML and 
the WiFi fingerprint data representation for indoor positioning, a sensor coverage 
graph is constructed. The graph indicates the connectivity among the access points 
(APs) and cells. The complete dataset of JUIndoorLoc contains 172 APs, each cov-
ering more than one cells. We have selected six important APs for which RSSI values 
are received for 90% or more sample points for each of the cells covered by the AP. 
Two APs are connected by bold edge if they provide signals to at least one common 
region (Fig. 6). The APs providing signal to cells are connected using dotted link. 
For example, if someone is receiving signals from the APs W1 and W3, it may be 
assumed that he/she is positioned near to the room R1. In the sensor coverage graph, 
the cells which can be navigated from one to another are also connected using bold 
edges. Since in JUIndoorLoc each cell is navigable from corridor C13, each of them 
is connected to C13 by individual bold edge. The original id of these six APs is stored 
in Table 1, along with the information of their signal covering area. 

3.5 Representation of JUIndoorLoc using IndoorGML 

The details of JUIndoorLoc dataset are stored in XML file using GML format. For 
each cell, the information including its boundary coordinate, navigation property 
through connectivity and adjacency links, its geometry type is stored. In Fig. 7, the
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Table 1 Access points and their covering area 

AP ID Covering area 

W1 AP005 R1, R4, R10, R11, R12 

W2 AP023 R5, R6, R7, R8, R9, R10, R12, C13 

W3 AP009 R1 

W4 AP029 R2, R4, R5, R6, R7, R9, R11, C13 

W5 AP019 R3, R4, R5, R6, R7, R10, R11, R12, C13 

W6 AP025 R10, R12 

Table 2 GML tags and their meanings 

GML tag Source Meaning 

gml:name gmlBase.xsda A label or identifier for any object, usually a descriptive name 

gml:boundedBy feature.xsdb Minimum bounding area in sqaure or reactangular in shape that 
encloses the whole feature 

gml:Box feature.xsd Defines a specific square/rectangular space with coordinates 

gml:Edge topology.xsdc The 1-dimensional primitive used to define topology among cells 

gml:description gmlBase.xsda A simple textual description of any object 

ahttp://www.datypic.com/sc/niem21/s-gmlBase.xsd.html 
bhttp://www.datypic.com/sc/niem21/s-feature.xsd.html 
chttp://www.datypic.com/sc/niem21/s-topology.xsd.html 

details of room R1 are displayed. The complete region is bounded by the coordi-
nates (0, 42) and (0, 21). The room R1 is bounded by the coordinate (34, 13) and 
(38, 21). The room is connected to cell C13 through door d1, which is represented 
by connectivity link in the dual space graph in Fig. 3. R1 is non-navigable to/from 
the cells R11 and C13 because of the boundary walls B2 and B6, respectively. These 
are represented as adjacency link in Fig. 3. There is another file named “R1data.xml” 
linked to this xml file that store the RSSI value received from different APs in each 
1m  × 1m  square area of room R1. One can reach to this file for localization with 
fine granularity. Details of all other cells are stored in a similar way. The file has been 
validated with online validator. 2

A GML feature is defined as a representation of identifiable real-world objects in 
specific domains of communication. Various schema terms for GML defined by OGC 
are stored 3 in different files. The terms used in the above case studies are explained 
in brief in the following Table 2 along with their sources. 

2 https://codebeautify.org/xmlvalidator/cb9d16d8. 
3 http://www.datypic.com/sc/niem21/ss.html. 
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Fig. 7 Information of room R1 of JUIndoorLoc stored using GML format 

4 Conclusion 

To make a connection between different indoor navigation and communication sys-
tems, we need some common standardized representation format. Geospatial infor-
mation is widely accepted for defining fine-tuned location information, but unfortu-
nately, it is mainly used for outdoor localization. We have made an effort to represent 
a fingerprint-based WiFi dataset for indoor areas, using IndoorGML format describ-
ing the indoor areas with geospatial information. Before explaining the datasets with 
IndoorGML format, we have briefly described how datasets can be represented in 
general with IndoorGML format. 

This is the initial step toward introducing IndoorGML in implementing sensory 
data-based navigation approach. In the future, we aim to propose a graph-based 
shortest path navigation approach and identify the user’s location using these datasets 
stored in IndoorGML format. User’s location can be determined from sensory data 
using sensor coverage graph and based on that the system can recommend suitable 
navigation path for users.



IndoorGML Modeling for WiFi-Based Indoor Positioning . . . 507 

Acknowledgements This research work is partially supported by the project entitled—“Developing 
Framework for Indoor Location Based Services with Seamless Indoor Outdoor Navigation by 
expanding Spatial Data Infrastructure,” funded by the Ministry of Science and Technology, Depart-
ment of Science and Technology, NGP Division, Government of India. 

References 

1. Qingxiang C, Jing C, Wumeng H (2020) Method for generation of indoor GIS models based 
on BIM models to support adjacent analysis of indoor spaces. ISPRS Int J Geo Inform. https:// 
doi.org/10.3390/ijgi9090508 

2. Priya R, Chandreyee C (2021) A survey of machine learning techniques for indoor localization 
and navigation systems. J Intell Robot Syste. https://doi.org/10.1007/s10846-021-01327-z 

3. Priya R, Chandreyee C, Mausam K, Dip G, Sanghamitra B (2020) Novel weighted ensemble 
classifier for smartphone based indoor localization. Exp Syst Appl. https://doi.org/10.1016/j. 
eswa.2020.113758 

4. Salamah AH (2016) Mohamed Tamazin, Maha Sharkas, Mohamed Khedr? an enhanced WiFi 
indoor localization system based on machine learning. Int Conf Indoor Position Indoor Navig 
(IPIN). https://doi.org/10.1109/IPIN.2016.7743586 

5. OGC, OGC CityGML Encoding Standard, Document No. 12-019, 2012. http://www. 
opengeospatial.org/standards/citygml 

6. BuildingSMART, IFC Standard. http://www.buildingsmart-tech.org/specifications/ifc-
overview 

7. OGC, OGC IndoorGML, Document No. 14-005r4, 2014. http://www.opengeospatial.org/ 
standards/indoorgml 

8. Claridades AR (2019) Inhye Park: Integrating IndoorGML and Indoor POI Data for Navigation 
Applications in Indoor Space. J Kor Soc Surv Geodesy Photogram Cartography 359–366. 
https://doi.org/10.7848/ksgpc.2019.37.5.359 

9. Kim JS, Yoo SJ, Li KJ (2014) Integrating IndoorGML and CityGML for indoor space 184–196. 
https://doi.org/10.1007/978-3-642-55334-9_12 

10. Alattas A, Zlatanova S, Oosterom P, Chatzinikolaou E, Lemmen C, Li KJ (2017) Supporting 
indoor navigation using access rights to spaces based on combined use of IndoorGML and 
LADM models. ISPRS Int J Geo Inform. https://doi.org/10.3390/ijgi6120384 

11. Roy P, Chowdhury C, Ghosh D, Bandyopadhyay S (2019) JUIndoorLoc: a ubiquitous frame-
work for smartphone-based indoor localization subject to context and device heterogeneity. 
Wireless Pers Commun 739–762. https://doi.org/10.1007/s11277-019-06188-2 

12. Weisstein EW, Pythagorean theorem, Wolfram Research, Inc. https://www.mathworld. 
wolfram.com

https://doi.org/10.3390/ijgi9090508
https://doi.org/10.3390/ijgi9090508
https://doi.org/10.3390/ijgi9090508
https://doi.org/10.3390/ijgi9090508
https://doi.org/10.3390/ijgi9090508
https://doi.org/10.3390/ijgi9090508
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1007/s10846-021-01327-z
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1016/j.eswa.2020.113758
https://doi.org/10.1109/IPIN.2016.7743586
https://doi.org/10.1109/IPIN.2016.7743586
https://doi.org/10.1109/IPIN.2016.7743586
https://doi.org/10.1109/IPIN.2016.7743586
https://doi.org/10.1109/IPIN.2016.7743586
https://doi.org/10.1109/IPIN.2016.7743586
https://doi.org/10.1109/IPIN.2016.7743586
https://doi.org/10.1109/IPIN.2016.7743586
http://www.opengeospatial.org/standards/citygml
http://www.opengeospatial.org/standards/citygml
http://www.opengeospatial.org/standards/citygml
http://www.opengeospatial.org/standards/citygml
http://www.opengeospatial.org/standards/citygml
http://www.opengeospatial.org/standards/citygml
http://www.buildingsmart-tech.org/specifications/ifc-overview
http://www.buildingsmart-tech.org/specifications/ifc-overview
http://www.buildingsmart-tech.org/specifications/ifc-overview
http://www.buildingsmart-tech.org/specifications/ifc-overview
http://www.buildingsmart-tech.org/specifications/ifc-overview
http://www.buildingsmart-tech.org/specifications/ifc-overview
http://www.buildingsmart-tech.org/specifications/ifc-overview
http://www.buildingsmart-tech.org/specifications/ifc-overview
http://www.opengeospatial.org/standards/indoorgml
http://www.opengeospatial.org/standards/indoorgml
http://www.opengeospatial.org/standards/indoorgml
http://www.opengeospatial.org/standards/indoorgml
http://www.opengeospatial.org/standards/indoorgml
http://www.opengeospatial.org/standards/indoorgml
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.7848/ksgpc.2019.37.5.359
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.1007/978-3-642-55334-9_12
https://doi.org/10.3390/ijgi6120384
https://doi.org/10.3390/ijgi6120384
https://doi.org/10.3390/ijgi6120384
https://doi.org/10.3390/ijgi6120384
https://doi.org/10.3390/ijgi6120384
https://doi.org/10.3390/ijgi6120384
https://doi.org/10.1007/s11277-019-06188-2
https://doi.org/10.1007/s11277-019-06188-2
https://doi.org/10.1007/s11277-019-06188-2
https://doi.org/10.1007/s11277-019-06188-2
https://doi.org/10.1007/s11277-019-06188-2
https://doi.org/10.1007/s11277-019-06188-2
https://doi.org/10.1007/s11277-019-06188-2
https://doi.org/10.1007/s11277-019-06188-2
https://doi.org/10.1007/s11277-019-06188-2
https://www.mathworld.wolfram.com
https://www.mathworld.wolfram.com
https://www.mathworld.wolfram.com
https://www.mathworld.wolfram.com
https://www.mathworld.wolfram.com


Assessing Damage of Natural Disasters 
from Satellite Imagery Using a Deep 
Learning Model 

Shubham Tikle, P. Jidesh, and A. Smitha 

Abstract Natural disasters are events that arise anywhere on the planet. It causes 
enormous devastation and places entire cities in need of significant support. The 
capability to swiftly and precisely deploy rescue services in the affected regions is 
critical for reducing the impact and saving lives. A two-step model is developed in an 
attempt to resolve this problem by using satellite images as input. The model draws 
attention to the structures such as buildings, which are severely damaged. The cur-
rent deep learning-based computer vision models use pre- and post-disaster satellite 
images to semantically infer the level of damage to individual buildings after nat-
ural disasters. This model alleviates an important roadblock in disaster managerial 
decisions by simplifying the evaluations of damages caused to the building. We used 
DeepLabv3+ for semantic segmentation and a custom CNN model for image clas-
sification to analyze disaster-related images. This paper describes how satellite data 
and proficient image analysis may effectively be used to conduct disaster and crisis 
management to assist jobs that require fast mappings. This model’s performance and 
accuracy are sub-optimal and are being studied to further improvisations. However, 
it surpasses the current cutting-edge model. 

Keywords Damage classification · DeepLabV3+ · Custom CNN · Natural 
disasters · Crisis-management 
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1 Introduction 

The satellite images provide a real-time image of the Earth system. That is one of the 
reasons why it has become a valuable source for various geophysical studies by the 
research community. Satellite images provide a wide range of uses and benefits. One 
such application that requires accuracy is the detection and classification of natural 
disaster damage using satellite images. Detecting where damage has occurred and 
sent rescue teams to the location of event of a natural disaster can save many lives 
and also assists in determining where the actions should be concentrated. As a result, 
the damage evaluation based on the satellite image is the most important part of the 
process. 

This is vital for organizations to identify the whereabouts of injured persons in the 
initial hours of post-disaster in order to speed up relief efforts and the deployment of 
response activities [ 1]. Building damage is frequently used as a proxy for population 
concentration [ 2]. Because of its vast coverage area and data availability, remote 
sensing is an efficient technique for locating damaged buildings. Humanitarian aid, on 
the other hand, mostly relies on conventional computerization of structural damages, 
which also persists as a most successful way. Manual digitization is time-consuming, 
requires skilled image observers, is unsuitable for large areas, and is vulnerable to 
inconsistencies and mistakes caused by fatigue or poor quality regulation. The time 
it takes to produce damage assessment reports would be considerably reduced if this 
procedure can be automated. 

To help humans cope with the massive workload of handling huge quantities of the 
satellite images, computer vision is utilized to simplify the identification of objects 
and situations crucial to crisis management. Despite this capability, the existing 
computerized systems appear to be incapable of recognizing all intensities of building 
damages with a good degree of certainty [ 3]. 

A lot of research has been done in recent years, with the swift advancement in the 
area of machine learning for computer vision, especially using deep neural networks 
(DNNs) [ 4]. DNNs also obtains good-level of performance on computer vision tasks, 
including image analysis and pattern segmentation. As a result, these techniques are 
useful for instantly retrieving useful information from satellite data. 

2 Related Works 

Authors have explored various methods for classifying natural disasters using satellite 
images from various datasets. Some of these are discussed further below. 

Seismological factors cause millions of buildings to fall when earthquakes strike 
[ 5]. Numerous machine learning techniques were used for forest fire forecasts since 
the 1990s. They employ a machine learning approach in a recent study. This study in 
Italy used the random forest methodology to map wildfire sensitivity [ 6]. It discovered
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that the presented method could recognize locations that can be impacted by forest 
fires. The limitation of this work is that it deals with only one type of disaster. 

Flood susceptibility mapping [ 7] used two new combination ensemble models, 
dagging and remote sensing, along with three machine learning models to model 
flood risk mapping in the Teesta River basin, northern Bangladesh. Artificial neural 
networks, random forests, and support vector machines are three examples. The 
fact that their dataset only covers water disaster categories is a significant limitation 
because it does not cover other types of disasters. 

In [ 8], the researchers describe the techniques that the team used to solve disaster 
identification problems. They created two flood catastrophe datasets: One was created 
via social media images; the other is based on satellite photographs. The photos were 
trained using the GoogleNet architecture. The fact that their set of data only covers 
water disaster categories is a significant limitation. 

Photos shared on social media portals throughout natural calamities are investi-
gated in the work [ 9] to determine the extent of conditions caused by the disasters. 
The presented method can successfully adapt deep-CNN features to assess the degree 
of damage from social media images captured after a disaster strikes. The authors 
gathered images from the Internet of various disasters, including Typhoon Ruby, Hur-
ricane Matthew, and the Nepal Earthquake. The researchers also used Web search 
to gather images of collapsed buildings, bridges, and roads, among the other things. 
The dataset’s limitation is that it only includes images of broken infrastructure. 

Convolutional neural networks have been used extensively in this damage detec-
tion problem (CNN). One method combined ordinal regression and CNN [ 10]. 

Support vector machines and Naive Bayes are two types of machine learning 
algorithms used to classify natural calamities on different parameters, but it is bound 
to only the initial stages of natural disaster [ 11]. Text mining and regular log mining 
techniques are used to detect earthquakes on seismological data, but the drawback 
is that earthquake detection is dependent on public feedback [ 12]. 

Recent research has looked into using CNNs to detect disasters from satellite 
photos [ 13– 16]. In [ 13– 15, 17], the researchers employ CNNs to identify damaged 
infrastructure by categorizing them into two groups: damaged and non-damaged. 

The paper only identifies the presence or absence of buildings following a natural 
disaster or examines damage for a single disaster type [ 18, 19]. 

3 Research Gaps 

From the detailed literature review, it is evident that the majority of the works are 
based on advanced deep learning with hybrid architectures. The previous literature 
has primarily focused on picture classification as issue damage or non-damage type, 
i.e., binary classification, and most of the literature focuses on only one type of 
disaster. The ability to detect the level of damage present in the image is limited to 
no-damage, minor-damage, major-damage, or destroyed. In an emergency, however, 
the satellite images can provide more specific information about things, people, and 
situations.
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3.1 Motivation 

Damage assessment from satellite photography is difficult, especially for different 
sorts of disasters process. After a disaster, logistics, resource planning, and damage 
estimation are tough tasks, and putting first responders in post-disaster conditions 
is risky and expensive. The work’s primary motivation is to automate the process 
of detecting damage from satellite images and also to further classify the damage 
into various levels. The use of passive technologies for damage assessment, such as 
satellite imagery analysis, saves time and money, reduces relief time, lowers risk, 
and expedites an otherwise dangerous process. Every year, natural disasters happen, 
and they are inevitable events. So, this is a field that requires relevant and continuous 
research. 

4 Approach and Methodology 

The overall process pipeline of the classification of damages is shown in Fig. 1 which 
is self explanatory. 

4.1 Dataset Collection 

The set of data comes from xView2.org and is labeled with xBD (Building Damage). 
In order to fully support deep learning for building damage assessment, datasets of 
appropriate scope, scale, size, and standard must be available. For this reason, we 
use an xBD labeled dataset. xBD addresses the limitations enumerated in others by 
collecting data across six disaster types, 15 countries, and thousands of square kilo-
meters of imagery, and Fig. 2 illustrates a sample of segmented images. Furthermore, 
they introduce a joint damage scale that provides guidance and an assessment scale 
to label building damage in satellite imagery, as shown in Fig. 3 [ 20]. 

Fig. 1 Process pipeline 
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Fig. 2 Sample of segmented images 

Fig. 3 Joint damage scale 

4.2 Data Preprocessing 

It is an integral step in deep learning, especially dealing with images, to prepro-
cess the data before proceeding further. In an emergency, however, the photos can 
provide more specific information about the things, people, and situations that sup-
presses undesired distortions or enhances some apparent features relevant for feature 
processing and analysis tasks. The images and their corresponding labels are given 
in JSON format. Before proceeding to the next step, all JSON files were converted to 
PNG files. Extracted all pixel properties, created a polygon for the damaged area, and 
assigned different colors to each damaged area, such as white cyan, dark green, causal 
blue, and maroon red for no-damage, minor-damage, major-damage, and destroyed, 
respectively. The image resolution in the dataset is 1024 × 1024. However, it is 
resized into 256 × 256 for proper training. Before processing the model, image 
segmentation and data augmentation are done.
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Fig. 4 Customized CNN model 

4.3 Model Selection and Creation 

The aim is to develop a replicable model. That can be used to aid in rescue efforts 
in emerging regions. The overall procedure for this project consists of three major 
steps. The initial step is data preprocessing, in which image processing is being 
performed to break down images to a standard size and normalize it, and then feed 
them into our model. The second step is the semantic segmentation of buildings. 
The first step’s algorithm is fed by a satellite image, which is then processed using 
a semantic segmentation like Deeplabv3+, which masks the damaged areas with 
different colors like white cyan, dark green, causal blue, and maroon red for no-
damage, minor-damaged, major-damaged, and destroyed, respectively. Finally, the 
semantic segmentation results are fed into a custom CNN model Fig. 4 consisting 
of seven convolutional layers, one flatten layer, and four dense layers with softmax 
as the activation function. The Adam optimizer is employed, with a learning rate 
of 0.0001, which estimates the damages caused by each structure and produces a 
damage classifier—no-damage, minor-damage, major-damage, or destroyed. From 
these details, the appropriate authorities can be informed, and immediate assistance 
can be provided. 

4.4 Experiments and Outcomes 

Hyperparameter tunning performed on the custom CNN model as shown in Table 1. 

4.5 Results and Observations 

To develop a model for our damage classification, the buildings had to be labeled in 
four different ways, and the final layer had four output nodes. As mentioned earlier, 
for segmentation of images, the model used is DeepLabV3+. ResNet50 layer is used 
as a backbone in the DeepLabV3+. In this model, loss Fig. 5a and Intersection of 
Union (IOU) Fig. 5b are the important parts. The output segmented images of the 
DeepLabV3+ model are the input to the custom CNN model, where the results for 12 
epochs are 70.84% accurate on training data and 72.06% accurate on testing data. The 
CNN model F1-score and loss as shown in Fig. 6a, b, respectively. The model was 
trained using 5500 images. The ratio of training to testing is 80:20. In the previous
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Table 1 Hyperparameters tunning on custom CNN model 

Sr. No Convolutional 
layers 

Learning rates Batch Size Kernel size Accuracy (%) 

1 4(Filters = 128) 0.001 8 2*2 66.07 

2 4(Filters = 128) 0.002 8 2*2 65.11 

3 5(Filters = 128) 0.001 16 2*2 67.00 

4 5(Filters = 128) 0.002 16 2*2 67.50 

5 6(Filters = 128) 0.001 16 2*2 69.00 

6 6(Filters = 128) 0.002 32 2*2 68.86 

7 6(Filters = 128) 0.003 32 2*2 69.01 

8 7(Filters = 128) 0.0003 32 2*2 69.74 

9 7(Filters = 128) 0.0001 32 2*2 69.84 

10 7(Filters = 128) 0.0001 32 2*2 70.00 

11 7(Filters = 128) 0.0001 64 2*2 71.05 

12 7(Filters = 128) 0.0001 128 2*2 72.00 

13 7(Filters = 256) 0.0001 256 2*2 72.06 

14 7(Filters = 256) 0.0002 128 2*2 70.07 

15 7(Filters = 256) 0.0002 256 2*2 70.50 

16 7(Filters = 256) 0.0003 128 2*2 70.87 

17 7(Filters = 256) 0.0003 256 2*2 71.10 

Bold value represents the Best/Maximum output accuracy or F1-score after training the model 

Fig. 5 Performance metrics of Deeplabv3+ model, a DeeplabV3+ model loss, b DeeplabV3+ 
model IOU
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Fig. 6 Performance metrics of Custom CNN model, a Custom CNN F1-score, b Custom CNN 
model loss 

Table 2 Accuracy on training and testing dataset 

Sr. No Models Training (%) Testing (%) 

1 Mask R-CNN & ResNet50 72.1 68.2 

2 DeepLabV3+ & Custom CNN 70.84 72.06 

Bold value represents the Best/Maximum output accuracy or F1-score after training the model 

work on this particular dataset in 2020, with a value of a learning rate of 0.0003, 
on the training dataset, the model achieved 72.1% accuracy and 68.2% accuracy 
on the testing dataset [ 21]. The results are tabulated in Table 2. In their work, they 
combined four classes into two. Such as putting ‘no-damage’ and ‘minor-damage’ 
into one class and ‘major-damage’ and ‘destroyed’ into another. One of the reasons 
they are getting higher training accuracy than the proposed model could be because 
it is a binary classification. 

5 Conclusion 

Using deep learning algorithms, the proposed methodology attempts to build an effi-
cient and accurate damage classification system. Deep learning models are typically 
tuned using various hyper-parameter tuning techniques. Other issues such as over-
fitting and class imbalance are also taken into account. Classifying the damage into 
different levels is difficult, and the damages are usually very different in each image.
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It does not adhere to any specific patterns or structures is the main challenge during 
training the custom CNN Model. In summary, the proposed damage detection and 
classification system detects damages and can further classify the type of damages. 
This opens the door for future research in this area. 

References 

1. Beamon BM, Balcik B (2008) Performance measurement in humanitarian relief chains. Int J 
Public Sector Manage 

2. Dell’Acqua F, Gamba P (2012) Remote sensing and earthquake damage assessment: experi-
ences, limits, and perspectives. Proc IEEE 100(10):2876–2890 

3. Albrecht CM, Elmegreen B, Gunawan O, Hamann HF, Klein LJ, Lu S, Schmude J (2020) 
Next-generation geospatial-temporal information technologies for disaster management. IBM 
J Res Dev 64(1/2) 

4. Ghazouani F, Farah IR, Solaiman B (2019) A multi-level semantic scene interpretation strategy 
for change interpretation in remote sensing imagery. IEEE Trans Geoscience Remote Sens 
57(11):8775–8795 

5. Gupta R, Hosfelt R, Sajeev S, Patel N, Goodman B, Doshi J, Gaston M et al (2019) xbd: a 
dataset for assessing building damage from satellite imagery. arXiv preprint arXiv:1911.09296 

6. LeCun Y, Bengio Y, Hinton G (2015) Deep learning. Nature 521(7553):436–444 
7. Mignan A, Broccardo M (2020) Neural network applications in earthquake prediction (1994– 

2019): meta analytic and statistical insights on their limitations. Seismological Res Lett 
91(4):2330–2342 

8. Tonini M, D’Andrea M, Biondi G, Degli Esposti S, Trucchia A, Fiorucci P (2020) A machine 
learning-based approach for wildfire susceptibility mapping. The case study of the Liguria 
region in Italy. Geosciences 10(3):105 

9. Rahman M, Chen N, Islam MM, Mahmud GI, Pourghasemi HR, Alam M, Dewan A (2021) 
Development of flood hazard map and emergency relief operation system using hydrodynamic 
modeling and machine learning algorithm. J Cleaner Prod 311:127594 

10. Zaffaroni M, Lopez-Fuentes L, Farasin A, Garza P, Skinnemoen H (2019) AI-based flood event 
understanding and quantification using online media and satellite data 

11. Kradolfer U (2013) SalanderMaps: a rapid overview about felt earthquakes through data mining 
of web-accesses. In: EGU general assembly conference abstracts, p EGU2013-6400 

12. Amit SNKB, Aoki Y (2017) Disaster detection from aerial imagery with convolutional neural 
network. In: 2017 international electronics symposium on knowledge creation and intelligent 
computing (IES-KCIC), IEEE, pp 239–245 

13. Cao QD, Choe Y (2020) Building damage annotation on post-hurricane satellite imagery based 
on convolutional neural networks. Nat Hazards 103(3):3357–3376 

14. Duarte D, Nex F, Kerle N, Vosselman G (2018) Satellite image classification of building 
damages using airborne and satellite image samples in a deep learning approach. ISPRS Ann 
Photogrammetry Remote Sens Spatial Inf Sci 4(2) 

15. Fujita A, Sakurada K, Imaizumi T, Ito R, Hikosaka S, Nakamura R (2017) Damage detection 
from aerial images via convolutional neural networks. In: 2017 fifteenth IAPR international 
conference on machine vision applications (MVA), IEEE, pp 5–8 

16. Ignatiev V, Trekin A, Lobachev V, Potapov G, Burnaev E (2019) Targeted change detection 
in remote sensing images. In: Eleventh International Conference on Machine Vision (ICMV 
2018), vol 11041, SPIE, pp 677–682 

17. Frolking S, Qiu J, Boles S, Xiao X, Liu J, Zhuang Y, Qin X (2002) Combining remote sensing 
and ground census data to develop new maps of the distribution of rice agriculture in China. 
Global Biogeochem Cycles 16(4)

arXiv:1911.09296
 27953 24381 a 27953 24381 a
 


518 S. Tikle et al.

18. Xu JZ, Lu W, Li Z, Khaitan P, Zaytseva V (2019) Building damage detection in satellite imagery 
using convolutional neural networks. arXiv preprint arXiv:1910.06444 

19. Saito K, Spence RJ, Going C, Markus M (2004) Using high-resolution satellite images for 
post-earthquake building damage assessment: a study following the 26 January 2001 Gujarat 
earthquake. Earthquake Spectra 20(1):145–169 

20. Gupta R, Goodman B, Patel N, Hosfelt R, Sajeev S, Heim E, Gaston M et al (2019) Creating 
xBD: a dataset for assessing building damage from satellite imagery. In: Proceedings of the 
IEEE/CVF conference on computer vision and pattern recognition workshops, pp 10–17 

21. Crow C, Juwono M, Royesh A, Tesfaye TT. Satellite image analysis for building detection and 
natural disaster damage classification

arXiv:1910.06444
 19376 526 a 19376 526 a
 


Fundamental Graphical User Interface 
Design of an Educational Android 
Application 

Vandana, Kapil Kumar Nagwanshi, Anil Kumar, and Manish Paliwal 

Abstract A graphical user interface (GUI) design of an application presents a user-
friendly, elegant, concise, and attractive mechanism for interacting with visual com-
ponents. Android is a powerful Linux-based mobile operating system, and these days 
android devices are becoming the most sought-after and widely used devices than 
other types of mobile devices in the mobile application market. Nowadays, android 
applications (herein as ‘android apps’) have also become popular in the educational 
sector because of their compatible, efficient, and effective interface to access the 
content. In android apps, graphical designs are built from GUI components which 
is an object with which mobile user interacts via various forms of input. This paper 
presents the basic structured GUI design of an educational android application. These 
days, the GUI design of any android is an increasingly important factor in deciding 
whether your app will be accepted by mobile users to achieve success in the market 
and it also builds a connection between users and applications. In addition, users have 
more expectations and demands for good quality GUI design. GUI design contains 
three phases: informational architecture, interaction, and visual design. The aim of 
this paper helps to explain how to create a basic GUI design of an educational android 
application by using an integrated development environment (Android Studio) and 
programming languages such as Extensible Markup Language (XML) with different 
graphical components such as visual layouts and widgets. To assess user experience, 
this study has carried the survey using a questionnaire set. The main motive (purpose) 
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of the survey was to assess (evaluate) the effectiveness and the user experience of 
the interface design. 

Keywords Graphical user interface · GUI design · Android · Android 
application · Educational application 

1 Introduction 

Android devices are increasingly becoming popular in the education sector for learn-
ing and teaching students because of their robust, high quality, interactive and com-
prehensive user interface (UI) design including icons, layouts, components, styles, 
colors, patterns, etc. [ 18]. Many colleges and universities are using android devices 
to support students in constructive, communicative, supportive, and collaborative 
activities. In the android market, several high-quality educational applications are 
not successful because of their complex UI. Hence, ease of use is one of the key 
components of an acceptable and successful educational application [ 11]. Thus, 
when designing an educational android application, the developer needs to focus 
on efficiency, learnability, effectiveness, understandability, usefulness, ease of use, 
attitude, and intention to use that will ensure a high level of acceptance. The innova-
tion in educational android apps has increased interest among learners and educators 
because it facilitates visual learning and teaching method [ 17]. 

2 Background and Literature Survey 

Android UI design tools (e.g., Android Developers, Mockplus, iDoc, etc.) provide 
the latest standards to create effective UI design with the innovation of technology 
[ 16]. For an educational android app, the experience of end-users (e.g., learner and 
educator) is extremely important [ 6]. Therefore, the main purpose of this study is to 
describe how to create a basic GUI design of an educational android application. In 
addition, a prototype application has been developed composed of seven activities 
including Study Tour Reports, Digital Library, Events Info, Legends Corner, Online 
Practice Test, FAQs Portal, and Mentors Corner. These activities are developed with 
XML (for UI designing) and Java Programming Language by using the Android 
Software Development Kit (SDK) [ 13]. The paper is structured as follows: First, we 
discuss the basic UI structure of an android app. Then, we introduce UI design and 
explain the basic prototype design of an educational android application. Later, we 
discuss the result analysis, and finally, we conclude this paper with future work.
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Fig. 1 Basic UI structure of 
an android application with 
XML format 

2.1 Basic UI Structure of An Android Application 

As compared to the desktop application, the GUI design of an android application 
is easier because it fulfills user’s expectations and demands by providing them high-
quality user interface through android development tools [ 7]. For example, drag 
and drop widgets (visual UI elements such as text boxes and buttons) with a visual 
design interface. In android application development, a layout file is the face of the 
application and it appears at the startup of the screen. As can be seen in Fig. 1 which 
shows the basic UI structure of an android application which includes four common 
UI elements like ScrollView, LinearLayout, Button, and TextView [ 15]. 

In the XML layout files, ScrollView provides the layout for the scrolling view and 
enables users to combine UI elements (such as LinearLayout, TextView, and Button) 
within a scrolling view. A LinearLayout is a view group (base class) that arranges 
all children views (elements) in a single direction either vertically or horizontally by 
specifying the orientation attribute. TextView is a UI control that displays text to the 
user based on requirements. It is basic building block for user interface components 
and buttons are GUI components which is used to perform an action whenever the 
user taps/clicks on it [ 2].
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3 UI Design Methodology 

3.1 UI Design Principles 

– Affordance: It acts as signals and a feature or property of an object that can be 
used to allow people to know how to use it. 

– Visibility and Natural Mapping: In human-computer interaction (HCI), it plays 
an important role and it is one of the most important aspects in design because when 
something is out of sight, it is difficult to know about and use. Natural Mapping 
refers to the relationship between control and effect. 

– Low Physical Effort: It emphasizes design where individuals can be used com-
fortably and efficiently and with a minimum of fatigue or exertion [ 12]. 

– Learnability: It is the ease with which a software application can be understood 
by users and it is also a vital element that defines usability in UI design [ 19]. 

– User Satisfaction: It consists of all aspects of the end-users relationship with the 
organization, its products, and its services. 

– Feedback: Feedback guides users through the step-by-step process and tells us 
whether or not we are approaching the goal 

– Error Tolerance: It is the design that reduces the difficulty of incidental actions. 
– Reducing Cognitive Burden: By using certain methods, cognitive burden can be 
reduced like remove an irrelevant task, ignore useless elements, reduce choices, 
and use iconography with caution. 

– Flexibility: It allows that software designs should keep up the ability to customize 
certain tasks based on the various needs of specific users [ 8]. 

– Simplicity: It is the discipline of reducing, rectifying, or revert a design. 

3.2 Activities Stack in Android 

Android activity is a single screen of the android app where on one activity, users 
can take various actions. An android app may consist of one or more activities where 
the user navigates inside the app, it opens and closes applied activities [ 1]. When 
redirecting from one page (activity) to another, the page that the end-user quits is not 
destroyed but is appended to a stack and its condition is preserved. Hence, the user can 
achieve this activity using the “Back" button of the mobile device and the activity will 
open in entirely the same state as at the time of its stack, previous activity task being 
destroyed. This activity life cycle can be seen in Fig. 2. The developed prototype 
app has seven activities: Study Tour Reports, Digital Library, Events Info, Legends 
Corner, Online Practice test, FAQs Portal, and Mentors Corner. Above-mentioned 
activities are designed for the android platform using XML. In XML file, main ele-
ment is LinearLayout which is present in all activities and additionally added further 
UI elements from the android library such as ScrollView, TextView, ImageView,
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Fig. 2 Activities stack in android 

ProgressBar, and ExpandablePlaceHolderView. The ExpandablePlaceHolderView 
design by using RecyclerView, ExpandableListView, and develop on top of Place-
HolderView with the parent-child structure. ExpandablePlaceHolderView has two 
types of item views: Parent item view (defines the header view and contains the child 
item views in collapsed/expanded state) and Child item view (associated with their 
corresponding parent item views). 

4 Basic Prototype Design of an Educational Android 
Application 

This activity will show study tour reports of students which will be a unique travel 
experience that integrates learning with traveling. This interface can be seen as a 
moment for students to learn and increase their technical knowledge and acquire 
different experiences by visiting national or international universities. The study tour 
is defined with two terms: theory and practice. The basic graphical interface design 
of the study tour activity (see Fig. 3) includes 3 sections: national tour, international 
tour, and other tours. In this activity, users can view photos of their tour experience 
with the ImageView widget and read information from the TextView widget. The 
main aim of this interface is to increase the skill development and knowledge building 
of students [ 5]. It is also useful for student’s self-reformation. 

4.1 Digital Library 

This activity is about a digital library which is an electronic store where books, 
research papers, journals, and other information stored in digital formats and acces-
sible by electronic devices such as smartphones, computers, and tablets. It is also 
called a type of information retrieval system (IRS) because its content may be saved
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Fig. 3 Basic prototype graphical interface design of the study tour activity 

Fig. 4 GUI design: a prototype of the digital library activity, b the events info activity, and c the 
legends corner activity 

on the local computer, or accessed online via computer networks [ 20]. As shown 
in Fig. 4a, basic user interface created of digital library in which user can access 
multiple data such as course books, reference books, encyclopedia (online Dictio-
nary with videos, pictures, and facts), standard books, and other information from a 
single platform (android application) [ 9]. Pressing one of the arrow icons from above-
mentioned activity, the GUI will display associated information in another view. In 
this activity, the user can also scroll down the page to view the entire information 
through the ScrollView widget. 
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Fig. 5 Basic graphical interface design of the online practice test activity 

4.2 Events Info 

This activity will provide students an affordable and accessible way to engage them 
with the latest events and programs [ 10]. As shown in Fig. 4b, events information 
available like conference alert (displays details of upcoming national/international 
academic conferences on a distinct subject), seminar, webinar, competition, annual 
Function, convocation, alumni meet, jury, and study visit. 

4.3 Legends Corner and Online Practice Test 

In legends corner activity, living and non-living legends life history, philosophy, and 
their famous work available so that user can view data of very popular living leg-
ends like Raj Rewal, B.V. Doshi, and Hafeez Contractor and non-living legends like 
Charles Correa, Zaha Hadid, and Le Corbusier. Students can read about legends mile-
stone achievements like their construction and design. LinearLayout. ImageView, 
TextView, and RecyclerView widget used in this activity to show their information 
interactively. As mentioned in Fig. 4c, name-wise legends are listed in Expandable-
PlaceHolderView, and their information is displayed in the child item view. Online 
practice test activity facilitates architectural aspirants in learning, practicing, and 
improving their knowledge skills. They can prepare themselves for the national and 
provincial level test directly through smartphones in hand [ 3]. This helps aspirants 
with their entrance exam preparation and they can check their level of preparation 
through this activity [ 4]. As shown in Fig. 5, the online practice test interface contains 
LinearLayout. ImageView, TextView ExpandablePlaceHolderView, RecyclerView 
widget which displays question type sets in the main menu. In the submenu, further 
information is available. This interface is very simple and interactive for assessment 
of end-users in online practice tests such as National Aptitude Test in Architecture 
(NATA). 
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Fig. 6 GUI design for: a 
FAQs portal activity, and b 
the mentors corner activity 

4.4 FAQs Portal and Mentors Corner 

In this layout, two options are given, namely: Standard Questions and Specific Ques-
tions. In the first option, standard questions like “What are the benefits of this app?” 
and answers available. In the second option “what is NATA”, “why it is important”, 
and “how to prepare for NATA” and their answers available. As shown in Fig. 6a, 
FAQs consist of one layout in which two categories are mentioned with Expand-
ablePlaceHolderView and LinearLayout widget. Mentors are good problem-solvers, 
good listeners, and observers and they make an effort to respect the interest and goals 
of a student [ 14]. As mentioned in Fig. 6b, the basic graphical interface design of 
the mentor’s corner activity includes two options “Ask a Question” and “Contact a 
Mentor” by using the interactive android widget. From the “Ask a Question” menu, 
students and aspirants can raise their questions, e.g., “how do you motivate innova-
tive thoughts”, and from “Contact a Mentor”, they can contact them from the given 
list of experienced mentors. 

5 Result Analysis 

The prototype proposed here was developed having in mind the mobile learning with 
a user-friendly design interface using the android platform. To assess user experi-
ence, this study has carried the survey using a questionnaire set. The main motive 
(purpose) of the survey was to assess (evaluate) the effectiveness and the user experi-
ence of the interface design. Based on the survey result, from the total of ninety-three 
respondents (58% Male and 42% Female). Figure 7a and b shows percentage distri-
bution according to gender and age in which almost half of the respondents (49.0%) 
aged between 19 and 23, 42.0% respondents aged 16–18, and the rest (9.0%) of them 
aged 24–30. Figure 7c pie chart questionnaire shows that from the total of sixty-six 
respondents, a substantial percentage of respondents (77.4%) find out that they are 
satisfied with the application’s user interface design, and (22.6%) respondents are
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Fig. 7 Questionnaire: a gender, b age, c user satisfaction for the design of the application, d efforts 
and practice required, e efficiency of the application, and f clear understandable interaction 

not satisfied with the interface. Figure 7d pie chart questionnaire shows that from the 
total of seventy-two respondents, 55.0% of respondents disagreed with the statement 
that it would take much time to learn and use the application with proficiency and 
28.0% of respondents strongly disagreed but 10.0% of respondents agreed with the 
above-mentioned statement and 7.0% strongly agreed. Figure 7e pie chart question-
naire shows that from the total of ninety-three respondents, 53.0% of respondents 
satisfied with the prototype of the educational application to help them in the prepa-
ration of the national level test, and 12.0% of respondents very satisfied but 24.0% of 
respondents unsatisfied with the above-mentioned statement and 11.0% very unsat-
isfied. Figure 7f pie chart questionnaire shows that from the total of seventy-eight 
respondents, 61.0% of respondents agreed with the statement that the interaction with 
the prototype of the educational application is clear and understandable for them and 
18.0% of respondents strongly agreed but 17.0% of respondents disagreed with the 
above-mentioned statement and 4.0% strongly disagreed. 

6 Conclusion and Future Work 

We proposed a prototype design of an educational application to support online learn-
ing through the android platform. This design is composed of software components, 
i.e., Study Tour Reports, Digital Library, Events Info, Legends Corner, Online Prac-
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tice Test, FAQs Portal, and Mentors Corner. This application has proved its useful-
ness, as the analysis presented above section. As discussed in Sects. 2 and 3 basic UI 
structure and design of an android application, we found a significant improvement 
in the development of the educational android application (Result Analysis Section). 
The percentage obtained from the survey “Result Section” by users confirms that 
an interactive, user-friendly, clear, and understandable design interface is the need 
of all users (students and aspirants). The aim of this research was double-fold; first 
to explain how to create a basic UI design of an educational android application 
by using the android platform. In this regard, it was obvious from the analysis of 
the questionnaire that effective UI design was required to design a successful and 
acceptable android application. Based on the user’s perspective, these include effi-
ciency, responsiveness, effectiveness, and accessibility required for good UI, where 
the aforementioned features represent the basic requirement of users, respectively. 
The second motive of this paper was to propose a high-quality educational applica-
tion to support students in supportive, constructive, collaborative, and communicative 
activities. Furthermore, and based on the user’s perspective, these include flexibility 
and scalability that they can fulfill users’ needs as required. In the future, we want 
to implement some other features, intended to make this application functional for 
users so that they can use proposed features as discussed in the paper. Also, we want 
to add career and upload portfolio options to this application to make this applica-
tion more useful and effective. We believe that this will be possible, as we described 
above, it will increase the skill development and knowledge building of students and 
also useful for student’s self-reformation. 

References 

1. Adinugroho TY, Gautama JB et al (2015) Review of multi-platform mobile application devel-
opment using webview: Learning management system on mobile platform. Proc Comp Sci 
59:291–297 

2. Adipat B, Zhang D (2005) Interface design for mobile applications. AMCIS 2005 Proc 494 
3. Astra IM, Nasbey H, Nugraha A (2015) Development of an android application in the form of 

a simulation lab as learning media for senior high school students. Eurasia J Mathe Sci Technol 
Educ 11(5):1081–1088 

4. Cavus N (2016) Development of an intelligent mobile application for teaching English pro-
nunciation. Proc Comp Sci 102:365–369 

5. Cieza E, Lujan D (2018) Educational mobile application of augmented reality based on markers 
to improve the learning of vowel usage and numbers for children of a kindergarten in trujillo. 
Proc Comp Sci 130:352–358 

6. Furió D, Juan MC, Seguí I, Vivó R (2015) Mobile learning versus traditional classroom lessons: 
a comparative study. J Comp Assis Learn 31(3):189–201 

7. Georgiev T, Georgieva E (2009) User interface design for mobile learning applications. e. 
Learning 9:145–150 

8. Ines G, Makram S, Mabrouka C, Mourad A (2017) Evaluation of mobile interfaces as an 
optimization problem. Proc Comp Sci 112:235–248 

9. Johnsson BA, Weibull G (2016) End-user composition of graphical user interfaces for palcom 
systems. Proc Comp Sci 94:224–231



Fundamental Graphical User Interface Design . . . 529 

10. Kleinwort R, Semm T, Falger PM, Zaeh MF (2018) Integration of an android application into 
the learning factory for optimized machining. Proc Manuf 23:9–14 

11. Kocakoyun S, Bicen H (2017) Development and evaluation of educational android application. 
Cypriot J Educ Sci 12(2):58–68 

12. Łobaziewicz M (2015) The design of b2b system user interface for mobile systems. Proc Comp 
Sci 65:1124–1133 

13. Ma L, Gu L, Wang J (2014) Research and development of mobile application for android 
platform. Int J Multimed Ubiquit Eng 9(4):187–198 

14. Malhotra R, Kumar D, Gupta D (2020) An android application for campus information system. 
Proc Comp Sci 172:863–868 

15. Moran K, Bernal-Cárdenas C, Curcio M, Bonett R, Poshyvanyk D (2018) Machine learning-
based prototyping of graphical user interfaces for mobile apps. IEEE Trans Softw Eng 
46(2):196–221 

16. Ozdamli F, Cavus N (2011) Basic elements and characteristics of mobile learning. Proc Soc 
Behav Sci 28:937–942 

17. Papadakis S, Kalogiannakis M (2017) Mobile educational applications for children: what edu-
cators and parents need to know. Int J Mobile Learn Organ 11(3):256–277 

18. Papadakis S, Kalogiannakis M, Zaranis N (2018) Educational apps from the android google 
play for Greek preschoolers: a systematic review. Comp Educ 116:139–160 

19. Sánchez-Morales LN, Alor-Hernández G, Rosales-Morales VY, Cortes-Camarillo CA, 
Sánchez-Cervantes JL (2020) Generating educational mobile applications using uidps identi-
fied by artificial intelligence techniques. Comp Stand Interf 70:103407 

20. Yahaya NS, Salam SNA (2014) Mobile learning application for children: Belajar bersama dino. 
Proc Soc Behav Sci 155:398–404



Personality Detection Using Signature 
Analysis 

Garapati Jaya Surya Koushik, Kasukurthi Tirudeepak, and Dwijen Rudrapal 

Abstract Every human is having unique personality. Personality plays vital role for 
a human to be placed in dream position always. Different research work proposed 
different automated personality prediction system based on different measures like 
face, behaviour, attitude, GAIT and handwritten signature. Predicting personality 
using handwritten signature is a difficult problem. Signature has different features to 
assess the pattern and predict. In this paper, we propose a personality prediction sys-
tem based on handwritten signature pattern using neural network. We have analysed 
various features, classify and extracted their values from signatures in the corpus. We 
devise a computational strategy for minimising mistakes in each class feature value 
selection for the entire system. We have also conducted a statistical significance test 
by computing alpha value and improved the accuracy of our proposed system. 

Keywords Computational analysis · Graphology · Human personality · Statistical 
analysis of human personality · Theoretical analysis of human personality 

1 Introduction 

Graphology [ 3] is basically a study of a particular person handwriting qualities and 
patterns [Miguel] in order to find or assume his or her psychological state of mood 
at the time of writing. Handwriting is a projective test in which the unconscious 
emerges and communicates itself to the conscious. It works because our hands are 
controlled by our subconscious mind when writing [ 1]. A writer will not consciously 
draw each letter by hand when writing, just as a person will when typing. Humans 
have always been fascinated by the diversity and uniqueness of each individual. A 
handwriting expert can roughly explain a person’s personality and character traits 
by analysing the handwriting [ 9]. Here, we use a person’s signature instead of hand-
writing for analysis. The signature is a special reflection of the clot of everything 
on a person’s body, and his natural mark expresses all nature. Signature analysis is 
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a part of the handwriting analysis, To understand the personality of a person, the 
relationship between individual signature and handwriting analysis [ 4] plays crucial 
role. A person’s signature is mainly one of most unique things they process. We gen-
erally do not find any two persons having the exact same signature. From a signature 
personality characteristics of any individual, like his mind being balanced, kindness 
to himself and others, anger issues and his way of behaviour with others and himself, 
all these things can be found in a person’s signature. 

The goal of this project is to implement our proposed system which recognises 
the personality of a person using deep learning models. Signature is the smallest text 
you can write, and it tells a lot about an individual. In this implementation, we tried 
to figure out a number of signature features which are very unique. As we get the 
features and good accuracy with neural network models, then we merged the primary 
features. We divided the data into several classes and used statistical significance to 
improve the model’s accuracy. By considering features like angle, size, we then 
merged into four different classes, and then, we compute the alpha value. Then, we 
compute the statistical significance accuracy. 

2 Related Work 

In the last decade, several research works related to prediction of personality [ 2, 11] 
have been carried out by various researchers. Prior researches achieved promising 
result with comparable accuracies. 

Most of the recent promising researches are based on machine and deep learning 
approaches. The work by [ 8] proposed amachine learning-based system using various 
extracted features like space, baseline, slant and pressure, etc. The work experimented 
on 3 datasets: CEDAR, GPDS Synthetic Signature, BHSig260. The work carried 
out by [ 3, 6] analysed signature images for personality identification using features 
like margin, dot structure, breaks, start, end streak, underline. Authors proposed 
a prediction model based on artificial neural networks (ANNs). The work by [ 5] 
predicted personality of human handwritten signature based on histogram oriented 
gradient (HOG) and backpropagation neural networks (BPNNs). The work showed 
that the use of ANN on large input dimensions causes a long processing time. 

The approaches proposed based on deep learning offer better performance and 
accuracy using extensive and interconnected feature extraction. However, these 
approaches need state-of-the hardware and huge amount of training data. Convo-
lutional neural networks (CNNs) are a popular deep learning network for person-
ality prediction from handwritten signature. Prior research work proposed by many 
researchers [ 7, 10, 12] is based on CNN and achieved state-of-the-art accuracy.
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3 Proposed Approach 

In this section, we have explained our datset preparation, features selection and 
proposed model. 

3.1 Dataset Preparation 

We have collected handwritten signature corpus from Kaggle 1. The corpus contains 
signatures of 30 people. Each person has 5 signatures which they made themselves. 
Each signature is saved in image form for processing task. In addition of the col-
lected corpus, we added more signatures from undergraduate students. Finally, our 
handwritten signature dataset includes 204 signatures. 

3.2 Feature Selection 

The basic features of the signatures are discussed in this section for further analysis 
and classification system development. The main features of the signatures that are 
used in our current work are angle, size, underline, circle, last big letter, last small 
letter, presence of dot. The primary features are the ones which are definitely present 
in a signature. Those are angle and size. There are three sub-classes in angle feature. 
They are ascending, descending and straight. 

Similarly, size is also having two sub-classes. These are identical and non-
identical. 

3.3 Feature Classification 

Personalities based on signatures may be divided into four classes. Identification of 
each personality characteristics depends on the presence of one or more features 
of signature. Table 1 shows the mapping of personality classes, features and human 
characteristics. 

3.4 Classifier Selection 

We have proposed CNN and ANN for all feature classifications and personality 
prediction. CNN models and an ANN models have been trained with various images

1 https://www.kaggle.com/datasets/divyanshrai/handwritten-signatures. 
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Table 1 Classification of signature features 

Personality classes Human characteristics Features 

Complex person Unpredictable Non-identical 

Shy and stable Shy and modest, emotionally 
stable 

Identical, straight 

Modest and confident Optimistic or confident Identical, ascending 

Lethargy and modest Lack of energy Identical, descending 

Table 2 Confusion matrix for the maximum dataset (N = 204) 

Complex Shy and stable Modest and confident Lethargy and modest 

37 20 1 2 

24 44 2 5 

16 18 22 0 

4 5 0 4 

of their respective properties. We have used the “ReLU” activation function for 
convolution layers. For binary classification, “Sigmoid” activation function is used 
for output layers, and for categorical classification, “Softmax” activation function is 
used. The optimiser used in the compile function was “adam”. These models give us 
whether a particular property’s presence is there in a signature or not. Based on the 
features value presence, proposed prediction system predicts personality of signature 
owner’s. 

4 Experiment Result and Analysis 

Table 2 represents the confusion Matrix for the proposed approach. The neural net-
work technique displays the diagonal terms 37, 44, 22, 4 in the table. 

Rateria [ 8] shows the amount of samples and the machine learning technique’s 
adjusted projected data. In the table below, we generated sample sizes ranging from 
204 to 80. A maximum accuracy rate of 53% was obtained. The points represent the 
data generated by a neural networks technique. The line through the points is the 
equation of reciprocals of number of sample sizes N. The intercept of Fig. 1 is almost 
0.5302 at the limit of N → ∞. As N reaches infinity, then accuracy reaches 53%. 
The slope of this curve is around −4.514. Although the slope may change due to a 
variety of variables, the intercept will remain constant (Table 3).
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Fig. 1 Accuracy rate of proposed method 

Table 3 Accuracy rate for various sample size 

Signature count 1/N Predicted correctly Accuracy 

204 0.004901 107 53 

180 0.005556 89 49 

150 0.006667 74 49 

130 0.007692 64 49 

100 0.010000 48 48 

80 0.012500 39 48 

5 Proposed Statistical Method 

We employed an error calibration mode to detect and rectify errors. By defining 
and analysing faults in each class, a statistical metric called alpha was introduced. 
Although manual errors are possible, they may be caused by a lack of accuracy. 
By using the experiment data, we developed a system classification and decreasing 
the mistakes in this experiment further. We used the neural network to create the 
classification system and then check its performance. We assumed that the signatures 
in the data that moved into a different classes were part for that class. As there are 
four different classes, we computed the value of α is approximate to 0.173. 

The accuracy rate graph is plotted as a function of the reciprocals of total number 
of samples to confirm this value of alpha. The accuracy rate enhances when in a 
limit of N tends to infinity because the standard deviation will be reduced to a tiny
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number. The signatures were moved in the correct class. With the premise that N 
reaches infinity in the limit, because the standard deviation is reduced to a minimal 
amount, the accuracy rate will improve and error margin. 

(Δx )
2 = (zscore)2 ∗ σest (1 − σest )/N (1) 

(Δx) Margin of Error and σest is the value of standard deviation. The accuracy rate 
reaches 0.53 when we have a huge dataset. It is unaffected by the group of persons 
that choose the category for those 204 signatures. We used these 204 signatures as 
our starting point. 

The values αki  can be written in the following way, 

C j i (Ni ) = 
k=4Σ 

k=1 

αk j  A
k 
i j  (Ni ) (2) 

The value of α is calculated based on the value of the accuracy per cent of the 
curve when N → ∞  this is shown in Fig. 1. This value is shown at 0.53. The final 
value of α is also calculated as the limit of the number of sample sizes goes to infinity. 
α is dependent on the number of sample sizes (Ni ). 

The original truth set was complex = 60, shy and stable = 75, modest and confident 
= 56, lethargy and modest = 13. We have seen in the limit of N→ ∞, the accuracy 
rate moves to 0.53. In complex person category, the machine predicted 37 signs out 
of 60 signatures. The machine also incorrectly predicted 24 out of 75 shy and stable 
signs as complex. Similarly, 16 out of 56 signatures from modest and confident and 
4 signs out of 13 from lethargy and modest to be in complex. to machine. In our 
method, there is a probability “alpha” in which 24 signs 24alpha will be complex 
signs where, “alpha”. Similarly, from modest and confident , there is a probability 
16alpha will be in complex, and for lethargy, 4α can go into complex. So, the prob-
ability of total number of signs will be in complex category is 

C1 
1 = A1 

11 + α A2 
21 + α A3 

31 + α A4 
41 = 37 + α24 + α16 + α4 + α1 

= 37 + 44α 

37+[24 + 16 + 4]α. When Ni = 204 for counting the number of complex person. 
Where, N1 = 204. j = 1 (complex category) similarly for for shy and stable where j 
= 2 44  + [18  + 5 + 20]  α = 44 + 43  alpha and for modest and confident ( j = 3),  22  
+ 3alpha, same for lethargy and modest category j = 4, number of signatures will 
be 4 + 7α. The total number of corrected signatures for all categories will be 107 + 
97α. From Fig.  1 above, we know the value will be 0.53. Thus, [(107 + 97α)/204] = 
0.53. From this, we can get value of alpha as α = 0.012. for N1 = 204. We done this 
for all values of Ni and then determined the average for alpha as and we got average 
probability is 0.068 (Figs. 2 and 3; Table 4).
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Fig. 2 Value of alpha as a function of (1/N ) 

Fig. 3 The accuracy rate of complex class using statistical method 

It has been observed that when alpha is introduced, the accuracy rate improves 
when compared to the neural networks technique. Table 5 displays the correctly 
predicted signatures by our new statistical approach for class complex; column 1 
means the column 2 is correctly evaluated signatures by statistical significance. The 
sum of accuracy rates remains at 0.53 for all classes and for all sample sizes, while the 
sample size increased from 80 to 204. This shows that the statistical significance was
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Table 4 Redistribution of signatures in other category with an assumption of equal weight 

N 1/N (x ) Complex Shy Modest Lethargy Prediction Accuracy (αk j  = 
α)k 

204 0.005 37.53 44.5 22.04 4.08 108.12 0.53 0.012 

180 0.006 31.94 41.52 18.49 3.42 95.4 0.53 0.007 

150 0.007 27.49 36.16 14.43 1.43 79.5 0.53 0.072 

130 0.008 23.27 30.70 13.44 1.37 68.9 0.53 0.074 

100 0.010 18.88 22.34 10.38 1.38 53 0.53 0.096 

80 0.013 14.07 17.75 9.25 1.33 42.4 0.53 0.083 

Table 5 By including alpha, the value of complex was corrected 

N Extracted data Predicted by Stat. 
method 

Predicted by NN 
method 

204 60 44 37 

180 53 36 29 

150 47 31 25 

130 38 27 21 

100 27 21 16 

80 21 16 12 

Fig. 4 Individual shy and stable accuracy rates calculated using statistical method 

used to move signatures from one category to another as the sample size was changed. 
So, if there are more shy and stable signs, this could explain why some categories, 
such as lethargy and modesty, modesty and confidence, have low accuracy rates. 



Personality Detection Using Signature Analysis 539

Fig. 5 Statistical method to determine individual modest and confident accuracy rates 

Fig. 6 Individual lethargy and modest by statistical method
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Figure 1 shows the accuracy rate of only the complex person class. Following data 
analysis, we discovered that the complex category’s intercept is 0.638, indicating 
that the chance of receiving signatures for the complex category for this class of 
signatures is high. Figure 4 depicts the data for the shy and stable groups. Even the 
slope is negative, the intercept is 0.74 limit of N tends to boundless value, which is 
an accuracy rate for the Shy and stable category. The accuracy rate for the modest 
and confident category is 0.37 in Fig. 5, and the accuracy rate for lethargy and modest 
is  close to 0.35 in Fig.  6. 

6 Conclusion 

In this paper, we did a signature classification. We gathered a lot of signatures from 
various resources for the experiment. When the sample size was 204, we used a 
machine learning technique to construct a classification system and a neural network 
method to reach a 49% accuracy rate. To find individual importance of features, we 
done statistical method. Computed how to improve accuracy. We introduced a new 
parameter alpha in our method, which is found to be based on the overall number 
of signatures that went into distinct classes than an actual class. The amount of 
signatures from one class in a given class is nearly ±0.173. In a limit N tends to 
boundless value, then it leads to a higher accuracy rate. We chose the findings of our 
own perspective for our initial work on signatures. Generally, for individual features, 
we got a good accuracy more than 70%. 
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Trajectory Tracking and Link Vibration 
Reduction of Flexible Manipulator 
in the Presence of Matched Uncertainty 
and External Disturbances Using 
Lyapunov-Based Controller 

Sanjay Thakur, Ranjit Kumar Barai, and Anagha Bhattacharya 

Abstract In this study, a Lyapunov-based controller (LBC) has been developed for 
the Two-Link Flexible Manipulator (TLFM) to reduce link vibration and track joint 
positions while dealing with model uncertainty and disturbances. An exponential 
trajectory has been considered the desired trajectory for both the joints. Since the 
controller has been designed using Lyapunov stability condition; therefore, it will 
guarantee the system stability. Model uncertainty and external disturbances have 
been taken into account. It has been considered that the equivalent viscous damping 
coefficient (EVDC) is uncertain. The system’s state-dependent external disturbances 
have been considered. Proof of the matching condition of the considered model 
uncertainty has been provided. The lumped parameter method has been used to 
derive the system dynamics. The effectiveness of the proposed controller has been 
obtained by varying the uncertain parameter as mentioned in the simulation section. 

Keywords Two-link flexible manipulator · Lyapunov-based controller ·
Exponential trajectory · Matching condition · Equivalent viscous damping 
coefficient 

1 Introduction 

Two-Link Flexible Manipulators (TLFMs) have many advantages like being light 
in weight, low power consumption can be operated at high operation speed, and 
longer links are possible. These features are not available in the case of rigid link 
manipulators. Therefore, flexible manipulators (FMs) have been highly used in indus-
tries, military operations, and medical research fields. In [1], the author introduced a 
sliding mode controller (SMC) for joint trajectory tracking and vibration suppression
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in presence of uncertainty and external disturbances. Cao et al. [2] used the barrier 
Lyapunov function for designing a boundary controller for joint position tracking and 
link vibration suppression. In [3], the author decomposed the system into flexible and 
rigid dynamic subsystems and designed a fuzzy SMC composite controller for joint 
trajectory tracking and vibration suppression. Author in [4] designed a backstep-
ping controller with a neural network for vibration reduction of TLFM in presence 
of model uncertainty. Ge et al. introduced LBC for the tip position tracking of the 
flexible manipulator. Optimization techniques like artificial bee colony optimization 
have been used by researchers [5, 6]. In [6], for position and vibration control, a 
very simple energy-based controller has been developed. The unknown parameters 
used in the controller have been tuned using the artificial bee colony optimization 
technique. For tuning the gains used in the design of LBC, the author used a genetic 
algorithm [7]. The author in [5] proposed an LBC only for vibration reduction in 
the presence of matched uncertainty. Siti et al. developed an adaptive PID controller 
based on the sliding mode approach for hub angular position control under the actu-
ator faulty condition [8]. In [9], the author designed a non-singular fast terminal 
SMC for the trajectory tracking and vibration reduction of the TLFM. In [10], for the 
motion control and vibration suppression, PID controller has been introduced. Yiwei 
et al. [11] introduced the backstepping method for trajectory tracking and control for 
a flexible manipulator. A finite-time tracking has been obtained using the command 
filtering technique with the proposed controller. Wei et al. [12] used dynamic surface 
control for link position tracking of FM in presence of disturbances, uncertainty, and 
input saturation. In [13], Adaptive Model Predictive Controller (AMPC) along with 
integral sliding mode controller (ISMC) has been introduced for the vibration reduc-
tion and position tracking of the TLFM in the presence of matched uncertainty and 
external disturbances. In most of the above-mentioned articles, to fulfill the objective, 
either more than one controller has been used or unknown gains have been introduced 
with the controller. To obtain the proper value of the unknown gains, some tuning 
methods have been used. Using extra methods or controllers, put an extra burden 
on the actuators, which is a drawback. Therefore, in this work, single controller has 
been designed without any unknown gain terms. 

Due to its flexible nature, vibration is a very common phenomenon. Along with 
vibration, FMs can have external disturbances and model uncertainty. It becomes a 
very challenging task for a controller to perform satisfactorily under such challenges 
and also ensure asymptotic stability and error convergence. To overcome such issues 
in this work, LBC has been introduced. Some notable contributions of this work are: 

1. LBC has been designed using by considering the model uncertainties and error 
dynamics. The external disturbances have been added later with the system 
model. Instead of that, the controller can perform satisfactorily. 

2. There are no unknown gain terms in the suggested controller. As a result, no 
further tuning process is required. 

3. Matching condition of the model uncertainty has been presented.
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The uncertain value has been modified to demonstrate the efficiency of the 
suggested controller. The obtained results have been compared with a published 
work [1] and found better. 

At first, the mathematical model of the TLFM has obtained. EVDC has been iden-
tified as model uncertainty. The proof of the model uncertainty’s matching condition 
has been provided. Then, the controller has been designed for the joint position 
tracking of each link, using Lyapunov stability theory and considering the error 
dynamics in presence of model uncertainty. Error dynamics are nothing but the 
difference between the actual position of the joints and the desired position of the 
joints. Closed-loop stability proof has been presented. External disturbances have 
not been considered while designing the controller. After that, the uncertain param-
eter’s value has been changed, and different simulation results have been obtained. 
The entire process is presented in Fig. 4. The rest of the paper has been arranged as: 
Dynamic modeling has been shown in Sect. 2. Controller design and stability proof 
have been shown in Sect. 3. Conclusions have been presented in Sect. 4. 

2 Mathematical Modeling and Problem Formulation 

In this work, mathematical modeling has been obtained using lumped parameter 
method [1, 5]. 

Θ̈1 = −  
beq 
jeq1 

Θ̇1 + 
kstiff 
jeq1 

δ1 + 
1 

jeq1 
τ1 + Ω1 

Θ̈2 = −  
beq 
jeq2 

Θ̇2 + 
kstiff 
jeq2 

δ2 + 
1 

jeq2 
τ2 + Ω2, (1) 

δ̈1 = 
beq 
jeq1 

Θ̇1 − kstiff
(

1 

jeq1 
+ 1 

jlink1

)
δ1 − 

1 

jeq1 
τ1 + Ω3 

δ̈2 = 
beq 
jeq2 

Θ̇2 − kstiff
(

1 

jeq2 
+ 

1 

jlink2

)
δ2 − 

1 

jeq2 
τ2 + Ω4, (2) 

where Θ is the joint angle, beq is the equivalent viscous damping coefficient, kstiff is 
the link stiffness, δ is the link deflection, τ is the joint torque, jeq is the equivalent 
moment of inertia, jlink is the link moment of inertia, and Ω is the external disturbance. 
The external disturbances externally added to the system have been given as 

Ω1 = 0.1 × sin(πΘ1) sin
(
π Θ̇1

)
Ω2 = 0.1 × sin(πδ1) sin

(
π ̇δ1

)
Ω3 = 0.1 × sin(πΘ2) sin

(
π Θ̇2

)
Ω4 = 0.1 × sin(πδ2) sin

(
π ̇δ2

)
. (3)
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2.1 Matching Condition 

In this work, beq has been considered uncertain. Its value depends on the temperature 
of the surrounding, speed of operation, etc. [14]. Temperature and the speed of 
operation always keep on changing which makes the beq uncertain. Let, b̃eq represents 
the nominal value of the uncertainty and beq is the actual value of the uncertainty. 
Without taking into account the terms of deflection, (1) can be rewritten as 

Ẋ = A
(
beq

)
X + BU, (4) 

where X =
[

Θ̇1 

Θ̇2

]
, A

(
beq

) =
[− beq jeq1 

0 

0 − beq jeq2

]
, B =

[
1 
jeq1 

0 

0 1 
jeq2

]
, and U =

[
τ1 

τ2

]
. 

For the nominal value of the uncertain parameter, (4) can be written as 

Ẋ = A
(
b̃eq

)
X + BU. (5) 

It can be observed that the matrix A alone contains the uncertain parameter. 
Therefore, uncertainty present in the matrix A can be given as 

A
(
beq

) − A
(
b̃eq

)
= −

(
beq − b̃eq

)[
1 
jeq1 

0 

0 1 
jeq2

]
. (6) 

Equation (6) can also be written as 

A
(
beq

) − A
(
b̃eq

)
= −

(
beq − b̃eq

)
B. (7) 

From (7), it can be observed that the uncertainty present in the matrix A is in the 
range of B. Hence, the uncertain parameter beq is satisfying the matching condition. 

2.2 Error Dynamics 

Let, Θd1 and Θd2 are the desired joint positions of the link1 and link2, respectively. 
Therefore, the error dynamics can be given as 

e1 = Θ1 − Θd1 

e2 = Θ2 − Θd2. (8)
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3 Controller design (LBC) 

LBC has been developed in this section, for trajectory tracking and vibration suppres-
sion of the TLFM in the presence of uncertainty. Using (1), (2), and (8), the expression 
of the controllers has been given as 

τ1 = jeq1
(
Θ̈d1 − e1 − ΔBeqė1

) + beq Θ̇1 − kstiffδ1 
τ2 = jeq2

(
Θ̈d2 − e2 − ΔBeqė2

) + beq Θ̇2 − kstiffδ2, 
(9) 

where ΔBeq =
(
beq − b̃eq

)
. 

3.1 Proof of Stability 

At first, the stability proof has been presented for the first joint torque (τ1). Let, the 
Lyapunov candidate function can be written as 

V = 
1 

2 
e2 1 + 

1 

2 
ė2 1. (10) 

Differentiating (11) and putting the respective parameter values, the following 
expressions have been obtained: 

V̇ = (e1 + ë1) ̇e1 
= (

e1 + Θ̈1 − Θ̈1d
)
ė1 

= −ΔBeq ė
2 
1. (11) 

From (11), it can be observed that if the necessary condition ΔBeq > 0 is satisfied, 
then it can be concluded that V̇ ≤ 0, which is satisfying the Lyapunov condition. 
Similarly, the stability proof using τ2 can be shown. 

4 Simulation Results 

The various simulation results have been obtained in this area by varying the beq 
as 0.5, 1.0, and 1.5. The initial value of the system’s state variables has been taken 
as

(
Θ1, Θ̇1,Θ2, Θ̇2

) = (0, 0.1, 0, 0.1). An exponential desired trajectory has been 
considered

(
Θd = π 

6 e
−t

)
. The parameter values of the TLFM have been taken from 

Table 1. Different simulation results are already shown in Figs. 1, 2, and 3. The  RK4  
approach has been used to run the simulation in MATLAB for 20 s.
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Table 1 Parameters of 
TLFM [1] 

Parameter name Values 

kstiff 6.4 π Hz 
jeq1 0.099 kg m2 

jeq2 0.092 kg m2 

jlink1 0.00195 kg m2 

jlink2 0.00933 kg m2 

beq 1.99 

Fig. 1 Results obtained using LBC when b̃eq = 0.5

Figure 1 describes the condition when b̃eq = 0.5. The maximum torque required 
by the motor placed at the first joint (τ1max) and second joint (τ2max) is 0.2303 N.m 
and 0.2297 N.m, respectively. The error R.M.S of the joint position error has been 
obtained as e1rms = 7.082 × 10−2rad and e2rms = 7.079 × 10−2rad. The maximum 
deflection produced by link1 and link2 has been obtained as δ1max  = 2 × 10−5m 
and δ2max  = 9.617× 10−6m, respectively. The uncertain parameter’s value was then 
raised to 1.0 and 1.5. From the observation table (Table 2), it has been observed that 
the maximum torque needed for the joint rotors, the R.M.S error of the joint position 
tracking, and the maximum link deflection all grow as the uncertain parameter value 
increases.



Trajectory Tracking and Link Vibration Reduction of Flexible … 549

Fig. 2 Results obtained using LBC when b̃eq = 1.0

5 Conclusions 

In this work, LBC has been designed for the exponential trajectory tracking and vibra-
tion reduction of TLFM in presence of external disturbances and matched uncertainty. 
EVDC has been considered an uncertain parameter. Proof of the matching condition 
has also been presented in Sect. 2.1. While tracking the exponential trajectory, the 
maximum joint control torque requirement is very less approximately in the order 
of 10−1 N.m, which is very less compared to the joint motors’ maximum torque 
requirement in [1] using the sliding mode controller (SMC). A lesser value of the 
controller indicates that the burden on the controller is very less and too high rating 
actuators are not required. Therefore, it reduces the cost of the design and power 
consumption. A clear comparison is presented in Table 3. Here, the LBC has been 
designed by only considering the joint position dynamics (Eq. (1)) and uncertain 
parameters, and still, it can reduce the vibration of the links efficiently along with 
externally added disturbance. The vibration of the links has been decreased approx-
imately in the order of 10−5 m. R.M.S errors of the joint position tracking have 
also been reduced significantly (presented in Table 2). It can be concluded that the 
designed LBC is alone sufficient in minimizing the vibration of the links and can 
track the desired joint position. Therefore the designed LBC is better compared to
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Fig. 3 Results obtained using LBC when b̃eq = 1.5 

Fig. 4 Work flow diagram of TLFM

the SMC designed in [1]. The design of various types of controllers, as well as their 
implementation in real-time, is preserved as a future extension.
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Table 2 Observation table 

Uncertain 
parameter 

Maximum torque 
required (N.m) 

R.M.S joint position 
tracking error (rad) 

Maximum link deflection 
(m) 

b̃eq τ1max τ2max e1rms e2rms δ1max δ2max  

0.5 2.303 × 
10−1 

2.297 × 
10−1 

7.082 × 
10−2 

7.079 × 
10−2 

2 × 10−5 9.617 × 
10−6 

1.0 4.184 × 
10−1 

4.122 × 
10−1 

8.752 × 
10−2 

8.487 × 
10−2 

7.398 × 
10−5 

3.578 × 
10−5 

1.5 7.939 × 
10−1 

6.231 × 
10−1 

1.628 × 
10−1 

1.444 × 
10−1 

1.050 × 
10−4 

4.787 × 
10−5

Table 3 Maximum torque required by the joint actuators 

Uncertain parameter Using designed LBC Using SMC in [1] 

b̃eq τ1max(N.m) τ2max(N.m) τ1max(N.m) τ2max(N.m) 

0.5 2.303 × 10−1 2.297 × 10−1 2.172 2.572 

1.0 4.184 × 10−1 4.122 × 10−1 4.012 4.355 

1.5 7.939 × 10−1 6.231 × 10−1 5.434 5.797 
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Multimodal Approach for Code-Mixed 
Speech Sentiment Classification 

S. Keshav, G. Jyothish Lal, and B. Premjith 

Abstract Sentiment analysis is a natural language processing (NLP) technique used 
to classify a statement into three polarities, namely, positive negative and neutral. 
Thus, speech sentiment analysis invariably becomes a NLP task rather than a direct 
speech processing task, making the available speech recognition model just a tool 
to carry out NLP. Nevertheless, we do not have a way to directly use the pre-trained 
speech models to carry out sentiment analysis on speech utterances. The present study 
proposes to achieve this by directly using the speech signal to carry out sentiment 
analysis. We evaluate two such approaches on our custom made dataset consisting of 
movie and political reviews. The first approach used a fully connected neural network 
(FCNN) model and the second one used a 3-shot few shot learning (FSL) framework. 
For the FCNN model, the proposed framework provides a classification accuracy of 
61.53%, whereas we get an accuracy of 99.83% for the 3-shot FSL framework. The 
performance is comparable to the current state-of-the-art (SOTA) system in place. 

Keywords Few shot learning · Code-mixed data · Speech sentiment · Sentiment 
classification ·Multimodal approach · Hinglish · FCNN ·Wav2vec2 · BERT ·
ResNet 

1 Introduction 

At present, almost all successful speech processing models work on the basis of 
conversion of speech-to-text (STT), and then natural language processing (NLP) 
is carried out on the text for either classification or generation. They are definitely 
successful as proven by the high level of accuracy achieved at various levels in which 
they are implemented, but these supervised models are data intensive while training. 
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Moreover, they work on monolingual tasks, that is, they are not very adaptable 
to multilingual tasks if they don’t have data available for training the model. The 
present study is motivated by this issue of having low resource data and tries to bring 
an unsupervised approach to resolve the issue. In the next section, a brief review of 
the related literature toward sentiment analysis is given. 

1.1 Related Literature Review 

Text-based sentiment analysis has been a very popular approach to carry out sen-
timent classification with high prediction accuracy with availability of countless 
pre-processing tools [ 1] and the contributing factor to its success is the wide range of 
availability of content for NLP models from social media [ 2]. Many machine learn-
ing models [ 3] exist to classify sentiments, but to make the prediction even more 
accurate, aspect-based deep learning (DL) models [ 4] exist that are able to capture 
the true sentiment without being confused due to multiple polarities present in the 
statement. Recently, we are exposed to speech-based content on a regular basis in the 
form of audio message forwards or audio-visual content. In the near future, speech 
sentiment analysis [ 5] will become a necessity to filter out the contents which earlier 
was applicable only to textual data [ 6] and will not only capture emotions but the 
polarity of the speech content. Voice recognition software [ 7] will be able to filter the 
right sentiment and deliver the content you need to hear. Conversion of speech-to-text 
(STT) will not be needed for sentiment analysis [ 8]. There is a gap at present that 
utilizes NLP to achieve these tasks making the models at present complex and data-
hungry [ 9]. The present work is a novel approach to make the sentiment classification 
more human-like and efficient. 

1.2 Formulation of the Study 

To begin with, transformer-based pre-trained models, BERT and wav2vec2’s XLSR 
[ 10] in this case, are used to obtain NLP and speech embedding respectively. We use 
these embedding as a dataset to train a simple FCNN model to carry out the task. 
Embeddings chosen are generated by the Feature extractor layer of the transformers 
as embeddings generated by any of the layers of a transformer do not affect the task 
at hand by a huge degree [ 11]. To follow up this process and in order to improve the 
classification, few shot learning (FSL) is chosen. Learning to learn is what humans do 
in order to find similarities and differences between objects in real time, this was the 
motivation behind choosing FSL. The idea of using this human concept into machines 
is what makes few shot learning a success when handing small samples as real world 
data also generally consists of very little resource to learn. FSL is successfully tested 
to give a high level of accuracy for image [ 12] classification for the omniglot dataset 
and mini-imagenet datasets. Transfer learning has been abundantly used in the present
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study as the goal of the study was to classify low resource code-mix content-based 
speech signals for sentiment analysis. These models are evaluated on a custom dataset 
created with the intent of testing the classification capability of the model solely on 
the basis of speech signals rather than following the conventional approach. 

The rest of the paper is organized as follows: Section 2 explains the proposed 
approach where the architecture of both FCNN and FSL are presented. Section 3 
introduces the dataset used and pre-processing steps applied on it. Section 4 discusses 
the results obtained on proposed approaches, and finally, Sect. 5 concludes the paper. 

2 Proposed Approach 

Present study is carried out in two phases. In phase I, we train a FCNN using pre-
trained wav2vec2 and BERT embedding generated by the speech signal and its 
transcript, and after the training, testing and validation is carried out using the testing 
set to see the accuracy of the model. One important aspect to keep in mind is that the 
embedding generated by BERT and wav2vec2 are of different shapes, so while we 
try to combine them, there are certain challenges that need to be dealt with so that 
the FCNN can take the embedding as input and carry out the task. 

2.1 Architecture for FCNN 

Using Wav2vec2 embedding 

The reason for choosing the model in Fig. 1 is to check the accuracy of the model 
using only the speech embedding, as the focus in this study is speech signal. The 
embedding obtained from wav2vec2 is split into test and train sets. Initially, we train 
the FCNN with the wav2vec2 embedding as input and then using the weights of the 
trained FCNN rebuild another FCNN model to which we pass the test set in order to 
obtain the classified sentiment as the output. 

Using BERT and Wav2vec2 embedding in combination 

We chose the model in Fig. 1, so that we can see the effect of training the model as a 
combination of BERT embedding and wav2vec2 embedding of the dataset. This is 
achieved in two ways, first, by up-scaling the wav2vec2 embedding to the shape of 
the NLP embedding or, second, by down-scaling the NLP embedding to the shape 
of the wav2vec2 embedding. This is followed by the same steps mentioned above. 

Using a projected model 

Just to make sure that we have not left any space for suspicion regarding the loss 
of information while down-scaling or up-scaling the dataset, we project both the 
wav2vec2 embedding shape and the BERT embedding shape to (x, 1000) and then 
carry out the same task as mentioned above.
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Fig. 1 Flow diagram representing the multi-modal approach 

2.2 Architecture for FSL 

Using Wav2vec2 embedding 

This model is chosen to use the wav2vec2 embedding as the input to train the proto-
typical model [ 12] with various pre-trained torchaudio models as its input in order 
to check its capability to give us the accuracy of the predictions made by learning 
the scores which is computed using cosine distance calculated between the support 
set and the query set. 

Using Mel 

Here, the reason for choosing the model in Fig. 1 is to obtain an image-like [ 13] 
input for the prototypical model as it takes in a 3-channel RBG image as an input 
for training the model and predicting the sentiment. The choice for mel spectrogram 
instead of MFCC is just because of the fact that MFCC is more accurate for predicting 
the tonal textures of the input like the pitch information, whereas mel spectrogram 
succeeds in mimicking the working of a human ear [ 14]. 

3 Dataset Description and Pre-processing 

A custom dataset is used to carry out this study. The dataset consists of 14 youtube 
videos which contain content related to movie and political review in Hinglish (Hindi 
+ English). These videos were chosen considering the fact that they contain state-
ments of the three polarities, namely positive, negative and neutral. Audio extracted 
[ 13] from these videos are separated into single sentence speech files (the range of
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length of each file varies from 2 to 28s). 898 files are obtained in total. Each of 
these speech files was manually transcribed for extracting NLP embeddings [ 15]. 
The pre-trained model used for generating the embeddings is trained on multiple 
languages which includes the target language, i.e., Hindi and English. The dataset 
was manually verified for this project. 

3.1 Pre-processing 

Pre-processing for FCNN 

The features extracted from the speech signal using pre-trained wav2vec2 XLSR53 
[ 10] model is of the shape (x, 512) and for that of pre-trained BERT is (x, 768) where 
x refers to the number of speech files in the dataset. There are three FCNN models 
in total, the first one accepts only speech embedding of shape (x, 512). The second 
model taken in a combination of the embedding which is achieved by 

Down-scaling Down-scaling the BERT embedding of shape (x, 768) to (x, 512), 
matching them to wav2vec2 embedding and then performing the add function to 
get a final embedding shape of (x, 512). 

Up-scaling Up-scaling the wav2vec2 embedding of shape (x, 512) to (x, 768), 
matching them to wav2vec2 embedding and then performing the add function to 
get a final embedding shape of (x, 768). 

The third model in this section basically uses random projection to upscale both the 
wav2vec2 embedding and BERT embedding to (x, 1000). 

Pre-processing for FSL 

The prototypical model used for FSL uses a pre-trained model as its input and is 
designed to accept the data input in the form of 3-channel images. For the FSL 
model to take the dataset as input, certain transformations need to be performed as 
depicted in Fig. 1. 

T1 Re-sampling all the files 22,050 Hz. 
T2 Converting all the tracks to a single channel (mono) instead of stereo to maintain 

uniformity. 
T3 Finding the track with maximum length and converting it to 22,050 samples. 
T4 Right padding the tracks that are shorter in terms of duration than the longest 

track. 
T5 Applying mel spectrogram transform with the parameters set to n_mels = 64, 

n_fft = 1024 and hop_length = 512. 

A 64-dimension speech descriptor is extracted using the Mel Spectrogram trans-
formation function from the Torchaudio toolkit. The tensor obtained finally is a single 
channel tensor which now needs to be converted to three channels.
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T6 Copying the single-channel information to the other two channels to make the 
input a 3-channel input. 

T7 Normalizing the above tensor to maintain consistency in the dynamic range of 
the input data. 

3.2 Pre-trained Models 

For the present study, we have relied heavily on the use of pre-trained models from 
huggingface [ 16] and pytorch [ 17] library to carry out classification tasks at various 
stages. 

FCNN 

Here, we have used numerous pre-trained models from huggingface 1 in order to 
create the dataset. Both BERT and wav2vec2 pre-trained models have helped to 
generate the desired embedding for the sentiment classification task. 

FSL 

In this case, we used the Pytorch pre-trained models not to generate a dataset but to use 
the forward function of the pre-trained model for generating the embeddings for the 
support set and query set to compute scores taken from Pytorch. 2 Another important 
role of these pre-trained models is for calculating the loss function while training 
and help in improving the accuracy of the model. These pre-trained models include 
resnet18, resnet34, resnet50, wide_resnet50_2, resnext50_32x4d, vgg16, vgg11_bn, 
googlenet, densenet161 and squeezenet1_0. 

4 Experimental Results and Discussion 

In this section, we discuss the experimental setup and its corresponding result in 
terms of identifying the speech sentiment. 

4.1 FCNN 

One important aspect in the present project is that the FCNN model parameters are 
constant throughout the classification process, the only change that is applied is in the 
feature generation process to obtain the dataset from the pre-trained models which 
is the input for the FCNN.

1 https://huggingface.co/models. 
2 https://pytorch.org/vision/stable/models.html. 

https://huggingface.co/models
https://huggingface.co/models
https://huggingface.co/models
https://huggingface.co/models
https://pytorch.org/vision/stable/models.html
https://pytorch.org/vision/stable/models.html
https://pytorch.org/vision/stable/models.html
https://pytorch.org/vision/stable/models.html
https://pytorch.org/vision/stable/models.html
https://pytorch.org/vision/stable/models.html
https://pytorch.org/vision/stable/models.html
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Table 1 Accuracy of embedding generated from different wav2vec2 pre-trained models 

Embedding from pre-trained model # of epochs Accuracy 

Harveenchadha/vakyansh-wav2vec2-hindi-him-4200 
(M1) 

400 59.61 

skylord/wav2vec2-large-xlsr-hindi (M2) 400 60.43 

theainerd/Wav2Vec2-large-xlsr-hindi (M3) 400 61.53 

tanmaylaud/wav2vec2-large-xlsr-hindi-marathi (M4) 400 58.65 

shiwangi27/wave2vec2-large-xlsr-hindi (M5) 400 60.57 

Table 2 Accuracy of combined embedding generated from different BERT pre-trained models and 
M3 

NLP+speech pre-trained 
model 

# of epochs Up-scaling acc Down-scaling 
acc 

Train acc–val 
acc 

monsoon-nlp/muril-
adapted-local (N1) 

200 0.5865 0.5961 0.7215–0.5962 

rohanrajpal/bert-base-
multilingual-codemixed-
cased-sentiment (N2) 

200 0.6346 0.2980 0.7627–0.5096 

ai4bharat/indic-bert (N3) 200 0.2596 0.2019 0.8765–0.5000 

setu4993/LaBSE (N4) 200 0.3846 0.2788 0.7772–0.6154 

Wav2vec2 Pre-trained Model 

Here, we have used five different wav2vec2 XLSR53 pre-trained models to generate 
the embedding for the 898 speech files. We evaluate the performance of the dataset 
generated using the proposed models. In this case, the model is a simple FCNN 
which is rebuilt from training a FCNN using the embedding of shape (x, 512). 

As given in Table 1, the performance of embeddings generated by M3, i.e., the 
wav2vec2 XLSR53 model theainerd/Wav2Vec2-large-xlsr-hindi outperforms all the 
other chosen pre-trained models by achieving a 61.53% accuracy. 

Combination of BERT and Wav2vec2 

In the case of combination, we consider two ways of combining the embedding 
before it is sent for training and testing. The first way is to downscale the BERT 
embedding from (x, 768) to (x, 512). This is done so as to get the final embedding 
shape as (x, 512). Here, we are not concatenating the embedding but using the Add() 
to achieve an embedding that has the information of both BERT and wav2vec2. 

As given in Table 2, the performance of embeddings generated by the combination 
of M3 along with N1, i.e., the BERT model monsoon-nlp/muril-adapted-local out-
performs all the other chosen pre-trained models by achieving a 58.65% (up-scaled) 
and 59.62% (down-scaled) accuracy and also maintaining a relatively high train and 
validation accuracy of 72.15% and 59.62%, respectively. 
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Table 3 Accuracy of projected embedding generated from M3 and N1 

NLP+speech 
pre-trained model 

# of epochs Up-scaled PM 
(768) 

Down-scaled PM 
(512) 

Scaled PM (1000) 

M3+N1 200 0.5673 0.5384 0.5865 

Projected Model 

We are using a similar approach as the previous model, the only difference is that 
instead of down-scaling or up-scaling either of the embeddings, both are up-scaled 
using random projection to (x,1000) by setting the random state parameter to 42. 
This remains common throughout the study just to maintain uniformity. 

Table 3 just proves the fact that we can directly use wav2vec2 embedding and get 
a better result compared to the combination of BERT and wav2vec2 embeddings. 

4.2 FSL 

Since we have three classes in our dataset, i.e., positive, negative and neutral, we  
choose the 3-way n-shot system and in order to get the best performance from the 
model, we perform the task with n = 1, 2, 3.  

Checking with Embeddings as the input 

This particular part was unsuccessful but an eye-opener at the same time. We could 
not get the FSL to work no matter what we tried only to realize the following: 

1 The input needed to be 3-channel 
2 The pre-trained model from Pytorch had 2D convolution layers but the embed-

dings generated from wav2vec2 had 1D convolution layers 
3 Mis-match in the masking length and sequence length. 

All these issues resulted in the failure of this approach of using embedding as an 
input into FSL model but gave an insight into the working of the Prototypical model 

Checking with various Pre-trained Models 

To make this model work, now a new input was put in place, which was the mel 
spectrogram of each speech file. As seen in Table 4, we can easily see that the resnet 
pre-trained model gives the most accurate classification of the sentiment and sur-
passes the results of other models by a huge margin. 

Checking with Resnet Model variants 

Next objective is to check if the other variants of Resnet pre-trained models have a 
better advantage than the resnet18 pre-trained model. We repeat the same process 
that we followed in the previous step to get the result given in Table 5.
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Table 4 FSL for different Pytorch pre-trained models 

Pre-trained model 3-way 1-shot 3-way 2-shot 3-way 3-shot 

resnet18 50.74 96.68 98.34 

vgg16 33.13 33.33 33.32 

vgg11_bn 33.13 34.33 32.82 

googlenet 34.24 34.97 42.67 

densenet161 33.11 37.30 40.78 

squeezenet1_0 33.33 33.33 33.33 

Table 5 FSL for different resnet Pytorch pre-trained models 

Pre-trained model 3-way 1-shot 3-way 2-shot 3-way 3-shot 

resnet18 50.74 96.68 98.34 

wide_resnet50_2 35.52 34.14 41.12 

resnext50_32x4d 35.61 52.58 89.51 

resnet34 32.98 33.36 44.28 

resnet50 70.84 95.56 99.83 

Table 5 indicates that resnet50 is the best option among the resnet pre-trained 
models probably because it is effectively able to carry out episodic learning with 
minimum over-fitting while assigning scores. This result is indicative of the fact that 
FSL can be used for speech sentiment analysis and that it can produce high accuracy 
with low resource speech content without using the traditional approach. 

5 Conclusion and Future Scope 

The present work is focused to obtain a high level of accuracy for classification of 
speech sentiment of low resource code-mix audio content. We were able to achieve an 
accuracy of 99.83% for a 3-way 3-shot FSL model using the custom made dataset. 
Though the study managed to get a very high accuracy for the dataset, the entire 
process is still a black-box and we don’t know exactly what the model learnt. The 
lack of pre-trained of 1D models and the lack of in-depth understanding of wav2vec2 
models in terms of the masking and sequencing features made the use of embedding 
for FSL impossible at this point but with more effort, ways can be developed to solve 
this issue. A huge difference in the result between FSL and FCNN is very evident with 
this experiment, and one of the main reasons is because of the fact that FSL learns 
to predict the similarity or the differences between the input embeddings, whereas 
the FCNN does a linear comparison between what it has learnt to what is provided 
to it which may lead to immediate rejection even incase of a small difference. This 
present study can be stretched in many directions, not only to improve the prediction
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capability in terms of discriminative models but also in terms of generative models, 
given the fact that these models could possibly be lightweight in terms of their 
application. Since, this is just the introduction to code-mix, and its implementation 
is still at a nascent stage; a published dataset can be used with many more data points 
to improve the quality of the model as such. 
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Despeckling of Ultrasound Imagery 
with Qualitative Filtering Techniques 

Satwinder Kaur, Bhawna Goyal, and Ayush Dogra 

Abstract Sound waves’ usage gives rise to ultrasound imagery as it is an indispens-
able tool for identification and diagnosis of the inner structure of the body for the 
detection of eventual sickness or anomalous tissues. Ultrasound imaging is a secure, 
reliable and economical diagnostic reading test. However, ultrasound imagery has 
an intrinsic property, i.e., speckle noise which diminishes the contrast and resolution 
of any imagery as it abolishes adequate details or boundaries which are mandatory 
to be well-preserved. In recent times, many researchers have contemplated distinct 
filtering schemes for mitigating noisy speckles to achieve good estimation in biomed-
ical operations which include filtration schemes that transform the multiplicative 
noise into additive with the usage of algorithmic operations. This paper examines 
and compiles several schemes that are mostly utilized for the eradication of speckling 
from ultrasound imageries, and a comparison has been done for all the procedures 
studied based on experiments to illustrate the advantages of every technique. Since 
genuine ultrasound imageries are already degraded and actual noiseless imageries 
do not exist. So, synthetic imageries have been formed for testing the procedures. 
Nevertheless, the scheme has been offered for despeckling in real imageries. 

Keywords Speckle noise · Noise removal/reduction · Ultrasound imageries ·
Despeckling 

1 Introduction 

There is a dire need for timely detection and examination of diseases which constantly 
pushes the improvements of imaging modalities. Medical imagery which includes
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MRI, ultrasound imaging, CT scan, X-rays, etc., is a very valuable tool for the 
clinical diagnosis and study of different types of diseases. Ultrasound imageries 
are safe, secure, portable, reliable and widespread medical care used for biomedical 
examination such as cardiopathy, urology, gynecology, obstetrics and fetology [1]. Its 
key parameters are its non-invasive character, the nonexistence of ionization radiation 
and its real-time estimation for human tissues, muscles, blood vessels, joints, the 
existence of cysts and organs like liver, kidneys, stomach, gall bladder, uterus, ovaries 
and so on [2]. It is also used for the inspection of the behavior of pregnant ladies in 
a safe and real-time manner. 

Ultrasound imageries are intrinsically of inferior pictorial quality because of fluc-
tuating acoustic along with temporal variations [3, 4]. The pictorial quality of these 
imageries is additionally dropped by the existence of several types of noises, i.e., 
impulsive noise, amplifier noise/Gaussian noise and speckle noise. Gaussian noise is 
an amplifier noise that takes place thermally or electronically in electronic circuits. 

The other major type of noise that prevails in ultrasound imageries is speckling 
noise which is a granular type of noise that appears due to constructive along with 
destructive intrusion among the temporal coherent ultrasonic waves in the device. 
Speckling noise has the specific characteristic of multiplicative noise as well as 
Rayleigh distribution which disrupts the resolution along with the contrast of imagery 
[5]. Speckle noise in biomedical ultrasound imageries inhibits physicians from the 
accomplishment of perfect analysis as they obstruct the extraction, examination as 
well as identify the tissues [6]. To obtain an accurate diagnosis of ultrasonic imaging, 
a good despeckling technique is a crucial preprocessing constraint. 

1.1 Speckle Modeling 

The word “Speckle” itself means little dots just as natural color marks on the skin. 
Therefore, speckle noise describes by a random production of several little dots in the 
digital image. As the speckle noise is in multiplicative nature [8], some researchers 
establish the speckle noise in mathematical behavior. The final signal comprises the 
echo signal which is perceived by the reception instrument for ultrasound image 
formation, and it is demonstrated as the reflection of the ultrasonic waves that are 
inserted into the inside of the body [9]. The recovered echo signal is composed of 
two factors, in which one is the valuable signal (reflected from the body) and the 
other one is multiplicative [10] along with additive noise [11]. The mathematically 
modeling behavior of speckle noise demonstrates as 

u(x, y) = m(x, y)n(x, y) + l(x, y), (1) 

where n(x, y) and l(x, y) show the mechanisms of multiplicative along with additive 
noise, respectively. (x, y) shows the spatial coordinates of two dimensions. M(x, y) 
displays the original input signal, and u(x, y) displays the detected signal. Due to 
the less influence of additive noise on ECG, Eq. (1) can be intended by (2).
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U (x, y) = m(x, y)n(x, y). (2) 

2 Despeckling Methodologies 

2.1 Several Filtration Schemes 

To mitigate the noises is a cumbersome task that has been always a research topic 
for researchers while conserving the edges. The list of schemes that are conferred 
below is proposed to give the reader a view of the diversity of prevailing procedures. 

2.1.1 Median Filtering Scheme 

The median scheme of filtration is a nonlinear procedure that replaces the intensity 
mean of the imagery with the median when the spatial noise dispersion is asym-
metrical among the window matrix. This scheme suppresses the variance among the 
pixel intensities within the imagery and it retains the edges even though it eradicates 
noise in a big amount. However, it is a robust filtering scheme that works on a pixel by 
pixel for substituting the entries with a median of nearby entries [12]. This filtering 
scheme is usually utilized for the eradication of speckle because it considers only 
that particular area in which there are any impulsive artifacts present. 

2.1.2 Fourier Filtration Scheme 

This name of the scheme automatically dictates that it utilizes the properties of the 
Fourier and it is the most widely used transform as it provides information about the 
frequency–amplitude of any arbitrary signal. This filtration scheme usually utilizes 
the two filters that are Butterworth filter along with Ideal filter that reduces the 
components of high frequency and the recovered image gets acquire after taking the 
inverse of Fourier transform [13]. 

2.1.3 Homomorphic Scheme of Filtration 

This scheme of filtration mechanism is for frequency domain by the declining the 
low-frequency elements with the usage of high-pass filtration scheme. This is the 
most prevalent scheme utilized for intensifying the corrupted imageries by irregular 
illumination. As the speckle noise in ultrasound imagery is of multiplicative in nature 
which is a cumbersome task to remove, so this technique eradicates the speckle noise 
on the authentic image by the usage of logarithmic transformation and it modifies
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Fig. 1 a Real/authentic 
ultrasound image b 
noise-corrupted ultrasound 
imagery [7] 

g(i,j)Exponential 
function 

Inverse Fourier 
transformh(i,j)Fourier transformlog functionf(i,j) 

Fig. 2 Sequence of steps followed in homomorphic scheme of filtration [15] 

noise into additive [14]. The mathematical calculation is shown in the given equation: 

log f (i, j ) = log g(i, j ) + log h(i, j ). (3) 

The steps which are being considered for the conversion of noise from multiplica-
tive to additive are shown in the given Fig. 2. 

3 Literature Review 

There is plethora of algorithms for the eradication of speckle noise, but two basic 
schemes are most prominent. The first one is the compounding methodology, and 
the other one is postprocessing methodology [16]. The compounding methodology 
amends the data acquisition process to form various imageries for the same region 
and merge them to make a single imagery [17]. The other one is preprocessing 
methodology in which different schemes apply on B-mode (2D) imageries after they 
have been made [18]. 

The compound methodology introduces a homomorphic filtration scheme for 
speckle mitigation. Postprocessing filtration schemes implement straight on the 
authentic imageries. Approaches in this methodology consist of various fixed along 
with adaptive filtration schemes like adaptive filtration reduction (ASR) [19], adap-
tive weighted median filter (AWMF) [20], nonlinear diffusion [21], maximum a 
posteriori (MAP) estimation [22], etc. 

Adaptive filtration schemes are well distinguished for mitigation of speckle [23]. It 
considers a homogeneous region for filtration. Furthermore, arithmetic average/mean 
filtration schemes operate homogenous areas. Moreover, nonlinear median filtration



Despeckling of Ultrasound Imagery with Qualitative Filtering Techniques 569

methods rectify the edge pixels. However, Huang et al. [24] introduced a inter-
polation technique known as square distance weighted (SDW) which lessen the 
smudging in standard interpolation technique of distance weighted, i.e., DW. SDW 
works according to the inverse distance which is actual weight of that particular pixel 
and by taking the square of that inverse distance. 

4 Experimental Analysis 

Noise can be mitigated by the help of two methods, in which first one is to place 
all the distinct types of algorithms consecutively for achieving the required flawless 
imagery. On this condition, there is only noisy imagery existed and the genuine 
noise less imagery does not exist, so the quality cannot be achieved by the usage of 
traditional metrics. Due to that, a synthetic imagery has been generated by considering 
a noise less imagery and by the usage of noise models to degrade it. Therefore, 
rectifying schemes can be utilized for comparison with noise less imagery. Since 
the contemporary methods for the mitigation of noise are very less, so researchers 
employ modified and improving those schemes. 

Moreover, those schemes can be merged with one another like in homomorphic 
filtration scheme. For instance, Fig. 3 illustrates the process of filtration with the usage 
of wavelet transform in homomorphic scheme, and Fig. 4 illustrates the complicated 
technique which is a merged method of two AWMF along with wavelet schemes. 
The main reason behind this grouping is to make a pairing that is utilized for the 
intensification of imageries. This grouping can be of two types. First one is the series 
pairing in which one output is gone to next, and the second one is parallel grouping 
in which all the serial combinations are arranged and function in a parallel manner. 
The final recovered imagery from the entire process is computed by considering the 
average of all the final imageries from the series pairing. 

Lograthmic DWT 
disentanglement 

network 
enhanecement 

network IDWT Exponential 

Fig. 3 Serial combination algorithm process [11] 

Fig. 4 Parallel combination algorithm process—full forms of adaptive weighted median filtra-
tion (AWMF), multi-scale wavelet transformation (MsWA), two-dimensional inverse wavelet 
transformation (TsIWT) [25]
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The first one grouping, i.e., series pairing is solely employed for the utilization 
of homomorphic filtration in which several functions are performed. Logarithmic 
procedure is carried out at the origin, and an exponential procedure is being carried 
out at the ending. Nonetheless, it is also being considered that this filtration scheme 
can be opened for cascading schemes. By the usage of parallel pairing, the destructive 
and constructive aspects can be remunerated for every series pairing in order to 
compensate the flaws of one procedure by the second one. For achieving the best 
outcomes, a tradeoff will have to be made. 

This paper implements an upgraded program Field II [26] for all categories of 
ultrasound machine’s transducers and its accompanying imageries. This algorithm 
utilizes the approach of spatial impulse which obtains ultrasound field for pulsed 
along with constant wave, and it majorly works on linear methodology. The impulse 
response is known as spatial impulse response because the impulse response is being 
modified according to the location of the transducer. 

The benchmarks utilized for experimental analysis with ultrasound imageries are 
the mean square error (MSE), PSNR along with SNR [27]. In addition, the beta 
metric, i.e., β is also used for experimental analysis [25]. The statements for the 
corresponding terms are stated as: 

MSE = 
ΣI −1 

i=0 

ΣJ −1 
j=0

[
F(i, j ) − F '(i, j )

]2 

I.J 
, (4) 

SNR = 10 log10 

ΣI −1 
i=0 

ΣJ −1 
j=0 F

2(m,n) 
I.J 

MSE 
, (5) 

PSNR = 10 log10 
2552 

MSE 
. (6) 

For these statements, F states the input authentic imagery; F ' demonstrates the image 
contaminated with the noise and I.J represents the estimation of measurements of 
imagery. 

Beta metric is determined as: 

β = 
ΣI −1 

i=0 

ΣJ −1 
j=0

[
ΔF(i, j ) − Δ' F

][
ΔF '(i, j ) − Δ' F ']

/ΣJ −1 
j=0 [ΔF(i, j ) − Δ' F]2 [ΔF '(i, j ) − Δ' F ']2 

. (7) 

The Δ operator used in this statement represents a filter that sieves high-pass 
frequencies for the imagery and Δ' depicts the average value of the image after the 
Δ operator has been applied. 

The MSE benchmark is being utilized for comparison among the imageries like 
if its value is less, so the error is less and it is almost equal to the original imagery. 
Moreover, it shows how superior is the performance of technique. Nonetheless, the 
SNR and PSNR benchmarks demonstrate the connection between original imagery 
and the approximation error, and large value shows that there is a need of upgrading.
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The beta metric conserves the edges in the approximated imagery, and if its value is 
rising, then it means that its performance is superior otherwise not. 

5 Databases and Results 

We have simulated our results on three different databases of ultrasound imageries 
[28] by using different filters and compare them for different parameters. Firstly, we 
have created a noisy imagery by utilizing the upgraded Field II algorithm, and the 
benchmarks for the given databases are discussed in the given paragraphs. 

5.1 Database: Breast Cyst 

(i) Median filtration: Firstly, original RGB imagery has been considered which is 
noisy as shown in Fig. 5a, and after that, it is to be converted into grayscale 
double class in Fig. 5b. In Fig. 5c–f, the imageries have been generated with 
distinct sizes of windows, i.e., 3 × 3, 5 × 5, 7 × 7 and 9 × 9. It is clearly visible 
that while the size of the window surges, the imagery gets flawless or fine along 
with color also gets consistent. For instance, the imagery acquired from filter 9 
window size is barely visible any deviation in the framework of the white region. 
But, on the contrary side, the destructive consequences are more apparent. For 
instance, the edges of the first imagery are well distinguished, but if the window 
size surges, the edges of the imageries get more and more fainted. 

The benchmarks for different sizes of windows are shown in Table 1. The table 
states that the median filtration technique with a 3 × 3 size mitigates noise while 
having a superior quality by showing all the values of MSE, SNR and PSNR in table. 
Figure 6 shows the performance of benchmarks while magnifies the window sizes.

To summarize, if the dimension of the window is less, then noise gets lessen in a 
small amount but conserves the significant features. In contrast, if the dimension of

Fig. 5 a Original RGB, b grayscale double class, filtered images having window size c 3 × 3, d 5 
× 5, e 7 × 7 and  f 9 × 9 
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Table 1 Objective evaluation 
for different window sizes for 
median filtration scheme 

Window MSE SNR PSNR 

3 × 3 0.000615 77.06138 80.24305 

5 × 5 0.001395 73.50398 76.68566 

7 × 7 0.00213 71.66478 74.84646 

9 × 9 0.002948 70.25331 73.43499 

Fig. 6 Benchmarks for 
median filter for distinct 
dimensions of window

the window is more, then noise will get more mitigated at the cost of destruction of 
edges. 

(ii) Fourier filtration scheme 

Ideal filter 

The next filtration is Fourier by using the Ideal filter. The assessment attribute is only 
one, i.e., cutoff/minimal frequency. The outcomes are revealed in Figs. 7 and 8. The  
benchmarks are shown in Table 2. 

In the first place, the cutoff frequency will be considered as 10%, and after that, 
it will be increasing from 30 to 50%. By watching the images, it is cleared that 
if the cutoff frequency gets drop down, then smoothness get surges but sharpness 
get diminishes. Therefore, the minimal cutoff frequency has to be fixed because the 
destructive effects will be more significant. For instance, if the cutoff frequency is 
considered to be 30%, then there has been a significant change, and similarly, if 
the cutoff frequency is to be considered at 40% and 50%, then there would also be

Fig. 7 Filtered images using ideal Fourier filtration having cutoff frequency a 10%, b 30%, c 40% 
and d 50%
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Fig. 8 Benchmarks for ideal 
Fourier filtration for distinct 
cutoff frequencies 

Table 2 Objective evaluation 
for different cutoff 
frequencies for ideal Fourier 
filtration scheme 

Cutoff frequency (%) MSE SNR PSNR 

10 0.013767 63.56075 66.74242 

30 0.005952 67.20262 70.38429 

40 0.004837 68.10295 71.28463 

50 0.00391 69.0274 72.20907

a noteworthy improvement. The benchmarks, i.e., MSE PSNR together with SNR 
have also been intensified while increases the minimal frequency. 

Butterworth filtration scheme 

The prior outcomes from Ideal filtration scheme give sharp-edged cutoff frequencies. 
These sharp edges can be flattened by this Butterworth filtration and keep down the 
extreme large frequency imagery details at the cost of lessening noise. Table 3 reveals 
the benchmarks for the imageries created with this filtration scheme which are shown 
in Fig. 9. 

Table 3 Benchmarks, i.e., 
MSE, SNR and PSNR for 
cutoff frequencies for 
Butterworth filtration scheme 

Cutoff frequency (%) MSE SNR PSNR 

10 0.012534 63.96818 67.14986 

30 0.005115 67.86073 71.04241 

40 0.003937 68.99757 72.17925 

50 0.003138 69.98283 73.16451 

Fig. 9 Filtered images using Butterworth filtration having cutoff frequency a 10%, b 30%, c 40% 
and d 50%
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As we discussed in previous Ideal filtration scheme, the Butterworth filtration 
scheme will also be considered first minimal frequency of 10% for assessing the 
outcomes. Figure 9a has superior results of benchmarks than the Ideal filtration 
scheme with the same minimal frequency. But, the drawback of this filter at this 
minimal frequency is that imageries got fainted. As the minimal frequency surges 
like for 30, 40 and 50% which are shown in Figs. 9b and 11c, d, there would be a 
drop in quality of imagery just like Ideal filter for the same minimal frequencies. The 
mass is well cleared, and a lesser amount of faintness is exposed in Fig. 9b. 

The next minimal frequency is to be considered 40%, and there would be a damage 
in picture quality. The benchmarks, i.e., PSNR, SNR and MSE also show the destruc-
tion in image. When the minimal frequency is taken as 50%, there would be a little 
change in imagery. 

As we increase the minimal frequency, there would be additional noise that dimin-
ishes the clarity in edges, but in addition with that, there would be more sharpness 
also while surges the minimal frequency. 

After seeing these result outcomes of Fourier filtration scheme, it is well cleared 
that Ideal filtration scheme is not acceptable. But this is not the case Butterworth filtra-
tion scheme, the imagery gets smoother. The graph for the performance benchmarks 
is also shown in Fig. 10. 

(iii) Homomorphic filtration scheme 

The similar tests are performed with homomorphic filtration scheme for the same 
attributes excluding median filtration scheme. The difference between homomorphic 
filtration methods and the median filtering method is that Homomorphic filtering 
methods combine with median filtration method as a nucleus would not alter quality

Fig. 10 Benchmarks for 
Butterworth filtration 
scheme for distinct cutoff 
frequencies 

Fig. 11 Filtered images using homomorphic filtration having cutoff frequency a 10%, b 30%, c 
40% and d 50% 
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Table 4 Benchmarks, i.e., 
MSE, SNR and PSNR for 
cutoff frequencies for 
homomorphic filtration 
scheme 

Cutoff frequency (%) MSE SNR PSNR 

10 0.014204 63.42511 66.60679 

30 0.005207 67.78333 70.965 

40 0.003643 69.33504 72.51672 

50 0.002668 70.68684 73.86852 

of the imagery, but on the contrast, the single median filtration scheme can change 
the quality as it depends upon the pixels’ values present in the imagery. Therefore, 
usage of logarithm operation to each one would not alter the particular function. The 
filtered imageries from homomorphic filtration scheme are shown in Figs. 11a–d for 
different cutoff frequencies. The table for benchmarks is revealed in Table 4. 

6 Comparative Investigation 

See Table 5.

7 Conclusion 

This paper deals with the speckle noise which is the crucial segment in the biomedical 
imaging. Biomedical imaging is a very vital tool for the diagnosis and examination 
of any sickness like MRI, ultrasound imageries, X-rays, CT scan, etc. It is really 
imperative that these imageries have to be flawless so far as possible by considering 
its usage. This paper emphasizes on the mitigation schemes of the noise which is 
existent in the biomedical imageries, i.e., stated as speckle noise. 

Moreover, this paper has been done comparison among some filtration schemes 
that are currently utilized for flattening the noise in ultrasonic imageries of biomedical 
imaging. There has been also a discussion of methods which have been utilized in 
these experiments. The comparative analysis for the despeckling of the imageries 
has been accomplished on a noise-less synthetic imagery which is being corrupted 
by a Field II program. After that, experiments have been performed. 

The foremost conclusion is that the finest quality imageries are accomplished with 
Fourier filtration scheme. The other filtration schemes also give some advancement 
but in that amount. In addition to that, Fourier filtration scheme is uncomplicated 
than other filters as it accounts only single parameter. Furthermore, the homomorphic 
filtration scheme is also advantageous only when it is being utilized with Fourier 
filtering method. The novelty in this paper is that we have compared different filters 
on different parameters such as cutoff frequency and different size windows. Our 
future work is to design an effective and qualitative algorithm that not only removes
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Table 5 Comparative analysis among different filters 

Serial no. Median Fourier filtration Homomorphic 

Ideal Butterworth 

1 Comparison has 
been done on 
different window 
sizes 

Comparison has 
been done on 
different cutoff 
frequencies 

Comparison has been 
done on different 
cutoff frequencies 

Comparison has 
been done on 
different cutoff 
frequencies 

2 If the dimension of 
the window is less, 
then the noise gets 
lesion in a small 
amount but 
conserves the 
significant features 

If the cutoff 
frequency gets 
drop down, then 
the smoothness get 
surges, but 
sharpness get 
diminishes. 
Therefore, the 
minimal cutoff 
frequency has to be 
fixed as the 
destructive effects 
will be more 
significant 

Ideal filtration gives 
sharp-edged 
frequencies, and 
these sharp-edged 
frequencies can be 
flattened by this filter 
while simultaneously 
lessening the noise 

The main 
advantage of the 
scheme is that it 
would not alter the 
quality of the 
imagery as a 
nucleus while 
alone median 
filtration can 
change the quality 
of the imagery as 
it depends upon 
the pixels’ values 
present in the 
imagery 

3 If the dimension of 
the window is 
more, then the 
noise will get more 
mitigated at the 
cost of the 
destruction of 
edges 

If the cutoff 
frequency is set to 
be at 40 or 50%, 
then there would 
be a noteworthy 
improvement 

If the minimal 
frequency gets 
increases, then there 
would be lesser 
amount of faintness 
and mass is well 
cleared, and it is 
almost little change 
in original image 

4 Uncomplicated but 
it depends upon 
the pixels, so it 
gives less clarity 

Uncomplicated Uncomplicated while 
giving the best image 
quality as it requires 
only one single 
parameter 
Advantage—superior 
results than the Ideal 
filtration for the same 
cutoff frequency 
Disadvantage—at 
minimal cutoff 
frequency, images 
got fainted 

Complicated but it 
is advantageous 
only when it is 
being utilized with 
Fourier filtering 
method
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speckles and enhances edges but also computational cost and time could be less and 
accuracy should be high. 
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An Analysis of Different Noise Removal 
Techniques in Medical Images 

Jaspreet Kaur, Bhawna Goyal, and Ayush Dogra 

Abstract In medical application like diagnosis of diseases, image processing plays 
crucial role. The process of segmenting the medical images is followed by careful 
analyzation to detect the ailments ranging from minor to serious. The presence 
of noise hinders the accurate diagnosis, and denoising becomes important part of 
image processing in medical images. The denoising approach can be built upon 
understanding the noise models and using denoising algorithm accordingly. This 
research aims at studying different medical images, noises and noise removal methods 
followed by experimental and comparative analysis of the prominent ones. 

Keywords Medical images · Noise · Denoising · Filters 

1 Introduction 

Images are no longer just form of representing information, they are crucial sources 
of data and these data are key component of many application ranging from robotics, 
remote sensing to medical diagnosis. The issue of noise in images persists in each 
application as a result of method of acquisition or process of transmission. Noise 
suppression has become more crucial with hike in number of applications dependent 
on image data.
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1.1 Noises in Medical Images 

In medical images, there is possibility of occurrence of more than one noise as multi-
sensor imaging is deployed. In addition to this, common occurrences of noise emerge 
as result of insufficient lights or inefficient exposure [1–4]. 

Some of the most prominent noises that corrupt the medical images are Quantiza-
tion noise, Gaussian noise, Poisson noise and Speckle noise. Detecting and analyzing 
the type of noise are key step in denoising as each noise affects the images in its own 
way [5–10]. Some noise affects the image uniformly while some distorts only part 
of the pixels [10–14]. 

2 Literature Review 

The denoising techniques depend on the type of noise and the medical image on 
which it has to be implemented. The number of methods has been proposed by 
various researchers to implement the efficient denoising algorithm. In this section, 
survey of different techniques of noise removal has been discussed to get an overview 
of all the possible techniques that can be executed or optimized to get a methodical 
approach for removing noise from medical images [14–18]. 

2.1 Denoising Method Based on Statistical Models 

In order to resolve the reconstruction of MR image of brain, minimization of non-
convex total is implemented [19]. Minimum–Convex TV (MCTV) is deployed to 
obtain the MR Image. MR with identical information of structure and patterns of 
noise are dealt with parallel imaging technique. The structure of images can be 
identical, but there is difference in the contrast of each image [20–22]. The approach 
followed in this research is based on learning. 

2.2 Denoising Method Based on Noise Derivative 

Machine learning can be used to statistically enhance the quality of image and 
thus remove the effects of the noise. In one such machine learning-based method, 
CLFAHE is used to process the images before analysis [23–25]. This technique does 
not remove the noise entirely but just minimizes the distortion caused due to noise. 

In another method, Partial Differential Equation (PDE) along with GCV is used 
to denoise the image [26, 27]. GCV is executed to obtain the threshold that can 
efficiently remove the noise by analyzing the statistical characteristics of the noisy
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image. PMI combined with GCV gives high PSNR values when the intensity and 
power of the noise are quite high. 

2.3 Denoising Method Using Wavelet Technique 

Homomorphic wavelet provides the facilitation of extending the threshold that can 
provide more efficient results [28–31]. This method mainly aims at Speckle noise 
but is complex process to implement. In order to minimize the effect of noise by 
softening it, method of soft-thresholding is implemented [32–34]. The model used 
in this technique is that of optical recovery but while implementing this method, the 
values of threshold which are quite large might exclude the necessary coefficients. 
Speckle noise is dealt with another method which deploys adaptive wavelet domain 
[35–37]. The technique efficiently preserves the details of image, but the noise is not 
removed vaguely and thus fails to be counted as an effective technique. PSNR value 
of high range can be obtained with the implementation of Curvelet method [38, 39]. 

3 Noise Removal Methods 

Filtering techniques deployed with algorithms are most prominently used for removal 
of noise. The neighboring information is used to detect the noise, and based on that 
noise, best denoising filter is deployed while taking care that quality of the image is 
not hampered. 

In this section, different denoising methods or filters are discussed. 

3.1 Median Filter 

This filter is prominently used for removal of impulse noise as it traverses through 
each pixel of image and replaces the pixel with median of the neighboring pixels, 
and thus, it transforms all the pixels, both noise and noise free. But the drawback 
is that pixels which are not corrupted are noise also tend to be infected with noise 
after applying median filters. This filter is capable of denoising without hampering 
the sharpness of the image [39]. 

3.2 Wiener Filter 

Wiener filter is type of linear filter that deploys statistical method to remove noise 
from the pixels of and image and it. The spectral properties of the original methods
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are studied, and LTI filter is used to obtain the result closer to the original image. It 
can be used for MRI images. The local neighborhood of each pixel is deployed to 
narrow down the statistical estimates, and these estimates are used to design adaptive 
Wiener filter. 

3.3 Gaussian Filter 

Speckle noise is removed with the help of Gaussian filter. The Speckle noise is mostly 
present in ultrasound images and MRI brain images. This method is based on the 
technique in which average value of neighboring pixels is used to replace the pixels 
which are noisy based on Gaussian distribution. It prominently removes blurriness 
from the images. Therefore, it can be used as linear smoothening filter [40]. 

4 Experimental Analysis 

In this section, the results of applying different filters on different types of noises are 
represented. 

We used images as shown in Fig. 1 for this analysis (Fig. 2). 
The mean and variance of Gaussian filter here are 0.1 and 0.1, respectively. 
The variance of Speckle noise is 0.5, and noise density of Impulse noise is 0.25. 
Now, different filtering techniques discussed above are applied on each dataset 

to obtain the result and conclude that which filtering technique suits which type of 
noise best.

Fig. 1 Dataset for analysis
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Fig. 2 All kinds of noises added to the dataset. (Left to right) Gaussian noise, Speckle noise, 
Impulse noise, Poisson noise

4.1 Gaussian Filter 

From the above results, we obtained that Gaussian filter has most effect on ultrasound 
image with Speckle noise. In other images and noises, there is no significant reduction 
in noise (Fig. 3).

4.2 Wiener Filter 

If the results of Gaussian filter and Wiener filter in Fig. 7 are compared, it can be 
concluded that Wiener filter has produced better results that the Gaussian filter. The 
best results by Wiener filter are obtained in MRI images and in removal of Impulse 
noise (Fig. 4).

4.3 Median Filter 

Based on Fig. 8, it can be concluded that the median filter has worked best on the 
Impulse noise for MRI and ultrasound images (Fig. 5).
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Fig. 3 Result of Gaussian filter

Fig. 4 Result of Wiener filter

5 Comparative Analysis 

In this section, the results of different filters on different images are compared based 
on parameters like Mean Square Error, Signal-to-Noise ratio and Peak Signal-to-
Noise Ratio.
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Fig. 5 Result of median filter

Table 1 records MSE, SNR and PSNR for each result of image with Gaussian 
noise. 

Table 1 clearly shows that median filter and Wiener filter are most capable of 
removing Gaussian noise (Table 2). 

Table 1 Measure of parameters of denoising in images with Gaussian noise 

Filter MRI image Ultrasound image X-ray image 

MSE SNR PSNR MSE SNR PSNR MSE SNR PSNR 

Gaussian filter 0.048 48.946 61.24 0.045 60.60 61.5169 0.036 69.76 62.5142 

Median filter 0.027 51.449 63.74 0.026 63.04 63.9603 0.025 71.33 64.0901 

Wiener filter 0.035 50.341 62.63 0.029 62.56 63.4782 0.020 72.22 64.9736 

Table 2 Measure of parameters of denoising in images with Speckle noise 

Filter MRI image Ultrasound image X-ray image 

MSE SNR PSNR MSE SNR PSNR MSE SNR PSNR 

Gaussian 
filter 

0.013 54.531 66.829 0.012 66.129 67.039 0.044 68.914 61.668 

Median 
filter 

0.01 55.273 67.571 0.009 67.634 68.544 0.036 69.796 62.549 

Wiener 
filter 

0.01 54.10 66.40 0.01 66.96 67.87 0.023 71.6887 64.4421
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Table 3 Measure of parameters of denoising images with Impulse noise 

Filter MRI image Ultrasound image X-ray image 

MSE SNR PSNR MSE SNR PSNR MSE SNR PSNR 

Gaussian 
filter 

0.048 48.946 61.244 0.039 61.212 62.123 0.032 70.211 62.964 

Median 
filter 

0.004 59.353 71.652 0.001 74.322 75.233 0.001 82.932 75.685 

Wiener 
filter 

0.034 50.4963 62.7946 0.025 63.127 64.037 0.019 72.43 65.19 

On average, median filter followed by Wiener filter removes the Speckle noise 
from medical images effectively. 

Measure of Parameters of denoising Images with Impulse noise (Table 3). 
As evident from Table 4, median filter removes Impulse noise most effectively.
Wiener filter surpasses others when it comes to removing Poisson noise. 
The following graph shows MSE values for different filters and noises in different 

images (Fig. 6).
The above graph shows that in MRI images, the noise is best removed by median 

filter. 

6 Conclusion 

The removal of noise from medical images is not only limited to uncovering the 
crucial information hidden by the noise. Preserving the details of the image is also key 
aim of denoising when it comes to medical images. This research performed detailed 
analysis of all kinds of noises and implemented denoising with various filters. Each 
noise is efficiently removed with one or more types of filters. However, no filter is 
capable of removing all kinds of noise. This paves way for future researchers to 
devise algorithms and techniques that can remove all kinds of noises.
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Fig. 6 MSE values’ comparison for different noises and filters in MRI
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Study and Analysis of Classification 
Techniques for Specific Plant Growths 

Riya Sharma, Rashmi Vashisth, and Nidhi Sindhwani 

Abstract There are various methods often regard to done for analysis of the subject 
of a particular group of specimen. There may be more or fewer, but by using classi-
fication techniques with a machine learning algorithm, a rate of trend will be shown, 
and a data representation is provided to examine how a specific group of plants uses 
to grow on the various levels of surroundings and nature aspects and to demonstrate 
the idea of plant growth by using classification techniques in machine learning for 
specific group of plants. In the below research, various studies have been termed 
that how the plant breed with different aspects of nature and what machine learning 
algorithms we can have to trace those effects. 

Keywords Neural networks · Deep learning ·Machine learning · Regression ·
Farming · Phenotyping artificial intelligence · Genomes · Support vector machine 

1 Introduction 

Ongoing significant advances in high-throughput field phenotyping have given plant 
reproducers reasonable and effective instruments for assessing countless genotypes 
for significant agronomic characteristics at early development stages [1]. In any 
case, the execution of enormous datasets produced by high-throughput phenotyping 
devices, for example, hyperspectral reflectance in cultivar advancement programs 
is as yet testing because of the fundamental requirement for escalated information 
in computational and measurable examinations [2]. In this review, the heartiness of 
three normal AI (ML) calculations, multi-facet perceptron (MLP), support vector 
machine (SVM), and irregular timberland also known as RF were assessed for fore-
seeing soybean (Glycine max) seed yield utilizing hyperspectral reflectance [3].
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Essentially, a plant aggregate, which compares to the biochemical and actual appear-
ance attributes, is impacted by the collaborations between hereditary properties and 
also natural conditions. Since it varies as per plant species, it is essential to quantify 
the connection among aggregates and natural conditions for each plant species [4]. 
To take care of this issue, the advancement of plant phenotyping frameworks for 
different plant species has been led for quite a long time. This shows that how a plant 
behaves according to the various types of surrounding and since it can moderate 
various aspects of the nature phenomenon [5]. 

The remainder of this paper is organized as follows: In first section, introduction 
is followed by the example of various researched supervisions followed by Sect. 2 
of learning the plant growth using various techniques, and Sects. 3 and 4 talks about 
usage of proposed algorithm with various technologies while providing examples in 
Sects. 5 and 6 along with the conclusion. 

2 Learning of Plant Growth and Breeding 

As the word of “big data” and its evolution time in plant sciences, a test in both 
essential and applied explorations (for example, rearing applications) is to clarify or 
foresee aggregates from the hidden genotypes under various natural conditions [6]. 
Genotypic variety prompts contrasts in the biochemical cosmetics of cells, which 
thus along with the climate impact organ development, plant development, and at 
last, characteristics important in horticulture, like yield and resistance to stresses 
and irritations [7]. Disentangling the impacts of genotypic variety and climate on 
aggregates yields central experiences into the guideline of significant cycles in plant 
advancement and physiology and the capacity to anticipate yield and quality attributes 
from genotypes in explicit conditions, which is fundamental in present-day sub-
atomic plant rearing [8]. Breaking down aggregates estimated at these various levels 
or connecting these aggregates to genotypes progressively calls for handling and 
coordination of enormous, loud, and heterogeneous informational indexes. The time 
series is a new type of fundamental to describe the anomaly of screening the plant 
traits and examining their growth, physiology, ecology, etc. [9] (Fig. 1).

This has been termed as a great initiative to using machine learning algorithms 
and using Deep Learning architecture to utilizing the resources more profoundly 
[11]. This has been achieved by using traditional image processing and moreover on 
the machine learning-based simulations of providing such imaging computations. 
Computer vision preferably the OpenCV resources is known as the intervention 
part to classifying the generation of images and the factual representation of the 
difference.
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Fig. 1 Tomato yielding using prediction mechanism [10]

3 Methods of Classifying the Plant Ecosystem Using 
Technologies 

Plant psychometry is often very conjugational and hence derives its various properties 
which is hard to understand easily. Thus, researchers are made a various evolution in 
this field using various technologies to find a prospectus solution for this architecture 
[12]. The classification of plants is also termed as the assessment of the various 
complex plant traits consisting of growth, resistance, ecology, physiology, and what 
not. By and large, plant attributes have been estimated physically in phenotyping 
research [13] (Fig. 2).

This limits throughput and confines extensive examination a thought alluded to 
as the phenotyping bottleneck. Picture-based phenotyping has been proposed as an 
answer for this bottleneck, as it has shown extraordinary potential in expanding the 
scale, throughput, productivity [14], and speed of phenomics research. It is currently 
ordinarily contended that profound learning strategies for picture division, highlight 
extraction, and information investigation are the key for progress in picture-based 
high-throughput plant phenotyping [15]. Phenotyping is itself a large acknowledged 
term for assessing these traits of the plant evolution. 

3.1 Traditional Image Processing for Generalizing the Plant 
System 

In this type of simulation method, it has been occurred to see a great deal of using the 
plant phenotyping which is recently based on the machine learning systems which 
shows an extraordinary accuracy for checking the plant types [16].
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Fig. 2 Types of soil for plant growths

3.2 Computer Vision Using Learning Methods 

These methods are being executed particularly at research standards more prefer-
ably in the static plants of analysis, demonstrating that they are being made learn 
to compile the plant growth patterns and can develop the learning-based approaches 
from them coined as to be “genetic phenotyping” [17]. Moreover, the generaliza-
tion with the fact that using the conventional neural networks are often give more 
promising results in case of computer vision of Convolution Neural networks [18]. 
Such methodologies have shown superior execution when analyzed with customary 
picture-based phenotyping approaches, and researcher is depending more and to a 
greater degree toward these remarkable outcomes to catch complex elements and 
designs of plants both above and underneath the ground [19]. 

Below is the example of showcase of the fresh weight of the plants using the 
machine learning. The correlation ratio can be shown as a visualization result for a 
particular harvest rate by taking a factor of PA with value of 180 h [20]. The set of 
light green or dark green shows the set of experiments of different plants [21]. 

4 Analysis of Simulation of Plant Growth in 3D/2D 

This is an innerving machine learning method for the strategic image analysis which 
has to be fully explored on the various time series data [22]. An analysis plant growth
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of traditional has been performed for the modeling of temporal analysis. Several 
tools and approaches for the deterministic methods are being used for such type of 
classifications which use these types of 2D/3D determinations [23]. By Providing 
these simulations using machine learning algorithms for providing the greenhouse 
growers, such as biologists of plant scientists to analyze the future of growing nature 
of the patterns [24]. This shows the understanding of the behavior of environmental 
efforts on biotic and abiotic factors. Numerous static examination frameworks might 
be reached out into transient information by essentially running them for each edge 
premise [25]. 

4.1 Unconventional Mapping of Predicting Plant Growth 

This involves the tasks of mapping and predicting the plant growth which sometimes 
seems to be challenging. Apart from these Generative Adversarial Networks is the 
new intuitive proposed by the researcher of Goodfellow which is an emerging format 
of machine learning methods being developing for the generation of the realistic 
images to forecast the prediction [26] (Figs. 3 and 4). 

Fig. 3 Time-to-time check for the data measures
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Fig. 4 ThinkSpeak data visualization dashboard 

Perhaps, using the various tools comes along with many distinguishable tech-
niques; likewise, below are the data visualization tool for monitoring soil values for 
the specific plants’ growth with analytical charts (Fig. 5).

5 Data and Machine Learining Types With Contribution 

This work is planned as a characteristic augmentation of the work introduced in 
RootNav 2.0 into transient groupings, fusing a GAN that guides plant development 
designs and estimates plant development [27, 28]. The proposed framework brings 
about conceivable plant improvement expectations, hypothetically permitting tests 
like this to close early, accelerating the trial cycle [29]. Moreover, there are several 
types and key contributions that have been made throughout the specific contribution 
with image processing and data amplification for predicting a several species of 
growth are as follows (Fig. 6).
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Fig. 5 Mapping example 
using GAN algorithm using 
machine learning [30]

Fig. 6 Leaf prediction using neural network algorithm [34] 

5.1 Innovative Datasets and Novel Preprocessing 

The greater part of the investigations in plant phenotyping put together remote 
detecting centers just with respect to a couple of accessible plant datasets. We gained 
the Arabidopsis dataset and utilized the most recent AI programming to clarify it. 
The general comment was programmed, and it produces picture and XML-based 
explanations that can be interoperable between various programming devices [31].
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Along these lines, the recorded plant information (particularly, roots) can be utilized 
for future examination and tests. 

5.2 Deep Learning Models with Specification Innovation 

The field of remote detecting continually improves through the turn of events and 
utilization of imaginative AI models. GANs are one of the least explored different 
avenues regarding AI techniques for plant phenotyping. The proposed explored key 
target is to exhibit the strength and variety of GANs and use it to improve phenotyping 
efficiency [32]. The higher goal yield created by the continuously developing GAN 
design embraced and improved is additionally one of the proposed techniques of key 
commitments [33]. 

5.3 Comparative Result Articulations 

The discussed framework is intended to consolidate and use both spatial and worldly 
plant information to conjecture development. It offers an exact and effective prescient 
division of plant information (root/leaf). Precise forecast of future plant development 
could significantly diminish the time expected to direct development tests, with plants 
requiring less developing time and new test cycles starting sooner [35]. 

5.4 Productive Reproductive and Generalization 

It is a vigorous AI-based framework that might be reapplied to any dataset with just 
minor adjustments [36]. We show this through the use of this framework on two totally 
different datasets of plant shoots and roots separately. Below, we can see that also 
there are various substitute methods of the various sequential methods of machine 
learning algorithms such as regression and classification with which one can under-
stand the behavior of the [36] demographics and all other such type of mechanism of 
a plant, crop, or behavior. Based on the various methodologies of machine learning or 
algorithms demonstrated can be effortlessly adjusted to changing conditions and have 
worked on the vigor of picture-based phenotyping [37]. Various analyses have shown 
that profound learning-based techniques can productively catch complex elements of 
plants both above and underneath the ground [38]. This is assisting with accelerating 
trial cycles, which is fundamental to streamline plant usefulness and, thus, further 
develop food security and yield protection from ecological burdens. Great above and 
subterranean picture information is restricted; it is essential to use in vitro assets 
to advance the innovations prior to applying them in the field [39]. Various arising
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works have investigated the utilization of both spatial and fleeting elements of plant 
development to deliver more helpful and instructive phenotypic data [40]. 

6 Plants’ Eccosystem and How They Develop 

Plants are the nurturing part of the ecosystem as it has been totally depending on its 
environment and the products being enriched with the soil. If not taken care of, there 
may be numerous items to clean from the air in the area that serves as a shaded lounge 
[41]. Plants are much more than giving oxygen to the surroundings the other roles can 
be categorized with it are in carbon cycle, controlling global warming, etc. They are 
the most important producers in which they use the sunlight to convert the CO2 into 
glucose or some other parts of sugar in which the classification technique helps in 
determining the growth pattern of plants [42]. This is done by examining the features 
like height, width, color, and shape of plants. The eight ways’ plants are classified 
based on plant similarities, including kind of stem, size of plant, stem growth form, 
kind of fruit, life cycle, foliage retention, temperature tolerances, and number of 
cotyledons and leaf venation [43]. It also covers binomial nomenclature and scientific 
classification. Plants provide oxygen, food, and shelter for other organisms in the 
ecosystem. They provide us with oxygen, food, medicine, fuel, and many other 
things. Classification technique is a process that helps to identify a particular plant 
growth by its characteristics and traits [44]. It can be done by looking at different 
parts of a plant such as leaves or flowers or even fruit. The classification technique 
for specific plant growths can be done through their leaves which have certain shapes 
like ovate, elliptic or serrated, etc. They also have certain colors like green, brownish-
green or purple, etc. They also have certain sizes like small to large, etc. [45]. The 
classification technique is very important because it determines how plants will grow 
in different environments. It also helps identify which type of plant is best suited for 
a specific environment. Plants can be classified into four types based on their growth 
pattern, which are: 

● Annuals, 
● biennials, 
● perennials, 
● shrubs.



600 R. Sharma et al.

7 Type of Soil Testing For Checking Plants’ NPK Values 
From Soil Based on Moisture Values 

The main idea for checking soil moisture and NPK values to plant growth and nutri-
ents is that to allow farmers of the workers to have the proper knowledge of their 
plants [46] (Figs. 7 and 8). 

Cost( ) 
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RasberryPi Soil Testing Sensor VGA Screen       Solar Panel Total=~10800(₹) 

Cost(₹) 

₹ 

Fig. 7 Price distribution for making one system for checking soil moisture and NPK values 

Fig. 8 Soil moisture sensor for checking moisture values 
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7.1 Hardware 

● This part consists the soil checking sensor which will be installed with the harrow 
or tiller which will go inside with the contact of the soil [47]. Just when the harrow 
goes into the contact of the soil, the sensor will provide the reading for the different 
values which consist of pH value, fertility, humidity, fertility, acidity, etc. [48]. 

● Along with it, a smart screen panel is also installed near the steering wheel to get 
informed about the soil activity [49]. Beneath with the soil sensor on the wheel 
panel of tractor, there is a solar panel which is also installed along with the battery 
system which will provide the electricity separately for the system [50]. 

7.2 Software 

● Here, the main functions will perform its task in which first the smart screen panel 
is made up of using the Raspberry Pi mini size computer which has the ability to 
handle the AI and machine learning algorithms and can be used to provide various 
analytical operations using cloud-based and offline technology. 

● The readings are recorded with the use of this smart screen panel which is 
connected throughout the integration of offline- and online-based connectivity 
which will inform the farmer about the soil components and ratio. 

● Artificial Intelligence Predictions will provide the information about the crops 
and the machine learning will store and compute all the possible actions which 
can be done to grow better crops within just matter of time. This will help the 
farmer not to waste so much time to get the result for testing and can start farming 
in time (Fig. 9). 

Fig. 9 Proposed framework for soil testing resulting for farmer benefits for plant growth and their 
nutrients
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7.3 Previous Methods for Soil Testing/Traditional Ways 

8 Conclusion 

This study shows that how can a plant structure can be studied using dependency 
regardless to their nature but with their articulated growth system. Often, the study 
also provides a specified problem statement with findings of the individual study 
resource in accordance to its significance of using various technologies [42]. There 
can be various technologies stated of fundamentals of the nature of machine learning, 
sectional regression of the classifications, etc. This study also tried to showcase the 
study of neural networks on the plants’ genome and phenotyping introduction with 
the involvement of the specified data capturing methods using image processing 
and preprocessing. Also, the outcomes introduced here have shown that AI and 
GANs specifically can perform complex determining of plant development. These 
methodologies can be retrained and adjusted into different areas, possibly helping a 
wide scope of analysts. 
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Abstract Since past few years, there has been a huge demand for the applica-
tions involving enormous data rate. Between them, Multiple Input–Multiple Output 
(MIMO) schemes have been proved to have exceptional benefits in connection with 
spectral efficiency. Implementation of MIMO device is intricate because of the usage 
of a greater number of antennas. To address this key issue, antenna selection is one 
attractive approach to mitigate this requirement. The upcoming radio networks need 
basic perception of the design concepts and regulation processes to easily control the 
various resources. The policies related to the assignment of resources are very crucial 
as far as radio communication networks are concerned as they are directed toward 
the Quality of Service (QoS) required at the client level. This paper investigates 
the concept of choice of antennas and related topics for MIMO wireless networks.
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In this regard, we have first proposed adaptive genetic algorithm (AGA). Secondly, 
antenna selection is implemented by using firefly algorithm with LTE scheduling, 
then we have explored the new optimization algorithm based on Adaptive Spectrum 
Matching (ASM), a Joint Optimization-based scheduling method for a successful 
Multiple Input–Multiple Output communication is considered, finally, their charac-
teristics, advantages, performance metrics, limitations have been studied in detail, 
and research gaps have been identified. Moreover, to demonstrate the effectiveness 
of developed antenna selection schemes and to validate the results, the comparison 
of various antenna selection schemes is performed. 

Keywords LTE · Bit error rate (BER) · Multiple Input–Multiple Output 
(MIMO) · Optimization algorithms 

1 Introduction 

Current wireless systems like cellular mobile phones, Bluetooth, mobile low earth 
orbit satellite (LOS), etc. all require very high data rate (>100 Mbps), lower delay, 
transmission reliability, and wider coverage [1–3]. So, we can say that future wireless 
services demand high data rates and good quality of service [4]. But, the limitations 
are fading, limited available spectrum, and battery life of wireless portable devices 
[5, 6]. Transmission reliability in wireless channel is a stimulating topic. Several 
factors like thermal noise, time varying multipath fading, and power and bandwidth 
limitations harshly degrade the quality of transmission. In response, wireless commu-
nication technology has improved greatly in terms of spectral efficiency to satisfy the 
increasing demand of capacity and data rate with various techniques. Among them, 
MIMO systems and OFDM are the prime techniques to enhance the bit rate of various 
wireless communications systems. Antenna selection is a creating examination terri-
tory in MIMO system in the late years. MIMO systems have the most important 
benefit of providing higher efficiency with no need for the extra transmitted power 
or bandwidth expansion. However, because many antennas are utilized, it has one 
major disadvantage: it necessitates the purchase of additional high-cost RF modules 
[7]. In an attempt to minimize the price of the various radio frequency modules, a 
technique called antenna subset selection is suggested to reduce the complications 
associated with the hardware while preserving various advantages [8–10]. 

1.1 Need of Antenna Selection 

This refers to the usage of only the finest group of antennas, while the other antennas 
are generally not used, thus minimizing the count of RF chains [11]. To overcome 
the same, there is requirement of various techniques for MIMO systems to find the 
optimal subset selection [12–14]. Bearing all these points in mind, people working in
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this field can undoubtedly understand antenna selection technique to reduce PAPR, 
intercarrier interference, and criteria to remove unnecessary hardware and complexity 
to enhance overall system performance for our next-generation wireless communica-
tion systems. Consequently, choosing a proper optimum antenna selection technique 
which fulfills targeted QOS, improved capacity and transmission reliability require-
ments are still an open issue. Because of their substantial futuristic applications, 
the MIMO systems are integral part of the upcoming telecommunication systems. 
Since the concerned systems are only wireless systems, the introduction of wireless 
communication and need of antenna selection have been explained in Sect. 1. 

The remaining sections are organized as follows. Next section discusses a 
short review on the work related to the proposed research. Section 3 explains the 
different types of optimization algorithms for antenna selection in MIMO Systems. 
Section 4 provides the comparative analysis of various optimization algorithms used 
in antennas selection. At last, the entire work has been concluded in Sect. 5. 

2 Literature Survey 

The author in [15] talked about how the four antennas’ deployment in traditional 
Alamouti STBC did not allow for full advantage of group-wise features. The 
most challenging task in the STBC system is determining status (used and unused 
bandwidth). 

The authors in [16] proposed an effective scheduling algorithm for heteroge-
neous MIMO networks related to Simulated Annealing (SA) and Particle Swarm 
(PS) techniques. The main goal of this method was to simplify user scheduling 
while also increasing the sum rate. The downlink transmission was investigated with 
coordinated multi-user multi-cell MIMO. 

By assuring a favorable compromise between the cell average and user spectral 
efficiency, the authors in [17] answered the problem of assignment of resources 
in MIMO. The Channel State Information (CSI) was shared across the nodes in 
order to reduce interference and maintain a power level that was consistent with the 
desired signal. To tackle some sequence convex sub-problems, a Successive Convex 
Approximation (SCA) technique was devised. 

In MIMO broadcast networks, the authors in [18] proposed a novel way to handle 
the optimization problem that are not convex. The transmitter was used to manage 
the quantity of power distributed among the harvesting users, and the Majorization– 
Minimization (MM) approach was used to improve the optimization’s performance. 
The gathered power and information transport were optimized jointly in this work. 

The authors in [19] looked at several methods based on the choice of antennas in 
order to discover the optimal answer by looking at all of the options. Based on an 
extensive search, the mean rate of the ideal antenna selection was examined. The goal 
of this strategy was to use an optimal selection procedure to reduce the complexity 
of searching. In addition, the complexity of antenna selection was studied using the 
greedy searching method.
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To lower the searching complications of MIMO communication systems, the 
authors in [20] proposed an efficient metaheuristic approach called Genetic Algo-
rithm (GA). In this paper, the binary GA approach was combined with user and 
antenna scheduling to provide an acceptable sum rate with lesser complexity. 

Optimization research for the choice of antennas in MIMO Two-Way Relay 
Networks was proposed by the authors in [21]. By taking into account the issues of 
power allocation and relay position, it was able to reduce the likelihood of an outage. 
Furthermore, the MIMO system’s outage performance was examined without the 
use of sophisticated derivations, which was a benefit of this study. 

3 Optimization Algorithm for Antenna Selection in MIMO 
Systems 

3.1 Adaptive Genetic Algorithm (AGA) 

The fundamental problem with this system is that as the number of transmitting and 
receiving antennas grows, so does the convolution of the hardware. In this chapter, an 
efficient optimum transmitting antenna subset choice technique is recommended with 
the help of the Adaptive Mutation Genetic Algorithm to solve this problem (AGA). 
The adaptive mutation process of the genetic algorithm [22, 23] is used to choose 
transmit antenna subsets in the MIMO-OFDM scheme at this stage. The fitness value 
for each mutation point is determined, and the best fitness-based mutation points are 
chosen based on that value. The mutation operation is carried out after the best 
mutation points have been collected. 

3.2 Firefly Optimization Algorithm with Adaptive Scheduling 
(FFOAS) 

In a typical MIMO communication system, there will be increased bandwidth losses 
and potentially more noisy signals. To achieve this, we developed quasi orthogonal 
space time block codes with a firefly optimization technique for antenna selection 
and a modified LTE system for scheduling, in addition to an adaptive scheduling 
system, to improve our communication performance while in transmission [24]. 
The Q-OSTBC methodology is described as having a high degree of versatility 
for transmission schemes. The Firefly optimization process is used to select the best 
Rayleigh channel utilization range. By giving the optimum fitness function, it reduces 
bandwidth losses. By allocating the time of transmission between transmission and 
reception, LTE-based scheduling is used to exploit throughput constraints. To reduce 
the transmission time, the suggested FFOAS technique is combined with a spectrum 
management scheme.
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To provide a high level of flexibility in the transmission system Q-OSTBC 
approach is employed. In MIMO wireless communication, the Firefly optimization 
approach is utilized to increase the performance rate. By assigning time to commu-
nicate over transmitter and receiver, LTE scheduling is used to improve throughput 
constraints. Spectrum management is used to reduce the communication latency 
between the transmitter and receiver. 

3.3 Adaptive Spectrum Matching Based Optimal Scheduling 
(ASMOS) 

To anticipate the best channel from the available bands, an adaptive spectrum 
matching technique is applied. In addition, prioritizing on the basis of high-spectrum 
intensity ensures that data are sent to the receiver efficiently. The mistake probability 
rates are minimized by arranging available channels and data prioritization. In terms 
of average block error probability and bit error rate, this study compares the effec-
tiveness of proposed optimal channel utilization to various modulation techniques 
such as three-dimensional complementary codes and linear network coding with 
quadrature phase shift keying. 

3.4 Joint Optimization and Sub-band Expediency-Based 
Scheduling Technique (JO-SES) 

The major goal of this research is to lower the BER and boost the efficiency in this 
communication. The Cellular Network (CN) is initially created with a set of nodes, 
after which the communication channel is initialized and its parameters are extracted. 
The channel’s parameters are then extracted using the beamforming feature extrac-
tion technique [25]. The optimization is done to choose the optimum channel [26] for  
the gainful communication from the available channels. The Power Spectral Density 
(PSD) of the specified channel is then calculated using the channel bandwidth’s 
subcarrier frequency. For channel scheduling, the Sub-Band Expediency-Based 
Scheduling (SES) technique [27–29] is suggested, which reduces communication 
delays during transmission. 

4 Comparative Analysis of Antenna Selection in MIMO 
Systems 

The simulation study is done for 4 × 4 MIMO schemes, which include four trans-
mitting antennas and four receiving antennas. The implementations are carried out
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Table 1 Performance metrics for optimization algorithms 

Parameter Expression Explanation 

BER BER = Ne 
Tbs 

Number of bit errors (Ne) divided by the total number of 
bits transferred (Tbs ) 

Average SNR γ �
∞∫

0 
γ pγ (γ )dγ γ denotes the instantaneous SNR and pγ (γ ) denotes the 

probability density function (PDF) of γ 

Table 2 Advantages and shortcomings of each algorithm 

Algorithm Advantages Shortcoming 

AGA High data rate and higher capacity with 
the adaptive mutation process of genetic 
algorithm, complexity reduction of 2% 

Convergence in local optima, it can 
provide significant optimal result 

FFOAS At maximum SNR, BER reduces to 
almost 92% 

Requirement of additional antenna at 
the network base station 

ASMOS At maximum SNR, BER reduces to 
almost 21% 

More number of iteration required 
during optimization 

JO-SES At maximum SNR, BER reduces to 
almost 1.75% 

Channel information should be 
known at the transmitter

in order to verify the SNR and BER CDF derivations. When contrasted with stan-
dard OSTBC and TAS/MRC-based MIMO systems, an improved level of perfor-
mance rate is obtained using both arrangements of antenna selection optimization 
and scheduling approach as far as minimum slope of CDF, less BER, and reduced 
time complexity are concerned. The performance metrics [30–33] of optimization 
algorithms are tabulated in Table 1. Table 2 highlights the advantages and shortcom-
ings of each algorithm. Table 3 represents the comparative analysis for all algorithms. 
Table 4 shows time complexity reduction of various algorithms. 

Figure 1 shows comparative analysis of BER at minimum SNR (0 dB) for each 
algorithm, and Fig. 2 shows comparative analysis of BER at maximum SNR (15 dB) 
for each algorithm; and from the graphical analysis, it is observed that Joint Opti-
mization and Sub-Band Expediency-Based Scheduling technique (JO-SES). Figure 3 
shows time complexity reduction of each optimization algorithm. It has been found 
that time complexity reduction is also better for JO-SES as compared to ASMOS, 
FFOAS, and AGA.

5 Conclusion 

Investigations on various optimization techniques for the choice of antennas in MIMO 
systems are reported in this paper. Research initiatives are mainly focused toward the 
capacity and average sum rate enhancement [34–37]. There are two main approaches
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Table 3 Comparative 
analysis of BER and SNR for 
various algorithms 

Algorithms BER at minimum 
SNR (0 dB) 

BER at maximum 
SNR (15 dB) 

AGA 1.1E−1 6E−3 

TAS/MRC-QAM 9E−1 5E−5 

TAS/MRC-QPSK 2E−1 8E−5 

OSTBC-QAM 9E−1 5E−2 

OSTBC-OPSK E−1 3E−5 

FFOAS-QAM 8E−2 5E−5 

FFOAS-QPSK 2E−3 8E−6 

LNC 0.091 4.3E−5 

3-DCC 0.089 2E−5 

ASTBC 0.0865 1.4E−5 

ASMOS 0.085 1.14E−5 

JO-SES 0.080 1.12E−5 

Table 4 Time complexity 
reduction of optimization 
algorithms 

Algorithm Time reduction complexity (%) 

AGA 2 

FFOAS 16.6 

ASMOS 35.43 

JO-SES 38.38

to meet this challenge: (i) BER minimization through antenna selection and (ii) 
scheduling optimization for throughput enhancement [38]. This paper deals with 
BER minimization problem by suggesting the new/improved antenna selection algo-
rithms/schemes for the successful implementation of MIMO systems so that it may 
be applied in various types of future wireless communication networks and hence 
has a lot of future scope.
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Fig. 1 Comparative analysis of BER at minimum SNR (0 dB) for each algorithm 

Fig. 2 Comparative analysis of BER at maximum SNR (15 dB) for each algorithm
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Fig. 3 Time complexity 
reduction of each 
optimization algorithm
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Methodology for Classifying Objects 
in High-Resolution Optical Images Using 
Deep Learning Techniques 

P. Lalitha Kumari, Santanu Das, B. Kannadasan, Niranjana Sampathila, 
C. Saravanakumar, Rohit Anand, and Ankur Gupta 

Abstract The classification of objects that are present in the images or in the videos 
is being developed progressively to obtain good results because of the use of convo-
lutional networks. In this work, we have used the convolutional networks for the 
detection of objects that are present in high-resolution satellite images. Tests were 
carried out on ships that are on the high seas and in the ports. This classification 
is useful for monitoring the coasts, as well as for analyzing the dynamics of the 
ships which can be applied in the search of ships. To cover this task of classifying 
ships in the spectral images, the use of high-resolution satellite images of coastal 
areas and with a large number of ships is used in order to build a set of images,
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containing images of the ships. In order to be used for training setting and testing 
of the convolutional network, a very particular configuration of the convolutional 
network caused by the particularity of high-resolution satellite images is presented. 
The methodology developed indicating the procedures performed is also presented 
in which a set of images containing 300 was built images of ships that are in the 
sea or are anchored in the ports. The results obtained in the classification using the 
convolutional networks are acceptable to be able to be used in different applications. 

Keywords Convolutional networks · Satellite image · Classification · High 
resolution ·Multispectral image 

1 Introduction 

Convolutional networks are a very interesting variation of the artificial neural 
networks. They are currently being widely used because of the availability of hard-
ware that can be counted in these times. The best known convolutional networks are 
convolutional neural networks (CNNs) [1–3]. 

We find jobs in many applications, such as in the extraction of automatic features 
from multispectral images, where CNN is used to label and identify palm cultivation 
units, resulting in a map of characteristics [4]. We find works where CNN and virtual 
reality are combined using many data sources called multimodal data, where CNNs 
are used for image classification and virtual reality to create a 4D model [5]. In the 
classification of objects present in images and videos such as pets using CNN, there 
is obtained a classification level of 90% [6]. Works are also presented, where images 
that are found in large volumes of databases are retrieved using CNN. The results are 
better compared to conventional neural networks [7]. CNNs are also used in vehicle 
detection, using the videos produced by surveillance cameras, achieving acceptable 
results [8]. 

The visual interpretation for the mapping of land use and land cover is commonly 
done using temporary satellite data, for which a network based on SegNet has been 
implemented, where four different classes of ground cover have been classified: water 
bodies, forest lands, croplands, and buildings with a result of 0.84, considering as a 
good classifier [9]. 

Satellite systems provide heterogeneous data, which are used as inputs in the 
implementation of convolutional neural networks [10]. We also have many different 
works where the areas with the presence of water and ice are analyzed, through 
which a spectral analysis is carried out with a statistical approach by applying neural 
networks and convolutional networks [11, 12]. 

If it is required to work with more bands, we find the works where 13 spectral 
bands of the Sentinel-2 satellite are used, for which a new set of ten classes is used, 
with a total of 27,000 images that have been evaluated by deep convolutional neural 
networks (CNNs). This new dataset has achieved an accuracy of 98.57% [13, 14]. 
To improve the performance of convolutional networks, there is used a complement
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with the classifiers based on random forest [15], where they have been tested on 
four different sets of data including spectral bands and transformations of principal 
components, after the transformation of the original images as input data considered 
for extraction [16–20]. 

2 Materials and Methods 

2.1 Satellite Image 

A satellite image is a representation of data in the form of a matrix formed by the 
optical instrument that is on-board in space missions. This data matrix will depend 
on the resolution and characteristics of the optical instrument. They are formed by 
spectral bands, so they take the name of multispectral images. The various bands are: 
the visible bands, red, green, and blue. 

Another characteristic of satellite images is spatial resolution; this resolution is 
characterized by the equivalence of the pixel and its corresponding representation 
on the ground. This characteristic determines that optical instruments are classified 
into metric and sub-metric. 

The images used are in the range of sub-metrics so that in the image, objects 
can be observed. The ability to distinguish them will depend on the experience 
of the evaluator and the conditions of image acquisition having a disadvantage of 
the coverage in each acquisition. Sub-metric images [21–23] have an approximate 
coverage of between 14 km of average width and approximately 90 km longer, 
compared to metric images that are 60 km wide and approximately 300 km long. 

In Fig. 1, it can be seen that the images are in the combination of natural color, 
formed by the bands of the visual spectrum and ordered in the order of red, green, 
and blue.

2.2 High-Resolution Satellite Image 

When we work with sub-metric images, a pixel corresponds to less than one meter 
on land, managing to observe the objects that on average have a dimension of 5 m, 
represented in the image between 6 and 7 pixels. By this characteristic, the image 
is called high-resolution image, because the image does not degrade as it becomes 
wide. Another important feature that the image has is its size, on average; an original 
image is between 3 gigabytes. The larger the length [24–26] of the image, larger the 
size in gigabytes. The high-resolution image is shown in Fig. 2.

In Fig. 2, we can see the result of performing the zoom process. We can also see 
that the image does not lose resolution and objects present in the image begin to
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Fig. 1 Sub-metric satellite image viewed from its original size

Fig. 2 Sub-metric satellite image to view the realizer of the zoom process

appear. In the image, we can see that we can distinguish roads, parks, and vegetation 
areas grouped by green. 

The image does not lose its resolution if we continue to perform the zoom process. 
When the zoom process is performed, objects within the image begin to discriminate 
as shown in Fig. 3.

In Fig. 3, it is obtained by zooming to the image, where we can see that we 
can distinguish the houses, as well as the sea and objects that are on its coasts. By 
increasing the zoom, the detail of the objects improves, as we can appreciate in Fig. 4.



Methodology for Classifying Objects in High-Resolution Optical … 623

Fig. 3 Sub-metric satellite image to view the realizer of the zoom process increased

Fig. 4 Sub-metric satellite image to distinguish objects when performing the zoom process 

In Fig. 4, it can be seen that the detail of the objects in the image improves. Also 
by increasing the zoom in the image, it is not distorted. We can see the boats that are 
on the coast of the sea and the houses present in the image. 

2.3 Convolutional Networks 

The convolutional networks are a variant to the neural networks, with the character-
istic of having many internal layers that perform a specific task to be able to improve
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Fig. 5 Convolutional network model created 

in the classification. The convolutional network [27–29] is characterized by basic 
layers that are described below: 

● Convolution. 
● Pooling. 
● Flatten. 
● Dense. 

The development mechanism uses Python programming language, with the Keras 
and TensorFlow libraries. Convolutional network model created is shown in Fig. 5. 

2.4 Dataset Creation 

The proposal indicates that we must create an image dataset, with as many images 
as possible. As a premise, we can indicate that increasing the number of images in 
the dataset tends to improve the performance. 

The procedure for creating the image base corresponds to manual work. For this 
purpose, the greatest amount of high-resolution satellite images, containing infor-
mation corresponding to the ships, is used. The job is to be able to detect and classify 
these objects in the original images. One of the characteristics of the investiga-
tion is to be able to perform the detection first on ships and then to continue with
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Fig. 6 Images of the created dataset 

other objects, achieving a multi-classifier, using the different techniques provided by 
Artificial Intelligence [30–32]. 

One recommendation is to increase the number of images in the dataset so that 
we can use the data growth technique, with the variants such as rotation and size 
enhancement. Images of the created dataset are shown in Fig. 6. 

2.5 Proposed Methodology 

The proposed methodology is related to the reading and detection of ships present 
in the high-resolution satellite images. An image bank with tagged ships has been 
implemented. The first thing to consider is that the satellite image has the original 
format. The working format of satellite images is GEOTIFF. So, it is very difficult to 
open such files. The proposed procedure consists of converting the satellite image that 
is in 16-bit GEOTIFF format into an 8-bit BMP image. This conversion is necessary 
because the networks work with 8-bit images. With the images in BMP format, we 
proceed to crop and create the bank of images that correspond to the boats. With this 
image bank, the classification is carried out using convolutional networks [33–35]. 
The technique used to navigate the original image is “Sliding Window”. The flow 
chart of the proposal is shown in Fig. 7.

3 Results 

The results obtained at the time of the detection of the ships, using the convolutional 
network created, using the images from our database created show that the accuracy 
is 0.94 that determines the network performance. 

In Fig. 8, it can be seen that the convolutional network created allows to obtain a 
94% performance in a first classification, using the 300 images of our dataset. For this 
analysis, 150 images for training are used and the other 150 images to perform the 
tests. This choice of the 150 images is made randomly, without using any selection 
criteria.
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Fig. 7 Flow chart of the 
proposal

Fig. 8 Registration values in a normal situation 

4 Conclusion 

While most of the work is concerned with high-resolution satellite images, we have 
worked with special images, because the objects to be analyzed are immersed in 
a super image due to their large size and number of pixels. The biggest technical 
problem that can arise is related to the resolution of the image and its original format; 
hence, it is necessary to convert to a commercial format such as BMP at 8-bit resolu-
tion so that it is compatible with the libraries of the convolutional networks. Authors 
have performed the classification through the use of artificial intelligence through the 
implementation of convolutional networks in different types of images for different 
applications. To improve the classification, the structure of the convolutional network 
can be improved, increasing the number of layers. Among the recommended layers, 
different kinds of filters (such as the medium filter) are used to improve the resolution 
and presentation of the image [36]. Also, layers with edge detection filters are used 
to separate the objects. Finally, we can conclude that with the increase in the number 
of images in the dataset, the probability of improving the result of the classification
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as well as improving the structure of the network increases through trial and error 
analysis. 
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Abstract The estimation of systems is based on the analysis of data obtained after 
experimenting about the behavior of a real process in response to an external distur-
bance to find a scheme that allows the mathematical stages to be modeled. This is 
the importance of its in-depth study, since if it is carried out correctly, re-directing 
resources to other fields is one of the many benefits of its applications. This research 
work seeks to highlight the importance of correcting the displacements that satellites 
in orbit may experience, due to the influence of various agents, both of their own 
functioning and those generated by the environment in which they operate. That is 
why, the technique of systems estimation should be presented as a very useful option
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because of the analysis tools of the MATLAB program. Putting-in orbit of a team 
of these characteristics implies investment of strong amounts of time, money, and 
technology; likewise maintaining its initial orientation leads to the analysis of new 
parameters without mentioning the great problem generated in the orbit of the Earth, 
if for reasons other than those considered “normal,” this orientation varied and the 
implemented processes did not fulfill their function. The necessary driver for our 
project is a PID control since a control law can compensate with the integral and 
derivative actions. The necessary tool for the development of our controller is from 
MATLAB. With this tool, we can reach our goal, since it shows us the trajectory 
of the roots as well as the necessary graphs showing control characteristics such as 
the maximum overshoot, stabilization time, and percentage of system error, among 
others. 

Keywords Satellite · Control · Geostationary · Attitude model · PID control ·
MATLAB programming 

1 Introduction 

In order to develop a scheme that allows the phases of a real process to be math-
ematically described, system estimation relies on analysis of data gathered from 
experiments on the behavior of the process in response to an external perturbation. 
This highlights the need of doing in-depth research into the topic, since one of 
the numerous advantages of its use is the ability to reallocate previously allocated 
resources to other areas of interest [1–5]. With the help of the analysis tools provided 
by the MATLAB program, this work aims to show how important it is to correct the 
displacements that satellites in orbit may experience due to the influence of various 
agents, both those inherent to their operation and those generated by the environ-
ment in which they operate [6–10]. Putting a team with these characteristics into 
orbit requires a significant investment of time, money, and technology. Similarly, 
keeping its initial orientation requires the analysis of new parameters, not to mention 
the huge problem caused in Earth’s orbit, if for reasons other than those considered 
“normal,” said orientation changes and the implemented processes fail to perform 
their function. Because our work requires a controller that can perform both integral 
and derivative operations, we have settled on the proportional, integral, and deriva-
tive (PID) control. Our controller was developed using MATLAB [11–15], which 
provided all of the essential development tools. 

This research work will help us reach our goal since it provides us with crucial 
graphs displaying control properties like maximum overshoot, stabilization time, and 
system error.
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2 Materials and Methods 

In the development of the methodology, four main steps are presented. The overall 
design of a data center can be classified in four categories Tier I-IV each one 
presenting advantages and disadvantages related to power consumption and avail-
ability [16, 17]. In most cases, availability and safety issues yield redundant N + 
1, N + 2 or 2N data center designs and this has a serious effect [18, 19] on power  
consumption. According to Fig. 1, a data center has the following main units. 

2.1 Satellite Altitude 

The main focus of our work is the study of systems identification methods, in addition 
to inquiring about the main control techniques, as well as the different signals that 
will be used to obtain the models. When it is necessary to know the behavior of a 
system under certain conditions and when faced with certain inputs [20], one can 
resort to experimentation on said system and the observation of its outputs. However, 
in many cases, the experimentation can be complex or even impossible to carry out, 
that makes it necessary to work with some type of representation that is close to 
reality, and which is known as a model. 

The orientation of a satellite with respect to planet Earth is called attitude, since 
this is the focus of the ellipse, around which it rotates tirelessly (see Fig. 2). The 
coordinate system used to describe the position of the satellite’s spin axis is called 
the BAHN coordinates, which on Earth are governed by the latitude and longitude 
of our planet. For the attitude of a satellite to be ideal, it is necessary that these 
coordinates have a longitude of 180° and latitude of 0°, being practically impossible 
due to the external forces that act on it when it is in orbit. This is where the need arises

Fig. 1 Proposal block diagram 
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Fig. 2 Positioning a satellite 

to implement a control method for this system, which is currently a fundamental piece 
for the development of humanity [21–23]. 

2.2 Plant Model 

To start with the modeling of our virtual plant [24], we first need to have the differen-
tial equations which describe the motion of our system and we also need the values 
of all the time-invariant elements that belong to our system [25–27]. 

The system is based on a satellite in orbit, which will have attitude variations over 
time. It consists of three axes on which our satellite will rotate due to the disturbances 
represented with torques. The satellite will also have inertia with respect to each of 
the axes, and like any satellite, it will be at a certain height from the Earth’s surface 
orbiting at a respective angular velocity. 

A basic satellite has the following moments of inertia: 

Ix = 80 
[ 
kg m2

] 
(1) 

Iy = 82 
[ 
kg m2

] 
(2) 

Iz = 4 
[ 
kg m2

] 
(3) 

With these values and for future abbreviations, we calculate:
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σx = 
( 
Iy − Iz 

) 
/Ix = 0.975 (4) 

σy = (Ix − Iz)/Iy = 0.926 (5) 

σz = 
( 
Iy − Ix 

) 
/Iz = 0.5 (6)  

For a circular orbit with altitude 800 km, we have: 

w0 = 0.001038(rad/seg) (7) 

The disturbances that are expected for our system are around: 

Tdy = 10−5 (Nm) (8) 

Our satellite system consists of a wheel damper control which consists of the 
following elements: 

D = 0.002 (9) 

Iw = 1 
( 
kg m2

) 
(10) 

Here, D is the damping coefficient of the fluid in which the wheel is immersed. It is 
the moment of inertia of the wheel. 

With all these data, we will proceed with independently analyzing the YB axis of 
the system, keeping the other two axes constant without dynamics. Simplified YB 
axis attitude dynamics equation for the plant design with respect to the tilt axis: 

θ (S) = (SIw + D) 
[ 
Tdy/IY + Sθ (0) + θ (0) 

] 

+ S(Iw/IY )Dθ (0)IW S
3 + D(IW + 1)S2 

3IW W 2 σy S + 3DW 2 σy (11) 

Replacing the numerical values and assuming initial conditions equal to zero: 

θ (S) 
1.219 × 10−7 

( 
S2 + 1.038 × 10−5S + 2.984 × 10−6 

) (12) 

The response of the open-loop system without considering the perturbation is 
shown in Fig. 3. A highly nonlinear response is observed.

The plant and the sensor add error to the data reading that we have as output 
from the entire system, the noise will be reproduced in Simulink (see Fig. 4). In 
this case, the sensor will be made up of white noise as input to a first-order transfer 
function that acts as a low-pass frequency filter [28–30] to color it to the noise with a
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Fig. 3 Open-loop system response

cut-off frequency equal to that of the plant simulated previously and finally saturate 
its amplitude in a range from −0.01° to + 0.01° since the actual sensor is accurate 
to 0.02. 

The general transfer function for second-order systems when compared with the 
transfer function of the YB axis can solve for both the natural frequency and the 
relative damping factor (1). 

G(s) = KW2 
n 

S2 + 2ξ Wn S + W 2 n 
(13) 

Comparing with the general polynomial form:

Fig. 4 Block diagram of the noisy estimation 
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Fig. 5 System response to open loop with disturbance 

θ (s) 
1.219 × 10−7 

( 
S2 + 1.038 × 10−5S + 2.984 × 10−6 

) (14) 

where we obtain the undamped angular frequency and the damping factor: 

wn = 
√
2.984 × 10−6 = 0.001727 

ξ = 1.038 × 10−5 /2 wn = 0.003005 

The equation of the first-order filter is: 

F(s) = 0.001727 

S + 0.001727 
(15) 

The plant and the sensor add an error to the data reading that we have as an output 
from the entire system including the disturbance (see Fig. 5). 

3 Results 

3.1 Parametric Identification 

Parametric identification with prediction error estimation is used to identify the 
transfer function and its order. The error prediction model structures are: ARX,
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Fig. 6 Output and input signals with DATA 

ARMAX, FIR, Error Output, and Box-Jenkins. To obtain the dynamic model from 
experiment, the input and output data is required, then proceed to plot (see Fig. 6). 
What is sought is to find the simplest model that has an adequate fit for the choice 
of the final structure of the model. 

Working on a prototype model, we find the transfer function. MATLAB lines of 
code will allow obtaining the process model. MATLAB code returns the transfer 
function that has a far zero in the stable region. 

We can look for an approximate transfer function that is a prototype as can be 
verified in the following equation: 

G(s) = 9.6188 × 10−6 

S2 + 0.005236s + 2.395 × 10−5 
(16) 

We verify the prototype compared with the plant of order 2 that has a finite zero. 
The answers are close to each other, which validates the transfer function (see Fig. 7).

3.2 Control System Design 

Once we have carried out the nonparametric and parametric analysis and identified 
our system, the next step to follow is to set an objective that allows us to improve some 
aspect of the plant. Several aspects can be considered when choosing a controller
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Fig. 7 Model response comparison

Fig. 8 Model response comparison 

that optimizes the operation of a control system, among which we highlight stability, 
precision in steady state, response characteristics, and robustness. These parameters, 
depending on their application, give rise to analysis criteria that will be our basis 
for choosing the controller that best suits our identified plant. The choice of the 
controller must have a stable closed-loop behavior, that the effects of disturbances 
are minimized, that fast and smooth responses are obtained to changes in the set 
point and that the system be robust, that is, not very sensitive to changes in process 
conditions or due to errors. Figure 8 shows our control system where the design 
objective is to find a controller capable of solving the error in zero steady state and 
with minimal overshoot. 

After analyzing all the points mentioned above, we propose the objective of our 
identified system: to reduce the stabilization time and reduce the percentage overshoot 
of 2%. 

3.3 Result Controller PID 

The values to be improved with the design of a controller: Stabilization Time: 196,000 
(sec). We proceed to manipulate the trajectory of the roots until we obtain the desired
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Fig. 9 Comparison of model responses 

improvement in our system. With this built-in controller, a much faster stabilization 
time is obtained, which is necessary for a better performance in the functions of 
a satellite, thus improving the control of our system. In the resulting graph (see 
Fig. 7), we can see a great improvement in the stabilization time compared to the 
plant without a controller, from approximately 196,000 to 2570 s making it faster, 
its value of percentage over level at 78.5% which is lower although it is not close to 
the percentage level obtained with the identified model. 

The results of the performance measurement with zero value derivative control 
action are shown in Fig. 9. 

4 Conclusion 

Performing identification in systems implies great costs due to the production stop-
pages that experimentation requires. Therefore, for academic purposes, it is helpful 
to work with a base mathematical model that represents the dynamics of the process. 
Through the tests carried out with the different parametric estimation models, we 
established that the autoregressive “ARMAX” model, a moving average with an 
external input of order na = 2, nb = 1, nc = 2 and nk = 1 considered low and an 
approximation of 93.41% gives us the best satellite identification representation. It 
was shown that the identification process offers us an alternative for improvement 
by reducing our stabilization time and over percentage level by 98.68% and 24.52%, 
respectively. This allows us to make the attitude control system of a satellite more
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efficient, showing that the application of this technique is not limited to industrial 
processes. Using formulas, it was determined that the ideal sampling period for our 
satellite system is 180 s, but taking into account, that increase in the sampling time 
results into less data to analyze, we decided to set this period to reduce to 500 s. 
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Comparative Analysis of Autoencoders 
and U-net-Based Image Steganography 

Juhi Singh, Akshat Yadav, Ayushi Siddhu, and Shivani Sharma 

Abstract In today’s fast paced and developing era, there is lot of information in 
different forms of data, pictures, audios, videos, documents, etc., which needs to be 
keep secured. Steganography is defined as a method of hiding data inside another 
form of data. Image steganography is a sub-branch where the data to be hidden is 
encoded inside an image. In this paper, two of the deep learning methods to hide data 
inside image (full RBG image inside another RGB image) have been studied and 
compared. The methods, namely autoencoder and U-net-based image steganography, 
have been compared using metrics like PSNR and SSIM. Experimental analysis is 
provided to prove that although for the encoding part, both U-net and autoencoder 
perform well, but while decoding the actual secret image, the performance of U-net 
is better than the autoencoder architecture. 

Keywords Autoencoders · U-net · Image steganography · PSNR · SSIM 

1 Introduction 

The word steganography has been derived from the Greek word ‘steganographia’, 
a combination of the words ‘steganós’ meaning concealed or hidden, and the word 
‘graphia’ meaning writing [1]. The advantage of using steganography over cryptog-
raphy has the advantage that it is not clear to another person if some other data is
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hidden inside the data that is visible to the eyes. In today’s fast paced and developing 
era, there is lot of information out there in different forms of data, pictures, audios, 
videos, documents, etc., and it is possible that information which is not supposed to be 
looked at by others is exposed or put in unintended hands. Data security has become 
one of the key issues today and it is important to protect the data. Steganography has 
proven to be one of the very useful methods to hide such information. In this paper, 
two techniques to hide data inside images have been compared using metrics like 
PSNR and SSIM. These are two prominent techniques that are used in order to assess 
the quality of the image, or more specifically the quality of the imperceptibility. Peak 
signal-to-noise ratio (PSNR) is a system that helps to check the similarities and the 
differences. In simple words, it is mean-squared error. Generally, the value of PSNR 
varies from 30 to 50, where higher the value is better, if the images have a significant 
difference, then the value can be as low as 15. PSNR is an easy and fast method to 
assess the quality of the images; however, in reality, it may differ with the human 
perception, and thus, we need structural similarity index measure (SSIM), it returns 
similarity index which is averaged over all the channels of the image, and the value 
ranges between 0 and 1 where 1 is considered to be the perfect fit. Both the methods 
have been deployed on the images in this paper and the result is used to bring out a 
comparative analysis. 

2 Literature Survey 

The first usage of steganographic methods can be traced to as back as 440 BC [1, 
2], where secret message was written on top of a shaved scalp and was hidden as 
the hair grew back, the intended receiver could shave the head and get to know the 
secret message. 

2.1 Traditional Method 

One of the very old methods in image steganography has been the one where data is 
hidden inside the least significant bits (LSBs) of the image [3]. The secret information 
is converted into its binary equivalent, and then, the bits are put in the LSBs of the 
cover image and thus providing us with the final encoded image. Similarly, when 
the secret data is required, the LSBs are used to reconstruct the original message. 
One disadvantage of the LSB method is that it is not secure and is very vulnerable to 
techniques like steganalysis which are used for detection of steganography. Secret 
data could easily get into the wrongs hands when using this technique.
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2.2 Improvements over the LSB Method 

Techniques like Hash-LSB with RSA encryption [4] and Blow-fish encryption [5] 
have been used to make the data more secure. In the former method, Hash-LSB one, 
rather than encoding the secret information inside the LSB of the container data, 
the RSA algorithm is used to encrypt the secret data and a Hash function finds the 
positions suitable for hiding the secret information, and then, the secret message is 
encoded at those positions. According to this method, it hides 8 bits of the information 
in the order of 3, 3, 2 in the RGB pixel, meaning that 3 bits of the information are 
hidden in LSB of red pixel, 3 in LSB of green pixel and 2 in the green pixel, as 
change in the blue color is more susceptible to the human eye. Similarly, the data 
is decrypted after finding the positions of the encoded image LSB using the Hash 
function, finding the data in the order of 3, 3, 2 and then using RSA to retrieve the 
original message. 

In a similar way, the Blow-fish algorithm is used for encrypting the secret message 
and then applying the LSB steganography method for data hiding. 

2.3 Newer Methods 

Considering the recent methods, attempts have been made to conserve the image 
statistics through the use of first-order and second-order statistics matching models, 
one of them is known as HUGO. 

2.4 Use of Deep Learning 

Attempts to use neural networks to for the purpose of hiding data by letting them 
select the suitable LSBs to place the information have been made successfully. Some 
have managed to use these networks to instead work on which bits of the encoded 
image to extract the information from. 

In this paper, two of the deep learning methods have been studied and compared 
for hiding a full RBG image inside another RGB image. These methods are: 

2.4.1 Autoencoders 

Autoencoders are a type of artificial neural network (ANN) and a technique of unsu-
pervised learning where the input is regenerated from the encoding [6]. They are 
used to compress the data into a lower dimension representation, and then recon-
struct the original input from this representation, learning to use the required features 
and ignoring the noise or insignificant data.
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They have a wide range of applications from detecting features, facial recognition, 
anomaly detection, data denoising, etc. 

2.4.2 U-net 

U-net is a type of convolution neural network (CNN) originally developed for the 
purpose of biomedical image segmentation. The network is made up of two layers 
known as the contracting and expansive path [7]. 

The contracting path performs repeated convolutions, each of which are followed 
by a rectified linear unit (ReLU) and a max pooling operation. During this phase, the 
feature information is increased along with the reduction of spatial information. 

The expansion path combines these features and their respective spatial infor-
mation with the help of up convolutions and concatenating the features from the 
contraction path. 

3 Methodology 

3.1 Dataset 

The dataset is a collection of images gathered from various freely available sources 
like kaggle, unsplash, etc. The images are full RGB images of sizes with at 
least 300pixels of height and 300pixels of width for further adjustment during 
preprocessing. 

3.2 Frameworks/Language 

Python with the frameworks including tensorflow and pytorch is selected for the 
preprocessing, implementation and validation of the autoencoder and U-net-based 
models. 

3.3 Autoencoder Architecture 

In this paper, a three-layer architecture comprising of a preparation layer, a encoding 
layer and a decoding layer is used for training the model similar to what has been 
mentioned in the paper [8].
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The preparation layer takes care of the preprocessing of the images, making sure 
the images are in the correct measurement and are of the same size and pass them to 
the encoding network. 

The output of the preparation layer is the input of the encoding network, and it 
takes two images of the same size and attempts to hide the secret image inside the 
cover image. 5 convolution layers having 50 filters of 3 × 3, 4 × 4, 5 × 5 patches 
have been used. 

The final decoding network takes in the input the output of the encoding network 
and attempts to reconstruct the original secret image from the encoded image. 

The network learns by reducing the error, and the loss function used to train the 
autoencoder network is: S − S′

L
(
C, C ′, S, S′) = ∣

∣
∣
∣C−C ′∣∣∣∣ + b

∣
∣
∣
∣S−S′∣∣∣∣ (1) 

where C−C ′ are the difference between the original cover image and the encoded 
image, and the S− S′ is the difference between the original secret image and decoded 
secret image. b is the hyperparameter used to control the reconstruction quality of 
the secret image. 

3.4 U-net Architecture 

The U-net architecture unliked autoencoders comprises two layers, a hiding layer 
and a revealing layer. This architecture is similar to the work done in the paper [9]. 

The hiding network encodes the secret image inside the cover image. This is the 
contraction phase where both the images are concatenated into a 6-channel feature 
tensor followed by 4 × 4 convolution layer in the down-sampling process. It is then 
followed by an activation function (Leaky ReLU) and BN operation for speeding up 
the network training. After 7 such operations, we have a feature map of 2 × 2 with 
512 feature channels. 

The expansion phase or the revealing layer takes in the input the output of the 
hiding network and performs up-sampling operations each concatenated with the 
feature map from the respective contraction phase. 

4 Workflow 

As is visible in the diagram, we begin with data gathering. In this paper, the image 
dataset we have used to train our models has been collected from various freely 
available online resources such as kaggle and unsplash. 

After collecting the image dataset as per our requirements, we begin with the data 
preprocessing making sure that there are no discrepancies in the image format or 
corruption in the files, converting the data to appropriate sizes for model training.
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Then comes the model implementation part, where we begin with the implemen-
tation of the autoencoder model according to the architecture mentioned earlier in 
the paper and then train the model using our image dataset. 

After successful training, metrics (PSNR, SSIM) are calculated. Same is the 
process for the U-net model. After gathering the metrics, comparison and analysis 
are done (Fig. 1). 

Fig. 1 Workflow
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5 Results and Experiments 

Figures 2 and 3 are the images acquired from the autoencoder and the U-net model 
after training of both the models on the same image dataset for 200 iterations. 

Below are the calculated metrics, PSNR and SSIM for the images in Figs. 2 and 
3.

Fig. 2 U-net
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Fig. 3 Autoencoder

Table 1 depicts the structural similarity index measure and peak signal-to-noise 
ratio for the above mentioned images, specifically for the encoding part, the values 
are for both the models that are to be compared in the paper, namely U-net and 
autoencoder and it can be observed that for the encoding part, there is very minute 
difference between the two techniques. This is more clear with Figs. 4 and 5.
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Table 1 PSNR and SSIM for the cover and encoded images 

U-net Autoencoder 

SSIM PSNR SSIM PSNR 

1 0.956 33.03 0.945 31.29 

2 0.967 37.26 0.960 34.04 

3 0.949 35.07 0.950 33.97 

4 0.816 33.11 0.763 30.22 

5 0.927 35.61 0.924 34.81 

6 0.947 34.07 0.939 32.06 

Fig. 4 SSIM values (cover versus encoded image)

Table 2 gives the structural similarity index measure and peak signal-to-noise ratio 
for the above mentioned images, specifically for the encoding part, the values are for 
both the models that are to be compared in the paper, namely U-net and autoencoder 
and it can be observed that for the encoding part, there is a slight difference between 
the two techniques and can be observed that the U-net model performs better than 
the autoencoder architecture. This is more clear with Figs. 6 and 7.

The average values are calculated for the PSNR and SSIM values and further 
conclusions are made regarding the two approaches.
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Fig. 5 PSNR values (cover versus encoded image)

Table 2 PSNR and SSIM for the secret and decoded images 

U-Net Autoencoder 

SSIM PSNR SSIM PSNR 

1 0.918 31.13 0.805 22.14 

2 0.926 35.22 0.908 29.39 

3 0.925 31.45 0.911 26.49 

4 0.926 31.35 0.881 22.00 

5 0.957 36.76 0.909 25.57 

6 0.942 33.26 0.929 27.47

6 Conclusion 

The tests were performed on newly acquired images from open sources websites like 
unsplash, kaggle, etc. For the U-net and the autoencoder models, the results are as 
follows: 

Values for cover image—encoded image U-Net 

Average SSIM = 0.927 
Average PSNR = 34.69
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Fig. 6 SSIM values (secret versus decoded image) 

Fig. 7 PSNR values (secret versus decoded image)
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Autoencoder 

Average SSIM = 0.913 
Average PSNR = 32.73 

Values for secret image—decoded image U-Net 

Average SSIM = 0.932 
Average PSNR = 33.19 

Autoencoder 

Average SSIM = 0.890 
Average PSNR = 25.51 

It is evident from the results that although for the encoding part both the U-Net and 
autoencoder perform well, while decoding the actual secret image, U-Net performs 
surprisingly better than the autoencoder architecture. 

For the purpose of hiding the secret image inside the cover image, U-Net performs 
1.53% better than the autoencoder considering the SSIM, and 5.98% better than 
autoencoder considering the PSNR. 

While decoding the secret image from the encoded image, U-Net performs 4.72% 
better than autoencoder for SSIM, and 30.1% better than autoencoder for PSNR. 

It is to be noted that both the models were trained on the same image dataset and 
for the same number of iterations. 

We can conclude that if less amount of data and resources are available, U-
Net although with the architecture really similar to an autoencoder, or can even 
be called as a kind of encoder, can perform relatively better than a simple autoen-
coder for hiding an image inside another and decoding it later on when trained on a 
similar dataset and for the same number of iterations. 
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Challenges in VLSI Design for Efficient 
Energy Harvesting 

Sanjay Kumar and Mansi Jhamb 

Abstract Energy harvesting means extracting energy from the ambient environment 
to power stand-alone systems. Ambient energy sources are vibration, solar, radio 
frequency, wind, pressure and thermal, etc. Piezoelectric materials, photo voltaic cell 
and RF antennas are very common sources of energy harvesting. This technology 
plays a very important role where batteries are impractical such as body sensor 
network and inaccessible remote systems. For example, using the electronic circuits 
in an automobile, one can measure various parameters such as tire pressure and 
engine temperatures by placing sensors with battery in various hard to reach remote 
places inside the vehicle and diagnose the various automotive issues. Thus, replacing 
or extending life of a battery is one of the major problems. In medical branch, the 
doctors can monitor patients remotely with the help of various sensors that monitor 
health issues of the patients. This paper reviews the state of art energy harvesting 
models which provide high efficiency energy conversion (AC to DC and DC to DC) 
to regulate voltages or to charge batteries and super capacitors storage elements. 

Keywords CMOS · Energy harvesting · Low-frequency · Rectifier · Power 
conversion efficiency · Piezoelectric · Near-field · Far-field 

1 Introduction 

The energy harvesting research can be divided two major areas. One is developing 
finest structures of energy harvesters and other is designing electronic circuits that
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Table 1 Power harvested from different sources [1, 3] 

Source of 
energy 

Density (Power) Technology Advantages Disadvantages 

Solar energy Indoor: 
11.0 μW/cm2 

Outdoor: 10.0 
mW/cm2 

Photovoltaic Mature and large 
power density 

Not implantable 
necessitates light 
and costly 

Vibration 
energy 

Human: 4 μW/cm2 

Industrial: 
104.0 μW/cm2 

Piezoelectric 
Electro magnetic 
Electrostatic 

High efficiency 
and implantable 

Not available 
always material 
limitation 

Thermal/heat 
energy 

Human: 
30 μW/cm2 

Industrial: 1.0–10 
mW/cm2 

Thermo-electric 
Pyro-electric 

Implantable and 
High power 
density 

Not available 
always heat 
generates in 
excess 

Radio energy GSM: 
0.10 μW/cm2 

WIFI:1.0 W/cm2 

Antenna Implantable 
available 

Efficiency 
inversely 
proportional to 
distance and low 
density 

have very good voltage conversion efficiency and power efficiency to store the gener-
ated charge. The combination of low current, low-threshold voltage requirement of 
the transistors, and the low power supply voltages allows energy harvesting tech-
nology to be utilized in various miniaturized low power CMOS electronic systems. 
Many kind of ambient energy sources are available around us such as solar, thermal, 
electrostatic, acoustic noise, human generated, nuclear power, wind, radio frequency, 
and mechanical vibration [1, 2]. Among these energy sources, electromagnetic, elec-
trostatic, thermal, chemical, and mechanical-based energy harvesting systems are 
the ones typically used for small-scale power required by electronic systems. Power 
harvesting from different sources of energy is given in Table 1. 

2 System  Overview  

Figure 1 shows the block diagram of energy harvesting system.

2.1 Ambient Energy Source Based on Vibration 

Ambient energy source based on vibration can be found in many different forms. 
For example, a human while walking can produce kinetic energy based on vibration. 
Table 2 gives different types of vibration energy generated based on frequency and
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Ambient Energy 
Sources 

Energy 
Harvesters 

PV Cell ,RF Ant., Piezoelectric 
materials etc. 

Rectifier Circuit 

Ac to dc 

Voltage 
Regulator 

dc to dc
Storage 

Elements 
Batteries & Super 

Capacitors 

Electronic Load 

Wearable, 
Implantable, IOT 

devices etc. 

Vibration, solar, RF, 
sound etc 

Power Management Control 

Fig. 1 Energy harvesting system

amplitude of acceleration at the fundamental frequency. As can be seen from Table 
2, there are many forms of vibration based kinetic energy present around us. 

The operating frequency of all devices is relatively low. Figure 2 shows the 
simplified model of a vibration translator [4]. 

From the Fig. 2, the power translated from vibration energy can be written as. 

Power = 
1 

2 
bez2 

where 
be is representing the coefficient of an electrically generated damping,

Table 2 Maximum 
frequency and acceleration of 
vibrational energy sources [2, 
4] 

Vibration sources Max. frequency 
(Hz) 

Acceleration (m/s2) 

Clothes dryer 120 3.3 

Microwave oven 120 2.19 

Washing machine 110 0.4 

Computer CD R/W 75 0.6 

Car engine 200 1.2 

Vehicles 5 ~ 2000 0.5 ~ 110 

Kitchen blender 121 3.4 

Refrigerator 240 0.1 

z(t) 

be b 
m 

y(t) 

Fig. 2 Simplified model of a vibration t translator [4] 
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bm is representing the coefficient of a mechanical damping, 
k is representing the coefficient of spring constant, 
m is representing the mass. 

2.1.1 Piezoelectric Effect 

The word “piezo” came from the Greek word meaning “pressure” [4]. The 
phenomenon of the piezoelectric effect was discovered by Jacques and Pierre Curie 
brothers in 1880, and demonstrated piezoelectric effect using a quartz and a tourma-
line [4, 5]. Piezoelectric materials can be demonstrated by means of a piezo-effect 
when subjected to electrical force or mechanical bending or stretching. Such behavior 
will cause a piezoelectric material to undergo a change in electrical polarization. A 
direct piezoelectric effect is called a generator or a sensor effect, which converts 
mechanical energy into electrical energy [4]. In addition, an electrical potential can 
be applied causing a change in length or deformation of the shape of the piezoelectric 
material. This is called as the inverse piezoelectric effect or the actuator effect [5]. 

2.1.2 Piezoelectric Material 

There are diverse types of natural or synthetic piezoelectric materials currently avail-
able for commercial applications. Typical natural piezoelectric materials are quartz, 
salt, cane sugar, tourmaline, etc. [5]. Examples of typical man-made or synthetic 
piezoelectric materials are lead zirconate titanate (PZT), barium titanate (BaTiO3), 
polyvinylidenefluoride (PVDF), ZnO, etc. [5]. From industrial as well as research 
point of view, breakthrough of piezoelectric materials technology begins with the 
development of piezoelectric ceramics. 

Table 3 lists the most commonly used piezoelectric materials. From the table, 
it can be easily seen that there is one particular material, which has superior prop-
erties compared to the others. The superior material is PZT. Usually, a PZT has 
the highest Curie temperature as well as the largest electromechanical coefficient. 
Figure 3 shows how the piezoelectric material acts with different applied forces 
or strains [5, 6]. In general, a piezoelectric crystal is in non-symmetrical form and 
is electrically neutral as well. Therefore, electrons in piezoelectric materials have 
perfectly balanced charges. However, when a piezoelectric material is squeezed or 
stretched, atoms inside of piezoelectric crystals are getting closer together or fall 
apart from each other. Such action causes upsetting of the balance of positive and 
negative charges. As a result, a piezoelectric material emits electrical charges. For 
commercial applications, two types of PZT materials are available. One is a hard 
type PZT, and the other is a soft type PZT [6]. Usually, a PZT ceramic is doped 
with either acceptor dopants or donor dopants. If a PZT is doped with an acceptor 
dopant, then it is called as a hard type PZT, and if it is doped with a donor dopant, 
then it is called as a soft type PZT. The difference between a hard and a soft type 
of PZT is whether a piezoelectric constant is higher or not. Since the domain wall
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motion of a hard type of a PZT is blocked or disrupted by its impurities, it has a 
lower piezoelectric constant but has lower loss. On the other hand, a soft type of PZT 
has a higher piezoelectric constant but higher loss as well. This is due to the fact, 
that an acceptor dopant creates an oxygen vacancy, while a donor dopant creates 
a metal vacancy. When the polarization process is performed with strong electrical 
field applied to two electrodes, the directions of polarization are determined to be 
the axis 3. 

The polarized piezoelectric material can be characterized by several coefficients 
[6]. The basic simplified form of the polarized piezoelectric ceramic with respect to 
the relationship of the electrical charge and the mechanical strain, which describe

Table 3 Characteristics of piezoelectric materials [4, 5] 

Materials Shapes or forms d31 (m/V or C/N)1 (E33/E0)2 k31 TC(oC)4 

Quartz Single crystal 2.4 4.5 – – 

P.Z.T Sol–gel thin film 190 ~ 250 800 ~ 1100 – – 

P.Z.T Polycrystalline −191 ~ 321 1810 ~ 3200 0.31 ~ 0.43 234 ~ 351 

PZT Sputtered thin film 100 – – – 

P.V.D.F Film 23 11 ~ 14 0.14 82 ~ 104 

ZnO Thin film 11.5 ~ 12.5 11.8 ~ 12 – – 

d31 denotes the piezoelectric coefficient 
E0 = 8.854 × 10–12 F/m which is the permittivity of the empty space, E is the dielectric constant 
k31 denotes the electromechanical coupling coefficient 
TC is the Curie temperature 

Fig. 3 a Polarizing (Poling) a piezoelectric ceramic. b Generator and motor (actuator) action of a 
piezoelectric material [6, 7] 
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the piezoelectric. 

D = d ∗ T + cT ∗ E (1) 

S = SE ∗ T + d ∗ ET (2) 

where 
D is the coefficient of an electrical flux density, 
T is the coefficient of a mechanical stress, 
E is the coefficient of an electric field, 
S is the coefficient of a mechanical strain, 
D is the coefficient of a piezoelectric charge, 
ET is the coefficient of a permittivity, 
SE is the coefficient of a compliance or elasticity. 
These simplified Eqs. (1) and (2) can be applied to the small signal model. In 

addition, mechanical strain (S), electrical field (E), stress (T ), and electrical flux 
density (D) are linear and the coefficients are constant. The coefficients are usually 
obtained from the piezoelectric material data sheet. 

2.1.3 Piezoelectric Material as Energy Sources 

A piezoelectric material can be used as a generator, which converts mechanical 
energy into electrical energy, as well as an actuator, which converts electrical energy 
into mechanical. Since this research is focused on energy harvesting from an elec-
trical energy of a piezoelectric material, therefore, this section concentrates on the 
mechanism of transformation of mechanical energy into electrical energy in piezo-
electric materials. Figure 5 shows various working (energy generator) modes of a 
piezoelectric material [6, 7]. As shown in Fig. 5, there are three general directions 
of force for the material to be working as a generator. Among these, the longitudinal 
compression mode produces the highest amount of electrical energy conversion and 
this direction is also called 33 mode (Figs. 4 and 6).

In addition to the direction of the force, there are two modes of operation in 
a piezoelectric material as an actuator: one is series and the other is parallel. The 
series and the parallel operations depend on the polarization and wiring shape or 
configuration of the piezoelectric material layer. If the voltage is applied over the 
entire piezoelectric layer, then it is called as series operation. If the voltage is applied 
on each layer of a piezoelectric material, then, it is called as a parallel operation. 

2.1.4 Piezoelectric Transducer Modeling 

A piezoelectric material can be used as a generator, which produces electrical energy 
by applying mechanical energy as well as an actuator or a motor, which produces
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Fig. 4 Various working modes of a piezoelectric material [7] 

Fig. 5 Series and parallel operation of a piezoelectric material [7] 

Fig. 6 Piezoelectric 
material operating in a 33 
mode, b 3I mode
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Fig. 7 Piezoelectric transducer modeling in a mechanical domain and an electrical domain [7, 8] 

Fig. 8 Simplified electrical domain modeling at or close to resonance frequency [7, 8] 

mechanical energy by applying electrical energy. Figures 7 and 8 show the models 
of a piezoelectric transducer in mechanical and electrical domains [7]. In Fig. 7, 
LM denotes the mechanical mass, CM represents the mechanical stiffness, and RM 
denotes the mechanical losses. A transformer presented in the mechanical domain in 
Fig. 8 allows for conversion of the mechanical stress into current. CP represents the 
parasitic capacitance of the piezoelectric material, and RP denotes the internal loss 
in an electrical domain. 

An electrical domain is transformed at or close to the resonance frequency of 
a piezoelectric material. In general, a typical power supply or a battery has a very 
low internal impedance. However, as shown in Figs. 7 and 8, the internal impedance 
of a piezoelectric transducer, RP, has a very high value. As a result, the amount of 
output current produced by the piezoelectric transducer is limited by this high internal 
impedance, RP. The common value of the output current produced by a piezoelectric 
transducer is in the micro-ampere range. In addition, because of this low current, 
the output voltage of a piezoelectric transducer is low as well. The output current of 
a piezoelectric transducer is proportional to the input vibration amplitude and can 
be expressed by the following equation which assumes that the input vibration is 
sinusoidal and therefore, 

iP = IP sin ωPT (3) 

where iP is equal to IAC in Fig. 8, IP is the peak current of the sinusoidal current 
source, ωP = 2πfP, and fP is the excited frequency of the piezoelectric transducer 
[8].
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2.2 Ambient Energy Source Based on Radio Frequency 

Power can be harvested from abundantly available various sources of energy such as 
thermal, solar, wind, electromagnetic, and vibrational. Since electromagnetic energy 
is always available in our surrounding due to its numerous application, we can utilize 
it profoundly for harvesting purpose. With the help of antenna and rectifier, AC can 
be converted into DC very easily. However, the size of antenna, RF power loss with 
distance (free space power loss), the distance between the RF source and receiving 
antenna, frequency, antenna gain, and power consumption by rectifier are the major 
challenges. The power density of RF wave majorly changes with distance, hence, it is 
broadly divided by far-field and near-field range. Power density is weak and uniform 
in far-field and called Fraunhofer’s distance. However, in near-field, it is very strong 
and both electric and magnetic vectors are independent as shown in Fig. 9. 

The Fraunhofer’s distance is defined as: 

d f = 
2D2 

λ 
(4) 

where 
df = Fraunhofer’s distance, 
D = diameter of the antenna, 
λ = wavelength. 
Up to the distance of 3

/
D 
2λ from radiating source the region is reactive; hence, 

electric and magnetic vectors are out of phase which is a big reason for energy 
distortion. In far away region, i.e., far-field region electric and magnetic vectors still

Fig. 9 Near-field and far-field regions [9] 
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vary but this region is radiative and called Fresnel region. The power in this region 
is given as: 

PR = 
PT GT G Rλ2

(
4ΩR2

) (5) 

Also the received antenna gain can be calculated as [10] 

PR = 
PT GT G R(
4πd/λ)2

) (6) 

where 
PR is power at the receiver antenna, 
GR is receiver antenna gain relative to the isotropic source (dBi), 

λ = 
C 

f 
(7) 

k = 2π/λ is the wave number. 
From the above formula, the FSPL, PL for far-field can be inferred as 

PL = 
PT 
PR 

=
(
4ΩR2

)

GT G Rλ2 
=

(
4Ω f R2

)

GT G RC2 
= 4 

GT G R

(
KR2

)
(8) 

Or 

PL (dB) = 20 log10 f + 20 log10 R + 20 log10 
4π 
C 

− GT − G R (9) 

Here, f in Mhz, R in Km, gain in dBi. 
The above function becomes. 

PL (dB) = 20 log10 f + 20 log10 R + 32.44 − GT − G R (10) 

The factors such as reflection, diffraction, and absorption create difficulty in 
measuring the power at this range. 

2.3 AC to DC Rectifier 

Two types of conventional rectifier structures exit such as diode full bridge rectifier 
and voltage doubler as illustrated in Fig. 10. The drawback of a conventional struc-
tures is the high value of diode turn-on voltage. Since the charging current is the 
piezoelectric current, iP, where iP = IP sin(ωPt) is a sinusoidal signal, it needs to
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charge a parasitic capacitor CP before a energy transducer can transfer the energy 
to the output. As a result, it causes a problem of wasting energy by charging the 
parasitic capacitor, CP. 

In addition, due to the diode turn-on voltage, which is in the range of 0.5 ~ 0.7 V 
for a conventional diode, an energy harvester has to overcome this voltage to transfer 
the power to the output or a load. 

The available power from a conventional full bridge rectifier as well as a voltage 
doubler can be written as following equations [8], 

PRECT, = 4CPVRE(VP − VRECT − 2Vd) (11) 

PRECT, = CPVRE(2VP − VRECT − 2Vd) (12) 

where 
VP is the open-circuit voltage amplitude of energy harvester, 
fP is the resonance frequency of energy harvester, 
Vd is the diode forward voltage drop, 
VRECT is the output voltage of a rectifier, 
CP is a parasitic capacitor. 
The maximum power that can be harvested from those two topologies can be 

expressed by following Eqs. (7) and (8) [8] 

PRECT, (MAX) = (VP − 2Vd)2fP (13) 

RECT, (MAX) = (VP − 2Vd)2fP (14)

Fig. 10 Conventional 
rectifiers. a bridge rectifier, b 
voltage doubler circuit [11] 
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Fig. 11 Cross-coupled CMOS rectifier [9] 

Rectifier build with CMOS using VLSI technology has resolved the problem 
of higher forward voltage drop of conventional diode rectifier. The most common 
configuration of CMOS rectifier is gate cross-coupled rectifier [9]. It has good power 
conversion efficiency but the most common problem is leakage power loss which 
need to be addressed with other configurations. Figure 11 shows a CMOS recti-
fier configuration using two PMOS and two NMOS transistors in cross-coupled 
configuration. 

Both transistors rectify positive and negative AC input cycles. A very good power 
conversion efficiency can be achieved using suitable scalable technology. 

3 Literature Review 

3.1 Hassan Elahi [12] 

Introduced the importance of self-powered or battery less web enable smart devices 
like processors, sensors, and communication hardware. Energy harvesting increases 
the efficiency and life time of these devices. This work emphasized the role of 
power management integrated circuits (PMIC) to minimize the power consump-
tion of batteries which enhances the system’s life span. Two important techniques 
are discussed, i.e., harvest-store-use and harvest-use energy harvesting architecture. 
This paper points out that energy storage elements are not required in harvest-use 
architecture in long-term use. 

PMIC is primarily used to reduce the power consumption from the batteries. The 
efficiency, size, and cost are the factors to be considered in designing PMIC.
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3.2 Venkat Subha Rao [13] 

Various types of ultra-low power energy harvesting design techniques for IOT appli-
cations are discussed in this paper. It discussed about different level shifters circuits 
which can convert sub-threshold level signals to super threshold level signals. CMOS 
inverters buffer circuit is also fitted in output to improve the energy efficiency. The 
cross couple level shifter design generates large delays and area penalty. In current 
mirror type, high static current flows and output voltage is reduced. In current mirror 
with feedback transistor design, high static current developed. In level converter 
technique with pass transistor, the power consumption is high but speed is drasti-
cally increased. In single supply level shifter, the overall cost is reduced. Author has 
mainly focused on power dissipation and enhancing voltage level by using different 
energy harvesting design. 

A comparative study for best design in terms of cost, efficiency, speed, and power 
dissipation needs to be addressed. 

3.3 Nagraja [14] 

This work has introduced two FinFET-based negative voltage rectifier for RF appli-
cation using the topology of 4 T diode connected Si FinFET (F4TP) and 4 T cross-
coupled Si FinFET (F2TP). As per the tabulated results [14], F2TP LVT Si FinFET 
negative rectifier shows better results at low RF input voltages. F2TP HVT negative 
rectifier achieves maximum power conversion efficiency of 92% at 915 MHz with 
Vac(RF) of + 0.4 V. The optimized parameter is WD = WP = 75 μm, WT = WN 
= 5 μm, C1 = C2 = 5PF, CL = 10PF, and RL = 20 KΩ. 

3.4 David Rivadeneira [15] 

Author has presented the optimization and comparison of three active voltage rectifier 
(RF-DC) circuit design for energy harvesting systems. Design simulation is carried 
out on 90 nm CMOS technology with output resistance ranging from 50 to 500 KΩ. 
The different design is two-stage differential drive cross-coupled (DDCC) rectifier, 
DDCC rectifier cascaded with modified DDCC using body biasing technique for 
NMOS and PMOS and DDCC using 2 pairs of transistor. The input voltage and 
frequency for each design are 0.4 V at 950 MHz. The optimization results show that 
for all resistive loads in DDCC with and without body biasing, PCE% reaches 70%. 
Hence, circuits are good for full wave rectifier also. Design and simulation may be 
explored for other CMOS technology than 90 nm CMOS technology to achieve best 
results with more power conversion efficiency.



670 S. Kumar and M. Jhamb

3.5 Xiaafei Li [16] 

In this work, author proposed a CMOS passive rectifier using active bias tuning. 
This design allows an extended input range and achieves large power conversion 
efficiency. This design also compensates for voltage and temperature variation that 
leads to a better design for VHF operation. The rectifier design is fabricated in a 65 nm 
CMOS process. Conventional cross-connected rectifier achieves good efficiency in 
a very thin input power range. However, they can operate at high frequency and low 
input voltages. It achieves PCE ≥ 80% for narrow range of inputs due to process 
variations and MOSFET threshold voltage. CMOS devices have threshold voltage 
of VTHN = 0.46 V and VTHP = 0.41 V. 

3.6 Shuo Li [17] 

In this paper, author has proposed the two-stage power management circuit. The 
proposed capacitive power management unit operates from tiny photovoltaic cells 
and consumes very low power. In this PMU design, a capacitive-based method is 
used. Also a photovoltaic energy harvester is used with capacitive power management 
unit on standard 0.18 μm CMOS technology (Table 4).

4 Conclusion 

The main challenge of power harvesting and power delivered by energy harvesters 
is very weak and unstable. Only ultra-low power devices can easily be coupled 
with them. Designing VLSI architecture, i.e., rectifiers and regulators for energy 
harvesting [18–21] with sub-μA quiescent current consumption is challenging. 
Sometimes, it may happen that power to devices become intermittent or even stops 
completely. We should take required steps against sudden shutdown [22, 23]. Low 
power management units can provide solution in this case.
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Table 4 Literature survey 

S. 
No. 

Publication 
and year 

Topic Software Parameters 

Width Load 
(KΩ) 

Output 
voltage 

Power 
conversion 
efficiency 
(%) 

PMOS NMOS 

A MPDI 
Journal 
(2020) [12] 

Energy 
harvesting 
toward 
self-powered 
IOT devices 

Cadence 
– 

– – 2 _ 70 

B (IJEAT) 
(2019) [13] 

Different types 
of ultra-low 
power energy 
harvesting 
design 
techniques for 
IOT application 

Cadence 
– 

400 μm 200 μm 2 _ 65 

C (ICCE).IEEE 
(2019) [14] 

RF harvesting 
system for low 
power 
applications 
using FinFET 

Cadence 
20 nm 
FinFet 

7.5 μm 7.5 μm 20 – 
342 mV 

92 

D (LASCAS) 
(2020 [15] 

Optimization of 
active voltage 
rectifier/doubler 
designed for 
90 nm 
technology 

– 
90 nm 
CMOS 

12.2 μm 8.21 μm 50 816.8 mV 70 

E IEEE (2020) 
[16] 

A VHF wide 
input range 
CMOS passive 
rectifier with 
active bias 
tuning 

Cadence 
65 nm 
HV 

0.384 
(chip 
area) 

0.384 
(chip 
area) 

3 −7-7 
dBm 

64.4
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Area Efficient Design of In-Place RFFT 
Scaling for OFDM Applications 

A. Padmavathi and G. L. Sumalata 

Abstract An improvised 8-point butterfly unit is being proposed in this project, 
which is developed employing 4-point butterfly units to lessen complexity and storage 
demand. In-place RFFT designs are increasing in popularity because of their reduced 
complexity than pipeline topologies. We emphasized a conceptual design for devel-
oping a hardware efficient and low latency with reduced power consumption for 
in-place real-valued FFT in the traditional models. A butterfly block in an in-place 
way of implementation for real-valued fast Fourier transform (FFT) system conducts 
a succession of butterfly computation activity for each clock cycle. Higher butterfly 
block sizes make memory access conflict resolution more challenging. As a result, 
designers must examine the input information is getting flowed in the data path and 
memory accessibility of “in-place” real-valued FFT design tools in order to address 
a variety of performance challenges. Using this input, we introduce a new method for 
segregating the overall storage block into multiple smaller banks/segments (without 
influencing the size of storage memory) to avert memory management issues by 
interchanging information across internal banks at the same time. The real-valued 
rapid Fourier transform’s (RFFT) computation time has sped up dramatically in 
popularity and prompted excitement in this era because to its numerous research and 
applications DSP and surviving streams. As a consequence, as comparison to the 
prior strategy, the new methodology employs reduced area occupancy with shorter 
latency. Using the Xilinx ISE 14.7 tool, the synthesis and simulation outcomes are 
verified. 

Keywords Fast fourier transform (FFT) · In-place computation · Butterfly 
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1 Introduction 

The discrete FT stands for “discrete Fourier transform” which is a technique for 
analyzing data, for transforming certain types of function sequences into other forms 
of representations. An approach for generating the discrete Fourier transform is 
the rapid Fourier transform of some sequence. The DFT takes a very long time to 
construct since it involves N/2 floating point multiplications. As i and “k” change, 
most of those multiplications are replicated. The FFT is a set of routines which are 
intended to minimize the number of repetitive processes. Each version of the FFT 
has its own set of attributes and benefits. The discrete Fourier transform, or DFT, is 
a transform that operates with a finite number of frequencies and a finite or discrete 
spatial signal. Many digital signal processing systems [13] use the discretized FT, 
which is accomplished using an efficient algorithm such as Cooley–Tukey Fourier 
algorithms. Such systems can process information in both the special domain and the 
frequency domain. Almost every application field of digital signal processing uses 
the FFT technique. FFT is extensively used on real-valued inputs in a various appli-
cations, including speech, audio, image, and multimedia processing. The rapid rise 
in biomedical field and the efficacious accomplishment of FFT of real-valued signals 
has managed to gain a tremendous interest recently due to its vast variety of appli-
cations in real-valued time-series analysis. Conjugate symmetry arises in the FFT of 
a real-valued signal, making half of the FFT outcomes redundant. Pipeline structure 
[1] (i.e., single-path delay feedback and multi-path delay commutator structures) and 
processor memory-based folded in-place design [12] implementations are the two 
basic structures of FFT designs. Some of these designs, in general, are composed 
of 3 functional units: (i) Butterfly CU (ii) memory block, and (iii) twiddle factor 
generating block. They are able to maintain a persistent data flow as a result of 
their consistency and improved BCU usage efficiency, MDC-based configurations 
are strongly suggested for FFT pipeline processing [6] above SDF-based structures. 
However, MDC-based structures have a somewhat higher memory demand. Inter 
or/and intra butterfly blocks and different stages of operations are folded in the BCU 
for low-complexity implementation in PM-based structures, which take use of in-
place FFT. The decision between in-place systems that use a PM and a pipeline 
structure [9] is mostly determined by the target application’s space–time restric-
tions [7]. For effective implementation of FFT for various applications, numerous 
pipeline and PM-based structures were proposed. The RFFT [2] which implies real 
values FFT signals are employed in a variety of applications, including voice, audio, 
picture, and video processing. 

1.1 FFT 

In the area of audio and acoustics applications, “fast Fourier transform” is a crucial 
measurement design. It disintegrates a signal into its separate spectral components,
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revealing the signal’s frequency. FFTs are employed in equipment and machines for 
malfunction diagnostic testing, quality management, and condition monitoring [1]. 
The discrete FT is a computational design method for communicating N-point length 
of complex sequence to its same N-point length of complex spectrum. Despite the fact 
that most FFT algorithms are designed to calculate the DFT of a complex sequence, 
the sequence to be converted is frequently real-valued in many applications. Using 
length-(N/2) complex FFT approach, the DFT of a length-N real-valued sequence 
may be calculated, which is commonly known. It is less generally recognized that by 
utilizing symmetries inside complex-valued algorithms, more efficient algorithms 
may be constructed (Fig. 1) [8]. 

The output sequence is decomposed into extremely small sub-segments using 
DIFFFT procedures. X(k) is divided into even index and the converse which is odd 
digit index samples in this output sequence. The spectrum which is a domain of 
frequency, there the pattern is split in this procedure. DIFFFT uses a natural order 
input sequence. DFT should also be read backwards in time (Fig. 2) [8]. 

Fig. 1 General DIF FFT 
architecture 

Fig. 2 General DIT FFT 
architecture
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The fragmentation of the input pattern into smallest possible sub-segments is the 
premise of DITFFT algorithms. x(n) is segregated into even and odd digit samples 
in this input signal. The time domain sequence is used to split the data. The input 
sequence of the DIT [3] FFT is bit inverted, whereas the output sequence is normal. 
The following is how the rest of the paper is organized: basic DFT overview followed 
by existing RFFT using radix-2 BFU in following part which is part II. Proposed 
architecture for RFFT using optimized radix-8 BFU in next part which is III. Compar-
ison of existing with proposed along with schematics generated and output discussion 
in part IV. Concluded in part V. 

2 Earlier Work 

2.1 DFT Architecture 

Let x0, x1, x2, …  xn, xN−1 be input numbers. The N-point DFT can be derived by the 
below expression, 

Xk = 
N−1∑

n=0 

xne
− j 2πk N n , k = 0, 1, . . . .,  N − 1 (1)  

Figure 3 [10] depicts the preexisting system for developing N-point in-
place RFFTs [4]. A certain structure is composed of an arithmetic block (AU), 
a twiddle factors value storage block (TFSU), and a control unit along with data 
storing module. During each cycle, the AU receives an 8-sample block from the 
DSU, including a duo of twiddle factors (Fig. 3). 

The current configuration for in-place method of calculating of RFFT is distin-
guished in the image above, which incorporates an arithmetic unit, data storage unit, 
twiddle factor storage unit, and control unit. The ALU units handle butterfly oper-
ations in FFT, while the data storage and twiddle factor storage unit’s, respectively, 
record internal data and twiddle factor multipliers information. A control unit is 
crucial to be aware of this process. Figure 4 [5] shows a block level representation of 
the CU. It is constituting of counters and multiplexers, with the counter signifying 
the AND cell and the AC indicating the AND cell.

Fig. 3 Existing method of RFFT 
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Fig. 4 Control unit (CU) 

As several datasets from a single bank are required within a clock cycle, accessi-
bility from that bank becomes complex and difficulty occurs. Adjusting samples from 
each data block in combinations before and after they are synchronously recorded 
and fetched in and out of the register banks can solve the accessing issue [11]. The 
storage unit makes use of two data-swapping circuits to handle bank conflicts and 
organize input-block samples (DS1 and DS2) (Fig. 5) [14]. 

According to previous research, the building of a TF memory unit in this struc-
ture for 32-point and 4-point blocks for butterfly operations that requires an 8-word

Fig. 5 Memory unit of 
existing RFFT structure 
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Fig. 6 Twiddle factor storage unit 

ROM look-up-table (LUT). However, we discovered that the TF memory maintains 
some unnecessary values, which can removed such that minimize memory space. 
Figure 4 demonstrates a modified twiddle factor values storing block architecture 
for a 32-point real-valued fast FT [5] with an 8-block size. It uses one 5 4w ROM 
LUT, in this, “w” is “word length” of the real twiddle factor constants cl, sl, and cl, 
sl are the actual twiddle factor constants. The control bits s1, s0 of the MUX are 
generated by encoding the 5 BF stages of a 32-point FFT with a 3-bit word q4, q3, 
q2 for picking bottom address of each BF stage which is of 2 bit width (Fig. 6) [14]. 

3 Proposed Work 

A novel method of designing from an 8-point input FFT unit is proposed in the 
proposed work, as illustrated below. To implement 32-point FFT, we utilize this 
design. The number of twiddle factors and design complexity will be somewhat 
increased if these methods are used. 

A design methodology for developing power efficient and with reduced hardware 
complexity design for “in-place RFFT” is described in the existing technique. So, in 
this design, the 8-point FFT was split into two 4-point FFT multiple delay commu-
tators in the suggested approach, as illustrated in Fig. 7. The suggested structure has 
a basic butterfly structure and requires less memory, resulting in a smaller footprint 
and faster response time. A few changes have been made to this twiddle factor unit 
in order to comply with the 4-point FFT, which requires less memory.
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Fig. 7 Proposed memory 
unit with 4-point FFT 

3.1 Memory/Storage Block 

In this, a framework is designed for N number of points in-place DIT RFFT computing 
which is identical to that proposed at the block level. SU and BCU, on the other 
hand, are not designed in the same way. Figure 7 depicts the suggested structure’s 
SU design for RFFT using 32-point with a size of butterfly unit. This system is made 
up of two MCRBs and a couple of selection blocks for data inputs. “Multiple channel 
register banks” which are in short “MRCB” define single device that integrates several 
memory banks with shared address decoding circuitry. Register banks (B1, B2, B5, 
and B6) are implemented in the MCRB-1, whereas register banks (B1, B2, B5, and 
B6) are implemented in the MCRB-2 (B3, B4, B7, and B8). The internal construction 
of the MCRB is seen in Fig. 8 [14], which has four bank channels with a depth of 
four.

In order to obtain address for selection of twiddle factors, we use a 2 input decoder, 
and the 2 inputs of decoder be the write-address (w0,w1) and activate the clock signal 
CLK for a certain number of registers in a row-wise corresponding 4 separate register 
banks/blocks for writing input 1 unit of information × 1, × 2, × 3, and × 4. The 
content of each bank’s four registers may be accessed via the multiplexer, which 
selects one of them on the basis of 2-bit read address (r0, r1). 4 data values are 
interpret from 4 registers of 1 MCRB throughout each clock period, culminating 
for one unit of 8 data being MCRB-1 and MCRB-2 were fetched to accomplish 
i -th stage BF process, and transitional results are returned to original positions over 
upcoming clock period change for the next stage of BF operations from i = 0 to n  
and n denotes number of stages.
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Fig. 8 Multi-channel register bank structure

The internal structure of data selector-1 and data selector-2 is given Fig. 9. Every  
input (Ii) and output (Oi) lines on DS-1 and DS-2 receives and delivers a two input 
samples from and to the BCU in order to process (0 | 3). The data switching procedure 
between DS-1 and DS-2 can be selected by the ctr2 input signal. Ctr1 is given 1 during 
the DS-1 changeover mechanism. As shown in Fig. 9, MUX1, MUX2, and MUX3, 
MUX4, and MUX5, and MUX6, swap data to negate DS-1’s swapping operation 
(b). The BCU design block size 4 is similar to that of the arithmetic unit, except for 
the inclusion of two multipliers involving complex data and 2 pairs of line-changers 
LC1 and LC2.

4 Experimental Results 

Figure 10 is RTL schematic diagram of the implemented design. RTL refers to register 
transfer level. This is the schematic produced by the tool based on the code designed 
by the user as per the top module of the circuit.

Figure 11 shows the simulation results of waveforms for implemented design using 
test bench. In this, we observe that based on the clock signal and reset signal, for 
every clock signal, the input of FFT inputs is taken and control signals are generated 
which retrieves the twiddle factor values and the FFT output is generated which is 
the final output FFT process.

Table 1 describes the comparison of performance metrics like as resource 
consumption and latency between FFT algorithm implemented with Radix-2 
(Existing) and Radix-8 using Radix-4 butterfly unit (Proposed). From these results,
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Fig. 9 a First data block 
selector. b Second data block 
selector

Fig. 10 RTL schematic of 
FFT
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Fig. 11 Simulation results for FFT

Table 1 Evaluation table for 
existing vs proposed 

Parameter Existing FFT Proposed FFT 

Delay(ns) 39.458 19.62 

Area(LUT’s) 10,746 4489 

we conclude that the delay is reduced in proposed method by using higher radix 
implementation. 

The area efficiency is also increased in case of proposed FFT. This is due to the 
decreased complexity of higher radix butterfly architecture using Radix-4 implemen-
tation. Such that a trade-off between area and delay is established between existing 
FFT algorithm and proposed FFT algorithm. 

5 Conclusion 

This paper provides a design technique for creating a high-throughput, large-FFT-size 
in-place RFFT architecture. In existing design, the 8-point butterfly unit is proposed 
and given as input to storage device to perform storing and data-swapping operations 
which complexity is more. In proposed design, a novel 8-point FFT architecture 
implemented by using two 4-point FFT and design is implemented. The above results 
show the newly implemented design consumes less area and less delay when compare 
to existing design. The synthesis and simulation results have been verified by using 
Xilinx ISE 14.7 tool.
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Design and Implementation 
of Comparator Using GDI Decoder 

Sangeeta Singh, T. Akankhsa, Y. Vamshi, Shubham Munratiwar, 
and M. Venkata Jayanth 

Abstract Mixed logic designs are given a higher priority because they provide 
a simpler mechanism for analyzing digital circuits. Similar logic expressions and 
logic relations are produced when mixed logic notation is used correctly. A circuit’s 
actions can also be viewed using a mixed logic implementation. In this post, we 
looked at mixed logic architectures including pass transistors (DVL), transmission 
gates (TGL), and static CMOS. A 2:4-line decoder in CMOS technology takes 20 
transistors, while with mixed logic, by using 14 transistors the same 2:4 decoder 
will be created. 4:16 line decoders are also built using these unique mixed logic 
topologies. GDI is a novel technique for developing low-power digital sequence 
circuit. This method allows for low-power consumption, transmission delay, and 
region of digital circuits whereas keeping a low logic uncertainty. Furthermore, this 
unique mixed logic topology is used to create 4:16 line decoders utilizing a 4:16 
line mixed line decoders a 2-bit comparators was constructed using the mixed logic 
technique. All of the proposed circuits contain fewer transistors and are developing 
utilizing the gate diffusion input technique. These logics demonstrate that transistor 
count, consumption, and time may be related to the satisfactory level. 

Keywords Line decoders ·Mixed logics · Power delay optimization 

1 Introduction 

CMOS technology circuits are used to create the majority of logic gates inside an 
integrated circuit. A pull up networking for PMOS and a pull-down network for 
NMOS make up the Complementary Metal Oxide Semiconductor (CMOS) circuits, 
which offer good efficiency in comparison with the device fluctuations and noise. In 
CMOS circuit, inputs are connected only to transistor gate nodes, leading to fewer 
designs and cell-based circuit design and fabrication. The goal of Pass Transistor 
Logic (PTL) was to provide an alternative to CMOS logic. In comparison with CMOS
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logic performance, power, and area, all improved by using PTL [1]. Pass transistor 
circuits are distinguished by the fact that the inputs are linked to the transistors’ gate 
or source or drain diffusion connections. 

Pass transistor circuits can be implemented in two different ways. Individual 
transistors, after known as PMOS or CMOS transistors are utilized in the first tech-
nique, but the transmission gate method uses a parallel combination of PMOS and 
NMOS transistors. The decoder is straight-forwarded a combinational design that 
takes and it turns it to a series of output signals. Line decoders are used widely 
in a wide range of the applications, including memory array address decoding and 
data demultiplexing, displays with Seven segments, and microchip/microcontroller-
based frameworks [2–7]. Address decoders are crucial in SRAM Memory blocks 
since the power consumption and response time are substantially determined by the 
decoder design. A 4-16 decoder takes 4 inputs and outputs 16 min-terms, D0 through 
D15. The 16 complementary min-terms I0—I15 are produced using an inverted 4-16 
decoder. Conventional CMOS circuitry, 4 input NOR or NAND gates are required 
to build 4 to 16 decoders. However, a pre-decoding technique can be utilized for a 
more efficient implementation, in which n basic inputs are pre-decoded within one of 
2n pre-decoded segments that directly or indirectly contribute to next stage decoder. 
A non-inverting 4-16 decoder is constructed using the pre-decoding technique and 
needs two 2-4 inverting decoders, and 16 2 input NOR gates. Similarly, two 2-4 
non-inverting decoders and the 16 2 input NAND gates are required to create an 
inverting 4-16 decoder. As a result, decoders with traditional CMOS logic need 20 
transistors for 2 to 4 decoders and transistors count 104 for 4 to16 decoders. 

2 Existing Method 

This section presents the existing technique available to design decoder circuits. 

2.1 Transistor Topology 

Designing a mixed logic system with four (TGL) or OR gates with 2 inverters and a 
total of16 transistors would be required for a 2-4 decoder. Either of the two inverters 
can be omitted a decoder architecture of 14 transistors was created by merging 
both DVL of logic AND gates and TGL having similar design and selecting the 
desired control and propagation signals, which results in a decoder architecture of 14 
transistors. Let A and B are the two inputs taken to the decoder, which results in four 
min-terms D0-D3.In order to get rid of inverter B, the first and the third min-terms, 
D0(AB) and D2(AB), are accomplished by utilizing A and B as the propagation 
signals to the DVL (AND) Gates. The TGL (AND) Gate is used to implement the 
min-terms D1(AB) and D3(AB), for both min-terms, B is the transmit signal. With 
this combination of gates and inputs, the B inverter can be removed, resulting in
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Fig. 1 2:4 Decoder using mixed logic 

a decoder consisting of 14 transistors. Similarly, a 14 transistors topology using 
four TGL/DVL (OR) Gates and one inverter can be used to create a 2-4 inverting 
decoder. To implement min-terms I0 and I2, TGL (OR) Gates with B as propagating 
signal input a utilized, whereas DVL (OR) Gates with input A are used to implement 
min-terms I1 and I3. As the propagate signal, “2-4 LP” and “2-4 LPI” are new two 
low-power decoder circuits implemented in this segment, with LP signifying low 
power and I denoting inverting (Fig. 1). 

3 Literature Survey 

Different mixed logics are used to create line decoders in [8]. The construction 
of a comparator utilizing standard CMOS and the mixed logic methodologies was 
presented in this work, along with a comparative study of all their parameters both in 
terms of design and simulation outcomes. The 4:16 line decoder used fewer transistors 
in [9]. Using TGL and DVL gates they constructed a 4:16 line decoder to save 
space. A comparator with a lower average power consumption and a shorter time 
by utilizing this less transistor line decoder is desirable. Thus to minimize the size
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of the circuit by utilizing this line decoder, and also using this 4:16 line decoder, an 
area-efficient comparator has been proposed in our work. The paper [10] proposed 
4:16 line decoder to make comparison. They built 2-4 as well as 4-16 Line Decoders 
with TGL and (DVL) Gates to reduce space. But the work presented in this attempted 
to create a comparator with a lower average power consumption and a shorter latency 
utilizing this less transistor line decoder [11–13]. We can lower the size of the circuit 
by utilizing this line decoder, and we can also create an area efficient comparator 
by employing this 2:4 and 4:16 line decoder. By merging both logic designs and 
low-power comparator, the paper [14] suggested a high performance magnitude 
comparators. They provided a high-speed magnitude comparator in their article. 
They were created to boost comparator’s speed. This can teach us how to make a 
high-speed, elevated comparator. We built the comparator with extremely efficient 
line decoders to improve speed with less region and time. This IS consists of an LBT-
based Assisted Access License (LAA) [15] that includes hardware such as load-based 
gear (LBE) and frame-based equipment (FBE) that can be built to compete with Wi-
Fi-based contact instruments for acceptable access on a shared channel. Calculate 
the performance of two recently suggested 3GPP medium access control (MAC) and 
Wi-Fi-based methods in a hybrid scenario with a variety of parameter combinations 
in this study. To construct address decoder [16] required to consider two things, 
first selecting the optimal circuit technique and second sizing of the transistor. The 
purpose of pass transistor logic [17] is to reduce the number of transistors required 
in DVL while maintaining logic speed. Instead of charging the nodes via VCC and 
then releasing them to GND, this logic transmits the charge between them. 

4 Proposed Work 

4.1 Application of Line Decoder 

As a 2-Bit Comparator, a 4-16 low-power line decoders is used. A 2-Bit comparator 
was created utilizing a 4-16 line decoder and the mixed logic design method’s pass 
transistor and transmission Gates. The low-power output. The OR gates are coupled 
to the 4:16 line decoders which are designed using three gates: a pass transistor and 
a transmission Gate. The input lines of the line decoder are A, B, C, and D, while 
the output lines are D0 to D15. Two 2:4-line decoders were used to create a 4:16 
low-power line decoder. TGL and DVL mixed logic methods are used to design the 
line decoders. 

Static CMOS logic was used to construct the 4:16 line decoder. The output lines of 
the 4-16 line decoder are taken as input of OR gate to perform a comparison operation 
as shown in Fig. 2. The output lines D2, D1, D6, D3, D7, and D11 are attached to the 
OR gate to acquire the comparator output of A B. (out 17).To make A = B, D0, D5, 
D10, and D15 are connected to the second (OR) Gate (out 18). To get A > B output, 
these are attached to the third (OR) Gate. To get output A > B, D8, D4, (D12,),
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Fig. 2 2-bit comparator using CMOS 4:16 line decoder 

D9, D14, and D13 are connected to the third (OR) gate (out 20). The comparator 
can be constructed by using the gate diffusion input technique (GDI)—a new digital 
low-power sequential design circuits method is presented. These techniques allow 
digital circuits to use less power, have shorter propagation delays, and take up less 
space while keeping a low level of logic complexity. 

4.2 12 Transistor 2:4 GDI Decoder 

By using the GDI technology, the 2:4 decoders can be implemented with only 12 
transistors as shown in Fig. 3, using this GDI technology we have reduced the count 
of the transistors, and this technique is also used to reduce the power consumption 
and propagation delay.

The circuits are implemented using Tanner tools and the corresponding results 
have been verified. Figure 4 presents the schematic of 2:4 decoder obtained using 14 
transistors and the 2-bit comparator schematic is presented in Fig. 5 (Figs. 6 and 7; 
Table 1).
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Fig. 3 12 Transistor 2:4 
GDI decoder

5 Conclusion 

The work presented here used a mixed logic strategy to design the comparator, which 
resulted in better performance measures such as lower power consumption and faster 
rise and fall times. A 4:16 static CMOS line decoder and a 4:16 mixed logic line 
decoder is used to accomplish this. By reducing the transistor count, we were able to 
reduce the area, power, and latency by using NAND, NOR, and NOT gates instead 
of OR and AND gates. In our suggested design, a line decoder using TGL and DVL 
with CMOS logic has been implemented and is compared it to a traditional CMOS 
design technique. Finally, the comparator is optimized for power that have been well 
integrated on the layout level. Comparator was implemented using 4-16 mixed logics 
line decoder and GDI decoder. Comparative analysis was done using tanner tool.
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Fig. 4 14 Transistor 2–4 
line decoder 

Fig. 5 2-bit comparator 
using mixed logic line 
decoder
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Fig. 6 2-4 Line decoder 
using GDI 

Fig. 7 2-bit comparator 
using GDI decoder 

Table 1 Comparative analysis 

Design Number of Transistors Time Delay (s) 

2:4 mixed logic line decoder 14 0.78 

2: GDI decoder 12 0.68 

2-bit comparator with 4:16 mixed logic line decoder 199 3.43 

2-bit comparator with 4:16 GDI decoder 153 1.20 

2-bit comparator with 4:16 conventional decoder 226 4.11
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High Speed Efficient Three Operand 
Adder 

N. Udaya Kumar, K. Bala Sindhuri, S. S. Harsha Varma, K. Asha Shaini, 
K. Sri Hari, and K. Sai Sowmya 

Abstract Today’s digital world is accompanied by digital electronics, and anything 
with low power consumption and fast response time is in high demand. The devices 
which perform basic arithmetic operations like addition, multiplication, and subtrac-
tion are used in many processors, digital filters, and digital communication. Adders 
are used in multipliers to produce the result by adding the partial products in the final 
stage and in many applications. Most partial multiplier products are added using two 
operand adders, although addition using three operand adders is faster. Therefore, an 
efficient high speed three operand adder is designed and comparison of the perfor-
mance metrics of the designed adder with the existing adders using Xilinx Vivado 
2017.2 software tool is performed. 
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1 Introduction 

Implementation of VLSI architectures in the software tools helps to realize the design 
efficiency. Furthermore, it helps to design the new architectures and test them to know 
if they have optimized performance or not based on the results generated like power 
consumption, delay, area, etc. Adders are employed in arithmetic logic units, or 
ALUs, included in many electronic devices and microprocessors. Additionally, they 
are employed in the other processor components, where they can be used to store 
programs or instructions and calculate the addresses of program counters and stack 
pointers to increment and decrement the addresses. Adders are also employed in 
operators and many kinds of operations by enhancing the performance of adders, 
multipliers can also employ adders to add the partial products produced while multi-
plying numbers. Improvements have been acquired in the performance metrics such 
as area, power consumption, and latency by incorporating the efficient adders. A 
survey of two operand adders, such as the Ripple Carry Adder (RCA), the Carry 
Select Adder (CSLA), the Square Root CSLA (SQRT CSLA), the Han-Carlson 
Adder (HCA), and the Hybrid Han-Carlson Adder (HHCA), is conducted to analyze 
the performance of these adders such that these adders can be incorporated in three 
operand adders to further improve the performance. A three-operand adder is used to 
add three binary values, such as a, b, and c, of any number of bits. A review of three-
operand adders is also conducted; some of these adders use two stages of two operand 
adders while others only have a single three-operand adder. The new architecture of 
the three-operand adder is designed by modifying the techniques and the logics in the 
existing three operand adder, i.e., High Speed Efficient Three Operand Adder. In this 
paper, Sect. 2 deals with review of different adders. Section 3 deals with the study of 
three operand adders. Section 4 deals with the design of new VLSI architecture of 
High Speed Efficient Three Operand Adder (modified adder). Sections 5 and 6 deal 
with the results, discussion, and conclusion. 

2 Review of Contemporary Adders 

The two fundamental adders are Half Adder and Full Adder in which Half Adder 
adds two inputs A and B with a single binary digit each; and obtained outputs are 
sum (S) and carry (C). Similar to that, a full adder adds three single-digit binary 
inputs, A, B, and C, and obtained outputs are sum (S) and carry (C). 

2.1 Ripple Carry Adder (RCA) 

Ripple Carry Adder is an adder which is used to perform the addition of binary 
numbers of any number of bits. RCA contains multiple full adders cascaded in
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parallel which can be used to add n-bit binary numbers [1]. The number of full 
adders in an RCA depends on the number of bits of binary numbers. The Ripple 
Carry Adder logically signifies that the carry is rippled at every stage since each 
full adder is cascaded, and the carry-out of each full adder serves as the carry-in of 
the immediately succeeding full adder [2]. This adder may experience a delay since 
each active full adder must wait for the completion of the previous addition before 
performing the next addition. The interval between the input and the occurrence of 
the carry signal is known as the carry propagation delay. 

2.2 Linear Carry Select Adder (CSLA) 

A carry select adder often consists of many Ripple Carry Adders. The n bits are 
linearly partitioned into groups of bits for n-bit binary addition. [1]. For example, to 
perform the 16-bit addition, 16-bits are divided into four sets of 4-bits. In this four 4-
bit Ripple Carry Adders are used with the two stages of Ripple Carry Adders like one 
stage with carry, another stage without carry. In order to determine the correct sum 
and carry outputs, both stage results are computed simultaneously. The carry outputs 
are then determined using the preceding Ripple Carry Adder output [2]. Hence, the 
carry propagation delay is decreased [3]. But in terms of area and hardware, it has the 
disadvantage that two stages of Ripple Carry Adders are used which occupy more 
area but at the end only the output of the single stage is used to get the result [4]. 

2.3 Square Root CSLA (SQRT CSLA) 

Square root CSLA is the improved version of CSLA, it has the similar operation as 
CSLA but instead of dividing the bits of a binary number linearly they are divided 
with different sequences [3]. For example, to perform the 16-bit addition, 16-bits are 
divided into 2, 2, 3, 4, and 5 bits. Then the 2-bit, 2-bit, 3-bit, 4-bit, and 5-bit Ripple 
Carry Adders in two stages are used the same as Linear CSLA, one stage with carry 
and another stage without carry. The variable bit size of Ripple Carry Adders in 
SQRT CSLA. It is designed to equalize the delay of the two stages [2]. 

2.4 Carry Save Adder (CSA) 

To add three or more binary digits, a Carry Save Adder (CSA), a type of digital adder, 
is utilized. It differs from other adders in the way it generates both the sum and carry 
of the result concurrently and without any delay, and at the end, after acquiring the 
summation result, the carry bits are added to it [5]. In RCA, there are multiple full 
adders. Each full adder has to wait for the carry-out of the previous full adder to
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continue the process [2]. But in CSA that is not the case. In this, all the sum outputs 
are obtained at a time without any delay and then for that all the carry bits are added. 
Carry is therefore recorded in the current stage and updated as an added value in the 
following stage. Due to its improved performance and simplicity as a three-operand 
adder, it is typically employed in multipliers. 

2.5 Han-Carlson Adder (HCA) 

The Han-Carlson Adder (HCA) is modified by Han and Carlson (1987). HCA is a 
family of networks of Brent-Kung and Kogge-Stone adders [6]. It has a number of 
logic levels and those levels are depending on the number of bits of binary number 
we are going to add. It is defined by an equation [log2(n) + 1] where n is the number 
of bits. The logic levels consist of black and gray cells which perform the logic on 
generate and propagate [7]. Generate is nothing but it is AND operation of two bits of 
a binary number and propagate is nothing but XOR operation of two bits of a binary 
number [8]. The computation of the odd-numbered prefixes is done using one Brent-
Kung stage at the beginning, followed by Kogge-Stone Stages, and then another 
Brent-Kung stage at the end [6]. In comparison with Kogge-Stone, it performs better 
with small adders. The Han-Carlson Adder is the better option when comparing the 
two parallel prefix adders [7] in terms of cost, area, and power. Due to its benefits, 
this adder is also utilized in the three operand adders [7]. 

2.6 Hybrid Han-Carlson Adder (HHCA) 

The HCA has been modified to develop the Hybrid Han-Carlson Adder for further 
efficiency. It employs the Kogge-Stone Stages in the middle and the two Brent-Kung 
Stages at the adder’s beginning and end [6]. The main reason to design the HHCA 
is to reduce the gate complexity. In HCA, the gate complexity is more and it has 
less delay [8]. But HHCA has a slightly more delay, when compared to HCA but the 
complexity is reduced [9]. Furthermore, we see the internal structure and the more 
details about the HCA and HHCA. 

3 Three Operand Adders 

In order to improve the performance of multipliers, three Operand Adders are 
employed as the basic unit to conduct the arithmetic operation in a variety of cryp-
tographic applications. In multipliers, the addition of partial products is done at the 
final partial product stage more efficiently by using three operands rather than only 
two. To accomplish the three operand addition, many adders can be used, such as
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the Carry Save Adder (CSA), Han Carl-Son Adder (HCA), and Hybrid Han-Carlson 
Adder (HHCA). One three operand adder or two operand adders can be used to 
perform the three operand addition. The three operand addition is carried out using 
these three adders. According to the survey, the Carry Save Adder is a popular and 
effective solution for three operand addition [5]. Parallel prefix adders reduce the 
path latency but increase the area, while the Han-Carlson Adder (HCA) is the fastest 
when compared to the Carry Save Adder (CSA) and both of these adders [9]. So 
based on the necessity of the consumer, a preferable adder is used. However, the 
HCA has the gate complexity in order to reduce the gate complexity by 10–18% 
Hybrid Han-Carlson Adder (HHCA) is used [9]. Figure 1 shows the three operand 
adder using Carry Save Adder. Figure 2 shows how the two operand adders with 
two stages are used to implement the three operand adder. Like HCA, HHCA is also 
used to implement the three operand adder. The operation of the HCA and HHCA 
is similar, the only difference is the PG logic stage arrangement. PG logic consists 
of black cells and gray cells [6, 7], it performs the operation on the generate and 
propagate obtained by doing AND and XOR operation on the input binary bits. 

Fig. 1 Three operand adder using CSA 

Fig. 2 Three operand adder 
using two stages of 
Han-Carlson Adder
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Fig. 3 VLSI architecture of high speed three operand adder 

Figure 3 is the VLSI architecture of the three operand adder [9]. It has four stages. 
The comprehensive adders are used in the first step (bit addition) to obtain the 

sum and carry bits from the three input bits a, b, and c. The outputs sum and carry 
bits along with carry-in (Cin) are given as input to the second stage that is base logic. 
Base logic stage is the stage where the generate and propagate are obtained. From 
Fig. 4, the generate and propagate are obtained by the AND and XOR operation of 
the first stage (bit addition logic) outputs. From the logical diagram in Fig. 4 for 
black cell and gray cell, the number of gates required for the black cell is more than 
gray cell. So, the gate complexity is more in HCA than the HHCA because of the 
greater number of black cells than gray cells.

The base logic stage generate and propagate are given to the third stage (PG logic). 
Then the PG logic stage performs an operation on generate and propagate with the 
various levels of black cell and gray cell and get the result of PG pairs like (P0, G0), 
(P1, G1:0), (P2, G2:0), and so on. These are given as input to the final stage (sum 
logic) which is simply an XOR operation to get the final result of the three operand 
addition [9].
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Fig. 4 Black cell, gray cell, base logic, addition logic, and bit addition logic logical diagram

4 Modified High Speed Efficient Three Operand Adder 

The modified architecture of three operand adder is and shown in Fig. 5. In the  three  
operand adder shown in Fig. 3 full adder used in the bit addition logic has the greater 
delay because the full adder logic contains the XOR gate in it which has the highest 
delay among all the gates and also in the sum logic stage XOR gates are used. The 
three operand adder’s delay is increased as a result of these bits’ addition logic and 
sum logic stages. The new architecture is designed by replacing the bit addition logic 
and sum logic with the modified bit addition logic and modified sum logic.

The modified full adder in Fig. 6 produces the sum and carry output using AND, 
OR gates rather than the common XOR gates, which further improves the perfor-
mance because of employing AND, OR gates. Figure 7 is the modified XOR logic 
diagram, the XOR logic is implemented simply with the help of AND, OR, and 
NAND gates instead of using XOR gate directly. Then the delay of implementation 
XOR logic is greatly reduced.

5 Results and Discussion 

The various VLSI architectures of the adders are designed by generating Verilog 
code using the VIVADO 2017.2 software tool. Simulation results for the modified
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Fig. 5 Modified high speed efficient three operand adder

Fig. 6 Modified full adder 
(MFA)
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Fig. 7 Modified XOR logic 
diagram

adder are shown in Fig. 8. Verilog codes for the adders are written and the results 
obtained by using VIVADO 2017.2 such as power consumption and timing report 
after synthesizing the Verilog code are shown in Figs. 9 and 10. 

Fig. 8 Simulation results of modified adder 

Fig. 9 Power consumption 
report of modified high speed 
efficient three operand adder
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Fig. 10 Timing report of modified high speed efficient three operand adder 

The results of the modified three operand adder and the existing three operand 
adders are compared in Table 1. Compared to other adders, the modified adder has a 
shorter delay. Based on the simulation results and comparison with the three operand 
adders mentioned above, the performance of the Modified High Speed Efficient 
Three Operand Adder is evaluated and compared. The set up delay, hold delay; 
power consumption for the modified adder is reduced. Power delay product (PDP) is 
nothing but the product of power consumption and set up delay. Hence, the modified 
adder is the efficient one.

6 Conclusion 

In this paper, the modified VLSI architecture of High Speed Efficient Three Operand 
Adder that is efficient in terms of power usage and setup time has been developed. 
The results are evaluated with the help of Xilinx VIVADO 2017.2 software tool. The 
results shows that the High speed efficient Three Operand Adder (Modified Adder) 
has the less delay and less power consumption capacity when compared to the other 
three operand adders like Hybrid Han-Carlson Adder and high speed three operand
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Table 1 Comparison of three operand adders with the modified adder 

Adder Power (Watts) Set up delay 
(ns) 

Hold delay 
(ns) 

Power-delay 
product (PDP) 

Look up tables 
(LUT’s) 

Modified high 
speed efficient 
three operand 

32.138 7.127 1.905 229.04 174 

High speed 
three operand 
adder [9] 

32.981 8.133 1.994 268.23 151 

Hybrid 
Han-Carlson 
Three operand 
adder 

33.237 9.571 1.994 318.11 165

adder. This work can be used as extension in multipliers, filters and in cryptographic 
applications etc. to improve their efficiency. 
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