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Preface 

The third edition forum of The Innovative Manufacturing, Mechatronics & Mate-
rials Forum 2022 (iM3F 2022) organized by Universiti Malaysia Pahang through 
its Faculty of Manufacturing and Mechatronic Engineering Technology was held on 
20 July 2022. The main field focuses on manufacturing, mechatronics as well as 
materials. 

More than 141 submissions were received during iM3F 2022 and were reviewed in 
a single-blind manner, and 30 papers were advocated by the reviewers to be published 
in this Lecture Notes in Electrical Engineering. The editors would like to express 
their gratitude to all the authors who submitted their papers. The paper published 
in this proceeding has been thoroughly reviewed by the appointed technical review 
committee consists of various experts in the field of mechatronics engineering. 

The conference had brought a new outlook on cutting-edge issues shared through 
keynote speeches by Assoc. Prof. Ir. Dr. Faiz Mohd Turan, Prof. Dr. Hasbullah Idris 
and Dr. Barry Bentley. 

Finally, the editors hope that readers find this volume informative as we thank 
LNEE for undertaking this volume publication. We also would like to thank the 
conference organization staff and the International Program Committees’ members 
for their hard work. 
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November 2022 
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A Computational Time Analysis 
of Discrete Simulated Kalman Filter 
Optimizer 

Suhazri Amrin Rahmad , Zuwairie Ibrahim , and Zulkifli Md Yusof 

Abstract Simulated Kalman filter (SKF) is a population-based optimization algo-
rithm based on the Kalman filter framework. To find the global optimum, the SKF 
applies a Kalman filter process that involves prediction, measurement, and estima-
tion. However, the SKF can only operates in numerical search space. In literature, 
many techniques and modifications have been made to the SKF algorithms to function 
in a discrete search space. An example of the modified SKF is the discrete simulated 
Kalman filter optimizer (DSKFO). However, little research has been conducted on 
the DSKFO. This paper studies the computational time complexity of the DSKFO 
to acquire a better understanding of the algorithm’s complexity. The analysis is done 
by comparing the computational time of the DSKFO against four combinatorial 
SKFs. The findings show that the DSKFO is the fastest algorithm for solving all TSP 
instances. The DSKFO requires just 13 s to solve the smaller TSP instance eil51, 
whereas SEDESKF, BSKF, DESKF, and AMSKF need 14, 34, 36, and 42 s, respec-
tively. DSKFO solves the larger TSP instance dsj1000 in 79 s, whereas SEDESKF, 
BSKF, DESKF, and AMSKF need 182, 1104, 1125, and 1167 s, respectively. 

Keywords Combinatorial · Simulated Kalman filter · Computational analysis
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2 S. A. Rahmad et al.

1 Introduction 

Combinatorial optimization is a branch of optimization problems that has applica-
tions in a variety of fields. It is frequently utilized in a wide range of areas, including 
applied mathematics, artificial intelligence, computer science, and electronic engi-
neering. An example of a combinatorial optimization problem is a travelling salesman 
problem (TSP). 

The travelling salesman problem (TSP) is a well-known combinatorial optimiza-
tion routing problem. It has piqued academics interest because it is both simple to 
comprehend and difficult to solve. The TSP can be stated as follows: A salesman 
begins his or her journey in one city before moving on to the next set of cities. The 
objective of TSP is to determine the shortest and most cost-effective path travelled 
by the travelling salesman. 

Many metaheuristic algorithms, such as genetic algorithm (GA) [1], ant colony 
optimization (ACO) [2], and simulated annealing (SA) [3], have been proposed to 
tackle combinatorial problems throughout the last decades. A numerical optimization 
algorithm is one that operates in the numerical search space. The algorithm must be 
modified or additional computations must be performed in order to operate in discrete 
search space. 

A numerical search space is a set of all feasible solutions in which the variables 
are all real numbers, whereas a discrete search space is a set of all feasible solutions 
in which the variables are all integers. For example, an objective function, f (x1, x2) 
contains two variables, x1 and x2, with an interval of [0, 4]. Thus, a feasible solution 
of the objective function in numerical search space is illustrated in Fig. 1a, where 
the variables can be any set of real numbers. On the other hand, a feasible solution 
in discrete search space is shown in Fig. 1b, where the variables consist of integers 
only.

The simulated Kalman filter (SKF) [4, 5] is an optimization algorithm originally 
introduced for numerical optimization problems. The SKF has been improved by the 
addition of a computation for the purpose of solving combinatorial problems. Few 
existing combinatorial algorithm that are developed based on the SKF are binary SKF 
(BSKF) [6], distance evaluated SKF (DESKF) [7], angle modulated SKF (AMSKF) 
[8], and state encoded distance evaluated SKF (SEDESKF) [9]. 

Recently, a new discrete variant of the SKF called the discrete simulated Kalman 
filter optimizer (DSKFO) [10] has been introduced. The algorithm provides impres-
sive experimental results in the literature. However, it is currently uncertain how 
effectively the computational time of the algorithm can scale as the problem size 
increases. In this paper, the computational analysis of the DSKFO algorithm is 
conducted by comparing the runtime of the DSKFO against the runtime of four 
existing combinatorial SKFs: the BSKF, DESKF, AMSKF, and SEDESKF.
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Fig. 1 Example of a numerical search space and b discrete search space

2 Methodology 

2.1 Discrete Simulated Kalman Filter Optimizer (DSKFO) 

The discrete simulated Kalman filter optimizer (DSKFO) algorithm is illustrated in 
Fig. 2. The algorithm begins by assigning a random sequence to N agents. The number 
of iterations is represented by t and the stopping condition for the algorithm is set 
at the maximum number of iterations, tmax. The initial value of the error covariance 
estimate, P(0), the process noise, Q, and the measurement noise, R, all of which 
required for Kalman gain calculation are also set, where {P, Q, R} ∈ R. Each 
solution is comprised of D-dimensional vector. The first dimension as well as all other 
dimensions in a solution is in the form of state, in which each state is subset of all 
states. Each state may consist of integer number ranging from 1 until D. In other word, 
a state vector, X, can be expressed as X = {x1, x2, . . . ,  xD}, {x, D} ∈  Z, x ∈ [1, D]. 
The state vector, X, of the  ith agent at time t in the DSKFO is shown as (1). 

Xi (t) =
{
x1 i (t), x

2 
i (t), . . . ,  x

d 
i (t), . . . ,  x 

D 
i (t)

}
(1)

After that, each agent is put through an evaluation to determine their fitness value. 
The fitness values are compared, and the agent with the best fitness value at each 
iteration is set as Xbest(t). For minimization problem, 

Xbest(t) = min 
i∈1,....,n fiti (X (t)) (2) 

and for maximization problem,
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Fig. 2 Discrete simulated 
Kalman filter optimizer 
(DSKFO) algorithm

Xbest(t) = max 
i∈1,....,n fiti (X (t)) (3) 

The best solution obtained so far is called X true. If a better fitness value is discov-
ered, it will be taken as the value of X true. The  X true is updated if the Xbest(t) is better 
than the X true depending on the type of problem being evaluated (Xbest(t) < X true 

for minimization problem, or Xbest(t) < X true for maximization problem). 
In the prediction stage, the time-update equations are computed as follows: 

Xi (t |t + 1) = Xi (t) (4) 

P(t |t + 1) = P(t) + Q (5)
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where Xi (t |t + 1) and Xi (t) represent the predicted state and the current state, respec-
tively, and P(t |t + 1) and P(t) are the predicted error covariant estimate and the 
current error covariant estimate, respectively. 

The next step is measurement. In DSKFO, a substitution mutation utilized by [11] 
is used in the measurement step. The procedure for the measurement step is shown 
in Pseudocode 1. 

Pseudocode 1. Procedure for Mutation in the Measurement Step 
for

for

if > 0.5

( ) = ( | + 1)

else
( ) =

end
end

end 

The final step is estimation. A substitution mutation mechanism from [11] is also  
used in this step. The Kalman gain, K (t), is computed as follows: 

K (t) = P(t |t + 1) 
P(t |t + 1) + R 

(6) 

The Kalman gain is a weight assigned to the measurements and the current state 
estimation. High gain places more weight towards the measurement and lower gain 
follows more closely to the prediction. The measurement residual is another element 
that influences the mutation during the estimate step. The measurement residual is 
the difference between the measurement, Zi (t), and the predicted state, Xi (t |t + 1). 
In DSKFO, the Hamming distance is used to compute the difference between these 
two variables. The Hamming distance is then converted into a range of [0, 1] using 
following equation. 

yi (t) = 
H (Zi (t), Xi (t |t + 1)) 

D 
(7) 

where yi (t) is the measurement residual as yi (t) ∈ [0, 1], and the Hamming 
distance between the measurement and predicted state is represented as 
H (Zi (t), Xi (t |t + 1)). Next, the measurement residual, yi (t), is multiplied by the 
Kalman gain, K (t), to produce a correction, K

Ʌ

(t), for the predicted state. The K
Ʌ

(t) 
value will determine the probability of mutation in each dimension. High K

Ʌ

(t) value 
leads more dimensions to take a value from measurement, Zi (t), whereas low K

Ʌ

(t)
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value allows more dimension takes a value from predicted state, Xi (t |t + 1). Muta-
tions are then occurred based on correction, K

Ʌ

(t) as shown in Pseudocode 2 to 
produce the estimated states for following iteration, Xi (t + 1). 

Pseudocode 2. Procedure for Mutation in the Estimation Step 
for

for

if > ̂ ( )

( + 1) = ( | + 1)

else
( + 1) = ( )

end
end

end  

In early iteration, the algorithm promotes exploration process as the mutation in 
estimation step occurs in many dimensions. As the iteration progresses, the Hamming 
distance between the measurement value and the predicted state decreases, lowering 
the chance of mutation in each dimension in the estimation step. The reduction of 
chosen dimensions for mutation in estimation step causes the algorithm to proceed to 
the exploitation process. After that, the estimated error covariance for the following 
iteration, P(t + 1) is computed as follows: 

P(t + 1) = (1 − K (t))P(t |t + 1) (8) 

Finally, the procedures are performed for the following iteration until the 
maximum number of iterations is achieved. 

3 Experiment, Result, and Discussion 

A TSP benchmark set consists of 47 TSP instances that are used to evaluate the 
computational time of the algorithms. The computational time of the DSKFO is 
compared against four existing combinatorial simulated Kalman filter (SKF) algo-
rithms, which are binary SKF (BSKF), distance evaluated SKF (DESKF), angle 
modulated SKF (AMSKF), and DESKF with state encoded (SEDESKF). 

Table 1 shows the experimental parameter settings of the algorithms for solving the 
TSP. All algorithms use the same value for every parameter to provide fair comparison 
for the experiment. The computational analysis of the algorithms is then assessed 
based on the runtime values of 1 trial in minimizing the total distance of the TSP.

Table 2 shows the fitness value obtained by the algorithms for solving the TSP. 
Note that the algorithm with best fitness value for each instance is bolded. Based on
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Table 1 Experimental parameter settings 

Parameter DSKFO BSKF AMSKF DESKF SEDESKF 

Iteration 1000 1000 1000 1000 1000 

Number of agents 30 30 30 30 30 

Number of trials 1 1 1 1 1 

Initial error covariance estimate 1000 1000 1000 1000 1000 

Process noise 0.5 0.5 0.5 0.5 0.5 

Measurement noise 0.5 0.5 0.5 0.5 0.5

the table, the DSKFO outperformed other combinatorial SKF algorithms for solving 
every TSP instances.

The comparison between the runtime of DSKFO against the BSKF, DESKF, 
AMSKF, and SEDESKF is shown in Table 3. Based on the findings, the DSKFO 
performs the fastest despite having more steps according to Pseudocode 6. A clear 
justification for the outperformance of the DSKFO and SEDESKF compared to the 
BSKF, DESKF, and AMSKF is because of the input types. The BSKF, DESKF, 
and AMSKF represent its solution in binary, whereas the DSKFO and SEDESKF 
represent its solution as a state. A binary input causes the algorithm to generate more 
dimensions, resulting in a greater number of operational steps.

4 Conclusion 

This paper investigates the computational time required by the DSKFO algorithm 
for solving the travelling salesman problem (TSP). The algorithm’s computational 
complexity is determined by comparing its execution time to that of four combinato-
rial SKFs. According to the findings, the DSKFO performs the quickest compared to 
the BSKF, AMSKF, DESKF, and SEDESKF. The SEDESKF ranks second, followed 
by the BSKF, the DESKF, and the AMSKF. Further research of the DSKFO can be 
considered for future studies.
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Table 2 Performance of the algorithms for solving TSP 

Instance DESKF AMSKF BSKF DSKFO SEDESKF 

berlin52 22,932.2 22,874.86 22,847.64 19,033.89 22,406.98 

bier127 544,106.7 544,059.5 542,440 489,010.7 536,858.9 

ch130 39,254.37 39,357.7 39,267 35,321.95 39,426.15 

ch150 46,270.79 46,168.05 46,174.03 41,839.67 46,136.63 

d198 1,645,013 1,646,428 1,648,227 1,597,967 1,640,368 

d493 157,618.5 158,018.6 158,476.9 136,081.7 143,879.8 

d657 411,998.9 411,931.2 411,621 380,277.4 405,901.5 

d1291 796,175.3 796,174.9 796,929.4 757,082 794,117 

dsj1000 5.24E + 08 5.23E + 08 5.24E + 08 5.02E + 08 5.20E + 08 
eil51 2845.66 2856.43 2853.754 2555.159 2840.658 

eil76 1268.42 1266.809 2127.613 1102.025 1267.804 

eil101 2052.86 2039.967 23,782.28 1822.935 2043.157 

gil262 23,846.46 23,851.59 23,853.9 21,832.33 23,718.7 

kroA100 137,043 136,954.9 137,188.7 120,715.6 135,675.3 

kroA150 216,442.1 215,813.7 215,796.9 194,157 214,278.5 

kroA200 291,940.4 291,098.8 291,063.8 272,885.1 289,059.9 

kroB100 134,923.4 134,818.2 134,786.5 128,634 133,147.7 

kroB200 285,802.7 285,558.9 286,095.5 248,305.7 283,920 

kroC100 135,469.5 135,858.8 135,539.3 119,472 133,605.2 

kroD100 131,622.3 131,561.2 131,396.8 118,427 130,181.9 

kroE100 138,503.9 137,716.4 138,610.7 120,180.4 136,381.9 

lin105 99,036.19 98,766.64 99,045.13 85,650.8 98,295.8 

lin318 527,049.5 528,817.1 529,112.7 497,228.2 527,431.1 

p654 1,845,492 1,848,103 1,849,637 1,722,673 1,835,950 

pcb442 1,333,055 1,335,124 1,335,923 1,309,015 1,332,669 

pcb1173 708,486.4 707,728.3 708,016.9 671,691.3 706,661.8 

pr76 6,085,013 6,078,577 6,079,543 5,854,900 6,070,399 

pr107 446,386.8 446,571.5 449,263.3 399,598.7 438,474.9 

pr124 580,257.8 573,148.5 579,691.2 493,549.5 572,756.4 

pr136 690,108.3 689,959.7 689,880.4 623,854.7 689,707.8 

pr144 682,605.3 686,191.1 682,410.8 591,661.7 679,453.9 

pr152 886,217.2 886,369 886,457.3 777,614.8 880,010 

pr226 1,479,082 1,477,167 1,482,490 1,319,486 1,472,488 

pr264 954,199 954,069.8 958,776.8 881,561.7 945,954.9 

pr299 664,537 667,263.2 666,494.6 616,103.6 663,592.6 

pr439 1,737,005 1,732,577 1,731,523 1,623,659 1,714,496

(continued)
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Table 2 (continued)

Instance DESKF AMSKF BSKF DSKFO SEDESKF

pr1002 461,023.3 461,176 461,949.7 406,375.4 459,240.7 

rat99 19,422.96 19,441.65 19,461.39 17,846.2 19,329.74 

rat195 103,909.3 104,311.9 104,248 99,569.35 103,555.9 

rat575 166,512.9 167,018.8 166,983 158,673.6 165,840 

rat783 6696.176 6718.733 6732.771 5939.013 6632.39 

rd100 46,096.3 45,664.31 45,944.33 40,210.75 45,651.72 

rl1304 8,917,743 8,908,134 8,916,299 8,625,869 8,880,536 

rl1323 9,303,794 9,303,447 9,302,486 9,050,985 9,275,698 

rl1889 14,171,974 14,159,546 14,157,634 13,702,898 14,114,830 

st70 2882.996 2902.092 2890.875 2401.752 2887.399 

ts225 1,411,955 1,410,333 1,409,169 1,285,080 1,409,269

Table 3 Runtime of the algorithms 

Instance DESKF (s) AMSKF (s) BSKF (s) DSKFO (s) SEDESKF (s) 

berlin52 43 50 41 15 16 

bier127 109 130 108 21 28 

ch130 115 134 113 24 29 

ch150 121 154 126 24 31 

d198 168 193 164 27 39 

d493 457 505 449 46 79 

d657 683 729 668 55 104 

d1291 1569 1584 1565 102 216 

dsj1000 1125 1167 1104 79 182 

eil51 36 42 34 13 14 

eil76 66 76 63 17 20 

eil101 83 105 77 18 22 

gil262 239 275 235 29 47 

kroA100 81 95 79 20 24 

kroA150 129 150 126 23 32 

kroA200 165 191 161 26 38 

kroB100 82 95 78 20 22 

kroB200 164 190 160 26 36 

kroC100 81 94 78 19 23 

kroD100 82 95 80 20 24

(continued)
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Table 3 (continued)

Instance DESKF (s) AMSKF (s) BSKF (s) DSKFO (s) SEDESKF (s)

kroE100 80 93 77 19 23 

lin105 86 100 83 21 23 

lin318 288 322 284 32 53 

p654 666 720 659 54 102 

pcb442 405 453 399 40 73 

pcb1173 1393 1395 1365 91 189 

pr76 66 76 64 18 20 

pr107 87 104 86 21 25 

pr124 96 113 94 22 27 

pr136 117 136 116 24 30 

pr144 122 141 118 22 27 

pr152 130 150 126 23 28 

pr226 185 216 183 27 43 

pr264 238 275 235 30 47 

pr299 269 306 265 32 52 

pr439 398 446 396 39 72 

pr1002 1066 1118 1051 86 155 

rat99 81 95 78 20 23 

rat195 162 188 160 25 37 

rat575 581 633 577 50 91 

rat783 810 861 804 63 122 

rd100 82 95 79 20 22 

rl1304 1565 1570 1556 98 213 

rl1323 1587 1590 1574 101 208 

rl1889 2536 2537 2418 139 344 

st70 61 71 59 18 18 

ts225 186 218 185 27 42

Acknowledgements The authors would like to thank the Ministry of Higher Education 
for providing financial support under Fundamental Research Grant Scheme (FRGS) No. 
FRGS/1/2018/TK04/UMP/02/9 (University reference RDU190176). 

References 

1. Holland JH (1992) Genetic algorithms. Sci Am 66–72 
2. Colorni A, Dorigo M, Maniezzo V (1992) An investigation of some properties of an ‘Ant 

algorithm,’ Ppsn 92, 509–520



A Computational Time Analysis of Discrete Simulated Kalman Filter … 11

3. Kirkpatrick S, Gelatt CD, Vecchi MP (1983) Optimization by simulated annealing. Science 
220(4598):671–680 

4. Ibrahim Z, Abdul Aziz NH, Nor NA, Razali S, Mohamad MS (2016) Simulated Kalman filter: a 
novel estimation-based metaheuristic optimization algorithm. Adv Sci Lett 22(10):2941–2946. 
https://doi.org/10.1166/asl.2016.7083 

5. Ibrahim Z et al (2015) A Kalman filter approach for solving unimodal optimization problems. 
ICIC Express Lett 9(12):3415–3422 

6. Yusof ZM, Ibrahim I, Satiman SN, Ibrahim Z, Aziz NHA, Aziz NAA (2015) BSKF: simulated 
Kalman filter. In: Proceedings of the—AIMS 2015, 3rd international conference on artificial 
intelligence, modelling and simulation, pp 77–81. https://doi.org/10.1109/AIMS.2015.23 

7. Yusof ZM et al (2016) Distance evaluated simulated Kalman filter for combinatorial 
optimization problems. ARPN J Eng Appl Sci 11(7):4911–4916 

8. Yusof ZM et al (2016) Angle modulated simulated Kalman filter algorithm for combinatorial 
optimization problems. ARPN J Eng Appl Sci 11(7):4854–4859 

9. Yusof ZM et al (2018) Distance evaluated simulated kalman filter with state encoding for 
combinatorial optimization problems. Int J Eng Technol 7(4):22–29. https://doi.org/10.14419/ 
ijet.v7i4.27.22431 

10. Rahmad SA, Ibrahim Z, Md Yusof Z (2022) Simulated Kalman filter with modified measure-
ment, substitution mutation and hamming distance calculation for solving traveling salesman 
problem. In: Enabling industry 4.0 through advances mechatronics. Lecture notes in electrical 
engineering, vol 900, pp 309–320 

11. Ab Rahman T, Ibrahim Z, Ab Aziz NA, Zhao S, Abdul Aziz NH (2018) Single-agent finite 
impulse response optimizer for numerical optimization problems. IEEE Access 6(c):9358– 
9374. https://doi.org/10.1109/ACCESS.2017.2777894

https://doi.org/10.1166/asl.2016.7083
https://doi.org/10.1109/AIMS.2015.23
https://doi.org/10.14419/ijet.v7i4.27.22431
https://doi.org/10.14419/ijet.v7i4.27.22431
https://doi.org/10.1109/ACCESS.2017.2777894


A Real-Time Social Distancing and Face 
Mask Detection System Using Deep 
Learning 

Suet Nam Wai, Sew Sun Tiang, Wei Hong Lim, and Koon Meng Ang 

Abstract It has been more than two years since the transmission of COVID-19 virus 
has affected the public health globally. Due to its natural characteristic, the virus is 
very likely to undergo mutation over time and consistently changes to a new variant 
with higher severity and transmission rate. The pandemic is expected to prolong 
with the increment in number of daily cases which leads to why preventive measures 
like practising distance apart rule and wearing facemask are still mandatory in the 
long run. This paper is prepared to develop a social distancing model using deep 
learning for COVID-19 pandemic. The tracking accuracy of the proposed model is 
discussed in the paper and compared with other deep learning methods as well. The 
efficiency of the detection model is observed and evaluated by performing quantita-
tive metrics. The monitoring model is trained by implementing YOLOv4 algorithm 
and has achieved an accuracy of 93.79% with F1-score of 0.87 in detecting person and 
facemask. The model is applicable for real-time and video detection to monitor social 
distance violation as an effort to flatten the curve and slow down the transmission 
rate in the community. 

Keywords Deep learning · Social distancing ·Mask detection · YOLOv4 

1 Introduction 

Even though vaccines for COVID-19 are now available worldwide to fight against 
the pandemic, the fundamentals of preventive measures are still highly anticipated. 
Vaccination is just an additional step in reducing the severity effect of the disease 
and death. The extend of how much it can protect a person from the infection and 
transmitting the virus to others is still unknown [1]. The term, social distancing, can 
be described as a public health practice that limits any in-person contact with anyone 
by staying at home and away from public spaces to reduce the airborne transmission
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[2, 3]. Ainslie et al. revealed that the number of new cases dropped significantly 
during the imposition of strict social distancing and movement restrictions towards 
mainland China and Hong Kong SAR from late January to early February 2020 [4]. 
Prem et al. had studied the effectiveness of physical distancing in Wuhan whereby 
it decreased the median number of infections by more than 92% in middle of 2020 
and 24% at the end of 2020 [5]. Fong et al. and Kahalé had also verified that social 
distancing is an effective preventive measure in combatting the pandemic [6, 7]. On 
the other side, deep learning is a universal learning approach that can perform in 
almost all application domains in cases where humans do not have to be present 
in the scene to conduct the specific task. It can be defined as a subset of machine 
learning that uses neural networks with many layers and is introduced to mimic the 
function of the human brain in data processing [8], object detection [9, 10], and 
fault detection [11, 12]. It has been evolving for the past decades with improvised 
algorithms to produce higher accuracy percentage and generate data concurrent with 
the present situations. Developing a social distancing monitoring model using deep 
learning can contribute to slowing down the virus transmission rate that is affecting 
the public health by identifying social distance violation through person detection. 

2 Related Work 

A summary of other similar works in using deep learning for object detection to 
monitor the practice of preventive measures is shown in Table 1. 

Uddin et al. [13] used ResNet50 as the CNN architecture to develop an intelligent 
model that categorized people based on body temperature which resulted in person 
tracking accuracy at 84%. Saponara et al. [14] applied YOLOv2 to monitor social 
distance and body temperature through thermal camera using two different datasets 
and achieved accuracy detection of 95.6% and 94.5%, respectively. Punn et al. [15] 
utilized YOLOv3 framework with the addition of Deepsort approach that can track 
the identified people by assigning them with unique IDs. The proposed model had

Table 1 Comparison of quantitative analysis data based on different social distancing models 

Paper Methods Dataset size Accuracy (%) Precision Recall F1-Score 

[13] CNN (ResNet50) 11 880 84 0.84 0.82 0.82 

[14] YOLOv2 775 95.6 0.95 0.96 0.95 

800 94.5 0.94 0.95 0.94 

[15] YOLOv3 and 
deepsort 

800 84.6 – – – 

[16] YOLOv3 with 
transfer learning 

– 95 0.86 0.83 0.84 

[17] YOLOv4 7 363 97.84 0.85 0.97 0.91 

[18] YOLOv4 3.76M 99.8 0.998 0.976 0.99 
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84.6% accuracy. Ahmed et al. [16] proposed his model to detect human from over-
head perspective by implementing YOLOv3 adopted with transfer learning which 
in return achieving 95% accuracy. Rahim et al. [17] developed a social distancing 
monitoring model specifically for low-light environment targeting night-time using 
YOLOv4 algorithm. Despite the limitation of having the proposed model to focus 
in the environment temporarily before monitoring, the accuracy result was 97.84%. 
Razaei and Azarmi [18] aimed to have a viewpoint-independent human classification 
algorithm to monitor social distancing that can overcome limitation of light condition 
and challenging environment without needing to consider the angle and position of 
the camera. Their proposed model was built on YOLOv4 algorithm and obtained an 
accuracy of 99.8%. 

3 Methodology 

3.1 Dataset Preparation 

A total of 530 images are collected randomly from various online sources shown in 
Google Images as well as selectively from raw images published by X. zhangyang’s 
GitHub [19] and Prajnasb’s GitHub [20]. These images are taken with people from 
all ages and gender in different situations like walking, standing, sitting, and other 
possible body positions to maximize the stimulated conditions for detecting person 
with and without facemask. The dataset consists of both closed-up and distant images 
with 200 images focusing on single person with mask only, 160 images focussing on 
single person without mask only, and 170 images mix with a group of people with 
and without mask. They are pre-processed by resizing and orienting to establish a 
base size and orientation to be fed into the framework. This helps in improving the 
quality and consistency of the data for feature extraction as shown in Fig. 1. 

3.2 Model Training 

The model training process is conducted via Google Colab to utilize their GPU 
acceleration for extra computational power. The reason behind choosing YOLOv4 
algorithm rather than other deep learning methods is that it is the only framework that 
can run in a conventional GPU that is easily accessible with minimal cost from home. 
Besides, its performance in speed and accuracy has been proven with astonishing 
outcomes, and it suits the real-time application for the proposed model [21]. The 
network size for model training is 416 × 416. The hyperparameters, which cannot 
be inferred by the model, are set such that momentum is configured to 0.949, weight 
decay is configured to 0.0005, and the learning rate is at 0.001. The classification 
model is trained to predict three classes namely person, with mask, and without mask.
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3.3 Performance Evaluation 

Quantitative metrics are the measurements of how robust the model is and act as a 
form of feedback to determine which aspects of the model can be improved. Since the 
proposed model focuses on classification performance, the metrics used for perfor-
mance evaluation are precision, recall, F1-score, mean average precision (mAP), and 
intersection over union (IoU). 

Precision is used to measure the ratio of true positives (TP) to the total positives 
predicted as expressed in Eq. (1). It is more on how many predictions did the model 
capture correctly. 

Precision = TP 

TP + FP (1) 

Recall, also known as sensitivity, is used to measure the ratio of TP to the actual 
number of positives as expressed in Eq. (2). It is more on how many predictions did 
the model miss. 

Recall = TP 

TP + FN (2) 

Both precision and recall can be represented in a single score called F1-score. It 
takes the harmonic mean of those two metrics as expressed in Eq. (3). 

F1 = 2 × Precision × Recall 
Precision + Recall (3) 

Meanwhile, average precision (AP) is the result of the area under the precision– 
recall curve and can be calculated using Eq. (4). This is where mean average precision 
(mAP) comes into the picture to calculate the average of AP for all the classes as 
shown in Eq. (5). 

AP = 1 
11

Σ

Recalli 

Precision(Recalli ) (4) 

mAP = 1 
N 

× 
NΣ

i=1 

APi (5) 

3.4 Deployment of Classifier Model 

The model deployment is conducted in PyCharm Community Edition 2021.2.1. The 
overview workflow of the classifier model can be seen in Fig. 2. The model is
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begun by reading the input video and converting it into frames. The ability of object 
detector is then applied to classify three classes based on the confidence value. If 
the predicted object is a person, the model would proceed with evaluating the inter-
distance measurement. If the predicted object is with mask, purple bounding box is 
generated with “mask” text labelled on top of it. If the predicted object is without 
mask, red bounding box is generated with “no mask” text labelled on top of it. A mini 
dashboard is updated at the top left corner of the output video to show the monitoring 
status according to the number of bounding boxes generated per frame. 

The inter-distance calculation is performed by measuring the distance between the 
centre point of every bounding box of predicted person. The centroid coordinate of 
the bounding box can be obtained by adding the lowest and highest value of the same 
axis and divide them by two as expressed in Eq. (6). Ci, which is also equivalent to 
(Xi, Yi), represents the centroid coordinate. Xmin and Xmax are the lowest and highest 
x-coordination of the bounding box, respectively. Likewise, Ymin and Ymax are the 
lowest and highest y-coordination of the bounding box, respectively. 

Ci = (Xi , Yi ) =
(
Xmin + Xmax 

2 
, 
Ymin + Ymax 

2

)
(6) 

After that, Euclidean distance criterion is applied here to translate the distance 
between the pixels in the input frame to metric distance format. The equation of 
Euclidean formula is shown in Eq. (7). The distance between two centroid points 
of the bounding boxes is represented as D(C1, C2). Xmax and Ymax represent the 
coordinates from either one of the centroid points that has the largest value. Xmin and 
Ymin represent the coordinates from the other the centroid point that has the smallest 
value. 

D(C1, C2) =
/
(Xmax − Xmin)

2 + (Ymax − Ymin)
2 (7)

Fig. 1 Samples of images for dataset preparation
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Fig. 2 Flowchart of social distancing monitoring model

Initially, the bounding boxes will not be drawn first when they are detected. 
Once the inter-distance calculation is computed, the model will decide whether the 
bounding boxes will be in green or red. The violation distance is denoted as the 
violation threshold value in this case. If D(C1, C2) is more than or equal to the 
violation threshold value, then the bounding boxes will be drawn in green with the 
text “safe” as the label on top of them. If D(C1, C2) is smaller than the violation 
threshold value, the bounding boxes be drawn in green with the text “at risk” as the



AReal-Time Social Distancing and FaceMask Detection SystemUsing… 19

Table 2 Comparison 
analysis between three 
different training models 

YOLOv4 YOLOV3 YOLOv2 

mAP@0.50 (%) 93.79 93.07 92.29 

Precision 0.82 0.85 0.79 

Recall 0.94 0.91 0.93 

F1-score 0.87 0.88 0.85 

label on top of them. This process is repeated in loop for every frame in real-time 
video. 

4 Results and Discussion 

4.1 Quantitative Analysis of Deep Learning Methods 

In this work, three different deep learning models are pre-trained with the same 
dataset and hyperparameters for comparisons. The labelled images are split into 
80% of training set and 20% of testing set to measure the robustness of the models. 

Based on the quantitative metrics tabulated in Table 2, it is analysed that YOLOv2 
model has the lowest performance out of the three training models. On the contrary, 
the overall robustness of both YOLOv4 and YOLOv3 models are quite similar as 
their precedence is the other’s flaw and vice versa. YOLOv4 model has the upper 
hand in terms of accuracy and recall whereas YOLOv3 model has the upper hand 
in terms of precision and F1-score. After some considerations, YOLOv4 model is 
selected to be deployed as the classifier in the proposed social distancing monitoring 
model due to having the highest accuracy detection of 93.79% when compared to the 
other two models. It also has the best sensitivity in not missing out any true positives 
with recall value at 0.94 and a fair F1-score at 0.87. 

4.2 Performance of Social Distancing Monitoring Model 

The experiment is done at public areas that have potential widespread of COVID-19 
transmission. Hence, the videos are captured from three different cases. Figure 3a, 
b shows the results at one of the rest stops beside Lebuhraya Utara-Selatan in Perak 
as an example of open space area. The second case is aimed at enclosed space, for 
example, like Mid Valley Megamall, and the results are shown in Fig. 3c, d. The third 
case is aimed at public semi-enclosed place like KL Sentral Transit Hub as shown 
in Fig. 3e, f.

By referring to the output frames in Fig. 3, it is observed that the overall result of 
object classification and localization is executed well towards detecting objects that
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(b) (a)  

(c) (d)

(e) (f)

 

 

Fig. 3 Visualization of classification and localization as well as monitoring social distancing

are close to the camera. Besides, the monitoring of social distance violation is well 
performed as expected and the mini dashboard is updated correctly for every single 
frame according to the number of bounding boxes generated. It can be interpreted that 
camera position should be taken into considerations as the monitoring performance 
is able to execute better when the camera is positioned at eye level rather than at 
lower angle assuming at sitting position level. The performance of social-distance 
monitoring model, in terms of number of high risks, number of low risks, number of 
individuals without mask, and number of individuals with mask, is summarized in 
Table 3.



AReal-Time Social Distancing and FaceMask Detection SystemUsing… 21

Table 3 Performance of social-distance monitoring model at Perak Rest Stop, Mid Valley 
Megamall, and KL Sentral Transit Hub 

Venues Perak Rest Stop Mid Valley Megamall KL Sentral Transit Hub 

Figure 3a Figure 3b Figure 3c Figure 3d Figure 3e Figure 3f 

# High risks 2 0 2 3 2 4 

# Low risks 2 5 3 1 4 3 

# Without mask 0 0 0 1 0 1 

# With mask 1 3 1 2 3 2 

5 Conclusion 

The development of social distancing monitoring model using deep learning and the 
analysis of the model performance are covered in this paper. The effectiveness of 
social distancing is studied before building the model to understand better in relation 
to the objective of the project. The process of model training using YOLOv4 method 
is discussed so that the proposed model can work with real-time and video detection. 
As a result, the model has achieved accuracy detection of 93.79% and F1-score of 
0.87. In terms of deployment performance, it is shown that the object classification 
and localization as well as the evaluation of social distance violence are executed 
well towards predicted objects that are close to the camera at eye level position. The 
outcome of the social distancing monitoring model can be implemented in situations 
where public health is emphasized corresponds to the practice of preventive measures 
during COVID-19 pandemic. An additional feature of facemask detection is included 
too in an effort to mitigate the transmission rate of airborne virus in public places. 
Nevertheless, improvements can be made in future work to detect a wider range of 
the crowds since the proposed model only works with objects that are close to the 
camera. 
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A Systematic Review for Robotic 
for Cognitive Speech Therapy 
for Rehabilitation Patient 

Junbo Qi , Esyin Chew , and Jiaji Yang 

Abstract Stroke is a disease with a very high disability rate in the world. In recent 
years, more and more young people have suffered from stroke. Aphasia is one of the 
more common complications. When patients suffer from aphasia, the brain’s speech, 
cognitive, literacy, and comprehension skills decline. As the number of patients 
increases, the number of nurses is not enough, and patients have fewer and fewer 
opportunities to receive treatment. In addition, the cost of treatment prevents many 
patients from receiving timely treatment. Therefore, new and cheaper treatments are 
needed to improve this situation, which can cover more patients. Since surgical robots 
have been introduced into the surgical field to participate in the surgical process, there 
is no corresponding robot for rehabilitation training in aphasia. Through literature 
review, this project hopes to provide patients with speech training, cognitive training 
and understanding training through Sanbot ELF, and gradually restore the patient’s 
language ability. 

Keywords The robot of artificial intelligence · Stroke and aphasia · Aphasia 
rehabilitation · The robot of artificial intelligence in medical field 

1 Introduction 

1.1 Background 

Stroke is considered as an emergency disease with a short onset time and requires 
immediate treatment. Stroke is a disease that can lead to death, and it has a high 
mortality rate all over the world. There are three main types of stroke. The first is 
hemorrhagic stroke. About 85% of stroke patients have this type of stroke. It can also 
be subdivided into two subgroups. The first is caused by a blood clot in an artery in 
the neck or brain. The second is caused by blood clots from the heart that reach the
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brain and block the flow of blood. The second type is ischemic stroke. Fifteen percent 
of stroke patients have it. It was caused by a brain hemorrhage. The third is a transient 
ischemic attack (TIA) [1]. The condition is mild, usually lasting only a few minutes 
and up to 24 h. There are about three main symptoms of a stroke. First, the stroke 
patient cannot control the muscles of the half face, causing the half face to have no 
expression. Second, a stroke patient has an arm that cannot be lifted and held. Third, 
stroke patients are unable to express themselves correctly, their speech is slurred, and 
they are unable to understand what others are saying. If someone is found to exhibit 
the above symptoms, then you need to contact the doctor immediately [2]. 

Complications of stroke include dyskinesia, cognitive impairment, and commu-
nication problems. This also led to the main research content of this project, using 
robots to help stroke patients to resume communication skills. Because commu-
nication barriers can be restored through rehabilitation training. Aphasia patients 
often have trouble understanding and expressing words, such as showing partial or 
complete loss of ability to speak, understand spoken language or gestures, read, 
calculate or write [3]. Aphasia in stroke patients can be recovered, and the golden 
period of treatment is between 3 and 6 months, so early treatment is more necessary. 
The training of aphasia is better at home. Because there is no interference from other 
factors, it can also be combined with daily life. And because of the different social 
and cultural backgrounds of stroke elderly people, one-on-one language rehabilita-
tion training will be better. But there are not many families who have the conditions 
to care at home in real life. Although it sounds ruthless, it is impossible to let the 
family do nothing, just to accompany the patient at home. Because the family also 
has a job, it is impossible to stay with the patient, they can only do as much time 
as possible to accompany the patient. So, the rehabilitation center usually takes care 
of the training. But as more people have strokes, so does the workload of nurses. 
Therefore, if the robot is used to assist the nurse to provide the patient with some 
simple rehabilitation training, the burden on the nurse and family members can be 
greatly reduced. 

Sanbot ELF was used in this project. Three robot is an intelligent service robot 
(humanoid robot) developed by qihan technology, which is showed in Fig. 1. The  
Sanbot ELF platform will unleash the power of cloud computing robots and artifi-
cial intelligence for hotels, retail, security, education, health care, and many other 
customer-oriented industries. Therefore, Sanbot ELF can provide more intelligent 
and personalized services. It has powerful functions such as motion interaction, 
voice interaction, and induction interaction. Sanbot ELF has rich semantic under-
standing and execution ability, autonomous walking and obstacle avoidance, auto-
matic charging, face detection and recognition, autonomous sound source posi-
tioning, and other activities. Connected to the Internet, its powerful computing power 
and self-learning ability are more capable of super-complex tasks. In order to meet 
the needs of the medical field, the design team of Sanbot ELF input more than 80,000 
pieces of health knowledge into the robot system. In addition, Sanbot ELF can also 
connect with hospitals, mobile phones of patients’ families, and other platforms to 
provide more comprehensive nursing services [4].
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Fig. 1 Photo of Sanbot ELF 

1.2 Problem Definitions and Research Motivation 

(1) Will people accept and trust nursing robots to provide treatment for patients? 
(2) What kind of training should robots provide? 
(3) How to make training easy? 

Stroke used to happen in older people, but data shows that many young people are 
suffering from stroke now. Four hundred children a year suffer strokes in the UK. So, 
people should pay more attention to stroke. Usually, if a family has a stroke patient, 
the family usually takes the patient to a hospital for rehabilitation, and there are 
some nurses in the hospital to take care of them. However, as the number of patients 
increases, the working pressure of nurses in hospitals also increases. Sometimes, 
nurses are too busy to take care of all patients at the same time. Therefore, if the 
robot is used to assist the nurse to provide the patient with some simple rehabilitation 
training, the burden on the nurse can be greatly reduced. So, the motivation for this 
program is to help nurses provide simple rehabilitation training, reduce their work 
stress, and help more stroke patients. 

1.3 Aim and Objectives 

Aims: The aim of the program is to help nurses at the rehabilitation center train 
stroke patients to recover from speech problems and to be able to communicate with 
people. And there are three objectives in this project. 

(1) To research, design, develop, and pilot training stroke patients with cognitive 
robotics to resume communication skills.
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(2) To propose a Rehab robotics model to address existing problem in cognitive 
and speech rehabilitation. 

Objectives: In order to achieve these aims, four objectives were designed. 

(1) Through case study and literature analysis, find out the deficiencies and problems 
of the current robot application in stroke aphasia rehabilitation training. 

(2) Through case analysis, summarize people’s attitudes toward the application of 
robots in the medical field and which factors are related, such as gender, age, 
interaction mode. 

2 Literature Review 

2.1 Critical Literature Review Search Method 

The search for this project started in February 2019. Find valuable papers and mate-
rials at Cardiff Metropolitan University library and Google Scholar. Sources of papers 
include Scopus, IEEE, ACM, Taylor and Francis Journals, and more. Literature 
review has no restrictions on the time of publication of the paper. Therefore, it is 
possible to collect a wider range of treatments related to it. 

Search result: When searching for robot of artificial intelligence in Scopus, IEEE, 
ACM, etc., the results are as follows. The IEEE has 16,551 results, as shown in Fig. 2. 
ACM has 557,190 results, as shown in Fig. 3. Scopus has 15,665 results, as shown 
in Fig. 4. Among them, in the Scopus results, the number of articles with this topic 
has increased dramatically since 2014, as shown in Fig. 5. And in these articles, the 
number of articles published in the USA is far ahead, the second is China, and the 
third is Japan, as shown in Fig. 6.

Among these results, there are re-selected articles related to stroke and aphasia 
rehabilitation, such as 1,650 articles in ACM. The article on stroke aphasia was 
published in the IEEE with 27 articles. There are 1310 articles in ACM. Scopus has 
6,404 articles. 

According to JBI Critical Appraisal Checklist for Systematic Reviews and 
Research Syntheses and my own Research direction [5], the following five criteria 
are summarized to help select articles. Finally, a total of 11 articles were selected in 
combination with all the keywords, and the selection process is shown in Fig. 7.

(1) Whether the literature research is related to my research. 
(2) Have the research questions been solved? 
(3) Whether the paper was published too long ago and whether it played a guiding 

role in the current research. 
(4) If the study includes experiments, whether the experimental process is rigorous 

and whether the results have bias. 
(5) Whether there is evidence to support the conclusion that robots have positive or 

negative effects on improving aphasia.
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Fig. 2 Number of articles about robot of artificial intelligence in ACM 

Fig. 3 Number of articles about robot of artificial intelligence in IEEE

2.2 Stroke and Aphasia 

With the progress of science and technology and economy, people’s life quality has 
been greatly improved, and the number of the elderly is increasing. According to 
the data of Australian Bureau of Statistics, the population of Australia is growing 
rapidly, and the proportion of the elderly in the total population is increasing [6]. This
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Fig. 4 Number of articles about robot of artificial intelligence in Scopus 

Fig. 5 Number of articles about robot of artificial intelligence in IEEE

is followed by increased rates of stroke and aphasia. Because stroke mostly occurs 
in the elderly, 59% of stroke patients in the UK occur in the elderly [7]. According to 
a survey by relevant institutions in the UK. Although the data are from Australia and 
the UK, this is not an isolated case, as the same happens in many countries around 
the world. 

Aphasia is a disease that affects communication skills. It can influence both verbal 
and written communication skills as well as the ability to understand written content 
and what is heard. There are many causes of aphasia, such as brain injury, brain 
trauma, stroke, and brain tumor suppression. Stroke is the leading cause of aphasia, 
with approximately 25–40% of stroke patients suffering from aphasia [8]. 

Stroke is one of the leading causes of disability in adults. The British Stroke Asso-
ciation found that stroke was the biggest cause of disability in adults, affecting some
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Fig. 6 Number of papers published each year in Scopus’s results, by country

350,000 people. The American Stroke Association says stroke is the leading cause 
of long-term disability in the USA. At the same time, the Australian National Stroke 
Foundation also claims that stroke is one of the biggest causes of adult disability in 
Australia. And according to the Swedish aphasia association, 35% of the country’s 
12, 000 new aphasia patients are of working age, meaning they will not be able to 
work or communicate properly until they are back to normal [9]. 

In addition, although aphasia is a common disease in life, many people do not 
understand its harm. One of the biggest dangers of aphasia is that it can have a huge 
impact on a patient’s daily life. Lam and Wodchis looked at the impact of more than 
60 diseases on patients’ quality of life and health in 15 ways. The results showed that 
aphasia had a significant impact on patients’ lives, which was ranked highly [10]. 

2.3 Method of Treating Aphasia That Already Exists 
or is Being Studied 

By reading other people’s papers, find out about several existing or ongoing treat-
ments for aphasia. This chapter selects the following six methods. The first is a 
treatment provided by a nurse. The second is to ask the patient to describe a story 
in the form of a prop given to the patient to help him practice his speech skills. The 
third is the use of computer programs to help patients recover. The fourth is using 
a tablet to help patients recover. The fifth is the use of smartphone apps to provide 
treatment for aphasia. The sixth is to help patients recover from aphasia by making 
them play games. 

Nurse: Everyone’s first thought after they get sick is to go to the hospital, so the 
most common way to treat aphasia is to send them to a rehabilitation center where they 
are cared for by professional nurses. Usually in hospitals or rehabilitation centers,
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Fig. 7 Flow diagram of the research methodology

nurses will train patients in this way. The nurse first presents a picture and asks the 
patient to say what is in the picture. If the patient cannot answer correctly, the nurse 
will provide some suggestive sentences to help the patient answer, and the process 
will continue until the patient can answer correctly. Of course, although the patient 
may not be able to answer the correct answer after the nurse’s guidance, in this case 
the nurse will directly tell him the correct answer and ask the patient to repeat the 
answer to deepen the impression [8]. 

Storytelling: Christopher Stapleto and his colleagues treat aphasia by asking 
patients to draw a story from a photo or drawing on a table. According to their 
findings, there are three ways to treat aphasia. The first is to immerse the patient in 
training, the second is to involve the patient in tasks similar to real world tasks (such
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as making breakfast), and the third is to encourage the patient to communicate with 
others through storytelling to achieve the training purpose. What all three approaches 
have in common is that the patient is trained in context, rather than in a simple, 
boring, repetitive way. So, storytelling is an effective way to help patients recover 
from aphasia. Because when the patient is telling the story, they focus on the relevant 
props and the relevant situations. The patient pays less attention to the words and 
more to the story. This reduces anxiety when patients speak and increases their 
confidence and interest in treatment. Patients can stimulate their creativity by telling 
stories, which helps to improve the language barrier [11]. 

Computer: A number of researchers are currently working on using computers to 
provide rehabilitation training for patients with aphasia. Because the use of computer 
therapy can increase the intensity of treatment, it can also reduce the burden of 
nursing. There are two advantages to using computer therapy. The first is that patients 
are free to choose the time of treatment, and the second is that individuals can do it 
independently, which can increase patients’ autonomy [12]. 

At present, using computer to treat aphasia has made some good achievements. 
According to Archibald et al., studies using computers to provide rehabilitation 
training for a specific language skill, or a set of language skills have achieved good 
results in reading, spelling, expression, and understanding semantics [13–15]. 

In an experiment conducted by Katz and Wertz, they compared patients who partic-
ipated in computer training with those who did not receive rehabilitation training. 
The results showed that patients with computer aphasia performed better in providing 
reading, writing, expression, and comprehension training than those who did not 
receive any training [16]. Also, in Cherney’s experiment, aphasia patients were 
divided into two groups, one receiving computer therapy and the other receiving 
professional nurses. According to Cherney’s experiments, the number of words per 
minute that the computer-treated patients spoke increased, indicating the perfor-
mance of the computer-treated patients. However, the Western Aphasia Battery 
(WAB) values of the experimental group and the control group were negative, indi-
cating that the effect of using the computer in this test was not as good as that of 
receiving the nurse’s treatment [17]. 

Western Aphasia Battery is a test that classifies aphasia and assesses its severity. 
The purpose of this test is to reflect the patient’s language skills and non-verbal skills. 
The language ability includes four. The first one is to test whether the patient can 
express his or her own thoughts in a fluent manner. The second is to test whether 
the patient can correctly understand what is heard. The third is to test the patient’s 
ability to repeat the naming. The fourth test patient is the ability to read and write. 
Non-linguistic abilities include three points, the first point of drawing ability, the 
second is computing power, and the third is block design and apraxia. Through this 
series of tests, not only can the severity of the disease be known but also the ability 
of the patient to perform more prominently, which can guide the development of 
appropriate treatment plans in the future [18]. 

Therefore, the use of computer to provide treatment for aphasia patients is also 
a better solution. Its advantage lies in the free choice of treatment time and the 
individual’s independent completion, which increases the patient’s autonomy and
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reduces the workload of nurses. It has two obvious disadvantages. The first one 
is that it requires some computer skills, which may cause trouble to some people. 
Second, poor portability makes it impossible for patients and their families to travel 
with computers all the time. 

Tablet: With the development of technology, the tablet’s working ability is no less 
than a computer. So, some researchers have designed a treatment plan on a tablet. 
This solves the problem that the computer is not convenient to carry. Compared 
to computers, tablets are small, lightweight, and portable, allowing patients to be 
treated anywhere, anytime. The tablet is easy to use and control, and it also provides 
high quality video and audio for enhanced training. In the experiment conducted by 
Sonia Routhier et al., they administered self-administered semantic and phonological 
therapy to two patients with aphasia using a tablet. Results one of the participants 
had an obvious therapeutic effect, while the other participant had a better therapeutic 
effect though not as good as the first one. This demonstrates that the use of the tablet 
for the treatment of aphasia patients is effective [19]. Therefore, tablet has become 
a new way to motivate patients to exercise. 

Smart Phone App: Now, almost everyone has a smart phone, the function of the 
phone is becoming more and more powerful, and people not only use the phone to 
make calls. More applications cover all aspects of people’s life, bringing a lot of 
convenience to people. So, developing apps for treating aphasia on mobile phones 
could lead to more patients being treated. It is cheaper and more convenient for 
patients to use mobile apps for treatment. So, Cheng-Lin Shih and his colleagues 
developed a mobile app. They selected 60 words from the “Word discover” card. 
Then divide the 60 words into two groups. The first group is that the treatment group 
contains 30 words, and the second group contains the other 30 words, called the 
generalized group. They asked two patients, 55 and 62, to participate in the study. 
The results showed that the correct rate of the therapeutic words increased from 
57 to 63% but decreased from 63 to 47% in the generalized words. In addition, in 
the treatment terms, the patient’s response time decreased from 268 to 213 s, while 
in the generalized words. The response time decreased from 251 to 248 s. In this 
experiment, the correct answer rate of both patients was increased, and the response 
time was reduced [8]. 

Games: Another effective way to treat aphasia is to have patients play games. 
Cristina Romani et al. believed that using games as a method of rehabilitation training 
could enhance the enthusiasm of participants and play a positive role in the recovery 
of aphasia [20]. Stahl et al. designed two sets of rehabilitation training content. The 
first is ILAT, which lets participants play a game called “Go Fish.” This is a card game 
that discards the cards when the patient gets a pair of identical cards and wins the 
game when the patient does not have a card. The other is traditional naming therapy, 
which asks the patient to say what is on the card. Stahl et al. invited 18 participants 
to participate in the experiment. The results show that the ILAT program has many 
improvements in the subscale of the Aachen aphasia test [8].
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2.4 AI Robot in Health Care 

Robots are taking more and more responsibility in the medical field. The robots used 
in the medical industry are roughly divided into two categories; one is a surgical 
robot that can perform surgery for patients, and the other is an auxiliary robot that can 
accompany patients, provide rehabilitation training, etc. [21]. There have been many 
studies that have proven that rehabilitation robots have achieved very good results 
in the medical industry [22], for example, Zora robots for elderly care services [23], 
and SLT language robots for improving cerebral palsy and communication disorders 
[24] and MAKRO robots for the treatment of cerebral palsy and similar movement 
disorders [25]. These robots have proven that robots play a positive role in the medical 
industry and believe that more types of robots will emerge in the future. 

Nursing robots are not all perfect, and they have both advantages and disad-
vantages. There are two obviously advantages. The first one is let patients receive 
rehabilitation training at home, which will save time for patients to adapt to the 
environment, because patients are better trained in a more familiar environment. The 
second one is using robots can reduce the workload of nurses and improve the quality 
of care. The disadvantage of using robot to care elderly is using a robot to receive 
treatment at home may reduce the patient’s exposure to the outside world, and the 
patient may be overly dependent on the robot [26]. 

2.5 People’s Attitude Toward AI Robots 

Some studies have found that gender affects people’s attitude toward robots. The 
next two experiments verify this problem. Maartje and Somaya first put the Nao in 
a room and then let the participants answer some basic questions, including age, 
gender, and name, and so on. Next, participants were invited to enter the room to 
interact with the Nao. Next, touch the robot for 30 s according to Nao’s requirements. 
Finally, fill out the questionnaire according to the interaction process. They invited 
60 students from a faculty of behavioral sciences in the Netherlands. They were 
between 18 and 28 years old with an average age of 20.6 years. Among the invited 
testers were 28 males and 32 females. In addition, 30 participants were Dutch, and 30 
participants were German. And almost all participants have no previous experience of 
interacting with robots. According to their experimental results, the negative attitude 
toward interaction with robots indicates that women’s interaction with robots is more 
negative than that of men. The robotic interactions indicate that participants feel more 
anxious after interaction, with women being more anxious than men [27]. 

The experimental content of Tatsuya Nomura is basically the same as that of 
Maartje. The difference is that the robot used by Tatsuya is Robovie. A total of 400 
participants were invited to the experiment, including 197 male participants, 199 
female participants, and 4 unknown participants. The average age of participants was 
21.4 years. According to the results of the Tatsuya Nomura experiment, they found
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that men who hold high negative attitudes and anxiety with robot interactions try to 
avoid talking and talking with robots. On the other hand, the results of the experiment 
also reflect that female participants who have a high negative attitude toward robot 
interaction while being anxious will stay away from the robot’s location. In addition, 
women who have a high negative attitude toward emotional interaction with robots 
are reluctant to communicate with robots [28]. 

In addition, studies have shown that different roles in healthcare centers have 
different attitudes toward robots. Different attitudes will directly affect the efficiency 
of the robot. A study by Broadbent et al. found that nurses and healthcare center staff 
responded more positively to the use of medical robots than older people, meaning 
that older people still prefer human care rather than robots [29]. In addition, some 
studies have shown that older people are more likely to accept home care robots 
when they live alone. People who have had contact with robots at an early age are 
more able to accept robots to participate in life [30]. Many scientists believe that the 
use of artificial intelligence robots in medical care will become more common in the 
future. Therefore, in order to better cooperate with the robot, the medical staff and 
patients need to adjust their mentality. Therefore, for medical personnel, artificial 
intelligence robots appear as helpers rather than human competitors. For patients, 
accepting a robot means that the treatment will be better. 

2.6 Results of Secondary Data Collections 

Stroke is the most common disease among the elderly according to data from the 
UK and Australia [6], and this disease has a younger trend [9]. Strokes usually 
have a variety of complications. Aphasia, as one of the complications that can have a 
great impact on the life of patients [10], has a 25–40% incidence rate [8]. The optimal 
treatment period for aphasics is within 3–6 months of onset, and good training during 
the valuable treatment period is the key. The common point among the three more 
effective approaches to aphasia is that patients are trained in a specific environment, 
rather than in a simple, boring, and repetitive way [11]. 

Throughout the literature review, the treatment of aphasia can be divided into 
two categories, shown in Fig. 8. One is to achieve therapeutic goals by changing the 
equipment that provides training, including using a computer, tablet, and smart phone. 
The second category is by changing the training content, including storytelling, 
games. Each of these methods has its pros and cons, but according to the results of 
their own experiments, these methods have played a positive role in the treatment of 
aphasia.

Receiving nurse care is the basic treatment of aphasia, and the use of other methods 
to improve the efficiency of treatment while the patient is being treated by the nurse. 
Nurses train patients by guiding patients to answer questions [8]. This method is 
the most direct and effective way to strengthen the patient’s ability to pronounce 
through repeated exercises and finally achieve the purpose of free speech. However,
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Fig. 8 Aphasia therapy classification

this training method also has some drawbacks. For example, long-term work may 
cause patients and nurses to get bored and affect the training effect. 

As the number of patients increases, it is not enough to rely on nurses to treat 
aphasia. Therefore, the intervention of science and technology is an inevitable result. 
The use of computers, mobile phones, tablets, and robots is to improve treatment 
efficiency and cover more patients. By installing different types of programs, not 
only can aphasia be treated, but patients’ information can be managed more compre-
hensively. Compared with computers, tablets and smart phones are more convenient 
carriers for patients to receive treatment anytime and anywhere. This can dramati-
cally increase the time patients spend on treatment. But these methods are limited by 
machine performance. However, intelligent robots can combine the advantages of the 
above devices with more convenience, such as larger battery capacity can increase 
training time, more powerful CPU can enhance data processing ability, movable 
limbs can conduct demonstration training for patients and so on. 

Storytelling is a way of telling a story through the association of multiple objects 
in real life. In this way, patients can shift their attention from objectives to stories so 
as to reduce the anxiety when they cannot speak a certain word, while stimulating 
the patient’s interest, improving the patient’s participation in training, and ultimately 
achieve better therapeutic effects [11]. But the treatment works well for the recovering 
patient, who can tell a coherent story. Severely ill patients may not be able to speak 
a full sentence, and this is obviously not for them. 

Compared with storytelling, games are a more widely applicable training method. 
It can stimulate the enthusiasm of patients to receive treatment through simple games 
and improve the therapeutic effect. Stahl et al. designed two rehabilitation training
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games [8]. The combination of these two games can improve patients’ cognitive and 
speech disorders at the same time, and Stahl et al. found that games play a positive 
role in the recovery of aphasia. 

3 Conclusion 

This paper briefly summarizes some work on the use of robots in the direction 
of rehabilitation training for aphasia caused by stroke by reviewing the literature. 
Through the retrieval and induction of these literatures and studies, the conclusions 
of this study are as follows: 

(1) Some studies have shown that it is effective to use some electronic devices 
such as computers, mobile phones, and tablets for the rehabilitation of aphasia 
caused by stroke. This proves that the use of robots in this field is feasible. 
Some research results also show that electronic equipment is insufficient in 
rehabilitation training, such as inability to carry or move easily, and prolonged 
use of equipment can make patients feel bored. The emergence of robots can 
improve these deficiencies. 

(2) Some studies have shown that women and the elderly are more likely to have 
negative emotions about robots, which may be due to the greater need for 
emotional attention and support for women and the elderly. The monotonous and 
boring mode of interaction between robots and humans makes it easier for them 
to fail to feel the emotional attention and support of robots for them. Therefore, 
the use of robots for rehabilitation training should consider providing feedback 
to the patient’s emotions as much as possible in the interactive mode, such as 
using facial expression recognition to capture the patient’s facial expressions 
and give different feedback during the training process. 

(3) Some games can be designed on robots to help with rehabilitation training. In 
addition, some studies have demonstrated the importance of nurses’ care in the 
whole rehabilitation training, so the authors believe that robots should be used as 
an auxiliary treatment tool to help nurses and doctors to complete rehabilitation 
training rather than replace them. 
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An Estimation Steering Feedback Torque 
in Vehicle Steer by Wire System 

S. M. H. Fahami, Faiz Mohd Turan, and M. A. Zakaria 

Abstract A steering feedback torque in conventional steering system is generated 
between a tire and ground contact. This steering torque is for a driver steering feel 
in parallel confident level during maneuver. In steering by wire (SBW) system, the 
absence of the column shaft requires the system to generate the torque and should 
equal to conventional steering system for a realistic driver steering feel. This paper 
propose an algorithm to create an estimation steering feedback torque control for 
vehicle SBW system. The estimation torque consists of a steering and front axle 
model. While by adding a phase compensation torque, driver will have realistic 
steering feel. Moreover, to control the torque, the LQR + GS control method is used. 
To investigate the effectiveness of proposed control algorithm, the MATLAB tools 
software is used to analyze the response. Based on the finding results, the proposed 
algorithm is able to create estimation feedback torque, and the phase compensation 
torque provides a realistic driver steering feel. 

Keywords SBW · Feedback · Torque · LQR 

1 Introduction 

The next generation of steering system is steering by wire (SBW) system, whereby 
the need of column shaft is absent and it was replaced with a sensor, actuators, and 
controller unit as shown in Fig. 1. The SBW system offers an advantage such as 
enhance response of the vehicle maneuver and stability [1–3]. Moreover, it gives 
larger space interior cabin and ergonomic due to the absence of column shaft [4, 5].

The steering feedback torque for driver steering feel [1, 14] is a challenging issue 
in SBW system as main characteristics [7]. The main function of the torque is for 
steering feel and returnability of steering wheel [8]. A study on how to create a torque 
has been conducted. Oh et al. [9] create a torque map element of elements steering
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Fig. 1 Conventional steering and SBW system

angle and speed of vehicle. At a high speed, the torque is increased and vice versa at 
lower speed. The controls gain of the torque map is to vary the torque. On the others, 
author, Kim et al. [10] improve the torque map by adding the damping torque for a 
steering feel. Authors, Amberkare et al. [6], used parameter of steering angle with an 
appropriate system model to generate the torque that change the desired steering feel 
behavior, while a disturbance observer method with current of front model system 
by Asai et al. [11] is to create the torque. A model reference with factor of inertia and 
damping element based on steering system is introduced by Park et al. [12], while a 
model matching approach is applied by Odenhtal et al. [13] which combination of 
electrical and mechanical parts create the torque. 

This paper is to propose and create an estimation steering feedback torque with 
the control algorithm in for SBW system. The subsystem component composed of 
steering wheel, front axle system, and linear vehicle model with a control method is 
applied. To analyze the effectiveness of the proposed control algorithms, the electric 
power steering (EPS) system [15] is used as reference of the system. 

2 The Modeling of Steer by Wire (SBW) System 

The models of SBW system consist of subsystem of steering wheel system, front 
axle system, and linear vehicle model as a main component system.
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Fig. 2 System diagram of a steering wheel and b front axle system 

2.1 The Steering Wheel System Model 

Figure 2A shows a system diagram of steering wheel system. 
As shown in Fig. 2a, purpose of steering wheel is to create a steering torque 

for steering feel and returnability of steering. The estimation total feedback torque 
(τtotalfeedback) is the input to the system. The rate change of steering wheel motor 
angular displacement (δ̇m1), the motor angular displacement (δm1), and the current 
of steering wheel motor (ia1) are outputs of the system. Table 1 shows parameters of 
steering wheel system.

2.2 The Front Axle System Model 

The model front axle system is shown in Fig. 3. The front axle component consists of 
front axle motor, system of rack-pinion, and dynamic of wheel model. The steering 
angle (δsw) is input to the system, and front tire angle (δ f ) is output of the system. 
The parameters of front axle wheel are illustrated in Table 2.
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Table 1 Parameter of steering wheel system 

Parameters Descriptions Values Units 

R1 Motor resistance 5.54 Ω

L1 Motor inductance 0.016 H 

Ksm Steering motor constant 0.025 Nm 

Jm1 Steering motor inertia 0.0035 Kgm2 

bm1 Steering motor damping 0.0071 Nm/(rad/s) 

ks1 Torque stiffness 0.024 Nm 

Vs1 Steering motor voltage – V

Fig. 3 Front axle wheel system 

Table 2 Parameter of front 
wheel system 

Parameters Descriptions Values Units 

R2 Motor resistance 5.54 Ω

L2 Motor inductance 0016 H 

Kfm Front motor 
constant 

0.025 Nm 

Jm2 Front motor inertia 0.0035 Kgm2 

bm2 Front motor 
damping 

0.0071 Nm/(rad/s) 

ks2 Front torque 
stiffness 

0.024 Nm 

Brack Rack damping 
coefficient 

0.016 

Mrack Rack lumped 
coefficient 

0.031 Nm 

kl f Rack linkage 
stiffness 

0.00063 Kgm2 

rL Offset of king pin 
axis 

0.00035 m 

rp Pinion gear radius 0.026 m 

Bkp King pin damping 
coefficient 

0.00061 Kgm2 

I f Lumped front wheel 
inertia 

0.00035 Kgm2
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2.3 The Linear Vehicle Model 

This paper used a linear vehicle model shown below in Fig. 4, [16] to track the 
dynamics response such as yaw rate and body slip angle as input to generate a self-
aligning torque. The input to this model is front tire angle and vehicle speed. The 
parameters of the model are illustrated in Table 3. 

The assumptions of the model considered for normal driving maneuverer are 
written as follows:

. Negligible—friction force direction,

. Vehicle at constant speed.

. Maximum vehicle speed applied at 120 km/h.

. Steering ration 15:1.

Fig. 4 Linear vehicle model [16] 

Table 3 Parameter of 
single-track linear vehicle 
model 

Parameters Descriptions Values Units 

C f Front cornering stiffness 35,000 N/rad 

Cr Rear cornering stiffness 25,000 N/rad 

l f Length front center wheel 1.5 m 

lr Length rear center wheel 1.1 m 

m Vehicle mass 1600 kg 

Is Vehicle inertia 2100 Kgm2 

V Vehicle speed – Km/h 
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3 Estimation Feedback Torque and the Control Method 

It is known that the steering feedback torque in SBW system has to be created 
for driver steering feel and steering returnability. Therefore, the steering wheel in 
SBW system is composed of DC motor and sensor used to create and control the 
feedback torque (τfeedbacktotal). A block diagram as shown in Fig. 5 shows the proposed 
estimation feedback torque control. 

Based on Fig.  5 proposed control, the estimation feedback torque consists of 
average torque of the front axle motor (τfm), steering motor (τsm), and estimation 
self-aligning torque (τa). Furthermore, add the phase compensation torque elements 
which is inertia (τinertia) and damping torque (τdamp) for a realistic steering torque, 
while a steering feel gain (kfeel) is to vary the torque depending on steering wheel 
angle and vehicle speed response and integration between gain scheduling and LQR 
controller is used to control the torque. To show an influence of the tire ground contact 
is represented by self-aligning torque (τa) and acts as disturbance input as written in 
Eq. 1. 

τa = −C f (tp + tm)

[
β + l f r 

v 
− δ f

]
μ (1) 

whereby coefficient of a dry road condition—(μ), pneumatic trail—(tp), mechan-
ical trail—(tm) body slip angle—(β), and yaw rate—(r) of vehicle. Therefore, the 
estimation feedback torque for the steering system is written in Eq. 2. 

τfeedback = (τa + τsm + τfm)Kfeel (2)

Fig. 5 Estimation feedback torque control algorithm of SBW system 
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The relationship of torque between current and motor constant can be defined 
[17]. Thus, the torque of front axle motor (τ f m) is the product of current of front axle 
motor (iα2) and front axle motor constant (kfm) written below in Eq. 3. 

τfm = iα2kfm (3) 

While the steering motor torque (τsm) is product of steering motor current (iα1) 
and steering motor constant (ksm), it is written in Eq. 4. 

τsm = iα1ksm (4) 

Figure 6 shows a torque response between the steering wheel and front axle motor, 
when input to the system is a profile of lane change maneuver. The results shows, 
a front axle motor gives high in torque and this is come from the element of self-
aligning torque effected from tire ground contact compare to the torque of steering 
angle. 

The phase compensation torque has the potential to vary the steering feel. The 
driver could sense tight at steering wheel at high speed and vice versa at lower speed. 
Moreover, it is able to reduce a vibration and stabilize the system [5] by controlling 
the gains. For this reason, the element is taken in this propose control to provide 
better response of feedback torque and in parallel for a driver feel during manoeuver. 
This phase compensation torque elements consist of damping and inertia torque. 

The damping torque (τdamp) is written in Eq. 5, whereby a (δ̇m1) is a rate of change 
steering wheel motor angle and (kdamp) is a damping gain. 

τdamp = δ̇m1kdamp (5)

Fig. 6 Steering wheel and 
front axle motor torque 
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Fig. 7 Phase compensation 
torque 

For the inertia torque (τinertia) is a product of acceleration of the steering motor angle 
(δ̈m1) and the inertia gain (kinertia), written in Eq. 6. 

τinertia = δ̈m1kinertia (6) 

The responses of this phase compensation torque are shown in Fig. 7. The damping 
torque provides a smooth response whereby it is able to reduce a vibration. 

While the inertia elements provide a high magnitude from the inertia feel itself, 
the combination between damping and inertia factor could provide an average of 
a realistic driver steering feel. This is shown in Fig. 8, whereby the compensation 
torque gives an effort interest to follow the steering torque of EPS system. However, 
wide adjustment gain of damping and inertia can improve the torque response.

4 The LQR Controller and LQR + Gain Scheduling 
(GS)—Control Feedback 

There are two controllers proposed to control the feedback torque which are LQR 
controller and LQR + GS. Both controllers are then comparing to analyze the 
response performance that is adequate with a change of road condition. The justifi-
cation has been made that both controllers should have acceptable RMS value 10% 
from the reference value.
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Fig. 8 Steering torque with 
ad w/o phase compensation 
torque

4.1 The LQR Controller 

For the LQR controller, the Bryson’s rule method is used in order to define a gain 
(Kx ) of the controller. This gain is illustrated in Table 4. 

Table 4 Gain parameter for 
LQR controller 

LQR gain (Kx) K1 K2 K3 

0.45 0.03 0.001
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Table 5 Gain parameter for LQR controller + GS 
V (km/h) δsw k1 k2 k3 kfeel 

0–30 (±180° < δsw < ±405°) 0.02 0.55 0.001 0.13 

31–100 (±46° < δsw < ±179°) 0.02 0.74 0.001 0.55 

101–120 (+45° < δsw < −45°) 0.04 0.85 0.001 0.90 

4.2 The LQR Controller with Gain—Scheduling 

The process behavior changes depending on operating condition [6] in many situ-
ations. Therefore then, the controller gain is possible to change by monitoring the 
condition of the process. The gain scheduling method in these studies is used to 
change the gain of LQR controller and adjustable feel gain accordance to the input 
of vehicle speed and driver steering angle. By doing this, it could provide a better 
response in torque control to achieve a realistic driver steering feel. The speed 
of vehicle are categorized as between (0–30) km/h, lower speed, (31–100) km/h, 
medium speed, and (101–120) km/h, high speed. While for a steering angle, it is 
between (±180° < δsw < ±405°), low speed, (±46° < δsw < ±179°), medium speed, 
and (+45° < δsw < −45°), high speed. The controller gains of (k1, k2, k3)andkfeel are 
illustrated in Table 5. 

The steering torque comparison at different control approach is shown below in 
Fig. 9. The system input is the response of lane change maneuver at vehicle speed 
of 80 km/h. Table 6 illustrated a steering torque comparison. 

Fig. 9 Comparison between 
controller LQR and LQR + 
GS 

Table 6 RMS steering 
torque at different control 

References LQR LQR + GS 
RMS (Nm) 5.313 4.685 5.236 

Similarity (%) – 88.2% 98.55%
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Fig. 10 Steering torque and 
steering angle at different 
speed 

Based on the results, the RMS values steering torque of reference torque, LQR, 
and LQR + GS torque are 5.313 Nm, 4.685 and 5.236 Nm. The method of LQR + 
GS offers 98.33% improvement due to change of gain of vehicle speed and steering 
angle compared using method of LQR controller, while the responses between a 
steering torque and steering angle at different speed are shown in Fig. 10. 

The driver input steering angle is sine wave response at different speed. Based on 
the obtained results, it is clearly described, even at equal input steering angle, that the 
drivers will feel a oppose driver steering torque by varying gains of the controller. 

By increasing the steering torque, it will cause to sense a stiff on steering wheel 
and vice versa. Furthermore, Fig. 11 shows other results at different steering feel 
gain at equal high speed. The range of steering feel gain is between 0.1 and 1 defined 
through optimization. When the gain value is 1, the steering torque increases at 
almost 14 Nm. Thus, driver senses hard to turn the steering wheel. By decreasing the 
gain value to 0.1, the steering torque is reduced to 10 Nm. On the other hand, when 
the feel gain is more than their maximum limit value which is 1, the response of 
steering torque is become unstable. And this in parallel driver could sense different 
feel at same speed.

5 Conclusion 

Based on the proposed architecture algorithm, the estimation feedback torque is 
based on element of the torque of steering and front axle motor. While in order 
to improve steering feel during maneuver, the phase compensation torque is added 
and the steering feel gain is used to vary the range sense of realistic of steering 
feel. Furthermore, the LQR + GS control method is used to control the feedback 
torque. Based on the result findings, the LQR + GS approach gives a better improve-
ment to control the steering torque response compared to LQR controller whereby a
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Fig. 11 Different steering 
feel gain at high speed

percentage performance is 98% similar to reference differ to LQR controller whereby 
is 88%. On the others, a wide range adjustment gains of the feel and phase compen-
sation, its able contributes to improves the steering torque to during maneuver for 
driver steering feel. 
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An Implementation of Sliding Mode 
Voltage Control Controlled Buck-Boost 
Converter for Solar Application 

Nursabrina Athirah Mohd Mustakin, Mohd. Shafie Bakar, 
and Maziyah Mat Noh 

Abstract The control of direct current to direct current (DC–DC) converter is a key 
step to guarantee a fixed output voltage despite of load and input voltage variations. 
DC–DC converters are an important element in solar application to attain desired 
level of voltage and to shape it according to the demand. This paper presents fully 
on the performance and comparison of the sliding mode control (SMC) and SMI-
PID methodologies for buck-boost DC–DC converter for solar applications for three 
types of modules; user-defined, Solartech energy, and Suntech energy module. In this 
context, the SMC presents an adequate choice due to its robustness and efficiency. The 
comprehensive operating principle under continuous conduction mode (CCM) was 
obtained. With duty cycle varied at 0.7 (boost operation) and at 0.4 (buck operation), 
the system gained at output voltage −52.4 V and −15.11 V, respectively, under 
steady-state condition. Also, the study obtained that the higher switching frequency 
(10 kHz) all three types of solar modules carry out the output voltage ripple at below 
5%. 

Keywords DC–DC converter · Sliding mode control · Robustness 

1 Introduction 

Direct current to direct current (DC–DC) converters are high-frequency power 
conversion circuits that smooth out switching noise into regulated DC voltage using 
inductors, transformers, and capacitors. Basically, the photovoltaic (PV) system is 
generally intermittent in nature which makes it is critical to stabilize the output 
voltage. Hence, buck-boost converter can be used as the regulator. Model-based 
controller which is sliding mode voltage control (SMVC) or as known as sliding 
mode control (SMC) able to cope with their wide input voltage and load varia-
tions as it is well known for their robustness, stability, and easy implementation 
[1]. To analyze the performance of buck-boost converter with nonlinear load for
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solar application is the objective that will be achieved throughout this research. The 
output voltage is being examined when PV array being placed at the input circuit 
of buck-boost converter. The response of converter agrees with the range of duty 
ratio (5–90%) and 1 kHz as minimum frequency. Being buck-boost converter, this 
converter is capable of both stepping-up and stepping-down the voltage with the 
voltage variation problems can be reduced. It is transforming a positive DC voltage 
at the input to a negative DC voltage at the output. For a pulse width modulation 
(PWM) duty cycle, D → 0, the output voltage equals to zero, and for D → 1, the 
output voltage grows toward negative infinity. It is operated in continuous conduction 
mode (CCM) which given by 

Vout = − D 

1 − D 
· Vin (1) 

Using the control approach, it could be able to provide a method to design a 
controller for a system to be insensitive to parameter variations and external load 
disturbances. One of the main features of this method is that one only needs to drive 
the error to a switching surface, after which the system is in sliding mode and robust 
against modeling uncertainties and disturbances. The output of a solar PV system is 
maximized either by mechanically tracking the sun and orienting the panel in such 
a way that it receives the maximum solar irradiance under changing conditions of 
temperature, or by mechanically tracking the sun and orienting the panel in such a 
way that it receives the maximum solar irradiance [2]. This paper is organized in the 
following steps. The system modeling of conventional SMVC and SMVC with PID 
controller is depicted separately in Sect. 2. In Sect. 3, the output voltage simulation 
results and analysis of output voltage ripple are reported under three types of solar 
modules specifications such as user-defined, Solartech energy, and Suntech energy. 
In Sect. 4, the simulation presents the conclusion and findings. 

2 Methodology 

2.1 System Modeling of Conventional SMVC Controller 

For designing such a controller, the moving average of the output voltage which 
significantly simplifies its design is used. Due to limitations of the system parameters 
such as duty cycle, it is not possible to increase the convergence factor beyond a 
certain value [3]. The SM controller has a switching function: 

u =
⎧
1 when 
0 when 

S > 0 
S < 0 

(2) 

where S is the instantaneous state variable’s trajectory.
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Fig. 1 Design circuit of SMVC-based buck-boost converter with PV array in CCM 

Fig. 2 SMVC design circuit in subsystem 

Figure 1 shows the MATLAB/Simulink program for the modeling of DC–DC 
buck-boost converter based on SMVC. The closed loop control using SMC in the 
subsystem is represented on Fig. 2. 

2.2 System Modeling-Based PID SMVC Controller 

The first step to design a SMVC is to develop the converter model in terms of the 
desired control variables. The controller under study is a second-order proportional 
integral derivative (PID) SM voltage controller [4]. A second-order PID type of SM 
voltage controller is adopted [5].
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Fig. 3 SMVC design circuit in subsystem-based PID SMVC converter 

Table 1 Specifications of 
buck-boost converter 

Parameter Description Nominal value 

V in Input voltage 24 V 

f Switching frequency 1–10 kHz 

L Inductance 25 µH 

C Capacitance 1000 µF 

RL Load resistance 12 Ω

Kp Proportional component 0.8758 

KI Integral component 84.013 

KD Derivative component 7e-4 

D Duty cycle 0.4 and 0.7 

The PID controller uses the formula: 

Gc(s) = 
U (s) 
E(s) 

= (K P + 
KI 

s 
+ KDs) (3) 

where KP is proportional gain, KI is integral gain, and KD is derivative gain. 
Figure 3 illustrated the closed loop control of buck-boost converter using SMVC 

consists of PID controller. The default values of the converter parameters are shown 
in Table 1 that adopted from [3]. 

3 Results and Discussion 

3.1 Simulation Results 

The performance of the PWM-based SMVC and PID controller buck-boost converter 
is as shown in Figs. 4 and 5, respectively. During duty cycle at 0.7 as shown in Fig. 4,
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there has been a steady-state condition in step-up operation with output voltage − 
52.4 V. Besides, Fig. 5 reveals that there has been also a steady pattern but in step-
down operation (duty cycle 0f 0.4) with output voltage −15.11 V. The steady pattern 
which is the proof of the system is operating in CCM mode which being measured 
during the system located at inductor current. It is complying the theoretical buck-
boost operation; where for duty cycle above 0.5, the operation is under boost mode, 
and for duty cycle below 0.5, the operation is under buck mode. 

Fig. 4 Simulation result for buck-boost converter using SMVC in MATLAB/simulink 

Fig. 5 Simulation result for buck-boost converter using SMVC with PID controller in 
MATLAB/simulink
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3.2 Analysis with Three Different Solar Modules Using 
SMVC and PID Controller 

In Figs. 6 and 7, the general pattern of output voltage will higher than input voltage 
(boost mode) when D > 0.5. While during D < 0.5, the output voltage will less than 
input voltage (buck mode). All the three solar modules shown that the higher the 
duty cycle, the higher output voltage of the converter either with PID controller or 
not. 

Figures 8 and 9 illustrate the output voltage ripple of the system by using three 
different solar modules with varied switching frequency from 1 to 10 kHz under duty 
cycle 0.4 and 0.7, respectively. The output voltage ripple of the system is expected 
to decline when the switching frequency is higher. The notation D, R, C, and f are 
the duty cycle, resistance, capacitance, and frequency of the converter, respectively. 
The formula been used for calculating the output voltage ripple, r, is given by

(a) (b) 

Fig. 6 Analysis of output voltage data result of a user-defined solar module and b Solartech energy 
solar module for buck-boost converter with SMVC and PID controller by varied the switching 
frequency 

Fig. 7 Suntech energy 
module. Analysis of output 
voltage data result for 
buck-boost converter with 
SMVC and PID controller by 
varied the switching 
frequency 
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(a) (b) 

Fig. 8 Analysis of output voltage ripple data result: a user-defined solar module and b Solartech 
energy solar module for buck-boost converter with SMVC and PID controller by varied the switching 
frequency 

Fig. 9 Analysis of output 
voltage ripple data result for 
buck-boost converter with 
SMVC and PID controller by 
varied the switching 
frequency under Suntech 
energy solar module 

r = D 

RC f  
= Δ    VO 

VO 
(4) 

From the overall analysis for those solar modules, the switching frequency above 
5 kHz shows the low output voltage ripple with PID controller which has overshoot 
output ripple voltage than sliding mode. It shows that the suitable type of DC–DC 
converter and solar system in any system is important to produce a stable output 
voltage. Taken together, the output voltage results can be concluded that the higher 
the duty cycle, the higher output voltage of converter either with PID controller or 
not. These results indicate that it is a robust and stable system which could be proven 
by the static performances. The output voltage ripple shows the overshoot voltage 
compared to conventional SMVC, but when it reaches to 2 kHz, the result shows the 
static and stable data.
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4 Conclusion 

Issue in DC–DC converter for fixed output voltage with and input voltage variations 
was studied and analyzed. A simple approach to design of fixed duty cycle (0.4 
and 0.7) and varied switching frequency (1–10 kHz)-based SM voltage controller 
with and without PID controller for buck-boost converter type operating in CCM is 
presented. It can be concluded from the results that the output voltage of PWM-based 
SMVC is feasible for common conversion purposes such as solar application (i.e., 
user-defined, Solartech energy, and Suntech energy modules). The higher switching 
frequency (at 10 kHz), the output voltage ripple achieved below 5%. 
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An Optimized Deep Learning Model 
for Automatic Diagnosis of COVID-19 
Using Chest X-Ray Images 

Suhaim Parvez Wadekar, Koon Meng Ang, Nor Ashidi Mat Isa, 
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and Wei Hong Lim 

Abstract COVID-19 has caused havoc throughout the world in the last two years 
by infecting over 455 million people. Development of automatic diagnosis software 
tools for rapid screening of COVID-19 via clinical imaging such as X-ray is vital to 
combat this pandemic. An optimized deep learning model is designed in this paper 
to perform automatic diagnosis on the chest X-ray (CXR) images of patients and 
classify them into normal, pneumonia and COVID-19 cases. A convolutional neural 
network (CNN) is employed in optimized deep learning model given its excellent 
performances in feature extraction and classification. A particle swarm optimization 
with multiple chaotic initialization scheme (PSOMCIS) is also designed to fine tune 
the hyperparameters of CNN, ensuring the proper training of network. The proposed 
deep learning model, namely PSOMCIS-CNN, is evaluated using a public database 
consists of the CXR images with normal, pneumonia and COVID-19 cases. The 
proposed PSOMCIS-CNN is revealed to have promising performances for automatic 
diagnosis of COVID-19 cases by producing the accuracy, sensitivity, specificity, 
precision and F1 score values of 97.78%, 97.77%, 98.8%, 97.77% and 97.77%, 
respectively. 

Keywords Automatic diagnosis · COVID-19 · Convolutional neural network ·
Chest X-ray · Hyperparameter learning · Particle swarm optimization
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1 Introduction 

COVID-19 is a highly infectious and contagious viral disease caused by a novel 
virus of SARS-CoV-2. The first COVID-19 case emerged from Wuhan, China, and 
was reported on December 2019. Over the past two years, this disease has rampaged 
throughout the world by causing substantial damages on economy as well as human 
life [1]. Referring to the updates provided by World Health Organization (WHO) 
as of March 2022, a total of 455,969,731 infection cases and 6,059,991 death cases 
are reported worldwide [2]. Some typical symptoms of COVID-19 include high 
fever, loss of taste and smell, low oxygen level, cough, dyspnea. Although reverse 
transcription polymerase chain reaction (RT-PCR) is considered as a golden test used 
for diagnosing COVID-19 accurately, it is a time-consuming process that can take 
up to 48 h to confirm the infected cases. The feasibilities of various clinical imaging 
techniques such as computed tomography (CT), magnetic resonance imaging (MRI) 
and chest X-ray (CRX) in diagnosing COVID-19 were subsequently explored to 
address the drawback of PCR test. While useful for the diagnose of COVID-19 
cases, both of CT and MRI are more expensive procedures and not recommended 
to use for routine scanning due to the safety hazard of high radiation exposure [3]. 
Meanwhile, CXR is considered as a more affordable clinical imaging technique for 
most hospitals and radiology laboratories to achieve the good accuracy of COVID-19 
diagnosis within shorter timeframe. 

A computer-aided diagnosis (CAD) system incorporated with optimized deep 
learning model is designed in this paper to perform rapid diagnosis of COVID-19 
cases by referring to the CXR images of patients. Deep learning is a subfield of arti-
ficial intelligence that enables the computers to extract meaningful information from 
various input sources (e.g., images, videos, speech, etc.) and perform the designated 
tasks such as classification [4, 5], fault detection [6, 7], etc. Convolutional neural 
network (CNN) is a popular deep learning model, and it is adopted in current study 
to diagnose the CXR images of patients and classify them into normal, pneumonia and 
COVID-19 cases. A crucial factor that governs the classification performance of CNN 
is the hyperparameter settings used during the network training process. For instance, 
CNNs may overlook some important features from inputs and produce inaccurate 
models if excessively low learning rates are set, whereas CNNs trained with exces-
sively high learning rates might suffer with premature convergence issue. There are 
needs of developing systematic approaches to optimize the hyperparameter settings 
of CNN during training process for achieving good classification performance. 

Metaheuristic search algorithms (MSAs) inspired by different natural phenomena 
are envisioned as promising approaches to tackle various real-world optimization 
problems [8–16] due to their desirable characteristics such as excellent global search 
ability and independent of gradient information. Particle swarm optimization (PSO) 
[17] is a popular MSA due to its simple implementation and fast convergence rate. 
Despite of its popularity, original PSO still suffers with premature convergence issue 
when solving complex optimization problems such as hyperparameter tuning of 
CNN. The random initialization scheme adopted by original PSO tends to produce
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initial population with poor quality without considering surrounding information of 
search environment. Numerous enhanced PSO variants [18–23] were developed in 
past decades to achieve better balancing of exploration and exploitation searches. 

The contributions of this paper are explained herein. A PSO with multiple chaotic 
initialization scheme (PSOMCIS) is first proposed to optimize the hyperparameters 
of CNN, where both ideas of multiple chaotic maps (MCM) and oppositional-based 
learning (OBL) are integrated to produce an initial population with better quality. 
An optimized deep learning model known as PSOMCIS-CNN is then developed to 
perform rapid diagnosis on the CXR images of patients and classify them into normal, 
pneumonia and COVID-19 cases with better accuracy. Finally, the classification 
performances of PSOMCIS-CNN in diagnosing COVID-19 cases are analyzed and 
proven more competitive than those of deep learning models optimized by other PSO 
variants. 

2 Related Works 

2.1 Existing Techniques for COVID-19 Diagnosis 

Some existing works of applying AI techniques for COVID-19 diagnosis are 
presented in this subsection. In [24], five pretrained CNN models (i.e., DarkNet-
19, ResNet-101, SqueezeNet, VGG-16 and VGG-19) were trained using transfer 
learning and reported to classify COVID-19 and normal cases with accuracies above 
90%. An ensemble deep learning method was designed in [25] to diagnose COVID-19 
by considering six pretrained networks (i.e., Xception, DenseNet201, ResNet152V2, 
InceptionResNetV2, NASNetLarge and VGG-16) via majority voting. A novel CNN 
known as STM-RENet was designed in [26] to identify the homogeneity and inho-
mogeneity regions through systematic use of convolutional process as well as region 
and edge implementations. A hybrid deep learning model based on CNN and gated 
recurrent unit (GRU) was proposed in [27], and it achieved the precision, recall and 
F1 score values of 0.96, 0.96 and 0.95, respectively. An optimized CNN known 
as OptCoNet was proposed in [3] and it was reported to perform COVID-19 diag-
nosis with accuracy, specificity, precision and F1 score values of 97.78%, 97.75%, 
96.25%, 92.88% and 95.25%, respectively. In [28], a pretrained network of Xception 
trained with COVID-19 and pneumonia datasets via transfer learning can deliver the 
accuracy, precision and recall rate of 89.6%, 93% and 98.2%, respectively. 

2.2 Original PSO 

PSO is a popular MSA, and its search mechanisms are inspired by collec-
tive behavior of bird flocking to locate food source [17]. Suppose that I and
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D refers to population size of PSO and dimensional size of problem, respec-
tively. Each ith particle with velocity of Vi = [Vi,1, . . . ,  Vi,d , . . . ,  Vi,D] and 
position of Xi = [Xi,1, . . . ,  Xi,d , . . . ,  Xi,D] is considered as the candidate 
solution of given problem, where i = 1, . . . ,  I and d = 1, . . . ,  D. Mean-
while, the personal best position of each ith particle is represented as Pbest,i = 
[Pbest,i,1, . . . ,  Pbest,i,d , . . . ,  Pbest,i,D], and the global best particle in population is 
denoted as Gbest = [Gbest,1, . . . ,  Gbest,d , . . . ,  Gbest,D]. At any  (t + 1)th iteration, 
the velocity and position of each ith particle in every dth dimension can be updated 
as follows: 

V t+1 
i,d = ωV t i,d + c1r1

(
Pt 
best,i,d − Xt 

i,d

) + c2r2
(
Gt 

best,d − Xt 
i,d

)
(1) 

Xt+1 
i,d = Xt 

i,d + V t+1 
i,d (2) 

where ω is an inertia weight; c1 and c2 are acceleration coefficients; r1, r2 ∈ [0, 1] are 
two random numbers generated with uniform distribution. For every ith particle, the 
fitness value of its updated position is evaluated as f

(
Xt+1 
i

)
and compared with those 

of Pt 
best,i and G

t 
best that are evaluated as f (P

t 
best,i ) and f (G

t 
best), respectively. Both 

of Pt 
best,i and G

t 
best are replaced by X

t+1 
i if the latter solution is more superior. The 

search process of PSO using Eqs. (1) and (2) is repeated iteratively until predefined 
termination conditions are met. Finally, the global best position Gbest is returned, 
and its decision variables are decoded to solve the given optimization problem. 

3 Proposed PSOMCIS-CNN for COVID-19 Diagnosis 

3.1 Datasets 

The image datasets used for training the proposed PSOMCIS-CNN are obtained 
from public database mentioned in [3], and they consist of 2,700 CXR images that 
are equally divided into 900 images for each category of normal, pneumonia and 
COVID-19. These image datasets are randomly partitioned with the ratio of 70% to 
30% for training and testing the proposed PSOMCIS-CNN, respectively. All CXR 
images are resized to the resolutions of 224 × 224 × 3 using data augmentation and 
converted into color images before they are used for the training or testing of model.
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3.2 Formulation of Hyperparameter Tuning as Optimization 
Problem 

A CNN architecture shown in Table 1 is incorporated into proposed PSOMCIS-CNN 
model to perform automatic diagnosis of COVID-19. Unlike the typical machine 
learning methods such as artificial neural network (ANN), CNN has deeper architec-
ture that enables it to simultaneously perform feature extraction and classification. 
The feature extractor component of CNN contains the convolutional (Conv) layers, 
batch normalization (BN) layers, activation functions known as nonlinear rectified 
linear unit (ReLU) and maximum pooling (Max_Pool) layers. For each Conv layer, 
multiple numbers of filters are used to perform convolutional operation on input 
images in order to extract the desired features and map them into feature space 
via ReLU. The BN layers inserted between Conv layer and ReLU prevent overfit-
ting issue by normalizing the gradients and activations, whereas Max_Pool layers 
are used for downsampling the feature maps obtained from Conv layers without 
compromising the crucial information of input images. Meanwhile, the classifica-
tion component of CNN contains the fully connected (FC) layer and Softmax layer 
used to classify the input features into particular number of classes, i.e., three classes 
(normal, pneumonia and COVID-19) for current study. 

An optimizer such as stochastic gradient descent (SGD) is typically used to train 
the PSOMCIS-CNN model based on given datasets by minimizing the predefined 
cost function via the adjustment of learnable parameters (i.e., weights and biases)

Table 1 CNN architecture 
incorporated into proposed 
PSOMCIS-CNN model 

Layer type Filter size Numbers of 
filter 

Stride size 

Input 224 × 224 × 3 – – 

Conv + BN + 
ReLu 

3 × 3 64 1 × 1 

Max_Pool 2 × 2 – 2 × 2 
Conv + BN + 
ReLu 

3 × 3 64 1 × 1 

Max_Pool 2 × 2 – 2 × 2 
Conv + BN + 
ReLu 

3 × 3 32 1 × 1 

Max_Pool 2 × 2 – 2 × 2 
Conv + BN + 
ReLu 

3 × 3 16 1 × 1 

Max_Pool 2 × 2 2 × 2 
Conv + BN + 
ReLu 

3 × 3 8 1 × 1 

FC 3 classes – – 

Softmax – – – 
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contained in Conv and FC layers in iterative manners. Before training the PSOMCIS-
CNN model using SGD, a number of hyperparameters need to be set appropriately 
to ensure proper training of PSOMCIS-CNN that can lead to robust classification 
performances. In this paper, the hyperparameters to be optimized when training 
PSOMCIS-CNN model are: (a) momentum M ∈ [0.5, 0.9], (b) initial learning rate 
L Ini ∈ [0.01, 0.1], (c) maximum epoch number EPMax ∈ [5, 20] and (d) L2 regu-
larization RL2 ∈ [

1 × 10e−4, 5 × 10e−4
]
. These hyperparameters to be optimized 

are encoded in the vector form of X = [M, L Ini, EPMax , RL2]. It is nontrivial to 
search for the best combination of these four hyperparameters that can provide proper 
training of PSOMCIS-CNN model to achieve robust classification performance due 
to its computational expensive nature. Therefore, a new PSO variant known as 
PSOMCIS is designed to optimize these hyperparameters in order to achieve the best 
network performance. A fitness function known as error rate f error(X ) is defined to 
evaluate the quality of each PSOMCIS particle as follow: 

f error (X) = FP  + FN  

T P  + T N  + FP  + FN  
(3) 

where TP, FP, TN and FN are the true positive, false positive, true negative and 
false negative values produced by the PSOMCIS-CNN model trained based on the 
hyperparameter settings as encoded in particle with position vector of X. 

3.3 Hyperparameter Tuning Using PSOMCIS 

Random initialization scheme is adopted by original PSO population without consid-
ering information of surrounding environment. It is possible to generate initial solu-
tions at local optima that can lead to premature convergence or initial solutions far 
away from global optimum that slow down the convergence speed of algorithm [29]. 
To address this issue, both concepts of multi-chaotic maps (MCM) and oppositional-
based learning (OBL) are incorporated into the initialization scheme of PSOMCIS, 
aiming to produce initial population with better fitness and diversity levels. 

The ergodicity and non-repetitive characteristics of MCM are first adopted to 
generate a chaotic population PCS = [XCS 

1 , . . . ,  XCS 
i , . . .  XCS 

I ] of PSOMCIS. Let 
γ0 ∈ [0, 1] be a randomly generated initial chaotic sequence and γz is chaotic 
sequence produced by chosen chaotic map at the zth sequence, where z = 1, . . . .,  Z 
and Z is the final sequence number. Depending on the value of γ0, one of the following 
four chaotic maps is chosen to calculate the next sequence when initializing PCS , i.e., 
(a) circle map is selected if γ0 ≤ 0.25, (b) Gauss map is selected if 0.25 ≤ γ0 < 0.5, 
(c) Singer maps is selected if 0.5 ≤ γ0 < 0.75 and (d) sinusoidal maps is selected if 
0.75≤ γ 0 < 1, where, 

Circle : γz+1 =
||
|γz + b −

( a 

2π

)
sin(2πγz), 1

||
| (4)
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Gauss : γz+1 =
⎧

1, γz = 0 
1 

|γz | , otherwise 
(5) 

Singer : γz+1 = μ
(
7086γz − 23.32γ 2 z + 28.75γ 3 z − 13.302875γ 4 z

)
, μ  = 1.07 (6) 

Sinusoidal : γz+1 = aγzsin(π γz), a = 2.3 (7)  

Suppose that Xmin 
d and Xmax 

d are the lower and upper limits of decision variables 
in dth dimension. Define XCS 

i,d is the dth dimension of every ith chaotic particle in 
PCS and γZ is the output of chosen chaotic map in final sequence, then, 

XCS 
i,d = γz

(
Xmax 
d − Xmin 

d

) + Xmin 
d (8) 

An opposition population of POBL = [XOBL 
1 , . . . ,  XOBL 

i , . . .  XOBL 
I ] is subse-

quently generated using OBL. Given XCS 
i,d , the opposite solution X

OBL 
i,d is obtained 

as: 

XOBL 
i,d = Xmin 

i,d + Xmax 
i,d − XCS 

i,d (9) 

After all solution members of PCS and POBL are generated, a combined popu-
lation PMerge with the population size of 2I is generated by merging PCS and 
POBL , i.e., PMerge = PCS ∪ POBL . All particles of PMerge are sorted from the 
best to worst based on fitness values calculated using Eq. (3). The best I solu-
tion members of PMerge are finally selected as initial population of PSOMCIS, i.e., 
P Initial = [X1, . . . ,  Xi , . . . ,  X I ]. 

The procedures used for optimizing the hyperparameters of PSOMCIS-CNN are 
presented in Fig. 1. Given  P Initial , the personal best positions of all PSOMCIS parti-
cles and global best position of population are initialized. During the searching 
process, the velocities and positions of all particles are updated iteratively using 
Eqs. (1) and (2), respectively. The fitness value of new position generated by each 
PSOMCIS particle is calculated using Eq. (3) and compared with those of personal 
and global best positions. The latter two positions and their fitness values are replaced 
by those of new solution if it is more superior. The optimization process is terminated 
when the stopping criterion ζ >  ζ  max is met, where ζ is the fitness evaluation counter 
and ζ max is the predefined maximum fitness evaluation number. Finally, the optimal 
hyperparameter settings of PSOMCIS-CNN can be obtained by decoding the global 
best position.
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Algorithm 1: Hyperparameter Optimization Using PSOMCIS 

Inputs: I, , , , , 

01:     Initialize = ∅  and = ∅; 

02: for each -th particle do 
03: for each -th dimension do 
04: Randomly generate γ ∈ [0, 1] and set = 1; 

05: if ≤ 0.25 then choose the Circle map as Eq. (5); 

06: else if 0.25 < ≤ 0.5 then choose Gauss map as Eq. (6); 

07: else if 0.5 < ≤ 0.75  then choose Singer map as Eq. (7); 

08: else if 0.75 < ≤ 1  then choose Sinusoidal map as Eq. (8); 

09: end if 
10: while ≤ do 
11: Update the chaotic variable, γ with the chaotic map chosen; 

12: Update chaotic sequence with ← + 1; 

13: end while 
14: Calculate , and , using the Eqs. (9) and (10), respectively; 

15: end for 
16: Update ← ∪ and ← ∪ ; 

17: end for 
18: Merge the and to form ; 

19: Perform evaluation for all the members in and sort from best to 

worst based on their fitness values calculated using Eq. (4); 

20: Extract the first best members from sorted to form ; 

21: for each -th particle do 
22: Randomly initialize the velocity in all dimensions; 

23: Update , , , , and ( ); 

24: end for 
25: while ≤ do 
26: for each -th particle do 
27: Update and using Eqs. (1) and (2), respectively; 

28: Fitness evaluation of new using Eq. (4) to obtain ( ); 

29: Update , , , , and ( ); 

30: ← + 1; 

31: end for 
21: end while 
Output: , ( ) 

Fig. 1 Pseudocode of hyperparameter optimization using PSOMCIS 

4 Performance Analysis of PSOMCIS-CNN 

The performance of proposed PSOMCIS-CNN to classify the normal, pneumonia 
and COVID-19 cases based on given CXR images is evaluated and compared with 
four other CNN models optimized by original PSO [17], PSO without velocity
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Fig. 2 Training progress of PSOMCIS-CNN 

(PSOWV) [18], accelerated PSO (APSO) [19] and PSO with modified initializa-
tion scheme (PSOMIS) [20]. The CNN models optimized by different PSO variants 
are trained using 70% of datasets and tested using 30% of datasets. During the 
training process, the learnable parameters of CNNs (i.e., biases and weights) are 
adjusted using SGD, whereas the hyperparameters are optimized by the respective 
PSO variants. Figure 2 shows the training progress of proposed PSOMCIS-CNN 
and variation of its loss function value throughout the training process. Accordingly, 
PSOMCIS-CNN achieves a promising validation accuracy level of 97.79% at the 
end of training process. 

Confusion matrices produced by different optimized CNN models when diag-
nosing COVID-19 cases with CXR images are shown in Fig. 3 to compare their 
classification performances. It is reported that the proposed PSOMCIS-CNN can 
completely dominate PSO-CNN and PSOWV-CNN by making more correct clas-
sification on all three cases (i.e., normal, pneumonia and COVID-19). Although 
PSOMIS-CNN can make slightly better classification for COVID-19 case than that 
of PSOMCIS-CNN, our proposed optimized deep learning model is much better 
when classifying the remaining two cases, i.e., normal and pneumonia. Finally, it is 
also observed that APSO-CNN has much worse performance than PSOMCIS-CNN 
when classifying normal case.

Five performance metrices known as accuracy, sensitivity, specificity, precision 
and F1 score are further used to compare the performances of CNN models optimized 
with PSOMCIS and other PSO variants as shown in Table 2, where the best result of 
each matric is highlighted as bold font. Evidently, the proposed PSOMCIS-CNN can 
produce best results in terms of accuracy, sensitivity, specificity, precision and F1 
score in diagnosing COVID-19 cases from CXR images, suggesting the feasibility



70 S. P. Wadekar et al.

Fig. 3 Confusion matrices of a PSO-CNN, b PSOWV-CNN, c APSO-CNN, d PSOMIS-CNN and 
e proposed PSOMCIS-CNN

Table 2 Performances of different optimized deep learning models in COVID-19 diagnosis 

Method Accuracy Sensitivity Specificity Precision F1 Score 

PSO-CNN 96.91 96.91 98.45 96.91 96.91 

PSOVW-CNN 95.56 96.42 97.77 95.56 95.55 

APSO-CNN 96.79 96.79 98.39 96.79 96.79 

PSOMIS-CNN 97.03 97.03 98.51 97.03 97.03 

PSOMCIS-CNN 97.78 97.77 98.88 97.77 97.77 

of proposed PSOMCIS-CNN to assist radiologist and reduce burden of healthcare 
system. 

Table 3 further compared the performances of PSOMCIS-CNN and other state-of-
the-art methods in diagnosing COVID-19. The datasets, network architectures and 
results of these compared methods are extracted from their respective literatures, 
where “–” means the results were not reported. From Table 3, PSOMCIS-CNN 
can outperform all state-of-the-art methods in terms of accuracy, sensitivity, speci-
ficity, precision and F1 score, implying the robustness and effectiveness of proposed 
optimized deep learning model in COVID-19 diagnosis.
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Table 3 Comparison of PSOMCIS-CNN with state-of-the-art methods in COVID-19 diagnosis 

Method Accuracy Sensitivity Specificity Precision F1 score 

DarkNet-53 [24] 90.38 89.51 91.22 90.78 90.14 

ResNet-101 [24] 91.75 91.49 92.00 91.49 91.49 

SqueezeNet [24] 90.72 88.51 93.01 92.91 90.66 

VGG-16 [24] 94.16 94.93 93.46 92.91 93.91 

VGG-19 [24] 90.72 95.24 87.27 85.11 89.89 

CB-STM-ReNet [26] 96.53 97.00 96.00 93.00 95.00 

CNN-GRU [27] 96.00 – – 96.00 96.00 

Xception [28] 89.50 – – 98.20 – 

Proposed 97.78 97.77 98.88 97.77 97.77 

5 Conclusions 

An optimized deep learning model known as PSOMCIS-CNN is proposed to perform 
automatic diagnosis of COVID-19. A PSOMCIS is designed by leveraging the 
concepts of MCM and OBL to produce initial population with better quality for 
effective searching of optimal CNN hyperparameters. Simulation studies show that 
PSOMCIS-CNN can outperform other compared methods by producing the accuracy, 
sensitivity, specificity, precision and F1 score of 97.78%, 97.77%, 98.88%, 97.77% 
and 97.77%, respectively, when classifying normal, pneumonia and COVID-19 
cases. 
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Automatic Vehicle Location (AVL): 
Evaluation on the Punctuality Index 
of City Public Bus Service 

Haziman Zakaria, Diyana Kamarudin, Faiz Azizul, Mohammad Fitri Idrus, 
Nor Rokiah Hanum Md Haron, and Norhana Mohd Aripin 

Abstract This study evaluates on-time bus service in ‘City A’, Malaysia using the 
punctuality index. Besides, the bus service reliability performance will also identify 
bus service punctuality characteristics for various operation conditions and routes 
in ‘City A’. City ‘A’ has been selected as this city lacks commuter and rail services, 
unlike Kuala Lumpur and the Klang Valley; thus, City A’s public bus service is in 
high demand. This article collected bus data using automatic vehicle location (AVL). 
Buses use SIM cards and mobile data networks to transmit location and time. GPS 
and fleet tracking system measure bus time and speed (FTS). Sampled bus system 
data was analysed to calculate punctuality indices for all routes. Different operating 
conditions affected bus punctuality. The punctuality index measures a stage bus’s 
service quality. Finally, the result of the study can be used to evaluate and improve 
public bus service. 

Keywords Automatic vehicle location · Fleet tracking system · Punctuality 
index · Transit capacity and quality of service manual (TCQSM) 

1 Introduction 

Public transportation reduces traffic congestion, saves money, and saves time. Most 
neighbourhood residents take public transportation to work, school, or shopping. 
Buses are popular due to their low cost and large service area [1]. ‘City A’ is one of

H. Zakaria (B) · D. Kamarudin · F. Azizul · M. F. Idrus · N. R. H. M. Haron · N. M. Aripin 
Faculty of Industrial Management, Universiti Malaysia Pahang, 26300 Gambang, Pahang, 
Malaysia 
e-mail: haziman@zoho.com 

D. Kamarudin 
Faculty of Education and Liberal Studies, City University, 46100 Petaling Jaya, Selangor, 
Malaysia 

CoE for Artificial Intelligence and Data Science, Universiti Malaysia Pahang, 26600 Pekan, 
Pahang, Malaysia 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
M. A. Abdullah et al. (eds.), Advances in Intelligent Manufacturing and Mechatronics, 
Lecture Notes in Electrical Engineering 988, 
https://doi.org/10.1007/978-981-19-8703-8_7 

75

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8703-8_7&domain=pdf
mailto:haziman@zoho.com
https://doi.org/10.1007/978-981-19-8703-8_7


76 H. Zakaria et al.

Peninsular Malaysia’s fastest-growing commercial centres. The 2005 National Phys-
ical Plan identified ‘City A’ as Peninsular Malaysia’s future growth centre [2]. Most 
bus companies in ‘City A’ are closing due to profit concerns and declining ridership. 
‘City bus services’ were introduced in ‘City A’ in response to public transportation 
demand. There was no superior intercity service in ‘City A’ before ‘city bus services’. 
Private bus companies around ‘City A’ ran at random times were late and provided 
ineffective services. Few people use this bus service and its accompanying services 
as a mode of transportation. 

Even so, public transportation in most Malaysian cities, including ‘City A’, has 
not been able to compete with private cars. Most people would rather drive their car 
than take public transportation. Few of them say they are unhappy with how bad the 
public transportation services are. People did not use bus services because they did 
not have good amenities (like clean seats and air conditioning) and because being on 
time was important [3]. 

So, even though the government built Rapid KL, Rapid Penang, and Rapid 
Kuantan, people did not use public transportation. People who take public trans-
portation are still few. If public transportation is not used much by many people, the 
bus company has to reduce service to save money. There is also what this means for 
people who usually take public transportation. 

Sticking to its route is crucial for making sure customers are happy with its 
service. Even though buses often ran in ‘City A’, people had trouble getting where 
they needed to go because the buses were late. The fact that people on public buses 
are often uncomfortable makes them less reliable, making them less attractive than 
private cars. So, it is essential to find out if the public transportation system is working 
well enough. The output can be seen as a way for society to get the improvements it 
wants to make services better, meet needs, and make everyone happy. 

Automatic vehicle location (AVL) systems allow authorities to track and observe 
moving targets surreptitiously. Using GPS satellite data, AVL systems can provide 
investigators with information on a vehicle’s location, speed, and stopping point. 
One of Malaysia’s integrated AVL systems is used in the ‘City A’ buses fleet tracking 
system. A complete AVL system uses GPS and other technologies (like CCTV video 
recording/online streaming and a passenger information system) to find buses and 
the mobile data network (MDN) to move data. The fleet tracking system keeps an 
eye on ‘City A’ buses. Every 15 s, it sends the location of each bus to the AVL centre. 
This information is then sent to the central server, which is used to improve service 
management and reliability, and the real-time passenger information system tells 
passengers. 

Each cabin bus’s on-board unit (OBU) is needed to find out where the bus is. It 
is a computer setup to get information about bus locations and events from different 
sources and store it. A GPS receiver on the roof of the bus sends the location 
of the vehicle every second. The system uses this information and algorithms for 
optimization and route/map matching to figure out exactly where the buses are. 

The OBU keeps track of where a bus is along its route and what it is doing. It keeps 
track of things like how long the trip is and how many people are on it. Using a mobile 
data network, the OBU sends information about where the bus is to the master data
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server (MDN). The location and activity data are then sent to the reporting central 
server through local area communications networks for post-processing, historical 
storage, and management reports. 

One thing that affects the quality of bus service is how reliable it is. Reliability is 
a complicated idea that many things can define. The Malaysian Ministry of Trans-
portation defines the reliability of public transportation as the number of morning 
rush-hour trips that are finished in less than an hour [4]. There is much evidence 
that shows how critical dependability is to the quality of transportation services [5]. 
Reliability can be described and judged from both the bus company’s and the riders’ 
points of view [6]. 

Several studies have also shown that bus service reliability is still an essential part 
of figuring out how good it is. Allen et al. [7] say that the reliability of the bus is vital 
for waiting time. They stressed how important it is for transportation companies to 
be on time and leave enough space between buses. 

Accessibility is a measure of how easy it is to use transit to get around. It can be 
measured by the distance between transit stops or how long it takes to get from one 
stop to another. To find the right metric for public transportation, we need to find the 
ones that focus on how easy it is for people to get to transit where they live, where 
they work, and along routes that connect the two. As shown in the Table 1, two types 
of measures are made just for public transportation. 

Using the transit capacity and quality of service manual (TCQSM), on-time perfor-
mance and headway adherence can be used to measure dependability. Headway 
adherence means, amongst other things, how regular or even the time between bus 
trips is, how often trips are missed, and how many trips are passed up. People think 
that each bus has its schedule for when it will arrive at each bus stop. The quality 
of service framework for bus operations is shown in the Table 2. It shows  the many  
ways that transit TCQSM can judge the quality of bus service. 

Punctuality is measured by how much time has passed between the actual and 
expected arrival times. Timeliness is related to being on time. The headway evenness 
or adherence of interval service reliability criterion measures reliability in the same 
way a customer would [6]. 

Table 3 [8] shows how to make an index for how on-time bus operations are. 
Several types of punctuality indices were found. Each one was based on the number 
of bus stops and routes and included on-time performance and headway adherence. 

In conclusion, the punctuality index (PI), which is also called ‘on-time perfor-
mance’, is a metric that can be used in this study to measure reliability. The area 
chosen for this study is ‘City A’, a proliferating popular place for investment and 
tourism. Also, since bus companies have a monopoly, service reliability and integra-
tion are more accessible than in cities with more than one bus company. The specific 
research question that this study is trying to answer is: 

RQ1: How well does the ‘City A’ bus service show up on time? 
RQ2: How on time are the bus routes that ‘City A’ runs? 
RQ3: Do you think there is a link between being on time and raining? 
RQ4: How did other things affect how on-time the ‘City A’ bus service was?
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2 Methodology 

Automatic vehicle location (AVL) datasets were used to evaluate punctuality of bus 
route which collected through global positioning system (GPS) receiver inside on-
board unit, which has been installed in 51 units buses. AVL dataset contains data for 
all trips that had scheduled departure time from the terminal between 5.20 a.m. and 
11:00 p.m. The on-board unit is located in the driver’s cabin and will transmit the data 
to bus control centre via mobile data network (MDN). The data will then be stored in 
fleet tracking system reporting database. In addition, the driver provided information 
on (1) the number of passengers alighting and boarding, (2) actual departure times 
and the scheduled and the actual, and (3) scheduled arrival times at each stop until 
the final destination. The passenger load, punctuality index, and travel time will be 
calculated using these data. Data collected is from 51 bus that covering 16 route and 
580 trip daily for a period 7 month. The dataset was also divided into weekday and 
weekend to determine whether traffic condition has relationship with punctuality. 

This study used CRISP-DM to analyse and process data of fleet tracking system 
(FTS) which contains punctuality, location, and the performance of the journey. 
CRISP-DM has 6 main phases (i.e. business understanding, data understanding, data 
preparation, modelling, evaluation, and deployment) which helps to narrow down the 
result and focus to the business user. The collected data was analysed to determine 
the transit capacity and quality of service manual standard (TCQSM), characteristics 
of bus service, and the punctuality index of each route. 

To analyse the data, Microsoft Excel Analysis Tool was used to find the rela-
tionship between dependent variable (punctuality) and factors that affected the bus 
punctuality. The data is analysed by plotting the graph using Microsoft Excel Data. 

3 Result 

Punctuality refers to 5 min early or late in actual compare to scheduled time, and the 
punctuality percentage for the day has been calculated for each route. The quality 
of service was determined by comparing the punctuality value with TCQSM. The 
average punctuality performance percentage for 29 lines routes ranges from 37.1 to 
91.8% with 76.4% on average. The monthly average punctuality route was recorded at 
75.1% (June), 76.0% (July), 74.8% (August), 75.6% (September), 76.8% (October), 
76.7% (November), and 78.4% (December). For level of service (LOS), only month 
of August was rated as F, whilst the rest of the month was rated as E. It is revealed that 
the average of punctuality index from June to December of ‘City A’ route is 76.4%, 
which is LOS E, means that every day there is one late transit service vehicle. 

Using the percentage of punctuality service for each month, we can determine the 
level of service (LOS) rate for each route. According to the results, the lowest level 
of service (LOS) for most routes is C. Every week, more than one vehicle will be late 
for the average passenger at LOS ‘C’. Line route which is always in Top 5 punctual
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route from month June to December is line route 4002, followed by 3032, 2002, 
4001, and 5001. Compressively, the punctuality indexes are not the same because 
traffic, driver, and passenger factors change randomly during the week. With a 52.4% 
punctuality rate, Route 200 is the most reliable route for being on time. For Route 
401, the punctuality index is going down, whilst it changes throughout the month for 
other routes. 

Bus route 400 is always on time. However, it varies greatly, which shows that the 
service is not always on time. Route 602 has the worst on-time performance because 
of traffic jams and many people taking it. These things make it take longer to get 
somewhere, so the bus might be late or miss the next trip. This situation proves that 
TCQSM’s claim about the effect of traffic characteristics is valid [9]. Several drivers 
got to the station ahead of schedule and then left early or late. This behaviour goes 
against being on time and hurts your credibility. How on-time a public bus depends 
on the road conditions, the length of the route, the number of stops, the operations 
control strategies, the availability of the vehicle and crew, and the driving skills of 
the operators [10]. 

Hypothesis 1 measures the relationship between punctuality index and rainfall, 
and Fig. 1 shows the punctuality index versus the rainfall. Based on regression anal-
ysis from Fig. 1, bus operation punctuality has positive correlation with rainfall. 
When more rainfall, the punctuality also increases. This is could be when there is 
heavy rain, not many people are planning to going out using bus and also no traffic 
congestion. R2 is utilised as an indicator of fit quality. It indicates the number of points 
on the regression line. The result indicates that R2 is 0.83, indicating an excellent fit. 
In other words, the independent variables explain 83% of the dependent variables 
(y-values) over the independent variable (x-values). R2 is utilised as an indicator 
of fit quality. It indicates the number of points on the regression line. The result 
indicates that R2 is 0.83, indicating an excellent fit. In other words, the independent 
variables explain 83% of the dependent variables (y-values) over the independent 
variable (x-values). In addition, based on ANOVA regression analysis output, the 
significance F value is 0.004 which is less than 0.05 (5%). Figure 1 shows the result 
is reliable and statistically significant.

Second hypothesis measures the relationship between punctuality index and rider-
ship. The one week punctuality data is use on this test to analyse the effect of traffic 
condition to the punctuality. P-value is the probability value in hypothesis testing 
to accept or reject null hypothesis. The alpha values used at 0.05 or 5% significant 
level. Based on t-test, one-tailed p-value = 0.004 and two-tailed p-value = 0.008. If 
p-value is less than 0.05, it suggests a significant differences between punctuality on 
weekend and weekday. Based on the result, Fig. 2 shows that the punctuality index 
on weekend is statistically higher than weekday.

Hypothesis 3 measures the relationship between punctuality index and ridership. 
Based on regression analysis from Fig. 3, the correlation coefficient result is 0.19 
which shows a very weak linear relationship. So, the number of riders seems to have 
a negligible effect on the punctuality index. In addition, significance F value is 0.479 
which is higher than 0.05 (5%) and resulted not significant between ridership and 
punctuality.
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Fig. 1 Punctuality index (%) versus rainfall

Fig. 2 Punctuality index (%) versus ridership

Fig. 3 Punctuality index (%) versus number of stops
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The fourth hypothesis measures the relationship between punctuality index and 
number of stops. Based on regression analysis, the result of correlation coefficient 
is 0.05 showing no linear relationship since it is close to 0. As a result, the punctu-
ality index has no significant different with the number of stops. Additionally, the 
significance F value is 0.83 which is higher than 0.05 (5%) and significantly no 
correlation. 

4 Discussion 

From a passenger’s point of view, reliability is the ability of a system to stick to 
a schedule or keep regular headways and a predictable trip time. It is also known 
as ‘arrival as scheduled’ [11]. Unexpected or unscheduled vehicle arrivals make it 
hard to keep a steady pace or let vehicles pass through stations regularly [12]. There 
are some stops or stations where buses may be late. Consequently, they often leave 
later than planned. Because of these things, the bus service is not very reliable. Two 
important part that will help passenger when dealing with bus delay is customer-
focussed attitude from bus drivers and fast information. 

Firstly, people in ‘City A’ complained that buses were always late and long wait 
times on some bus routes. They said that the company was running out of buses 
because so many of them were broken. Since there are fewer buses on some routes, 
the difference in headways is more considerable. Customers started to use taxis and 
e-hailing to get where they needed to go. Over the past year, the number of people 
taking the bus in ‘City A’ has steadily decreased. However, people on several routes 
were happy with how on-time and consistent the service was. 

Secondly, customers know that the buses leave on time from what they have seen 
on the schedule. Because there are not enough buses, there is still a long wait between 
buses. Because there is much demand, some buses may leave before their scheduled 
time. A bus might be late if many kids wait at a station or frequently stop. Most 
people who take the bus are students, so the schedules are based on when they go to 
school. 

Thirdly is driver behaviour. When the bus was full, some of the drivers left before 
they were supposed to. Because of this, people had to wait longer for the next trip. 
This problem will result in more people on board for the next trip. On the second 
trip, the speed was slowed because the bus would frequently stop to load and unload. 
For example, a bus trip that was supposed to leave at 12:30 p.m. left 30 min early 
because so many people were on it. The following bus will not come until 2:00 p.m. 
for those who arrive in the afternoon. These people will have to wait longer and will 
be added to the people on the 2 p.m. flight. People who cannot afford to wait for so 
long might choose a different way to get around, making public transportation less 
appealing in the long run. 

Lastly is bus condition. The excellent condition bus must be in good shape and has 
30 seats that recline and 34 places to stand air-conditioned. There are two automatic 
doors in the front and middle of the bus during rush hours that help people get on
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and off. All buses use electronic ticketing machines (ETMs) to sell tickets. These 
machines print out a small piece of paper, and you can pay with cash or a credit card. 

Most bus riders know that a bus’s ability to arrive on time depends on traffic, 
road conditions, and things that cannot be helped, like accidents. On the other hand, 
passengers think that bus companies should focus on things they can control to 
cut down on delays. Bus delays can cause people to be late to work, pick up their 
kids late, or miss medical or other appointments. When delays and other problems 
happen, bus customers will benefit from two changes: getting necessary information 
and having bus drivers who care more about their customers. When the bus is late, 
people feel helpless. Many people on the plane think they cannot find out what is 
going on. ‘Sometimes, it is hard to decide whether to stay or leave at bus stops’, said 
one passenger. There is a big difference between what passengers have experienced 
and what they want from bus drivers. During delays and other problems, passengers 
want bus drivers to act as the company’s customer service representative by giving 
information, showing empathy, and apologising. To close this gap, we need to teach 
drivers how to provide good customer service and look for ways to reduce the stress 
on drivers by getting them to talk to passengers directly. 

To a lesser extent, planned roadwork and typical peak traffic congestion are seen 
by passengers as delays or disruptions, as are severe weather, accidents, emergency 
roadwork, and technical problems with the bus. Passengers also complain about 
delays caused by buses leaving early, driving by stops without picking up passengers, 
taking too long to buy tickets, and what they see as poorly designed schedules that 
cause services to ‘cluster’. Some examples of disruptions the industry could expect 
were delays and changes to services. Some roads were closed or detoured because of 
roadwork or important local events. Traffic jams (especially during rush hours) and 
planned road work were the most common reasons for delays or other problems. 

Passengers also mentioned other things they think cause problems and delays with 
bus service. These had to do with the bus’s business, the driver, or other people on 
the bus most of the time. 

(1) Buses often stop for short periods along the way because the driver needs 
a break or because they need to switch drivers, though this is not always the case. 
Passengers do not always know what is going on or why. Furthermore, the explanation 
is not always thought to make sense even when they do the problem. (2) Buses depart 
early from the schedule. Participants said that the driver might not have seen all of 
the people waiting for their specific vehicle and that they had seen buses drive by bus 
stops without stopping whilst people were waiting. (3) People who take too long to 
get on or pay are doing so because many people are getting on simultaneously, and 
they need to get payment change. (4) A human error happens, for example, is a driver 
who takes the wrong turn. Some of the people who took part in the study thought that 
timetables are not always set up well, which causes services to be grouped together 
and then spread out. This problem is especially true when more than one company 
serves the same area. 

The drivers who took part in this study said that traffic jams, road closures, bad 
weather, accidents, mechanical problems, and passengers who were hard to deal 
with were all significant sources of disruption. When customers’ trips are delayed or
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have other problems, drivers often feel sorry for them, even if the customers do not 
know it. Drivers do not want to give accurate information if the situation is likely 
to change, so they do not. This situation means that the information is not correct, 
which could hurt them in the future. This problem is a real worry, but the people 
who took part in this study said they were aware of how road travel affects the ability 
of bus companies and drivers to give accurate information. Passengers thought that 
having some information was better than having none, as long as it was based on the 
best information that was available. 

Both passengers and drivers suggested other ways to deal with delays and other 
problems and keep passengers informed. (1) Roadwork or events in the area that 
close roads or cause traffic jams. Local governments and bus companies need to talk 
to each other more about scheduling maintenance that causes minor inconveniences. 
Drivers and passengers, for example, would prefer that work on a stretch of road 
not be done all at once but instead at different times. Also, they would rather take a 
different route around road construction than drive through it. (2) Traffic jams and 
temporary traffic lights are a problem. Some passengers and drivers think that the 
lights could be timed better to give cars enough time to pass before letting traffic flow 
in the other direction. Several passengers and drivers asked that timetables include 
a ‘rush-hour contingency’ to make peak-hour schedules more realistic. Bus priority 
lanes were supported by drivers everywhere because they saw how well they worked 
where they were already in place. (3) Bus has mechanical issues. Some passengers 
think that technical problems are unacceptable because cars should be well-kept 
(whilst it might be naive to think nothing will ever break down, this is a genuine 
perception that bus companies need to be aware of). (4) Boarding time too long for 
one customer. Most passengers like new ways to buy tickets, like smartcards, which 
make the process faster. Many customers think that there should be more buses at 
certain times to reduce the number of people waiting to get on, which causes delays. 
In particular, these passengers think that more specialised school buses are needed 
so that other passengers do not have to wait when school is in session. 

5 Conclusion 

Punctuality is one of the most important ways to measure how well a bus service 
works. 76.4% of buses on the level of service E route arrive on time from the analysis. 
In December, Route 400 has a 91.8% (LOS B) punctuality index, whilst in June, it 
has a 37.1% (LOS F) index. These results show that the ‘City A’ bus service needs 
to get better at being on time. 

The punctuality index ranges from 37.1 to 91.8%, with 76.4.8%. Statistical T-test 
result shows that punctuality on weekends is statistically higher than on weekdays. 
P-value with one tail is 0.004164, and P-value with two tails is 0.008328. In both 
cases, P-value is less than the alpha value, i.e. 0.05, thus can reject the null and 
assume a significant difference between punctuality on weekends and weekdays.
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Thus from the result, it can be conclude that a common reason for unreliable 
service is that too many people are on the route. It makes travel times longer, makes 
bus rides unpredictable, raises costs, makes people less likely to trust buses, and 
reinforces negative ideas about them. 

As an effect of rainfall on punctuality, based on regression analysis output, punc-
tuality of bus operation has a positive correlation with the rainfall. This positive 
correlation could be when there is heavy rain, not many people plan to go out using 
the bus. When it is raining, many people will choose to travel by car because it is 
more comfortable. 

Based on regression analysis output of effect ridership towards punctuality, the 
result correlation coefficient is 0.19 means a fragile linear relationship. The punctu-
ality index seems to increase with the number of ridership slightly. Several things 
effect this result, such as traffic, weather, dwell time, and the number of people getting 
on or off the bus, can affect how well a transit bus system works along its route. Dwell 
time is the amount of time a vehicle stops for passenger service. It includes the time 
between when the doors opened and when they closed. The method of payment can 
affect how long the bus stays in one place [13, 14]. Paying fares affect how long a 
bus stays in one place. City A bus will take both cash and credit cards. Since the bus 
only has one driver and no helper, they only can provide limited ways to pay. The 
driver must be the one to make money and give out tickets. Customers have to wait 
in line at the door, making boarding take longer. 

As an effect of the number of stops towards punctuality, regression analysis output 
indicates that the correlation coefficient is 0.05 means no linear relationship since it 
is very close to 0. A study suggested that the platform crowding pattern significantly 
affects dwell time [15]. 

It makes it hard for people to move around and hard to see approaching buses. 
Also, when more people are waiting on the platform, there is a higher chance that 
more people will get on the same bus. This condition causes bus stops to get crowded, 
and people have to wait longer for the bus. Also, if the station is full of people, the bus 
may not be able to see passenger waiting. This problem could make people slower 
to react when the regular bus comes, which would make them stay longer. 

The study says that the punctuality index can measure how reliable mixed-traffic 
fixed-route bus services are [16]. Punctuality index studies are often used to measure 
how well bus routes and bus companies serve their customers. If bus companies 
could lose government subsidies based on how on time they were, they would try 
to improve how on time they were [17]. When figuring out how reliable public bus 
service is, the punctuality index is just one of many things to think about. 

More factors should be looked at to expand the scope of bus reliability research, 
such as how often or how often buses run. In addition, improving punctuality is 
helpful to passengers to reduce the waiting time at bus stops or make reasonable travel 
arrangements before making a trip. However, for this to be effective, the information 
provided to passengers should be reliable and accurate. 
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Appendix 

Table 1 Type of metrics from guide to sustainable transportation performance measures, EPA 

Type of metrics Description Metrics identified 

Distance to transit stops These metrics capture the main 
office commuters based on 
locations, population, trip 
origins, or trip destinations 
within a certain radius of a 
transit stop 

(1) Per cent of daily/peak period 
trips (origins and destinations) 
starting or ending within 100 m 
of a transit stop. (2) Per cent of 
population and employment 
within 100 m of transit 

Destinations accessible by 
transit 

These metrics capture not just 
the accessibility of transit 
stops, but the connection that 
transit provides to various 
destinations 

(1) Number of households 
within a 30-min transit ride of 
major employment centres/city 
centre. (2) Percentage of work 
and education trips accessible in 
less than 30 min transit travel 
time. (3) Percentage of 
workforce that can reach their 
workplace by transit within one 
hour with no more than one 
transfer 

Table 2 Quality of service framework 

Service measure 

Transit stops Route segments System 

Availability Frequency Hours of service Service coverage 

Comfort and convenience Passenger load Reliability; (1) on-time 
performance and (2) 
headway adherence 

Transit-auto travel time 

Table 3 Punctuality indexes 

Punctuality index Description 

P1 Shows how much time has passed between the actual arrival time and the 
time that was planned (adherence) 

P2 Shows how much time has passed between the actual headway and the 
planned one (regularity) destinations 

P3 An index that shows how long it takes between the average headway of a day 
and the average headway of the next bus (evenness)
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Bearing Fault Diagnosis Using Extreme 
Learning Machine Based on Artificial 
Gorilla Troops Optimizer 

M. Firdaus Isham, M. S. R. Saufi, M. D. A. Hasan, W. A. A. Saad, 
M. Salman Leong, M. H. Lim, and Z. A. B. Ahmad 

Abstract Bearing diagnosis is important to ensure smooth machinery operation and 
safety. Machine learning methods have been used widely in bearing diagnosis study, 
and one of the recent methods used is an extreme learning machine (ELM). The 
ELM method offers ease of implementation, rapid learning rate, and better general-
ization performance. However, the ELM method may lead to inaccurate diagnosis 
due to inappropriate value selection for neuron number, input weight, and hidden 
layer bias. Therefore, this paper proposed a new bearing diagnosis using ELM-based 
gorilla troops optimizer (GTO) method, named as GTO-ELM. The GTO method 
was used to select an optimized parameter for the ELM method. Two sets of bearing 
datasets from experimental work and online database were used in this study for 
evaluation on the proposed method. Both datasets have four different type of opera-
tion condition which are normal (baseline), inner race fault, outer race fault, and ball 
fault. Based on diagnosis result, the proposed GTO-ELM was able to surpass whale 
optimization algorithm (WOA)–ELM in term of convergence speed and conven-
tional ELM methods in term of diagnosis performance with almost 10–12% better 
performance. 

Keywords Fault diagnosis · Extreme learning machine · Optimization 

1 Introduction 

Bearing is one of the most important components in rotating machinery equipment 
in many industries such as aviation, energy, transportation, construction, and oil 
and gas. In order to optimize the production rate, bearing component may subject
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to long operation under harsh environment and sometimes exceeding it designed 
lifecycle [1]. This will lead to bearing failure that can cause serious harm to people, 
organization, and economy. Generally, bearing may fail due to inner race fault, outer 
race fault, ball fault, etc. [2, 3]. Vibration signal usually used in order to detect 
bearing failure due to its ability to distinguished normal and abnormal condition by 
referring to the amplitude and vibration pattern [4]. In this study, vibration signals 
were used in the proposed bearing diagnosis method known as GTO-ELM for bearing 
fault detector and improve safety, reliability, and durability of rotating machinery 
equipment. 

Traditional bearing diagnosis was mainly depending on human interpretation on 
frequency spectrum [1]. This approach mainly leads to inaccurate interpretation due 
to human error. Recently, automated bearing diagnosis has gained an attention due to 
it ability to provide a good diagnosis result without human intervention. Hence, a lots 
of bearing diagnosis approach have been proposed such as WOA-ELM and VMDEA 
[1, 5, 6]. However, the demands to produce more advance and more accurate diagnosis 
model had been gained attention within researchers with a lot of new algorithm had 
been proposed to be tested in different study [5, 7–11]. 

In 2006, a novel single-hidden layer feedforward neural network known as ELM 
method had been proposed by Huang et al. [12]. The ELM method provides better 
generalization performance and faster learning rate as compared with support vector 
machine (SVM) and artificial neural network (ANN) methods [13]. The ELM method 
has been applied in many areas of study which are machinery diagnosis [14–18], air 
quality forecasting [19], electric load forecasting [20], and machining [21]. This 
ELM method also had been used for prognostic study with its ability to solve regres-
sion problem [21]. However, the performance of the ELM method is depending on 
its three main parameters which are number of hidden neurons, input weight, and 
hidden layer bias. To date, there are numerous studies have been done to solve this 
problem by combining the ELM method with meta-heuristic or optimizer method. 
Gray wolf optimizer (GWO) is one of the meta-heuristic algorithms that have been 
used to solve ELM problem. For example, Thammasakorn et al. have been GWO-
ELM for imbalance data classification [22], Zhou et al. have proposed GWO-ELM 
for carbon price forecasting [23], Xiao et al. have proposed GWO-ELM for shaft 
orbit identification [24], Sales et al. have proposed GWO-ELM for water lake depth 
modeling [25], Shariati et al. have proposed GWO-ELM for compressive strength of 
concrete strength [26], Li et al. have proposed GWO-ELM for multi-domain gearbox 
fault diagnosis [27], and Yao et al. have proposed GWO-ELM for hybrid gearbox 
fault diagnosis [28]. Whale optimization algorithm (WOA) is the latest optimizer 
which was used in order to solve the ELM problem. For instance, Nayak et al. have 
proposed WOA-ELM method for pathological brain detection [29], Sun and Zhang 
have proposed WOA-ELM method for carbon price forecasting [30], Isham et al. 
have proposed WOA-ELM for gearbox fault diagnosis [6], and Sun and Wang have 
proposed WOA-ELM for CO2 prediction and analysis [9]. 

Therefore, this paper aims to propose the combination GTO and ELM where the 
GTO method mainly used to correctly select the three parameters value of ELM 
method. The GTO method was recently proposed by Abdollahzadeh et al. [31]. The
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GTO method was able to provide better convergence and provide better or competitive 
performance as compared with other optimizer [31]. To the best of our knowledge, 
the GTO method only had been applied in electrical system optimization [32]. The 
GTO method was inspired by the behaviors of gorillas group and described in two 
main strategies which are exploration phase and exploitation phase. Three strategies 
are used in exploration phase which are migration to undiscovered area, moving to 
a different gorilla group and migration to an identified location [31]. Two strategies 
are used in exploitation phase which are follow the silverback and competition for 
adult females [31]. To the best of our knowledge, this is the first paper applying the 
GTO method to improve the ELM method for bearing diagnosis application. 

This paper is described from the following aspect. The theoretical background 
of the methods used was briefly explained in Sect. 2. Experimental procedure and 
bearing datasets were described in Sect. 3. Parameter optimization and bearing diag-
nosis study presented in Sect. 4. In Sect. 5, the conclusion and future direction are 
finally given. 

2 Methods 

2.1 The Proposed Bearing Diagnosis Method 

The proposed diagnosis method is basically a combination of GTO and ELM method 
which have been fully described in Fig. 1. A modification on fitness function for 
GTO method is required in order to hybrid this method with ELM method. The 
minimization fitness function for GTO method is basically based on the training 
and testing accuracy as described in Eq. 1, where Traccuracy is training accuracy, and 
Teaccuracy is testing accuracy.

fitnessminimization = 1 − ((
Traccuracy + Teaccuracy

)
/2

)
(1) 

2.2 Extreme Learning Machine 

ELM is a simple and efficient method to train single-hidden layer feedforward neural 
networks (SLFNs), as proposed by Huang et al. [12]. The ELM method helps to 
resolve the problem of conventional gradient-based algorithms for SLFNs [12]. The 
ELM method mainly consists of input layer, hidden layer, and output layer as shown 
in Fig. 2, where xi is a feature, wi is input weight, b is bias. Then, H matrix was 
produced as described in Eqs. 2 and 3.
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Fig. 1 Proposed GTO-ELM method
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Fig. 2 ELM topology 

h1 = (w1x1 + b) × f (2) 

H = (
wm,nxm,n + b

) × f (3) 

y = Hβ (4) 

yi =
Σ

βi f [wi xi + b] (5) 

Then, the output matrix was formed as described in Eqs. 4 and 5 where yi is an 
output layer, and βi is an output weight. 

2.3 Artificial Gorilla Troops Optimizer 

The GTO method was inspired by the behavior of gorillas group social intelligence in 
nature. In this GTO method, all gorillas considered as a possible solution in GTO. The 
best possible solution at each optimization stage is considered as a silverback gorilla. 
Basically, GTO consists of two phase which are exploration phase and exploitation 
phase. For exploration, there are three strategies used. First, the migration of gorillas 
to undiscovered area which mainly to increase the exploration of GTO as described 
in Eq. 6. 

GX(t + 1) = (UL  − LL) × r1 + LL  , Rand < p (6)
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Second, moving to a different group of gorillas which mainly to balance between 
exploration and exploitation as described in Eq. 7. 

GX(t + 1) = (r2 − C) × Xr (t) + L × H, Rand ≥ 0.5 (7)  

Third, migration to the identified location which mainly to increase GTO 
capability to search for diverse optimization spaces as described in Eq. 8. 

GX  (t + 1) = X (i) − L × (L × (X (t) − GXr (t)) 
+ r3 × (X (t) − GXr (t))), Rand < 0.5 (8)  

where GX  (t + 1) is the possible solution position vector of gorilla in the following t 
iteration, X (t) is the current vector position of gorilla, while Rand, r1, r2, and r3 are 
the random values between 0 and 1. The parameter, p, is the probability of choosing 
the migration strategy to an unidentified position and must be specified between 0 
and 1 before optimization process start. Xr is a random selected member of gorilla, 
and GXr is a random selected vector of gorilla possible solution position. LL  and 
UL  present lower limit and upper limits of the variables accordingly. For C , L and 
H can be mathematically represented according to Eqs. 9–11. 

C = (cos(2 × r4) + 1) × (1 − t/max(t)) (9) 

L = C × l (10) 

H = Z × X (t) (11) 

where r4 is a random value between 0 and 1, l is a random value between −1 and 1, 
and Z is a random value between −C and C . If  Rand < p, the first strategy is chosen, 
if Rand ≥ 0.5, the second strategy is chosen, and if Rand < 0.5, the third strategy 
is choosing accordingly. The best solution from exploration phase will become the 
silverback. 

For exploitation, there are two strategies which were used. First strategy is 
following the silverback (chosen gorilla). This strategy will be selected if C > W , 
where W is the random parameter set. The chosen gorilla (silverback) is a leader 
that makes decision and guide other to find a food. This behavior can be described 
in Eqs. 12 and 13, where g = 2L . 

GX  (t + 1) = L × M × (X(t) − Xsilverback) + X (t) (12) 

M =
(||

|||
(1/N ) 

NΣ

i=1 

GXi (t)

||
|||

g)1/g 

(13)
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Second strategy is the competition for adult female gorilla. This strategy will be 
selected if C < W . In nature, young male gorilla will compete violently with other 
males in selecting female gorilla. It can be described in Eq. 14. 

GX  (t + 1) = Xsilverback − (Xsilverback × Q − X (t) × Q) × A (14) 

Q = 2 × r5 − 1 (15) 

A = β × E (16) 

where Q is the impact force, r5 is a random value between 0 and 1, A is a vector which 
indicates the degree of violence in case of conflict, β is specified set value before 
optimization maneuver, and E is the violence impact on the solution dimensions. 
The best solution from exploitation will become the new silverback (chosen gorilla 
either from exploration phase or new gorilla selected). The full flow of GTO method 
can be accessed in Fig. 1. 

3 Procedure 

Two sets of bearing datasets were used in order to validate the proposed GTO-ELM 
method. One set from experimental data and another one is from online bearing data 
from Case Western Reserve University (CWRU). Both datasets consist of four type 
of bearing condition which are healthy (baseline), inner race fault, outer race fault, 
and ball fault. 

3.1 Experimental Bearing Data 

The experimental data were extracted from Machinery Fault and Rotor Dynamics 
Simulator (MFS-RDS) test rig as shown in Fig. 3.

The test rig was operated at 30 Hz with three accelerometer sensors located on 
bearing housing. The sampling frequency was set at 24.6 kHz. The faults were 
artificially induced with a defect size of 1.5 mm on inner race, outer race, and ball. 
Figure 4a–c presents the components with the induced fault accordingly.

Vibration signals were then extracted for healthy (baseline), inner race fault, outer 
race fault, and ball fault condition. Then, the signals were divided into 150 signal 
samples for each bearing condition with 1000 data point for each sample. Total of 600 
signal samples were then divided into training and testing data for diagnosis purpose. 
The data configuration for training and testing was shown in Table 1 accordingly. 
Each bearing condition was also labeled with a specific class accordingly. A ratio
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Fig. 3 Machinery Fault and Rotor Dynamic Simulator (MFS-RDS)

Fig. 4 Bearing components 
with induced fault, a inner 
race fault, b outer race fault, 
and c ball fault

of 70% training and 30% testing data distribution were used to distribute the data 
accordingly.

Figure 5 shows the vibration signal generated from MFS-RDS test rig for each 
bearing condition.

3.2 CWRU Bearing Data 

The datasets were downloaded from CWRU data center Website. The datasets have 
same condition as experiment data where it consist of four types of bearing condition 
which are healthy (baseline), inner race fault, outer race fault, and ball fault. The data 
were extracted from test rig shown in Fig. 6. All the fault was artificially induced
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Table 1 Signal sample 
configuration 

Data Samples Condition Label 

Training 105 Healthy 0.2 

105 Inner race fault 0.4 

105 Outer race fault 0.6 

105 Ball fault 0.8 

Testing 45 Healthy 0.2 

45 Inner race fault 0.4 

45 Outer race fault 0.6 

45 Ball fault 0.8

Fig. 5 Bearing vibration 
signal generated from 
MFS-RDS, a healthy, b inner 
race fault, c outer race fault, 
and d ball fault

with 0.007 inches in diameter on inner raceway, outer raceway, and rolling element. 
The details of the experiment can be referred to CWRU data center Websites. 

The same procedure as experiment bearing data was used for this CWRU bearing 
data where the vibration signal from each bearing condition was then divided into 150 
signal samples with 1000 data point for each. Total of 600 signal samples were then

Fig. 6 CWRU experimental 
test rig 
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Fig. 7 Bearing vibration 
signal from CWRU data 
center, a healthy, b inner 
race fault, c outer race fault, 
and d ball fault 

divided into training and testing data according to 70% training data and 30% testing 
data. The same signal sample configuration can be referred to Table 1 accordingly. 
Figure 7 shows the vibration signals for each bearing condition from CWRU data 
center. 

4 Results and Discussion 

In this section, there are two stages of result which will be presented. First result 
presented is about parameter optimization for ELM method based on GTO method. 
Second result presented the diagnosis performance of the proposed method as 
compared with conventional and WOA-ELM method. In this study, eight statistical 
features listed in Table 2 were used. The features were extracted from each vibration 
signal samples from both datasets. The features were then feed into the proposed 
method for parameter optimization and diagnosis.

4.1 ELM Parameter Optimization 

GTO algorithm will be used to select the optimized parameters value for the ELM 
method. There are some parameters need to be defined in order to run the GTO 
algorithm which are number of maximum iterations, population size, number of 
variables, lower bound, and upper bound as stated in Table 3.

All the features from both datasets were then analyzed by GTO-ELM and also 
analyzed by WOA-ELM for comparison study. Figure 8a, b shows the convergence 
curve of GTO and WOA using the same features data from the experimental datasets. 
Figure 9a, b shows the convergence curve of GTO and WOA using the same features 
data from the CWRU datasets. From the result, it shows that the GTO method was
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Table 2 Statistical features 

Parameter Equation 

RMS
/ΣN 

n=1x(n)2/N 

Range max(x) − min(x) 

Skewness (
ΣN 

n=1(x(n) − x)3/N )/(
/ΣN 

n=1(x(n) − x)2/N ) 
3 

Kurtosis (
ΣN 

n=1(x(n) − x)4/N )/(
/ΣN 

n=1(x(n) − x)2/N ) 
4 

Crest factor max|x |/
/ΣN 

n x(n)2/N 

Shape factor (

/ΣN 
n=1x(n)2/N )/(

ΣN 
n=1x(n)/N ) 

Impulse factor max|x |/(ΣN 
n=1|x(n)|/N ) 

Margin factor max|x |/((ΣN 
n=1 

√|x(n)|)/N ) 2

Table 3 GTO initial 
parameter 

GTO parameter Value 

Population size 150 

Iteration 100 

Variable 3 

Lower bound [0, 0, 1]  

Upper bound [1, 1, 200]

managed to reduce the convergence speed with better objective function minimization 
value as compared with WOA method. For experimental datasets, WOA recorded 
85 iteration to converge whereas GTO recorded only 60 iteration to converge. For 
CWRU datasets, WOA recorded 100 iteration to converge, whereas GTO recorded 
only 55 iteration to converge. Less iteration to converge means the optimization 
method was able to find the minimum solution faster. This result can be reflected 
back to the statement made by Benyamin, where the GTO method was able to improve 
convergence characteristic as compared with another optimizer.

4.2 Bearing Fault Diagnosis Based on GTO-ELM 

By having the optimized parameters value for number of hidden neurons, input 
weight, and bias, the diagnosis process can be proceeded accordingly. Before testing 
the proposed method, a quick study on diagnosis performance when number of 
neurons was used wrongly in ELM algorithm. Figure 10a, b shows the training and 
testing performance of conventional ELM without fixing the number of neurons. As
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Fig. 8 Convergence curve 
for ELM parameter 
optimization for 
experimental datasets, a 
GTO and b WOA

(a) 

(b) 

observe this plot, it clearly sees that the testing performance was degraded when the 
number of neurons set was higher. Shown in Fig. 8b, the diagnosis accuracy start to 
degrade when the number of neurons reach almost 200. This is basically the main 
reason for the upper limit of the GTO parameter for variables number three (number 
of neurons) was set to 200.

The comparison study also has been done by comparing the proposed method with 
conventional ELM and WOA-ELM method. Figure 11a–c presents the diagnosis 
performance result. For conventional ELM, the number of neurons were set to range 
of 1–200 due to no specific of fix value of neuron number can be used. The weight 
and bias are randomly distributed for conventional ELM in range value of 0–1.

From the result shown in Fig. 9a–c, WOA-ELM and GTO-ELM were able to 
provide significance increase of diagnosis performance as compared with conven-
tional ELM about 10–12% better diagnosis accuracy for both datasets. The proposed
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Fig. 9 Convergence curve 
for ELM parameter 
optimization for CWRU 
datasets, a GTO and b WOA

(a) 

(b) 

method provides a competitive diagnosis performance as compared with the WOA-
ELM. This is expected result as both methods were able to find good and optimal 
solution for the ELM parameters. The result also has been summarized in Table 4.

5 Conclusions 

This study has proposed bearing diagnosis method using the combination of GTO 
and ELM method, so called GTO-ELM method. The proposed method has been 
tested with experimental bearing datasets and CWRU bearing datasets where each
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(a) 

(b) 

Fig. 10 Training and testing data with different value of neurons number for experimental datasets, 
a training and b testing

dataset consists of four different fault condition. The study can be summarized as 
follows: 

1. The GTO method has proved its capability to select an accurate number of 
neurons, input weight, and bias for the ELM method. 

2. The GTO method has also proved its ability to provide better and fast selection 
method as compared with WOA method where the GTO method surpasses WOA 
in term of convergence and solving minimization problem. 

3. The proposed GTO-ELM provides a competitive diagnosis approach in diag-
nosing bearing application. This has been proved based on the result for both 
datasets where GTO-ELM surpasses conventional ELM with almost 10–12% 
better accuracy and provides competitive almost 1–2% better diagnosis accuracy 
as compared with WOA-ELM.
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Fig. 11 Comparison 
diagnosis performance, a 
conventional ELM, b 
GTO-ELM, and c 
WOA-ELM

(a) 

(b) 

(c) 
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Table 4 Bearing diagnosis 
performance 

Method Datasets Training (%) Testing (%) 

GTO-ELM Experiment 98.9 83.2 

CWRU 99.4 94.8 

WOA-ELM Experiment 98.9 82.3 

CWRU 99.3 94.1 

Conventional ELM Experiment 88.3 73.1 

CWRU 91.9 81.6

For future work, we will test our proposed GTO-ELM approach on other rotating 
machinery application such as gear, shaft, and blades. We will also be focusing to 
further improve the GTO algorithm as there are a lot of random parameters were sets 
in this algorithm which not so very practical in some cases and also may affect the 
effectiveness of this method. 
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Classifying Ethnicity of the Pedestrian 
Using Skin Colour Palette 

Syahmi Syahiran Ahmad Ridzuan, Zaid Omar, and Usman Ullah Sheikh 

Abstract Nowadays, with the emergence of big data, there is an increasing desire to 
analyze and understand them. In this area, the focus is on the challenge of identifying 
pedestrian attributes from CCTV images, especially in terms of ethnicity. Due to a 
lack of necessary characteristics, ethnicity classification is nigh impossible in this 
instance. Facial landmarks are a requirement for the existing approaches. Therefore, it 
is suggested to use the individual’s skin tones as features instead. Segmenting the skin 
area of each unique face adds multiple dominant colours to the colour palette, which 
are later employed as characteristics during classification. The P-DESTRE dataset, 
which provides pedestrian dataset and their properties, including their ethnicities, is 
used to demonstrate the viability of the suggested method. The accuracy percentage 
for distinguishing between Caucasian and Indian pedestrians using the P-DESTRE 
dataset and skin colour palette is 98%. The outcome demonstrates that ethnicity 
classification is possible when utilizing a colour palette as a feature. On this premise, 
it is still possible to identify a pedestrian’s ethnicity from CCTV footage even without 
the use of face landmarks. 
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1 Introduction 

Ethnicity is what makes the people around the world have different traits but also 
allows them to form their own distinct groups [1]. Being of the same ethnicity also 
entails sharing many comparable physical characteristics, such as skin tone, blood 
type, build, head shape, and hair texture. However, it is difficult to accurately identify 
someone’s ethnicity due to mixed marriages, and the children tend to recognize their 
ethnicity by their parents’ blood or heritage, rather than their appearance [2]. Since 
police identify someone based on the person’s appearance [3], it is normal to stick 
with the stereotypes of a race. For example, a black person can be easily grouped as 
African and a white person as Caucasian. 

As the big data analysis becoming the norm nowadays, especially with massive 
images and videos available in public, it is essential to have a content-based image or 
video retrieval or pedestrian attribute recognition when one wants to query an object-
of-interest (OOI) or person-of-interest (POI) from the images or videos. One of the 
examples of information retrieval that uses computer vision techniques to address 
issues with searching and managing massive picture or video collections is called 
content-based image retrieval (CBIR), also known as content-based video retrieval 
(CBVR) for the video counterpart [4]. Meanwhile, pedestrian attributes recognition 
(PAR) is a process of extracting the visible features of the pedestrian from CCTV 
footage which is useful in visual surveillance, with applications in re-identifying 
the individual, recognizing the face, and identifying human [5]. As CBIR or CBVR 
creates a seamless and simpler query system to retrieve OOI or POI, PAR prepares the 
attributes needed for the query. The ethnicity classification enables to determine the 
pedestrian ethnicity which is one of the important traits during person identification. 
The availability of ethnicity and other attributes will make the person’s query much 
more accurate and relieves the burden of the law enforcer of scouring and analyzing 
the large database manually. 

Normally, the skin colour first comes into mind when distinguishing a person’s 
ethnicity. Afterwards, it is the anthropological aspects or the physical traits of the 
person [6]. Thus, some research works suggested using facial landmarks instead of 
colour [7]. It allows the police officer to look beyond the skin colour and possibly 
avoid misidentification like during the chasing of the infamous serial killer, Zodiac 
Killer. The two patrol officers near the crime scene mistakenly let off the real serial 
killer due to the mix-up by the police which led them to look for African descent 
suspect instead [8]. They drove past the real perpetrator who actually fits the physical 
appearance and managed to successfully escape from the scene. 

However, in the context of closed circuit television (CCTV) footage, there are 
several challenges that make it harder to use the current techniques to classify 
ethnicity. The first hurdle is the low-resolution video which limits the details of 
facial features [9]. The second is the person is moving which requires tracking to 
ensure that the moment the person’s face is facing the front is captured [10]. Now 
counting the other difficulties due to low illumination, occlusion, and the lack of the 
required ground truth.
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2 Literature Review 

The methods that are utilizing the facial landmarks need to have a clear sight of the 
face. Guo and Mu [11] proposed classifying ethnicity using biologically inspired 
features (BIF). The Gabor filter is used to generate layers of simple (S) and complex 
(C) cell units for BIF. The extracted BIF is then combined with various learning 
techniques to reduce dimensionality before being classified using SVM. Gutta et al. 
[12] introduced hybrid classifiers made up of RBF networks and inductive DT. This 
method provides the user with an average accuracy rate of 94% for ethnic classifica-
tion. Lin et al. [13] extracted facial features using Gabor filter banks and AdaBoost 
learning and then classified those features using an SVM classifier. The authors 
divided ethnic recognition into 3 categories: yellow (Mongoloid), black (African), 
and white (Caucasian). The authors also included pre-processing to help improve 
accuracy. He achieved an accuracy rate of 94.58% when comparing yellow to white, 
95.59% when comparing yellow to black, and 96.21% when comparing white to 
black. Mohammad and Al-Ani [14] started by combining features extracted using 
the HOG and LBP methods. Then, four classifiers are compared before deciding 
which classifiers are best in classification: SVM, multi-layer perceptron (MLP), 
linear discriminant analysis (LDA), and quadratic discriminant analysis (QDA). The 
authors demonstrated that SVM with the polynomial kernel outperformed other clas-
sifiers, achieving an overall accuracy rate of 98.5%. These techniques, according to 
[7], require a dataset with visible frontal faces, such as mugshots, such as the FERET 
and MORPH II datasets. The lack or absence of facial landmarks in CCTV footage 
is due to low-resolution images, as well as other variations such as illumination, 
obstruction, and camera angles. 

The other solution focussed on gait recognition. Gait recognition, according to 
Zhang et al. [15], has been widely used for person and gender identifications, but it is 
also capable of ethnicity identification. As a result, they attempt to determine ethnicity 
based on the fusion of multi-view gait. The highest classification rate obtained from 
their fusion schemes is 84.4% when using multilinear principal component anal-
ysis (MPCA). Samangooei and Nixon [16] also used gait biometrics to create human 
content-based retrieval by using the dataset of 2000 videos of people walking in labo-
ratory conditions. Amongst the semantic traits discernible by humans at a distance 
in their experiment is ethnicity where they managed to obtain mAP = 9% above 
random. This solution, however, needs a long recording of the individual walking 
from multiple view angles. It might not work well for a single camera positioned 
at the same angle and in a crowded environment where the other individuals might 
obstruct the individual recording. 

There is also another workaround by classifying using clothing. Rajput and Aneja 
[17] focus on Indian Ethnic Clothing by defining 15 classes of attire and reached 
88.43% classification accuracy by using Resnet-50. Although the authors are clas-
sifying within Indian style clothing, it can be used to differentiate Indians wearing 
ethnic attire apart from the other ethnicities. Washburn [18] studies the design cate-
gories on Bakuba Raffa Cloth where different ethnicities in Bakuba has different
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style and type of clothing representing the ethnic. Ginige and Yasas Mahima [19] 
implement classification models that can predict the cloth type and the colour of the 
clothes based on consumers’ ethnicities in Sri Lanka, namely the Sinhalese and the 
Tamils. It helps the online sellers to get a clear understanding of the buying behaviours 
and the expectations of the consumers based on their ethnicities. These solutions are 
working in a specific condition where there are distinctive attires worn by a specific 
ethnicity. However, most people in the community nowadays are wearing western 
clothing and the same dress code which makes them indistinguishable from others. 

As a solution, it is imperative to look back at the skin colour as an option due to 
the limitations of the current technique. The use of colour to classify ethnicity is not 
a novelty, but there will be a need for adaptation and improvement of the previous 
works. 

Some previous works utilize pixel intensity and colour histogram [20–23] to  
differentiate ethnicity. The reason why many avoid using the colour itself to classify 
ethnicity is because of several factors such as illumination variation. Therefore, 
instead of using a single colour for ethnicity classification using skin colour, it is much 
more accurate to create a colour palette consisting of multiple prominent colours 
representing that individual. Using a single colour as a parameter is not enough, 
therefore, several colours can be set as several parameters to define the ethnicity, 
taking into account the changes caused by different illumination for non-controlled 
environments. 

For reference, there are already some established classification systems for skin 
types that can be used to differentiate between different ethnicities such as Fitz-
patrick’s skin type [24], Von Luschan’s chromatic scale [25, 26], Lancer Ethnicity 
Scale [27], and Goldman World Classification of Skin Types [28]. Fitzpatrick skin 
type is initially developed to estimate the response of different skin types towards 
UV light which is to describe sun tanning behaviour. Afterwards, a 6-point subjec-
tive classification system is developed to assess the propensity of the skin to burn 
during phototherapy sessions. It is found that Type I which is the palest skin colour 
type always burns, whilst Type VI which is the darkest skin colour type never burns. 
In contrast, Von Luschan’s chromatic scale is established to establish racial clas-
sification using skin colour. Instead of a 6-point skin type, this system uses 36 
opaque glass tiles which are compared to a person’s skin colour. Lancer Ethnicity 
Scale accounts for 5 different skin types based on geography and heredity. As for 
Goldman’s World Classification of Skin Types, which is based on Fitzpatrick skin 
type, suggested adding other stimuli of melanocytic function. Therefore, a skin colour 
classification system is based on response to skin tanning, and post-inflammatory 
hyperpigmentation (PIH) is based on ethnicity.
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Fig. 1 Block diagram contains the overall process from the acquired pedestrian video dataset to 
the classification result 

3 Methodology 

3.1 Dataset 

P-DESTRE [29] is the dataset used in this paper, and it is the result of a collabora-
tive effort between researchers at the University of Beira Interior (Portugal) and the 
JSS Science and Technology University (India). To enable the research on pedestrian 
identification from aerial data, a group of “DJI Phantom 4” drones piloted by humans 
flew over various scenes on both universities’ campuses, collecting data that simu-
lated everyday conditions in outdoor urban crowded environments. All of the subjects 
in the dataset were offered explicitly as volunteers, and they were asked to simply 
ignore the UAVs (Fig. 1), which were flying at heights ranging from 5.5 to 6.7 m, with 
camera pitch angles ranging from 45 to 90°. 269 volunteers were mostly between the 
ages of 18 and 24 (>90%), roughly divided into two halves for gender (175 males 
(65%) and 94 females (35%), and ethnicity (“White” and “Indian”). Around 28% of 
the volunteers were wearing glasses, and 10% were wearing sunglasses. Data were 
captured at 30 frames per second with a spatial resolution of 4K (3,840 2,160) and 
saved in “mp4” format with H.264 compression. 

3.2 Pre-processing 

Before getting into the feature extraction step, the dataset needs to undergo some pre-
processing steps. First, the video is split into multiple frames. The provided ground 
truth already contained the coordinates of the bounding box containing the person-
of-interest. It contains x (top left column of the box), y (top left row of the box), 
h (height), and w (width). By using the ground truth of the dataset, each detected 
individual in the frame is cropped. To separate the person from the surrounding, a 
background subtraction technique is needed, which in this case, DeepLab is used. 

DeepLab [30], an effective background removal technique, is used to separate 
the person from the background to refine the feature extraction later. DeepLab is 
a state-of-the-art deep learning model for semantic image segmentation, where the 
goal is to assign semantic labels such as a person, a dog, or a cat to every pixel in 
the input image. Atrous convolution is used to explicitly control the resolution at 
which feature responses are computed within deep convolutional neural networks.
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Fig. 2 The image of a 
pedestrian in the bounding 
box (left) undergoes 
DeepLab background 
removal technique which 
created the pedestrian 
without background image 
(right) as the output 

Detected Individual 
Cropped Inside a 

Bounding Box 

Image background 
removed using 

DeepLab 

Atrous convolution allows enlarging the field-of-view of filters to incorporate a larger 
context. It thus offers an efficient mechanism to control the field-of-view and finds 
the best trade-off between accurate localization (small field-of-view) and context 
assimilation (large field-of-view) (Fig. 2). 

3.3 Feature Extraction 

After removing the background of each individual, it is now possible to create the 
skin colour palette. To achieve this, two methods are required, namely multiple 
thresholding and Annesley’s colour detector. Multiple thresholding is used to segment 
only the skin region to avoid the clothing colour to be included in the colour palette. 
Annesley’s colour detector is then implemented to create the skin colour palette by 
determining the most prominent colours. 

HSV and YCbCr Multiple Thresholding. In order to segment the skin region, 
multiple threshold [31], and zero-sum game theory model [32], the colour space 
ranges are modified, or different colour spaces are combined to complement the type 
of dataset used. Two colour spaces are used: HSV and YCbCr. The threshold for 
each colour space which was based on [31] is defined in Eq. 1. 

HSV  : V ≥ 40; 0.2 < S < 0.6; 0◦ < H < 25◦or335◦ < H < 360◦ (1) 

YCBCR : 0 ≤ Y ≤ 255; 77 < CB < 127; 133 < CR < 173 

The masks obtained using the two colour spaces are combined using AND logical 
operation into a single mask to crop the skin region as shown in Fig. 3.
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Fig. 3 The HSV and YCbCr Multiple Thresholding steps where the HSV and YCbCr masks created 
using threshold values are combined using AND operation which is then used to determine the skin 
region 

This process is repeated for each individual, creating a skin region only collection. 
The segmented skin is then available to be applied with Annesley’s colour detector 
to create the colour palette. 

Annesley’s Colour Detector. The idea of using skin tone as an ethnicity classifier 
is from Fitzpatrick [24] and von Luschan [25, 26] skin colour chart that was initially 
used to determine skin burnt. Therefore, Paul Annesley colour detector method [33] 
is the proposed solution to create skin colour palette. Originally, the method can 
create a colour palette of any RGB image, but it is then fine-tuned to produce a 
skin colour palette which is suitable for ethnicity classification. Using the skin pixel 
extracted using HSV and YCbCr Multiple Thresholding up to five major colours 
excluding the background are determined which later can be used as features during 
the classification. 

The algorithm is as follows: 

1. Load the image with removed background and segmented skin region 
2. Collect all the skin tones available and assign their prominence values 
3. Determine the background colour 
4. Create a skin colour palette containing up to 5 most dominant colours in 

hexadecimal (Fig. 4)

Before proceeding into the classification step, the hexadecimal value of the colours 
is converted into RGB values as the hexadecimal value does not correspond well to 
colour similarity. 

3.4 Feature Classification-Support Vector Machine 

Support vector machine (SVM) is supervised learning for classification and regres-
sion analysis which are developed by Cortes and Vapnik [34]. It is selected due to its 
reliability as it is used prevalently in image classification [35] and is able to produce a 
high classification rate. Guo and Mu [11], Lin et al. [13], and Mohammad and Al-Ani 
[14] use SVM to classify ethnicity and managed to obtain a higher than 90% accuracy 
rate. It also does not require a massive sample size like deep learning methods, and 
the classification steps are much simpler; thus, it needs lesser processing power.
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Fig. 4 The original image containing a person has its skin region extracted using the HSV and 
YCbCr multiple thresholding technique and then, Annesley’s colour detector is applied to create 
the skin colour palette

In order to classify the ethnicity of the pedestrian, the skin colour palette of the 
individuals is used as a feature. By default, the RGB values of each prominent colour 
are stored and converted into features with the possibility of changing them into 
other colour spaces. The samples are divided into 80% for the training set and 20% 
for the testing set. The ethnicity consists of two classes: Caucasian (White) from the 
University of Beira Interior (Portugal) and Indian (Brown) from the JSS Science and 
Technology University (India). It is a linear SVM that uses regularization parameter 
= 1 and linear kernel. The other parameters are kept at default values. 

4 Result 

Using the P-Destre dataset, 2000 sample images (1000 images each for Caucasian 
and Indian classes) are used for classification. Although the technique allows up to 
5 colours as features, most of the Caucasian images managed to get up to 4 colours 
in RGB. Each colours are represented in single-channel (R1,G1,B1,R2,G2,B2,…, 
R5,G5,B5) as features for the classification step via SVM. The result of the 
classification is as follows: 

From Table 1, it is evident that as more colours are used as features, the fewer avail-
able sample images for classification purposes. The classification rate also increases 
as more colours are added as features. This result shows that there is an interclass 
separation between the classes. Next is to determine how long it takes to finish the 
classification by using the same number of images.
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Table 1 Performance of each 
classification model with 
different number of colours as 
features in terms of 
classification rate 

No. of colours No. of images Classification rate (%) 

1 colour 2000 92 

2 colours 1960 97 

3 colours 1632 98 

4 colours 296 100 

Table 2 Performance of each 
classification model with 
different number of colours as 
features in terms of 
processing time 

No. of colours Processing time (seconds) 

1 colour 0.10662961006164551 

2 colours 0.08076214790344238 

3 colours 0.03198099136352539 

4 colours 0.028976917266845703 

From Table 2, it seems that an increase in colour used helps a bit in reducing the 
processing time even though more features needed to be processed. The time taken 
to finish the processing is too small to be a deciding factor in choosing the number 
of colours. 

Due to the limitations of the dataset, it is very difficult to implement the classifi-
cation using 5 colours for comparison. The video footage of the students from JSS 
Science and Technology University (India) which forms Indian classes has better illu-
mination, allowing more skin colour extraction as shown in Fig. 5. Meanwhile, the 
video footage of the University of Beira Interior (Portugal) which forms Caucasian 
class has lower brightness, and the shadow affects the available skin colour for 
extraction. 

Based on Fig. 5, it is shown that each class has their own set of skin colour tones 
which allows for creating an interclass separation, thus, a higher classification rate. 
According to Fitzpatrick’s skin pigmentation scale, the skin colour pertaining to the 
respective group allows the classification of the ethnicity. Utilizing this idea of where

Fig. 5 The skin colour tones of Indian pedestrian (left) and Caucasian pedestrian (right) from the 
dataset 
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Fig. 6 ROC-AUC curve of 
all classification models 

a group of people of the same ethnicity share very close sets of colour tones, it allows 
the classification based on ethnicity. The same reason why the other authors who use 
gait or facial landmarks to classify ethnicity as the chosen features are able to define 
their unique traits. 

ROC-AOC Curve. To compare the performance of the different number of colour 
palette classifications, the area under the curve (AUC) and receiver operating char-
acteristics (ROC) curve are used. ROC is a probability curve, and AUC represents 
the degree or measure of separability. 

From Fig. 6, it is clear that the red curve which represents the SVM classification 
with 4 colours hugs the top left corner of the plot the most. It means that the model 
is better at classifying the data into categories. Then, the red curve was followed by 
the green curve (SVM with 3 colours), the orange curve (SVM with 2 colours) and 
the blue curve (SVM with 1 colour) according to the classification rates. As fewer 
colours are used during the classification, the capability of classifying the data starts 
to diminish. The AUC values of each classification also support this argument. The 
red curve has the highest value which means it has the best capability of separating 
between classes, creating the best interclass separation. 

Even though, the classification model using SVM with 4 colours tops in the 
performance, the limitation of the dataset, particularly the Caucasian, causes a fewer 
number of sample images available for classification. Therefore, the SVM model 
with 3 colours would be a better choice as it has a bigger sample size and ensure the 
classification result is more convincing. 

5 Conclusion 

The objective of this paper is to be able to accurately classify the ethnicity of the 
pedestrian from CCTV footage, and the implementation of the proposed approach 
shows that it is doable even without using facial features. By using 3 RGB colours as
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features, the accuracy rate of classifying Caucasian and Indian pedestrians reaches 
98% and can be increased if more prominent colours are used. 

In the future works, it is possible to explore other colour spaces as features and 
solve the illumination problem in certain classes which will allow more sample 
images for the classification process. Currently, there are not many pedestrian datasets 
with ethnicity in the ground truth like P-DESTRE, and it is limited to two ethnicities. 
It is encouraged to implement this approach on other similar pedestrian datasets with 
more ethnicities and also on the mugshot dataset to see its limitation and to evaluate 
if it can replicate the same performance in other types of datasets. 
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Abstract This study introduces a new method for automated operational modal 
analysis (OMA) that uses image feature extraction on stabilisation diagrams to cluster 
data in parametric models. The implementation of automated OMA, a modal analysis 
that does not require as much human engagement as traditional methods, is a difficult 
challenge. Without requiring user input, the stabilisation diagram and clustering tools 
separate real poles from spurious (noise) poles. However, the maximum within-
cluster distance between representations of the same physical mode from different 
system orders is required by existing clustering algorithms, and additional adaptive 
approaches must be used to optimise the selection of cluster validation criteria, as 
a consequence of a significant computational work. The proposed image clustering 
procedure is based on an input stabilisation diagram image that was constructed and 
displayed independently at a pre-defined interval frequency, and standardised image 
features in MATLAB were utilised to extract image features from each generated 
stabilisation diagram image. The image feature extraction was then used to create 
an image clustering diagram with a predetermined fixed threshold for classifying 
physical modes. Even for closely spaced modes, image clustering has been shown to 
give reliable output results that can recognise actual modes in stabilisation diagrams 
using image feature extraction, without the need for any calibration, user-defined 
parameter at start-up, or additional adaptive approach for cluster validation criteria. 
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1 Introduction 

Automated OMA approaches are becoming more and more prevalent as a result of 
recent advancements in modal damage detection and vibration-based monitoring. 
This is a significant step towards completely removing all physical interaction, since 
typical OMA calls for a high level of expert user involvement. It is generally used 
for repeating tests or using many data sources for the same OMA test. Because 
the input data must be automatically analysed, thus modal parameter identification 
changes may be quickly recognised [1], this automated approach is essential for 
SHM applications. Successful OMA automation depends on a broad range of modal 
signals to provide a more precise indication of physical modes. 

The estimation of modal parameters using a nonparametric model required direct 
estimate from frequency response or PSD peaks chosen from the complex mode 
indicator function (CMIF) [2] or the averaged normalised power spectral density 
[3]. Recently, a method for automated peak selection was developed that mainly 
dependent on MAC index selection and peak picking method [4–8]. Due to the 
strength of the signal “leaking” out to surrounding frequencies, the estimation of 
modal parameters in the frequency domain is typically exaggerated, particularly 
modal damping ratio. The modal peaks of the spectral density functions are widened 
by the spectral leakage phenomenon [9]. The majority of research efforts are currently 
concentrated on automated parametric methods since simulation analysis has shown 
that the identifying dynamic parameters obtained from the parametric method’s state 
space model are significantly more accurate than nonparametric estimates [10, 11]. 

The model order is usually oversized in traditional parametric modal estimation 
to estimate all actual modes of interest in the frequency band. Model oversizing is 
necessary since models typically have biases and do not include noise. To differentiate 
between actual and spurious modes, a qualified analyst must put up significant effort. 
To discern between real and spurious modes, a strong tool is required, such as a stabil-
isation diagram. Stabilisation diagrams must be constructed for each modal analysis 
to clarify and determine whether a mode is physical or not within a predetermined 
range of model order [1, 3]. 

Additionally, using stabilisation diagram tools is not appropriate for real-time 
applications since it requires a lot of human interaction, is costly, takes a long 
time, and requires extensive human engagement. However, in recent years, computer 
methods for analysing stabilisation diagrams have been developed in a manner resem-
bling human decision-making. Since the user must set consistency thresholds for 
each modal parameter, choosing a physical mode may be challenging [12]. Early 
attempts to automate modal estimation relied on selection criteria and clustering 
algorithms to distinguish between actual poles and others because so much of the 
human participation is for monitoring. 

To be clear, in order to accelerate the process, stabilisation diagram analysis is 
commonly divided into two phases: (a) eliminating noise modes and (b) clustering 
physical modes to provide precise parameter estimates for each mode [13]. Many 
distinct clustering techniques have been introduced in recent years.
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Fig. 1 Steps of proposed automated OMA procedure

Therefore, the automated OMA entails the following procedures, which are 
succinctly shown in Fig. 1: 

. Take measurements of the structural responses and extract the modal parameters 
using an oversizing model order of n modes.

. Determine the poles of increasing model order and then construct a stability 
diagram indicating whether the mode is real or spurious.

. Differentiating between actual and spurious modes amongst n modes using 
clustering method. 

A method for categorising or grouping objects according to their qualities is cluster 
analysis. The items should thus have a high degree of internal (inside the cluster) 
homogeneity and a high degree of external (between the cluster) heterogeneity [14]. 
Algorithms for numerical-order parametric recognition attempt to cluster estimated 
modes with similar physical modes. To perform cluster analysis, the simplest method 
is to reduce the complexity of the figure by presenting only the physical modes. In 
reality, more, more or less randomly scattered spots would be seen. 

Cluster analysis is typically employed to associate objects that are similar to one 
another (shown by circles in Fig. 2). A scenario with just two variables was visually 
depicted by the theories. Examples of variables or modal quantities include modal 
parameters [1]. 

Fig. 2 Framework for 
explaining the use of 
clustering algorithms
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There are three categories of common cluster tools: histogram analysis, parti-
tioning techniques, and hierarchical. The following flaws have an impact on the 
current cluster tools for automated OMA techniques [15]:

. There are a number of predetermined set parameters that must be used in order 
to estimate real structural modes.

. Each analysis of the data set requires a time-consuming calibration procedure at 
start-up.

. The values for thresholds and parameters vary naturally because of wear and tear 
or other environmental influences on buildings’ modal characteristics.

. Cluster validation requirements for existing clustering algorithms require an 
additional adaptive approach. 

In order to avoid tuning analytic parameters at launch, an alternative approach is 
required. Other researchers then realised the importance of discarding pre-defined 
parameters [16]. The goal of this study is to establish a novel cluster analysis tech-
nique for automated OMA that is based on image feature extraction. The key concepts 
of these methods are discussed, along with the advantages and disadvantages of 
employing them. 

2 Cluster Analysis Based on Image Feature Extraction 

2.1 Stabilisation Diagram 

The stabilisation diagram can be built once the modal parameters have been computed 
parametrically to determine the finest state space dimension. By predicting poles with 
higher model orders, this approach is frequently used to differentiate between stable, 
unstable, and noisy modes. The modal model sometimes has 5–10 times as many 
modes as the experimental data. Model oversizing is necessary since models are 
typically biased and do not have noise modelling. Though noise modes are distributed, 
stable physical modes may be identified by their vertical alignment. This is as a result 
of the poles’ similarity to the lower-order one-order model [17]. 

Equations (1) and (2) [18] are used to compare the natural frequencies and damping 
ratio of poles from two orders: 

| f (n − 1) − f (n)| 
f (n − 1) < x (1) 

|ζ (n − 1) − ζ (n)| 
ζ (n − 1) < y (2)
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Fig. 3 Example of 
stabilisation diagram plot 
with shape recognition 

where x and y are the modal damping ratio and natural frequency thresholds for 
models of consecutive orders, respectively. For variance between models of consec-
utive orders, modes must meet the following (x and y) thresholds in order to be 
considered stable: The modal damping ratio is less than 5%, and natural frequency 
fluctuation is less than 1% [19]. A stabilisation threshold for harmonic components 
is defined as variation lower than 0.1% across models of consecutive orders, as eval-
uated by damping ratios, and is used as a prerequisite criteria to distinguish between 
harmonics and structural poles. Whilst harmonic components have exceptionally low 
damping ratios because of their appearance as sharp peaks, actual poles often have 
damping ratios that range between 0.1 and 2% [20]. 

This information can be used to eliminate negative modes. These thresholds enable 
a significant separation between harmonic components and stable modes (which 
represent vibration modes) (which indicate harmonic components). Examples of 
stabilisation plots are shown in Fig. 3. 

2.2 Image Feature Extraction for Clustering 

The following subsections discuss the procedure for using image clustering in 
stabilisation diagrams with equivalent physical poles. 

Input image 

The input image of the stabilisation diagram that has been reduced to a preset interval 
frequency is necessary for the image clustering process. The stabilisation diagram 
in this work is created and presented separately for each 0.01 Hz frequency interval 
using Eqs. (3) and (4):
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Generate stabilization diagram image with 

− 
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Saved the generated 

image in order 

Yes 

No 

Start 

Stop 

Fig. 4 Process flowchart for the input images produced by a stabilisation diagram with a 0.01 Hz 
interval frequency 

(maximum frequency)/0.01 = total number of images (3) 

xlim = [(r − 0.01)r ] (4) 

where r is the natural frequency. Therefore, each image represents a frequency range 
of 0.01 Hz. Even for closely spaced modes, this selected frequency interval value 
provides sensitivity and accuracy. According to the literature [1], one decimal place 
of frequency is insufficient to discriminate between two closely spaced modes. The 
steps are depicted in Figs. 4 and 5. The steps are represented in Figs. 4 and 5.

Extraction of image features 

The image features in each image of the resulting stabilisation diagrams are then 
extracted using MATLAB’s standard image processing package. These character-
istics represent the parameters of modal parameters (natural frequencies, damping 
ratios) under various stable and unstable conditions. This study employed the maxi-
mally stable external regions technique, which employs regions as the characteristic 
value to capture all modes of interest. The image feature extraction procedure is 
depicted in Fig. 6.

This method was configured to cluster each of the stabilisation diagram’s physical 
poles before applying image feature extraction to build an image clustering plot. The 
used of the MATLAB function -find and a threshold is for separating the weak modes 
and leaving just the dominant modes. The threshold in the image clustering plot is set 
at 20 features; thus, 10 poles or more are considered dominant modes. An illustration
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Fig. 5 Example generated input images for feature extraction from a stabilisation diagram with a 
0.01 Hz interval frequency. The maximum frequency is 5 Hz

of a generated image that was identified as a physical mode by the clustering plot is 
shown in Fig. 7.

3 Conclusions 

Instead of employing a typical clustering technique, any calibration or user-defined 
parameter at launch may be avoided by using image-based feature extraction for 
clustering, resulting in effective identification of structural modes from a stabili-
sation diagram. Using image feature extraction and image clustering, it has been 
demonstrated that it is possible to accurately identify physical modes in stabili-
sation diagrams, even for closely spaced modes, without the need for calibration, 
user-defined start-up parameters, or additional adaptive cluster validation criteria. 
This study will serve as the foundation for future research aimed at improving the 
automation of the OMA approach in structural health monitoring (SHM) systems.
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Fig. 6 Process flowchart for extracting image features
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Fig. 7 Extraction of image 
features from maximally 
stable external regions is 
used to build an image 
clustering plot
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Detection of Lead with IoT Water 
Monitoring System Using Microstrip 
Antenna-Based Sensor 

Abelle Chin Tze Hui, Sew Sun Tiang, Kah Hou Teng, Wei Hong Lim, 
and Mastaneh Mokayef 

Abstract This paper presents a microstrip antenna-based sensor for detecting lead 
in water. The proposed antenna consists of a simple rectangular patch with inset 
feeding with an overall size of 50 mm × 45 mm. CST Studio Suite and COMSOL 
Multiphysics are used to simulate the characteristics of the antenna and analyze the 
reflection coefficients in different environment conditions. It can achieve a 10 dB 
reflection coefficient with VSWR <2 at 2.4 GHz. Results show that the reflection 
coefficient decreases with the increment of lead contents in the solution from 0.1 mg/L 
to 0.5 mg/L. With the salient antenna performances, the sensor demonstrates good 
sensitivity to detect lead content in water and upload the data using IoT analytic 
platform which is called ThingSpeak for data monitoring purpose. The proposed 
design is suitable to be used in IoT smart water quality monitoring system for lead 
detection as well as other heavy metal detection in water. 

Keywords Lead detection · Smart water quality ·Microstrip Patch Antenna ·
ThingSpeak 

1 Introduction 

In recent years, the global population has been widely increased, and the healthcare 
monitoring systems attracted considerable attention [1, 2]. There is a great demand 
for the development of cost-effective remote health monitoring that could be easy 
to use for daily life, especially for water quality. A smart water quality monitoring 
system is a system which enable user to monitor the water quality with aid of Internet 
of Things (IoT). It is a type of network which able to connect the devices with 
presence of Internet to gather data obtained from sensors embedded in devices or 
machines. Water quality monitoring system can be designed with different sensors 
and microcontrollers to detect desired parameters in water samples, such as pH 
values, turbidity, conductivity, and others [3, 4]. Most past research has focused on
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the smart water monitoring system by using Arduino or Raspberry Pi, pH sensor, flow 
sensor, turbidity sensor and ultrasonic sensor [4]. For more detailed water monitoring, 
some systems are specifically designed to detect specific content or heavy metals in 
water [5]. With the aid of IoT, the user able to detect excessive harmful content in 
water. Lead is also known as one of the heavy metals inside the water which will cause 
lead poisoning although it might take years for the effect to be shown. Different degree 
of lead exposure will affect series function in human body such as fertility disorders, 
high blood pressure, mood disorder, fatigue, or even death according to different 
level of lead exposure. As per World Health Organization (WHO) recommendation 
in 1993, a guideline value of maximum 0.5 mg/L for lead in drinking water is given. 
Lead is more common for water quality detection as the source of lead in water 
comes from lead pipe, faucets, or plumbing fixture. The increase of lead in drinking 
water will cause infection or diseases. 

2 Literature Review 

Microstrip patch antenna is a sensor with a thin metallic patch fabricated on dielec-
tric substrate with a ground plane. Currently, microstrip technology is extensively 
studied in various fields such as communication, medicine, agriculture, and sensor 
detection. In wireless communication, antennas are typically used to transmit and 
receive electromagnetic waves; however, it can also be applied as sensors to detect 
the changes in the dielectric properties of the material under test in the sensing area. 
Several microstrip antenna-based sensor has been widely used to detect salt and sugar 
content in water [6–9]. 

Various microstrip patch antenna designs have been proposed for salt and sugar 
detection in water content. A rectangular-shaped sensor design with 51.3 mm × 
51.3 mm, which is operated at 2.4 GHz, has been investigated for detection of 20%, 
50%, and 80% of salt and sugar concentration [6]. In [7], a crescent-shaped microstrip 
sensor has been proposed with a FR4 substrate to detect different concentrations of 
salt and sugar solutions at different frequencies. A S-shaped resonator-based ring with 
Rogers RT/duroid 5880 by using inset feeding method was designed and able to detect 
different concentration of salt and sugar solution at resonant frequency of 6.20 GHz 
[8]. A tuning fork-shaped antenna with Rogers RT/duroid 5880 has been proposed 
as a sensing device resonating at 9.70 GHz to detect different concentrations of salt 
and sugar in water [9]. Table 1 shows the comparison of the various microstrip-based 
antenna sensors for salt and sugar detection in water. In this paper, a novel microstrip 
antenna with dimension of 50 mm × 45 mm is presented. The proposed antenna 
covers the frequency band from 1.0 GHz to 4.0 GHz, thereby maintaining a voltage 
standing wave ratio <2. The proposed antenna with FR4 material is used to track 
different concentrations of lead in water using microwave signals. The performance 
of the antenna sensor is optimized by performing parameter studies using CST Studio 
Suite and COMSOL Multiphysics software.
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Table 1 Comparison of proposed antenna for salt and sugar detection in water 

Authors, Year Patch design Dimension (mm) Resonant 
frequency (GHz) 

Limitation 

[6] Rectangular 
shaped 

51.3 × 51.3 2.40 Poor reflection 
coefficient 
(<15 dB); 
Large microstrip 
antenna size 

[7] Crescent shaped 32.0 × 22.0 3.20, 8.70, 11.60, 
14.50 

Poor reflection 
coefficient, <21 dB 

[8] S-shaped 
resonator-based 
ring 

24.0 × 18.0 6.20 Complex design and 
fabrication process 

[9] Tuning fork 
shaped 

24.0 × 18.0 9.70 Complex design and 
fabrication process 

3 Methodology 

3.1 Overview 

The purpose of this research work is to design a novel microstrip sensor for lead 
detection in water at 2.4 GHz and upload the data to IoT analytic platform. Figure 1 
shows overview of the proposed smart water quality monitoring system. First, the 
initial geometrical parameters are estimated by using an empirical formula based 
on a resonant frequency. The resonant frequency is set at 2.4 GHz as smaller signal 
bandwidth resulted in small signal interference [10]. The input impedance of the 
sensor is 50Ω to maximize the power and voltage [11]. The parameter values are 
altered iteratively until satisfactory results are obtained over the entire operating 
frequency band. The sensor is designed in two different software to ensure the sensor 
is workable and simulate with different environment conditions when sensor was 
placed in. To obtain the properties of the solution required for testing in COMSOL 
Multiphysics, lab preparation and testing is performed after the antenna optimization 
process. The collected data are exported into MATLAB software and uploaded to 
IoT analytic platform.

3.2 Sensor Design 

First, the proposed antenna is designed and simulated with CST Studio Suite at 
2.4 GHz operating frequency. The geometry of the proposed antenna-based sensor 
is presented in Fig. 2, which is composed of a rectangular patch antenna with simple 
inset feeding. The optimized geometrical parameters of the proposed antenna sensor 
are shown in Table 2. The antenna performance depends on several factors such as
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Fig. 1 Flowchart of the 
overview of the proposed 
smart water quality 
monitoring system

shape and patch size. The patch size and ground plane directly affect the performance 
of the patch and change the resonance frequency of the microstrip antenna. Also, 
the inset feeding directly attached to the patch can reduce the fraudulent radiation. 
The optimized antenna in CST Studio Suite is inserted into COMSOL Multiphysics 
for further simulation. COMSOL Multiphysics is a software which able to simulate 
the sensor under different environment conditions so that the user able to view the 
changes under different conditions. The validation process was done in COMSOL 
Multiphysics by changing the volume of the tested solution. Figure 2a and b show 
the sensor design in CST Studio Suite and COMSOL Multiphysics. 

Fig. 2 Isometric view of proposed antenna-based sensor in a CST Studio Suite and b COMSOL 
Multiphysics
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Table 2 Optimized 
parameters of proposed 
antenna sensor 

Parameters Values (mm) 

Patch width, W 40.00 

Patch length, L 29.10 

Inset length, L1 7.00 

Inset width, W1 1.50 

Transmission line width, W2 2.80 

Ground width, Wg 45.00 

Ground length, Lg 50.00 

Fig. 3 Solution preparation 
and testing using AB200 
Benchtop pH/conductivity 
meters 

3.3 Solution Preparation 

The electrical conductivity of the solution is obtained from the solution preparation 
process for further simulation in COMSOL Multiphysics. Lead (II) nitrate solution 
is prepared, and the concentration of the solution requirements adhere the Drinking 
Water Quality Standard of Group III with the lead concentration must be less than 
0.5 mg/L. Hence, all the concentration of lead (II) nitrate solutions are prepared 
from 0.1 mg/L to 0.5 mg/L. AB200 Benchtop pH/conductivity meter is used to 
obtain the electrical conductivity of each concentration of solution. The data obtained 
and collected from AB200 Benchtop pH/conductivity meter are then inserted into 
COMSOL Multiphysics to simulate the sensor under different environment condi-
tions. Figure 3 shows the equipment used to detect electrical conductivity of the 
solution. 

3.4 Data Analyzing and Uploading 

MATLAB Software was selected for analyzing and uploading data to IoT analytic 
platform. The finalized data from COMSOL Multiphysics are exported into
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Table 3 Reflection 
coefficient of different ground 
plane dimension at 2.4 GHz 

Dimensions (mm) Reflection Coefficient (dB) 

70 × 70 −10.16 

60 × 60 −13.57 

50 × 50 −24.76 

50 × 45 −31.79 

45 × 45 −29.81 

MATLAB Software. The analyzed data are uploaded to IoT analytic platform, which 
is known as ThingSpeak. ThingSpeak is preferred for data monitoring in this project 
as it has connection with MATLAB Software, which will ease the task of uploading 
data. 

4 Results and Discussion 

4.1 Parameter Study of Microstrip Antenna-Based Sensor 
in CST Studio Suite 

The dimension of the sensor is optimized in CST Studio Suite before inserting into 
COMSOL Multiphysics. The ground plane size plays a vital role in increasing 
impedance bandwidth and reflection coefficient because of the electromagnetic 
coupling between the radiating patch and the ground plane [12]. Table 3 shows 
the reflection coefficients with different sizes of ground plane. 

The optimized dimension of ground plane was selected to be 50 mm × 45 mm. 
Thus, due to the further size reduction, the reflection coefficient decreases. 

4.2 Validation results 

Table 4 shows the comparison reflection coefficient at two resonant frequencies, 2.4 
and 3.5 GHz when the sensor is designed with two different software, CST Studio 
Suite, and COMSOL Multiphysics 5.6. The environment condition in COMSOL 
Multiphysics is set to air, and the ground plane size is 50 mm × 45 mm. The peak 
resonant frequency 2.4 GHz is chosen as the design frequency [10]. According 
to the simulation result, the proposed antenna achieved impedance bandwidth 
from 1 to 4 GHz to maintain a VSWR < 2, with resonant frequency 2.4 GHz 
with a reflection coefficient of -31.79 dB for CST and -15.84 dB for COMSOL, 
respectively. Table 5 shows the simulation of different ground plane dimensions,
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Table 4 Comparison 
reflection coefficient for CST 
Studio and COMSOL 
Multiphysics 

Software Frequencies 

2.4 GHz (dB) 3.5 GHz (dB) 

CST studio suite −31.78 −5.85 

COMSOL multiphysics 5.6 −15.84 −7.10 

Table 5 Comparison of 
different ground plane 
dimension from COMSOL 
Multiphysics 

Ground Plane Dimensions Reflection coefficient (dB) 

50 mm × 45 mm −15.84 

70 mm × 70 mm −7.10 

which is 70 mm  × 70 mm and 50 mm × 45 mm. The reflection coeffi-
cient decreases with the increase in the size of ground plane, from -15.84 dB to
-7.10 dB. 

To ensure consistency of results, the proposed antenna is tested with two solutions 
with different volumes. The geometry of the cylinder is designed using COMSOL 
Multiphysics. Table 6 shows the comparison of simulated reflection coefficient of 
the proposed antenna sensor with different size of volume and solutions. The main 
resonance frequency is 2.4 GHz. For water solution, the reflection coefficient is -
13.89 dB for 10 mm × 5 mm while -14.27 dB for 10 mm × 20 mm. From the results, 
the reflection coefficient decreases with the increase in the size of the volume of 
the water solution. The proposed antenna has been investigated using concentrated 
solutions of lead (II) nitrate solution of 5S/m electrical conductivity. The reflection 
coefficient variation at the peak resonance frequency at 2.4 GHz is -13.68 dB. This 
process is to prove that the ability of sensor to detect different kinds of solution. 
Figure 4 shows the reflection coefficient variation with the different size of the lead 
or water. For water solution, it is clearly observed that the resonant frequency shifts 
downward as the size increases. Hence, the change in resonant shift is due to the 
variation of the size and type of the solutions. 

Table 6 Comparison of simulated reflection coefficient of the proposed antenna sensor with 
different type and size of solutions 

Solutions Cylinder geometry (Radius × height) Frequencies 

2.4 GHz (dB) 3.5 GHz (dB) 

Water 10 mm × 5 mm −13.89 −3.96 

10 mm × 20 mm −14.27 −4.08 

Lead (5S/m) 10 mm × 20 mm −13.68 −3.93
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Fig. 4 Reflection coefficient 
of different size and type of 
solutions 

Table 7 Electrical 
conductivity and normalized 
data 

Concentrations (mg/L) EC (µS/cm) Normalized EC 
(µS/cm) 

0.1 3.26 4.9754 

0.2 5.95 5.0191 

0.3 5.08 5.0672 

0.4 4.97 5.1064 

0.5 5.97 5.1500 

4.3 Solution Preparation 

The lead (II) nitrate solution is prepared from concentration of 0.1 mg/L to 
0.5 mg/L, and the electrical conductivity obtained is recorded using AB200 Benchtop 
pH/conductivity meters. The normalization of the results is performed as the elec-
trical conductivity obtained from lab is inaccurate due to human error during prepa-
ration of solution. Table 7 shows the electrical conductivity and normalized electrical 
conductivity for different concentration of lead. 

4.4 COMSOL Simulation Results 

The normalized electrical conductivity was incorporated into COMSOL Multi-
physics to obtain the reflection coefficient of each concentration. Table 8 shows 
the reflection coefficients of each concentration and normalized reflection coeffi-
cient for better analysis in MATLAB Software. The table also shows the differences 
of reflection coefficient comparing each concentration with distilled water (0mg/L). 
The mean of the differences of normalized reflection coefficient is m = 21µ dB. The
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Table 8 Reflection coefficient and normalized reflection coefficient obtained from COMSOL 
Multiphysics 

Concentration (mg/L) Reflection 
coefficient (dB) 

Normalized reflection 
coefficient (dB) 

Differences compared to 
0 mg/L (dB) 

0.1 −11.72582601 −11.725993 7µ 

0.2 −11.72581897 −11.725986 14µ 

0.3 −11.72581123 −11.725979 21µ 

0.4 −11.72580492 −11.725972 28µ 

0.5 −11.72579790 -11.725965 35µ 

Mean, m = 21µ 

Fig. 5 Small differences on 
reflection coefficient of each 
concentration 

proposed antenna presented a good impedance matching with reflection coefficient 
below -10 dB. To ensure consistency of results, the proposed antenna is tested with 
different concentrations from 0.1 mg/L to 0.5 mg/L. From the results, the reflec-
tion coefficient decreases when the concentration of the solution increases, as the 
polarization of water decreases [7]. Although the difference of reflection coefficient 
between each concentration is small, but the decrement still able to detect as shown 
in Fig. 5. 

4.5 MATLAB and IoT Analytic Platform Results 

The normalized reflection coefficient was exported into MATLAB software for anal-
ysis. The exported data from MATLAB were first converted into array; then, Eq. (1) 
was used for the system to analyze the data. Due to the normalized reflection coef-
ficient with 0.000001 differences, the decimal point in MATLAB was changed to 
‘long’ to display and calculate 15 digits after the decimal points. The system is
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Fig. 6 Analyzed results displayed in ThingSpeak when user input reflection coefficient 

designed for user input reflection coefficient and upload the data to IoT analytic 
platform, which is ThingSpeak as shown in Fig. 6. 

y = mx + c (1) 

5 Conclusion and Recommendations 

This paper presents a proof of concept for a smart water quality monitoring system 
using a microstrip patch antenna-based sensor to detect different concentrations of 
lead using microwave signals. The proposed antenna has a compact size of 50 mm × 
45 mm on a low-cost FR4 substrate. The optimized parameters are simulated based 
on the changes of dimension of ground plane and volume of solution. The simulated 
of reflection coefficient demonstrates that the reflection coefficient decrease with 
small changes with the increment in percentages of concentrations of lead in water. 
Further improvements are required for sensor design to detect significant changes 
with different solutions and concentrations. The low-cost antenna-based sensor can 
be used in the smart water quality monitoring system with real-time monitoring in 
ThingSpeak platform. 
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Emotion Recognition Using 
Ultra-Short-Term 
ECG Signals with a Hybrid 
Convolutional Neural Network and Long 
Short-Term Memory Network 

Vui Chee Chang, Jee-Hou Ho , Bee Ting Chan , and Ai Bao Chai 

Abstract This research aims to investigate emotion recognition using ultra-short-
term electrocardiogram (ECG) signals with a hybrid convolutional neural network 
and long short-term memory (CNN-LSTM) network. DREAMER dataset consists of 
23 subjects was used in this study. Raw data were recorded in the form of audio-visual 
stimuli during affect elicitation. ECG signals acquired from this dataset were pre-
processed to filter noises. Single ECG cycle with one R-R peak interval was extracted 
using Pan–Tompkins algorithm and fed to the hybrid CNN-LSTM network. Another 
type of input in the form of decomposed ECG signals via empirical mode decom-
position (EMD) was also investigated. The network was trained to classify high/low 
valence, arousal and dominance, respectively. Results show that hybrid CNN-LSTM 
network outperformed the basic CNN and LSTM network with classification accu-
racy ranges from 60 to 88% compared to 40.6% to 86.8% using basic configuration. 
Meanwhile, using EMD as the input achieved better recognition rates. 

Keywords Emotion recognition · Electrocardiogram · Neural network 

1 Introduction 

Heart rate variability (HRV) can be defined as the fluctuations in the time interval 
between normal consecutive heartbeats. These beat-to-beat alternations can be quan-
tified by measuring the distance between two consecutive R-peaks (interval between 
two R-peaks) in an electrocardiogram (ECG) signal. These intervals could reveal 
the variation of heart rhythm and the balance of autonomic nervous system (sympa-
thetic and parasympathetic) activities [1, 2]. Traditionally, ECG was used to diagnose 
cardiac diseases such as epilepsy and arrhythmia. In recent years, ECGs are one of the 
commonly used physiological signals due to the information contained on the heart
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activity, where the heart rhythm changes could be correlated to the emotion. Non-
invasive and versatility are amongst the good characteristics of using ECG signals 
in emotion recognition. 

Automated affective recognition is an active research field, particularly within the 
healthcare industry. It relies on robust algorithms to automatically recognize human 
emotions by studying their involuntary physiological responses such as ECG. The 
recognition systems often incorporate artificial intelligence (AI) technology that 
focuses on detecting and responding to the affective state of a human, which is 
commonly known as computational empathy. The entire AI systems are primarily 
built upon the analysis of a physiological response to a stimulus, triggered by the 
SNS. During this response, there will be numerous physiological changes in the body 
that causes the human being to show a voluntary or involuntary physical reaction. For 
instance, when peoples are under overwhelming stresses in a short period of time, 
their bodies might release a mixture of hormones such as cortisol or adrenaline to 
prepare them for a physical reaction (‘fight-or-flight’). However, outward expression 
is less reliable compared to the involuntary responses such as electroencephalogram 
(EEG) and ECG. Many external factors such as lighting, temperature, humidity, 
odour quality, surrounding noises, accessories wore on the subjects must be consid-
ered while extracting external voluntary modalities of expression [3]. These factors 
severely disturb and greatly prolong the duration of the experiment. Moreover, facial 
expressions, gestures and tone of voice can be manipulated easily (such as peoples 
hiding their shameful expression intentionally); these are the challenges for vision-
based emotion recognition systems [4, 5]. As a non-invasive approach, using HRV 
or ECG signals acquired from biosensors could be a viable alternative in developing 
an automated affective recognition system. 

In some biomedical applications, using HRV or gold standard of ECGs (5 min) 
may fail to work for intended applications in a real-time constrained environment. 
The AI-based applications require huge data processing, using long duration signals 
may consume more computational resources. This leads to the motivation of using 
ultra-short-term HRV or ECG signals in such biomedical applications. Liang et al. [6] 
validated the reliability of using ultra-short-term HRV (less than 5 min) analysis under 
rest and three post-exercise conditions. In emotion and stress recognition applica-
tions, Hwang et al. [7] proposed a deep learning framework Deep ECGNet using 
recurrent and convolutional neural network architecture for monitoring stressful 
states with ultra-short-term ECG signals. Improvement of recognition accuracy was 
observed comparing to conventional HRV method. Nita et al. [8] proposed a new 
data augmentation convolutional neural network (CNN) for human emotion recog-
nition. In this study, ECG samples from DREAMER database [9] were augmented 
through randomization, concatenation and resampling and then fed to 7-layer CNN 
classifier. Classification accuracy of 77.54% to 95.16% was achieved. Nevertheless, 
this method requires considerable amount of data to be processed and augmented. 
Meanwhile, Dar et al. [10] proposed a CNN and long short-term memory-based 
(LSTM) emotion classifiers with physiological signal inputs such as EEG, ECG and 
galvanic skin response (GSR). The classifiers were tested on two public datasets 
of DREAMER and AMIGOS [11] and achieved average accuracy of 98.73% using
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short-term ECG signals, 76.65% using EEG signals and 63.67% using GSR signals in 
emotion elicitation recognition. There are other published studies on emotion recog-
nition using ECG signals [12–15]. Majority of the studies extracted combination 
of various features from long ECG signals to train with different machine learning 
schemes. 

In this study, an emotion recognition scheme is developed using a hybrid CNN-
LSTM neural network architecture. The network is fed with a single-cycle ECG 
signal segmented and interpolated into one R-R peak interval. DREAMER dataset 
is used to test the proposed network scheme classifying emotion into high and low 
states of valence, arousal and dominance. 

2 Methodology 

2.1 Dataset 

DREAMER [9] is a publicly available dataset that consists of 23 healthy volunteers 
aged between 22 and 33 years old. Eighteen film clips were presented to the individ-
uals in the form of audio and visual stimuli for affect elicitation. The length of the film 
clips ranged between 65 and 393 s. The subjects were presented with a neutral film 
clip at the beginning and between the 18 film clips to establish baseline signals. After 
viewing the film clip, each subject was asked to evaluate their emotion with a scale 
of 1–5 for three categories of emotions, low–high valence (unpleasant/stressed vs 
joy/relax), low–high arousal (bored/clueless vs excited/alert), low–high dominance 
(helpless vs empowered). This method is also known as Self-Assessment Manikins 
(SAM) [16]. 

All data were collected by SHIMMER™ ECG sensor [17] with a sampling 
frequency of 256 Hz. This dataset contained EEG and ECG signals. There are two 
channels of ECG recorded by the sensor: Lead-I (RA to LL) and Lead-II (LA to 
LL). Only, the lead-I ECG was used in this study. According to the establisher, there 
are multiple emotions recorded in each stimulus database. Hence, only, the last 60 s 
signals recording from each film clip was used to avoid unnecessary noises in the 
analysis. 

2.2 ECG Signal Processing 

Figure 1 shows the block diagram of the proposed methodology and processing 
sequence applied in this study. The detailed description of each processing step is 
further explained in the following subsections.
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Fig. 1 Block diagram of the ECG signal processing and neural network classification 

ECG Signal Downsampling and Filtering 

Raw ECG data were extracted from the DREAMER database, and the sampling 
frequency was downsampled from 256 to 128 Hz. Next, a low-pass filter with a 
passband frequency of 60 Hz was applied to remove high-frequency noise artefacts 
from the ECG signals. After the filtering process, the last 64 s of the recording was 
extracted to avoid unnecessary emotion components during the classification. Due 
to the effect of filtering, there were spikes observed in the first and last 2 s of the 
extracted signal, and these spikes were then removed. The final length of the ECG 
signal was 60 s for each stimulus. 

Z-Score Normalization 

Normalization is commonly employed in physiological signals pre-processing as a 
general approach to standardize the magnitude and range of the signals. As such, 
Z-score normalization was applied to each of the 60 s filtered ECG signal. The 
fluctuations effects caused by the voltage amplitude may decrease the recognition 
rates to a large extent [18]. The common scale of standard deviation and zero mean 
allows the features extracted from the ECG signals to be comparable. 

Segmentation and Interpolation 

For the normalized ECG signals, the Pan–Tompkins algorithm was used to detect the 
locations of R-peaks and extract the R-R intervals. The R-R peaks interval covers 
the QRS complexes of a normal heartbeat. After normalizing the signal to a range 
between -3 to 6, the R-peak was assumed to be at least three sampling points above 
zero (half of the highest) and 65 sampling points for the R-to-R peak interval. 
This setup is the default setting for R-peak detection. After the segmentation, some 
anomaly signals were detected. There were missing or low R-peaks which caused
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the algorithm failed to detect a complete R-R interval, and hence, the signal was 
stretched to the next detectable R-peak. These abnormal segmentations were manu-
ally removed. The remaining correctly segmented R-R intervals was used to represent 
as one ECG cycle; the data points vary in a range from 80 to 110 as the duration of 
each ECG cycle varies. Each ECG cycle was then interpolated to 128 data points 
such that consistent data points could be fed into the neural network classifier. This 
process is demonstrated in Fig. 2. 

Empirical Mode Decomposition (EMD) 

The empirical mode decomposition is a form of Hilbert–Huang transform, which 
assumes a signal could be represented by a series of intrinsic mode functions (IMF). 
EMD is popular in analysing non-linear and non-stationary time series [19] and 
eliminate unnecessary noise by decomposing them into n number of IMFs and one 
residual. In this study, ECG signals were decomposed into 5 IMFs and one residual. 
Figure 3 shows the original ECG signals acquired from a low valence (LV) case and 
the corresponding 4 IMFs after EMD decomposition.

The frequency spectrum obtained from the fast Fourier transform is used to iden-
tify the attributes in each IMF. IMF 1 is used in this study as the input to the neural

Fig. 2 a Raw ECG signal; b Normalized ECG signal; c 1 R-R peak interval ECG signal segment; 
d Original (blue) and interpolated (red) ECG signal 
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Fig. 3 Time series and frequency spectrum of the original ECG LV signal and its EMD 
decomposition

network classifiers as it exhibits similar characteristics of the ECG signal whereas 
the lower frequency noises are contained in IMF 2 to IMF 4. 

2.3 Hybrid CNN-LSTM Network Architecture 

In this study, a hybrid CNN-LSTM network is proposed as the emotion classifier. 
Two types of input were investigated, (i) the original 1-cycle ECG signal (Fig. 2d) and 
(ii) the decomposed ECG signal via EMD. Besides that, basic LSTM and 1D-CNN 
network were also tested in order to compare with the performance of the hybrid 
network. 

LSTM network is a form of a recurrent neural network, which could learn the 
long-term dependencies between time steps of sequence data. This characteristic 
is suitable for the training of time series ECG signals. In particular, bi-directional
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(BiLSTM) network was used to get a better recognition rate because it preserves 
the information from both past and future (captured the sequence in two directions) 
instead of one. 

Two layers of convolution were used to extract the spatial features of the signals 
and condense it by using dot products multiplication. The weights and bias were used 
as the filters to remove unnecessary features and condense the meaningful instead. 
The gradient generated by the loss function in the end of each of the iteration will 
update the weights and bias via backpropagation. This allows the neural network to 
properly identify the meaningful features from the noise. 

One ECG cycle data were captured by the sequence input layer as a sequence. The 
sequence then passed through the BiLSTM layer with 128 hidden layers. The state 
activation function and gate activation function are tanh and sigmoid, respectively. 
The output has linked to a fully connected layer of size 2. The output from the fully 
connected layer was connected to the SoftMax layer which lead to the classification 
output layer for the classification of low and high valence (LV/HV), low and high 
arousal (LA/HA), low and high dominance (LD/HD). These 3 emotions (valence, 
arousal, dominance) were tested separately and classified into 2 classes (low and 
high states). 

The MiniBatchSize is 256 with an initial learning rate of 0.01 with Adam (derived 
from adaptive moment estimation) optimizer; the maximum Epoch is 60 and the 
gradient squared decay factor of 0.99. The training and testing of the neural network 
ran on a Core-i7 machine. 

As  shown in Fig.  4, the hybrid 1D-CNN and LSTM in sequential order is presented 
in the flowchart by following the branch of the blue arrows (series setup), while the 
parallel setup follows the branch of the orange arrows. The concatenation layer is 
used to concatenate both learnable outputs from previous layers and input the data 
into the fully connected layer. 

Convolution 
1D layer 

Sequence 
input layer 

BiLSTM 
layer 

ReLU 
layer 

Layer 
normali-
zation 

Global 
average 
pooling 
1D layer 

Classification 
layer 

Fully 
connected 
layer 

Softmax 
layer 

Concatenation 
layer 

BiLSTM 
layer 

Series setup 

Parallel setup 

Fig. 4 Hybrid CNN-LSTM network architecture
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The hybrid model has the advantage of extracting time-in-variant features of 
the input due to the convolution and still able to accurately capture the long-term 
dependency of the input. It is believed that the parallel setup is better than the series 
due to the input passes through both architectures equally before concluding which 
feature is more crucial for the classification. During the backpropagation, the weights 
and biases are updated to in both architectures at the same time. 

3 Results and Discussions 

Out of the total number of datasets, 70% was randomly split into training data; 
15% were randomly split into validation, and 15% was randomly split into testing. 
With the correct setup, the training loss is expected to gradually decrease along 
with the training progress as the network accuracy is improving without overfitting 
the training data. Table 1 shows the classification accuracies of original ECG and 
EMD-decomposed ECG signals (using IMF 1).

As shown in Table 1, EMD-ECG decomposition generally achieved better classi-
fication accuracies in all neural network configurations. The improvement for basic 
LSTM network ranges from 4.6% to 15.7%. For the basic CNN network, improve-
ment of 0.4% to 18.6% was achieved. For the hybrid CNN-LSTM networks, the 
improvements were mostly in a single-digit percentage range (slight decreases were 
observed in some cases). Notably, the hybrid network achieved good classification 
accuracies when the original ECG signals are used as the input, and hence, the 
improvements of using EMD-decomposed signals are relatively less. Nevertheless, 
the results showed that IMF 1 from the decomposed ECG signal was able to retain 
the important characteristics of ECG signal in response to the emotional stimuli. 
Meanwhile, since lower frequency noises were contained in other IMFs, IMF 1 may 
reveal better feature for emotion classification compared to the original ECG signal. 
Besides, the underwhelming performance of using the original ECG signals as the 
input (e.g. 40.6% accuracy in LV case with basic LSTM network) could be due to the 
acquired signals being highly interfered with the instrumental noises and emotional 
artefacts, as reported in other studies that used DREAMER database [10, 20]. A 
combination of signal pre-processing and the ability of the neural network to extract 
deep learning features could be vital to address these issues. On another note, the 
imbalanced distribution of emotion class instances amongst the subject could also 
result in the low recognition rates. Some subjects might not exhibit strong emotion 
states, or they might feel neutral or might not focus on the video contents during 
some parts of the experiment. 

For the comparison of different neural network architectures, the hybrid CNN-
LSTM network clearly outperformed both basic LSTM and CNN networks. In the 
hybrid network, the parallel setup performed slightly better in HV, HA and HD 
classes; meanwhile, the performance was comparable with the series setup in LV, 
LA and LD classes. The results prove that the hybrid network architecture is more 
robust in extracting the time-invariant features with its convolution layer while its
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LSTM layer recognizes the sequence input characteristics of the ECG signals. As for 
the computational resources, the time consumed in the basic 1D-CNN network was 
the least (average 197 s) as the network used condensed features for the classification. 
The computational time taken for the hybrid network in parallel setup was the longest 
(average 1240 s) as it feeds input into both 1D-CNN and LSTM for learning before 
concatenating for classification. 

4 Conclusions 

In this study, a hybrid CNN-LSTM network has been implemented for emotion 
classification by using ultra-short-term ECG signals. It has the potential to be a good 
surrogate of the gold standard 5 min ECG signals to assess emotion states. Besides 
that, while deep learning CNN network is famous for automatically extracting useful 
features for classification, the ECG signals could still be further processed with EMD 
decomposition before feeding into the deep learning network to further enhance the 
classification performance. Future studies should focus on testing the hybrid network 
with dataset of more balanced distribution of class instances with larger population 
and less artefact noises. Other physiological signals such as EEG and GSR could be 
investigated as well for emotion recognition. 
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for Driver Fatigue Classification 
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Abstract Driving is hazardous due to various factors, including driving attitudes, 
road type, and driving perceptual environment. These influences factors may cause a 
fatigue condition. Moreover, less driving experience and lack of alertness can also be 
contributed to dangerous accidents. Fatigued driving is a key factor in car accidents 
worldwide because of sleep disorders and driving durations. An EEG signal is used 
to determine changes in brain activity for diagnosing driver fatigue states. Artifacts 
were removed using independent component analysis (ICA) in the preprocessing 
stage. Then, features are extracted from the temporal region of the brain using eight 
channels (Fp1, Fp2, O1, O2, F4, F3, P4, and P3). The frequency bands used are 
alpha, delta, and theta. In continuous wavelet transform analysis, the Morlet wavelet 
is a fast wavelet transform in time–frequency analysis. Still, it has shift sensitivity 
and lacks phase information, affecting the frequency resolution analysis. This study 
proposes the enhancement of the Morlet mother wavelet for frequency resolution in 
the time–frequency domain using independent component analysis to overcome the 
drawbacks of the Morlet wavelet. The proposed technique can increase the percentage 
of driver fatigue classification accuracy of EEG signals. Then, the artificial neural 
network (ANN) classifier with Levenberg–Marquardt (LM) training algorithm gives 
the highest accuracy of the classification results with 97.40%, followed by the k-
nearest neighbor (KNN) with 95.83% and the support vector machine (SVM) with 
83%. 
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1 Introduction 

Fatigued driving is a key factor in car accidents worldwide. It can cause mental and 
physical disorders that lead to observable driving performance changes and increase 
the risk of road accidents. An electroencephalogram (EEG) can be used to observe 
the brain activities of a driver to determine the normal and fatigued state. Raw EEG 
signals contain artifacts, such as muscle activities, eye blinking, and unwanted noises. 
This paper presents a method for removing the noise that may distort the signal to 
some degree. 

In this research, the independent component analysis (ICA) technique will draw 
the eye-blinking artifact without disturbing the EEG signal. Wavelet convolution is 
more computationally efficient than other methods and requires less code because 
it involves the fewest computations, most of which are performed using the fast 
Fourier transform [1]. A further benefit of the Morlet mother wavelet is that it offers 
good time resolution at high frequencies as well as good frequency resolution at low 
frequencies [2]. However, a phase shift happens in different EEG frequency bands 
and leads to bad frequency resolution in the scalogram region. The Morlet formula’s 
time should be centered on the EEG frequency bands to avoid introducing the phase 
shift. 

This work proposes an enhancement of the Morlet mother wavelet for frequency 
resolution in the time–frequency domain, independent component analysis-
continuous wavelet transform (ICA-CWT) in preprocessing of EEG signals. The 
ICA-CWT removed unnecessary artifacts and produces clean EEG signals. Then, 
enhancement of the Morlet mother wavelet centers the frequency so that all the energy 
in the scalogram was calculated, and the results are more accurate during the classi-
fication process. Machine learning classifiers can be used to identify different stages 
of driver drowsiness. Classifiers such as artificial neural network (ANN), k-nearest 
neighbors (KNN), and support vector machine (SVM) are extensively employed 
in a variety of pattern recognition, text classification, ranking models, and object 
identification and event detection applications. 

2 Related Works 

EEG is an electrical brain impulse captured in the scalp by a multi-channel device 
for acquiring and storing information. Amplitude varies from 2 μV to 100 μV and 
frequency from 0.5 Hz to 100 Hz. Phases are associated with similar frequency 
ranges. Instead, electrical signals such as brain reactions to external stimuli such as 
visual or audio stimuli are evoked potential/event-related potential (EP/ERP). The 
frequency range is between 1 Hz and 3 kHz. Signals amplitudes range from 0.1 μV 
to 20 μV [3]. 

Raw EEG signals are contaminated with ocular, cardiac, muscle, and extrinsic 
artifacts. The artifacts are undesired electrical potentials originating from sources
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other than the brain, such as the electrocardiogram (ECG), electromyogram (EMG), 
electrocardiogram (EOG), power line, and amplifier noise, poor electrode contact 
with the scalp, and current drift [4]. These artifacts need to be removed in prepro-
cessing to get a clean EEG signal. Individual components of signals can be separated 
from a signal using ICA [5] and one of the removals of the effective artifact to remove 
eye blink [6] and muscle artifacts [7] from EEG signals. 

Previously reported studies investigated the impact of continuous wavelet trans-
form (CWT) to identify features from signals and denoise them [8]. The signal 
correlating function for the time scale is measured using the wavelet coefficients 
method to assess the energy features [9]. 

The machine learning algorithms are used for classification, such as k-nearest 
neighbor (KNN), artificial neural network (ANN), and support vector machine 
(SVM), to classify the subjects normal and fatigue conditions. It is also important to 
identify suitable machine learning to classify the fatigue states accurately to sepa-
rate the data into categories. SVM is resistant to overfitting and delivers excellent 
generalization performance when applied to various time series forecasting prob-
lems encountered in the field of time series forecasting [10]. A previous study found 
that the SVM classifier-based sleep apnea classifier was more accurate than other 
classifiers [11]. Furthermore, the previous researcher used the three-type classifier 
for the emotion recognition and the accuracy rates of KNN with 71.7%, SVM with 
78.75%, and ANN with 82.03%, respectively [12]. The ANN classifier shows the 
best machine learning algorithm for their research. 

3 Methodology 

The research design is divided into these major parts, data acquisition, preprocessing, 
feature extraction, and classification. 

As shown in Fig. 1, achieving the proposed work enhances frequency resolu-
tion to better energy conservation results. The ICA technique was implemented by 
preprocessing EEG signals to eliminate unwanted noises and artifacts such as muscle 
activities and eye blinking. Other purposes of using ICA are to gain an EEG ampli-
tude range between -100μv to 100μv and locate the signal in the proper coordinate. 
Therefore, the EEG amplitude range from −100μV to 100μV is considered the clean 
EEG signal. Clean EEG signals are divided into three sub-bands, alpha, delta, and 
theta. Then, in the feature extraction section, CWT is the most widespread technique 
for time–frequency domain analysis to extract energy conservation from EEG signals 
[13]. The mother wavelet is the Morlet wavelet, which comprises a complex sinusoid 
within a Gaussian envelope. The Morlet mother wavelet has a time scale of t, and the 
connection between scale and frequency is inverse, meaning that frequency increases 
as scale decreases [14]. Finally, the KNN algorithm in the tenfold cross-validation 
strategy is used in the classification process to classify between fatigue and normal 
states.
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Fig. 1 Design of the research 

3.1 Data Acquisition 

The dataset is prospectively available online from an Internet database by a previous 
researcher [15]. The experiment uses a Neuroscan device with 30 electrodes channel, 
including two reference channels as shown in Fig. 2, digitized at 1000 Hz. The red 
boxes are the channel selected for further analysis. The dataset was divided into 
normal and fatigue states with five minutes duration. The subjects are twelve young, 
healthy men aged 19–24 years who participated in a simulator for driving. The 
ZY-31D vehicle driving simulator was developed by Pe-king ZhongYu CO., LTD, 
based in Beijing’s Daxing district, and features a wide-screen made of three 24-inch 
displays. A low traffic density scenario was created using a Peking ZIGUANGJIYE 
program ZG-601 as the driving environment. The driving task started at 0900 h, and 
subjects continuously drove for up to 2 h. There have two phases, normal state and 
fatigue state. The last 5 min after subjects drive for 20 min will categorize as a normal 
state and after 40–100 min after subjects, self-reported fatigue questionnaire results 
indicated a fatigued state. 

Fig. 2 International 10–20 
system for electrode 
placement [16]
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3.2 Electrode Selection 

One of the channel selections for this paper is channel O1, which improves driver 
fatigue detection system performance because it is the highest correlation compared 
to other channels. EEG electrodes, O1 and O2, are chosen subjectively based on 
topographic maps of average between centrality under two mental states, mostly 
found in the occipital brain [17]. The other active electrode is Fp1 which positively 
impacts the classification performance of driver fatigue. Using a combined Fp1 and 
Fp2 electrode with 85% accuracy was more accurate than using Fp1 alone or Fp2 
alone to classify fatigue driving. This was compared to 79% for Fp1 and 68% for 
Fp2, respectively [18]. In the brain’s frontal area, F4 was selected for further analysis 
because it can provide the highest performance in the classification process and 
electrode Fp1. Another electrode which is P4 was found to be more beneficial in 
drowsiness and poor driving performance study and will be used in this analysis. 
In addition, electrodes O2, Fp2, F3, and P3 are used in further research. This is 
how the previous researcher got 62.3% of the time. Ateke Goshvarpour and Atefeh 
Goshvarpour used ten EEG channels and some channels, like Fp1, Fp2, F3, and 
F4, to get the best results [19]. The most active EEG electrodes and optimum EEG 
channels are Fp1 and P3. These channels were previously successfully used in EEG 
emotion recognition [20]. 

3.3 Preprocessing with ICA 

The programs are written entirely using MATLAB software. There are always noises 
and other interferences in the raw EEG signals that need to be removed before 
processing further. In preprocessing, the ICA technique was applied to remove 
unwanted noises and artifacts, isolating source signals (IC) from observed signals 
without knowing the mixture beforehand. The ICA mixing model can be stated in 
vector–matrix notation as follows: 

x = As (1) 

The unknown mixing matrix A is represented by each row of the matrix x, while 
each row of the matrix s represents the observed mixed signal. 

3.4 Feature Extraction 

One of the feature extractions to reduce the amount of redundant data from the 
dataset is continuous wavelet transform (CWT). It is a fundamental transformation 
that forms a suitable distribution of time frequencies. It is particularly well suited
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for the intended tasks due to its high computing performance; provided sufficient 
wavelets of analytics are used. The CWT is defined by; 

CW T {h(x)} = SCW T  (x, ω) = 
∞∫          

−∞ 

h(ε)ψ ∗ ((ε − x)ω)dε (2) 

This produces a location-dependent spectral decomposition, such as the spectral 
response for both spatial frequency ω and spatial location x. ψ is referred to as the 
mother wavelet. 

According to the Morlet wavelet, the impulse voltage signal can be used as an 
excitation to extend the frequency range and enhance sensitivity performance. The 
mother wavelet must show a non-zero value or finite energy to meet a suitability 
requirement. Equations (3)–(5) are spelled out these criteria. The description of the 
Morlet wavelet is given in Eq. (7), and it is important to align frequency in the center 
and required bandwidth in signal processing. The researcher improved the mother 
wavelet parameter from Ψ (ω) to  ψ(t) in the Fourier transform method [21]. 

∞∫          

−∞ 

ψ(t)dt  = 0 (3)  

∞∫          

−∞ 

|ψ(t)|2 dt  < ∞ (4) 

Cψ = 1 √
2π 

∞∫          

−∞ 

|Ψ (ω|2 
|ω| dω <  ∞ (5) 

ψ(t) = exp
(

− 
t2 

2

)
cos(5t) (6) 

ψ(t) = exp
(

− 
t2 

25

)
cos(2π t) (7) 

3.5 Classification 

The k-nearest neighbors (KNNs) algorithm is a data classification and regression 
technique that is often used to find patterns and consistency in data. KNN is a method 
for supervised learning that is part of a family of algorithms. KNN is a non-parametric 
technique used to evaluate statistical data and data analysis [22]. The various distance 
metrics accessible include Euclidean, city block, cosine, correlation, and hamming.
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Specifically, the distance metric employed in this work is the Euclidean distance. The 
ideal value of k is obtained by conducting a series of tests with the variable from one 
to ten of the k value number. In this paper, the experiment evaluated the number of 
nearest neighbors, k from one to ten, to find that the highest classification accuracy, 
and number of cross-validation is ten. According to the previous researcher, the best 
classifier was discovered to be a fine KNN classifier with a classification accuracy 
of 100.0%. Furthermore, the best category is KNN because all classifiers in this 
category attained a classification accuracy of more than 90.0% [23]. 

Then, the other classifier used for classification is artificial neural network (ANN) 
models that perform biological neural network organization and functions. The 
dataset is divided into 70% of the training dataset, 15% of the testing dataset, and 
the other 15% to the validation dataset. Then, ten hidden layers and Levenberg– 
Marquardt (LM) algorithm are used in this paper. The mathematical expression for 
ANN computation is as follows: 

y 
j= 

nΣ
i=1 

wi j  xi+θ j 
(8) 

y j denotes parameters that have been shifted to the following layer, and j represents 
a node. In this case, n is the number of moving edges to node j; xi stand for those 
things that are entered through a unit to the node of node, j, θ j equals bias node, j. 

A support vector machine (SVM) is used for the separation of data into two 
or more categories. Then, a tenfold cross-validation is used to estimate the SVM’s 
performance. The dataset is divided into 90% of the training dataset and 10% of 
the testing dataset. The separation can distinguish invisible data with a sufficient 
capacity for generalization during the study to produce a linear with a high margin 
for the classes. The SVM classifier can be defined as; 

g(x) = w.Φ(x) + b (9) 

w = 
nΣ

i=1 

ai yiΦ(xpi ) (10) 

b = 
nΣ

i=1 

ai yiΦ
(
xpj

) + yi (11) 

where w is normal to separating hyperplane defined by Φ(x).



158 R. Abdubrani et al.

4 Results and Discussions 

In preprocessing part, channels of Neuroscan, Fp1, Fp2, O1, O2, F4, F3, P4, and P3, 
were used for driver fatigue classification. The original EEG signal from recording 
systems was contaminated with the artifacts, as shown in Fig. 3. ICA technique was 
applied to remove the artifacts, and the noise was eliminated, as shown in Fig. 4. 
EEG data acquisition was divided into three sub-bands, which are alpha (8–13 Hz), 
delta (0.5–4 Hz), and theta (4–8 Hz). Alpha brainwaves are the most immediately 
observable and were the first to be found. They can be discerned when the eyes are 
closed and the mind is at ease. Theta brainwaves are most visible when sleeping 
or near the stage of sleep. Delta brainwaves are the slowest of all brainwaves and 
most active while sleeping deeply and dreamlessly. Healing and rejuvenation are 
also stimulated in this condition, which is why getting enough sleep every night is 
so important. 

As part of the feature extraction process, the continuous wavelet transforms using 
the Morlet as the mother wavelet was employed to extract the features. The upper and 
lower bound value for effective support in the Morlet wavelet needs to identify for 
better energy conservation results. As shown in Fig. 5, the result of energy conser-
vation is good with the default parameter of the Morlet mother wavelet. However, 
improving frequency resolution is important for delta and theta bands to get better 
energy conservation and avoid inaccurate classification results. As shown in Figs. 6 
and 7, energy conservation for both delta and theta bands is not within the scalogram 
region. The phase shift of the Morlet mother wavelet was applied to improve the 
frequency resolution of the delta and theta band, as shown in Figs. 8 and 9.

The KNN, SVM, and ANN are utilized as classifiers to classify the normal and 
fatigue state of the drivers. The class is divided into normal (1) and fatigue (2). The k 
value for the KNN classifier used in this research is up to 10 to find the most suitable

Fig. 3 Original EEG signal 

Fig. 4 Clean EEG signal after ICA applied 
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Fig. 5 Energy distribution of alpha band in normal state 

Fig. 6 Energy distribution of delta band before the enhancement of Morlet wavelet 

Fig. 7 Energy distribution of theta band before the enhancement of Morlet wavelet 

Fig. 8 Energy distribution of delta band after the enhancement of Morlet wavelet

value with high accuracy results. The cross-validation of KNN is tenfold. The highest 
accuracy of the KNN classifier at k value is 1 with 95.83%. 

Then, the highest accuracy of the SVM classifier is 83% with tenfold cross-
validation, and ANN is the highest result for the classification with 97.40% accuracy. 
The analysis found that ANN gives the most accurate classification result for driver
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Fig. 9 Energy distribution of theta band after enhancement of Morlet wavelet

Table 1 Classifier results Classifier Accuracy (%) Sensitivity (%) Specificity (%) 

KNN 95.83 93.10 98.28 

SVM 83.00 83.00 83.00 

ANN 97.40 96.61 98.25 

fatigue states detection compared to KNN and SVM. Levenberg–Marquardt’s (LM) 
algorithm was used for the ANN modeling with ten hidden layers. The sensitivity 
and specificity of ANN are 96.61% and 98.25%. Table 1 shows the results for KNN, 
SVM, and ANN accordingly. 

5 Conclusion 

This paper proposes enhancing the Morlet mother wavelet in CWT and the ICA 
technique to increase the percentage of driver fatigue classification accuracy. The 
enhancement helps classify fatigue and normal state precisely for driver fatigue 
classification. Then, the ANN classifier is the classifier that gives accurate clas-
sification results with 97.40%. The evaluation results show that the enhancement 
method can improve and provide better results in terms of accuracy. For future work, 
implementing various feature extraction algorithms can determine the most suitable 
features for driver fatigue classification. 
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Fabrication of Aneurysm Biomodel Using 
3D Printing Technology 
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Abstract Performing endovascular treatment requires highly skilled surgeons to 
avoid surgical errors. The development of an in vitro training tool for endovascular 
treatment is essential and requires the development of an artificial blood vessel or a 
biomodel. In this project, an aneurysm biomodel is fabricated using 3D printing tech-
nology. Firstly, an idealized saccular-type aneurysm geometry is developed. Then, a 
mould is fabricated using 3D printing following the geometry. The biomodel must be 
transparent and hollow to ease the visualization while performing fluid flow experi-
ment. In order to fabricate this, the lost core method is used. The mould core is fabri-
cated using poly-vinyl alcohol (PVA), which can easily be dissolved when soaked 
in water. Meanwhile, other parts of the mould are fabricated using poly-lactic acid 
(PLA). Then, an agar–water mixture is used to make the biomodel by pouring into 
the mould and then froze at 0 °C for 30 min. The biomodel produced has about 5% 
shrinkage from the original geometry. In addition, the biomodel fabricated is flexible 
but is easily teared depending on the agar–water ratio used, which prevents it from 
being used for the in vitro experiment. Improvement of the biomodel materials could 
overcome the limitations from the current technique. 

Keywords Aneurysm · Biomodel · 3D printing 

1 Introduction 

Endovascular treatment such as stenting is used to treat blood vessel diseases such 
as aneurysm. Performing the treatment procedure is quite challenging for medical
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surgeons, and this requires the appropriate training tools in order to improve their 
technical skills [1]. In vitro training tools use a geometrically accurate blood vessel 
model to train surgeons performing the endovascular treatment operation [1]. This 
artificial blood vessel or a biomodel must be able to resemble the mechanical prop-
erties of the actual blood vessel and also be transparent to allow for the visualization 
of the fluid within the biomodel [1, 2]. 

Materials such as poly- (vinyl alcohol) hydrogel (PVA-H) [3], silicon [4] and 
polydimethylsiloxane (PDMS) [5, 6] have been used extensively in producing the 
blood vessel biomodels. However, to fabricate the biomodels require three major 
steps. Firstly, the geometry of the blood vessel must be constructed using computer-
aided drawing (CAD). The geometry can either be in idealized form [7, 8] or in  
patient-specific form [5, 6]; the latter is harder to fabricate due to its irregular structure 
[9]. Secondly, a mould is created before the material can be poured into it and follow 
the shape of the biomodel according to the CAD geometry. Lastly, the biomodel is 
produced through a series of chemical processes. 

The production of a mould is important to allow for a sustainable production 
of the biomodel. Rapid prototyping or additive manufacturing is a technology that 
enables the production of a complex structure by converting information from CAD 
3D model into a physical object in a layer-by-layer manner [10]. There are numerous 
rapid prototyping techniques, for examples the stereolithography (SLA), selective 
laser sintering (SLS), fused deposition modelling (FDM), direct metal laser sintering 
(DMLS) and inkjet 3D printing. All of these methods have their advantages and disad-
vantages in terms of operating cost, ease of use, printing resolution and printing speed 
[11]. Although the production of mould is one of the important steps in fabricating 
the biomodel, the biomodel produced must be hollow to allow for fluid to flow within. 
Therefore, the mould must be designed specifically in order to produce this hollow 
structure. 

In this article, an aneurysm biomodel will be fabricated using 3D printing tech-
nology. Aneurysm is chosen because it possesses a complex structure that requires 
a specialized mould in order to produce it. The main problem to be addressed in this 
article is to design a suitable mould for the fabrication of the aneurysm biomodel. 
In addition, the final mould is expected to have reusable parts. After the mould is 
produced, similar fabrication strategy can then be applied to produce other types of 
blood vessel biomodels. 

2 Methodology 

This section will explain the processes involve in fabricating the mould for aneurysm 
biomodel. These include designing the geometry of the aneurysm blood vessel, 
designing suitable mould geometry, selecting suitable materials for the mould and 
lastly, fabricating the biomodel using available materials.
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Table 1 Desired dimension 
of the aneurysm biomodel 

Property Desired dimension 

Thickness 5 mm  

Blood vessel diameter 33 mm 

Aneurysm diameter 35 mm 

Aspect ratio 1.51 

Dome-to-neck ratio 1.28 

2.1 Criteria of Aneurysm Biomodel Geometry 

The aneurysm biomodel to be fabricated here is based on an idealized geometry. This 
is because it is easier to produce compared to fabricating a patient-specific geometry. 
However, fabricating a patient-specific blood vessel geometry will be subjected as a 
future work. 

The biomodel geometry to be fabricated is based on a saccular-type aneurysm, 
which has dimensions (see Table 1) according to the criteria proposed by [12, 13]. 
Generally, the blood vessel diameter chosen is bigger than 30 mm based on an 
abdominal aorta, and the thickness is 5 mm. The aspect ratio (i.e. the aneurysm 
height over then neck ratio) should be lower than 1.6. Lastly, the dome-to-neck ratio 
should be less than 2. 

Figure 1 shows the aneurysm diameter of the biomodel, while Fig. 2 shows 
the completed aneurysm biomodel CAD geometry drawn using SolidWorks. This 
geometry will be used to design the shape of the mould in the following section.

2.2 Mould Design 

The mould must be able to produce a hollow biomodel that will allow fluid to flow 
within the biomodel once it is fabricated. The lost core moulding process is imple-
mented to make a cavity inside the biomodel. Therefore, there are 3 parts of the 
mould, namely: (1) the core, (2) the cope and (3) the drag. Figure 3 shows the initial 
design of the mould. Here, the transfer tube is a space to allow the biomodel material 
to be injected into the mould. Meanwhile, the vent is used to let any air bubble formed 
during the material injection out from the mould.

However, the initial design has several limitations. Firstly, the addition of hinges 
creates some gaps between the drag and cope that make them movable and make the 
removal of biomodel from the mould difficult. Further, the addition of bolt and nut 
on the mould will require additional tools to tighten the drag and cope, which can be 
time-consuming. 

In order to overcome the limitations of the initial design, new improved design 
has been proposed. Figure 4 shows the new mould design. In this design, a notch is 
added at the sides of the cope that ensures the drag to not move and reduces their
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Fig. 1 Diameter of aneurysm biomodel

gaps. The assembled mould can be clamped by G-clamp and removes the bolt and 
nut from the design. Lastly, the core is redesigned such that a flat part is added at 
both ends to ensure the core fits correctly within the mould and makes it unmovable.

2.3 Mould Material and Fabrication 

The cope and drag are fabricated using poly-lactic acid (PLA) 3D printing filament 
because of it is high strength and produces sturdy object. Meanwhile, the core uses 
poly-vinyl alcohol (PVA) 3D printing filament. This is because the core must be 
removed later. PVA can dissolve in water at room temperature, thus enable it to be 
removed later [13]. 

The mould will be fabricated using Ultimaker 2+ . The printer is set to print the 
core and the mould according to the material properties of the filaments. In order
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Fig. 2 Completed aneurysm biomodel CAD drawing in a isometric view, b left view and c front 
view

Fig. 3 Initial mould design in exploded and assembled forms

to make the printing process quicker, the core is printed in 2 parts and then sticked 
together using a glue. Figures 5 and 6 show the final fabricated core, cope and drag.

Then, after the parts are fabricated, post-processing steps are performed to produce 
a better surface finishing. Sand paper is used to remove burrs on the cope and drag. 
This is also to ensure the inner parts of the cope and drag are smooth so that the 
biomodel created later is also having a smooth outer surface.
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Fig. 4 New mould design considering the limitations on the initial design

Fig. 5 Two fabricated cores in half and later are glued together
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Fig. 6 Fabricated cope (left) and drag (right)

2.4 Biomodel Material and Fabrication 

The biomodel must be transparent to allow for fluid flow visualization in a mock-
circulation experiment and flexible so that it mimics the real blood vessel compliance. 
The best material for the biomodel is PVA-H [3] and silicon [4]. However, due to 
some limitations involving proper equipment, agar mixture is used as an alternative 
to evaluate the effectiveness of the mould created. Agar has been used in biomedical 
engineering applications such as in producing a nanocomposite based for cell culture 
[14]. 

60 g of agar powder is mixed with 150 ml of distilled water and heated until all 
agar is diluted. Then, before the mixture can be poured into the mould, the cope and 
drag with the core in between are clamped tightly. The mixture is then poured into the 
mould using a standard syringe. The mould is placed in a freezer at 0°C for 30 min. 
Different agar and water combinations produce biomodel with different mechanical 
properties. In this article, different water volume is used to ensure different agar– 
water ratio, and the mechanical properties are observed. 

After the freezing process, the agar is removed from the mould and soaked into 
distilled water in order to remove the core. This process takes a few hours until the 
core can be completely removed. Figure 7 shows the final agar with the core inside. 
Here, the core is not removed in order to maintain the structure of the biomodel as it 
is easily collapsed.

3 Results 

This section discusses the final mould and the aneurysm biomodel. The two designs 
are evaluated in terms of the dimension accuracy and product flaws.
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Fig. 7 Fabricated biomodel 
with PVA core

3.1 Mould and Biomodel Shrinkage 

The dimension of the aneurysm biomodel is measured and compared with the desired. 
Table 2 shows the dimension percentage difference between the actual dimension 
and the desired dimension. Here, the percentage differences are negative indicating 
shrinkage in the mould and the biomodel. The shrinkage in the biomodel is less than 
5%. 

The PLA used for creating the mould has a certain degree of shrinkage. The 
shrinkage occurs when the temperature changes rapidly during the printing and

Table 2 Comparison between desired and actual dimensions of the aneurysm biomodel 

Property Actual dimension Percentage difference (%) 

Thickness 4.8 mm −4.00 

Blood vessel diameter 31.6 mm −4.24 

Aneurysm diameter 33.5 mm −4.29 

Aspect ratio 1.48 −1.99 

Dome-to-neck ratio 1.23 −3.91 
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Table 3 Agar–water ratio and resulting properties 

Agar–water ratio Mechanical properties 

60 g agar powder; 150 ml water Gelatine state achieved, but the biomodel teared easily 

60 g agar powder, 200 ml water Gelatine state achieved, but the biomodel is less flexible 

60 g agar powder; 250 ml water Gelatine state achieved, and the biomodel is durable with 
slight flexibility 

cooling processes. In addition, it occurs as a result of uneven cooling post-printing. 
The PLA has a shrinkage rate in between 2 to 2.5%. 

3.2 Biomodel Mechanical Properties 

Different agar–water mixture results in different mechanical properties of the 
aneurysm biomodel. Table 3 shows the agar–water ratio and the mechanical prop-
erties observed. The water volume is varied from 150 to 250 ml while the agar is 
maintained at 60 g. All agar–water mixture achieved gelatine state but has different 
flexibility. The desired biomodel must be flexible and durable so that it can withstand 
the fluid pressure from the heart-mimicking pump. In addition, the agar biomodel 
fabricated is easily collapsed in atmospheric pressure, which shows that the agar 
biomodel is very flexible. 

We also tested to produce the biomodel using PVA-H. However, the resulting 
biomodel is unstable and easily melted upon putting in a room temperature. Based on 
the previous work using PVA-H [3], successful production of biomodel using PVA-
H requires efficient drying and reformation processes. In addition, the temperature 
used during the reformation process must be within the range found within the blood 
vessel in order to produce a suitable biomodel mimicking the mechanical properties 
of the actual blood vessel [3]. 

4 Discussion 

Fabricating an aneurysm biomodel requires the development of a suitable mould. 
In this study, a lost core mould was chosen to fabricate a saccular-type aneurysm 
biomodel. The lost core mould is used to fabricate a hollow biomodel so that fluid 
flow within the biomodel can be visualized. Once the biomodel mixture has been 
removed from the mould, it is soaked in water to dissolve the internal core. However, 
the soaking process takes long time for the core to completely dissolve. Other solvent 
such as acetone can be used to dissolve the core [4]. 

The mould created using PLA and 3D printer has staggered internal surface, which 
requires post-processing to smoothen it. This can be done using sand paper. However,
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the smoothing process might change the final dimension of the mould, subsequently 
affecting the final biomodel dimension. In addition, the smoothness of the mould 
internal surface may affect the dry-freezing process of creating the biomodel [15]. 
Other materials such as metals can be replaced PLA for making the mould, but the 
fabrication process will require different technique such as SLA and SLS. The drag 
and cope parts are reusable, meanwhile the core must be refabricated in order to 
produce additional biomodel. However, the mould design is only specific for the 
aneurysm biomodel used in this study. Improving the reusability of the mould can 
ensure the sustainability of the materials. 

The biomodel must be transparent and flexible. In this study, the biomodel is 
created by using agar-water mixture. The final biomodel is transparent, but is less 
durable and easily teared. Previous works use PVA-H [3] and silicon [4] as the  
material for fabricating the biomodel. In order to perform fluid flow experiment in 
this biomodel, it must be fixed on a test rig using a specialized clamp [15]. If the 
biomodel is not durable enough, it can easily tear during the experiment. Adjustment 
on the biomodel geometry, especially at both ends is needed to ensure the biomodel, 
can be fixed and not teared during the experiment. 

5 Conclusion 

The aneurysm biomodel can be created using the lost core method. The core of the 
mould must be dissolved in order to obtain a hollow biomodel. The mould is reusable 
with the exception that the core must be fabricated every time the biomodel needs 
to be fabricated. The biomodel created is not suitable for the fluid flow experiment 
because it can easily tear. Improvement of the biomodel materials is needed to ensure 
the biomodel is durable, flexible, as well as transparent to allow for the visualization 
during the fluid flow experiment. 
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Using African Vultures Optimization 
Algorithm 
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Abstract Feature selection is one of the popular techniques used to reduce the 
number of features by eliminating noisy, unreliable, and unnecessary data without 
affecting the classification accuracy. Metaheuristic algorithms were widely incor-
porated by researchers to search for the best possible features in simplifying and 
enhancing dataset feature. This is because the traditional optimization techniques 
have drawback of suffering from entrapment into local optima when handling a 
dataset with large number of features. In this study, the capability of African vultures 
optimization algorithm (AVOA) in conducting feature selection on medical datasets 
while preserving classification accuracy is investigated. Eight medical datasets 
retrieved from UCI machine learning repository are used to evaluation perfor-
mance of AVOA in feature selection and compare with other algorithms known 
as opposition-based differential evolution algorithms (CO-DE), particle swarm opti-
mization (PSO), hybrid canonical differential evolutionary particle swarm optimiza-
tion (hC-DEEPSO), and multi-verse optimizer (MVO). Comparative study reports 
that AVOA produces the best mean accuracy (i.e., 82.9%) in six out of eight medical 
datasets and lowest number of features (i.e., around 24 features) in four out of eight 
medical datasets. AVOA can outperform other competitive algorithm in the selected 
medical dataset as it has most of the mean accuracy and lowest number of features. 
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1 Introduction 

Feature selection is a crucial technique used to retrieve important information from 
raw data of a complex problem. The irrelevant and unwanted features in a dataset 
can cause negative impacts on the efficiency and computation time of a system. 
For instance, real-world medical dataset with large number of irrelevant information 
that increase the dimensionality of the problems, leading to the loss of cost, speed 
and accuracy of the learning method [1]. The diagnosis of disease requires high 
sensitivity and accuracy to avoid bad consequences caused by misdiagnosis [2]. 
Feature selection technique is a potential solution to be implemented into medical 
diagnosis devices to examine the symptoms and characteristics of infections with 
higher accuracy and efficiency [3]. However, the optimal selection of feature/attribute 
subset from large data possess difficulties that require a better solution for feature 
selection to interpret the raw data into a better construed data [4]. 

Feature selection is a technique implemented to decrease the size of input data 
when training a predictive model [5]. This technique has significant influence in 
performing machine learning tasks such as object detection [6, 7] and fault detection 
[8, 9]. Existing feature selection approaches can be classified as filter, embedded, 
and wrapper approaches [10]. For filter approach [11], feature subsets are assessed 
based on predefined metrics or given information content. For embedded approach 
[11], information regarding the specific structure of the classification algorithm used 
by a certain learning algorithm is integrated. For wrapper approach [10], the predic-
tive accuracy is considered as the most valuable and decisive factor. The character-
istic of wrapper approach being dependence on certain classifier causes the loss of 
generality and bias. Although the embedded approach requires lesser computational 
power than wrapper approach, the selected feature subset is greatly affected by the 
learning algorithms. Additionally, method with optimal classification performance 
and dimensional space is worth to be studied [12]. Wrapper methods are reported to 
have better classification accuracy in contrast to filter methods [13]. 

Metaheuristic search algorithm (MSA) emerges as a promising method to perform 
feature selection. MSA can be categorized based on the inspiration of search behav-
iors [14], known as (i) swarm intelligence (SI) algorithms that mimic group behaviors 
of animals, (ii) evolutionary algorithms inspired by Darwin’s theory of evolution, (iii) 
human-characteristic algorithm that mimics the characteristic of human in learning, 
observing, and socializing, (iv) physic-based algorithms motivated by scientific prin-
ciple. Due to its promising global search capability, different MSAs were proposed to 
solve various types of optimization problems as those reported in [15–22]. However, 
majority of MSAs is affected by No-Free-Lunch (NFL) theory which describes that 
no optimization technique can solve all optimization problem [23]. African vultures 
optimization algorithm (AVOA) [24] is one of the swarm intelligence algorithms 
that mimics African vultures scavenging and navigation behavior. The original liter-
ature of AVOA [24] reported that it has good results when solving engineering design 
problems and single-objective optimization problems, but there is no result regarding
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feature selection application. In this paper, AVOA is incorporated as a feature selec-
tion algorithm to remove irreverent features from original datasets to enhance the 
classification accuracy. The performance of AVOA is investigated, and comparison 
is conducted with four different MSAs in solving eight datasets retrieved from UCI 
machine learning repository [25]. 

The following sections of this paper are organized as follows. The inspira-
tion of AVOA and feature selection problems is described in Sect. 2. The overall 
framework of AVOA in feature selection is described in Sect. 3. The simulation 
settings and comparative studies are reported in Sect. 4. The conclusion and future 
recommendations are summarized in Sect. 5. 

2 Background 

2.1 Inspiration of AVOA 

Vultures are a type of hunting bird that can be found in Africa, America and Europe. 
The characteristic of vultures is bald without regular feathers which is to avoid 
contamination when consuming carcasses. However, recent research reported that 
bare skin also helps to regulate body heat. This is the reason for the vultures to dip 
their head into their body during the cold season. These birds do not create nests 
unlike normal birds and rarely attack animals except when their prey is injured or 
has health issues. They are also beneficial to avoid stinging and infecting carcasses, 
especially in the tropics which makes them to be an important factor in the ecosystem. 

The population of African vulture species has been reduced over the years, espe-
cially in African countries as they are essential to handle animal carcasses in the wild. 
There are different species of vultures in Africa, but their searching food pattern and 
lifestyle are similar [26]. The type of vulture can be separate into three classes [27]. 
The first class is vulture that is physically stronger than regular vultures such as 
lappet-faced vulture. In this class, these vultures have a higher chance of acquiring 
food sources when compare with other classes. The second classes represent vultures 
that are physically weaker than the first classes such as white-backed vulture gyps 
Africans [27]. For the third class, the vulture is weaker when compare with first and 
second class such as hooded vulture Necrosyrtes monachus. The similarity of these 
classes can be observed when traveling a long distance for food sources [28]. During 
their travel, vultures tend to have a rotational flight during their flight form. While 
looking for food, vultures travel to find other species of vultures that have obtain 
their food sources and might cause other species of vulture to that direction which 
result the vulture to have dispute with other vulture to obtain the food source [29]. 
Weaker vultures will surround healthy vultures and obtain food by tiring the stronger 
vultures, and some starving vulture will be more aggressive [30]. The characteristic 
of vulture when searching for food sources is the inspiration for the algorithm.
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2.2 Feature Selection Problem 

Feature selection is designed as a bi-objective optimization problem, where the clas-
sification accuracy and number of selected features to be maximized or minimized, 
respectively. The objective of feature selection is achieved by formulating the fitness 
function as follow: 

f (X ) = γρ + τ 
|Fsub| 
|Fori | (1) 

where γ ∈ [0, 1] and ρ ∈ [
1 − γ

]
define the parameters of the weightage of classi-

fication quality and subset length, respectively, the variable τ represents the classi-
fication error rate, |Fsub| and |Fori | describe the selected feature subset and overall 
features in original datasets, respectively. 

3 Feature Selection Using African Vultures Optimization 
Algorithm (AVOA) 

Based on the biological life of vultures, the algorithm is designed with 4 different 
stages. Specifically, the best vulture of the swarm is identified in stage 1; the satiation 
rate of vultures is calculated in stage 2; explorative and exploitative search strategies 
are promoted in stages 3 and 4, respectively. 

During the stage 1 of the algorithm, the initial population are stochastically gener-
ated with total N vultures and evaluated with objective function. The best solution in 
the population is identified as the best vulture of the first swarm, and the second-best 
solution is identified as the second-best vulture in the second swarm. Based on the 
biological life of vultures, vultures tend to search for food sources and go further if 
they have higher stamina. However, the vulture could be aggressive in searching for 
food with stronger vultures when hungry and lack stamina to search further. Stage 
2 of the algorithm emulates this behavior of vultures by formulating the satiation 
rate; a mathematical equation is formed to change from the exploration stage to the 
exploitation stage that mimics the rate at which the vultures are hungry or satisfied. 
The satiation rate tends to be decreasing trend as formulated as follow: 

h = (2 × r1 + 1) × σ ×
(
1 − μ 

μmax

)
+ g (2) 

where r1 indicates the random number between 0 and 1, σ refers to a random number 
between −1 and 1, variable μ and μmax define as fitness evaluation number and 
maximum fitness evaluation number, respectively, parameter g that used to enhance 
the performance in dealing with complex optimization problems by increasing the 
probability of escaping from local optima is formulated as follows:
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g = r2 ×
(
sinp

(
π 
2 

× μ 
μmax

)
+ cos

(
π 
2 

× μ 
μmax

)
− 1

)
(3) 

where r2 defines random number between −2 and 2, variable p is a parameter with a 
predefined number representing the optimization operation disrupts the exploration 
ad operation states, μ and μmax indicate the fitness evaluation number and maximum 
fitness evaluation number, respectively. At the end of stage 2, roulette wheel selection 
is performed to randomly select a random vulture Xr from either best vulture or 
second-best vulture. 

If |h| calculated in stage 2 is larger than or equal to 1, the searching process 
proceeds to stage 3 of the algorithm, where the explorative search is promoted. In 
stage 3, vultures analyze different random regions with two different strategies based 
on a probability P1 with a predefined value between 0 and 1. The search strategy 
practiced by each nth vulture in updating its position Xn is randomly selection based 
on probability P1 as follows: 

Xnew 
n =

⎧
Xr − |(2 × r3) × Xr − Xn| × h, i f  P1 ≥ r and  

Xr − h + r3 ×
((
XUB  − X LB

) × r4 + X LB
)
, otherwise  

(4) 

where h is the satiation rate of vulture calculated using Eq. (2), X LB  and XUB  

represent the lower and upper boundary, Xr is the randomly selected vulture using 
roulette wheel, variables r3, r4, and rand  represent random numbers between 0 and 
1. 

If |h| calculated in stage 2 is smaller than 1, the searching process proceeds to the 
stage 4 of the algorithm, where exploitative search strategies are adopted. Stage 4 
consists of two subphases with 2 different search strategies in each subphase. If |h| 
is larger than or equal to 0.5, the searching process proceeds to the first subphase. 
In the first subphase, the search strategy adopted by each nth vulture is randomly 
selected based on a probability P2 with a predefined value between 0 and 1. Given 
the value of P2, the position Xn of nth vulture is calculated as follows: 

Xnew 
n =

⎧
(A + B)/2, P2 > r and  

Xr − |Xr − Xn| × h × L f , otherwise  
(5) 

where A and B emulate the movements of the best vulture Xbest 
1 and second-best 

vulture Xbest 
2 in competing for one food source that can be formulated as follows, 

respectively: 

A = Xbest 
1 − 

Xbest 
1 × Xn 

Xbest 
1 × (Xn)

2 × h (6) 

B = Xbest 
2 − Xbest 

2 × Xn 

Xbest 
2 × (Xn)

2 × h (7)
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Define L f as the Levy flight [31] patterns used to enhance the search effectiveness 
of algorithm, and it can be calculated as follow: 

L f = 0.01 × 

⎛ 

⎝u ×
(

Γ(1 + α) × sin
(

πα  
2

)

Γ(1 + 2 × α) × α × 2 × (
α−1 
2

)

) 1 
α 
⎞ 

⎠/|v| 1 
α (8) 

where u and v are random numbers between 0 and 1, α is a predefined and fixed 
number equals to 1.5, Γ(·) refers to the gamma function. 

If |h| is lesser than 0.5, the searching process proceeds to the second subphase. 
In the second subphase, the search strategy adopted by each nth vulture is randomly 
selected based on a probability P3 with a predefined value between 0 and 1. Given 
the value of P3, the position Xn of nth vulture is calculated as follows: 

Xnew 
n =

⎧ |(2 × r5) × Xr − Xn| × (h + r6) − Xr − Xn, P3 > r and  
Xn − (S1 − S2), other wise  

(9) 

where r5 and r6 represent random numbers between 0 and 1, S1 and S2 are calculated 
as follows, respectively, with r7 and r8 represent random numbers between 0 and 1: 

S1 = Xn ×
(
r7 × Xn 

2π

)
× cos(Xn) (10) 

S2 = Xn ×
(
r8 × Xn 

2π

)
× sin(Xn) (11) 

The searching process of the AVOV for identifying the best combinations of 
features is repeated for μmax fitness evaluations and terminated when μ > μmax , 
where μ is the fitness evaluation counter and μmax is the maximum fitness evaluation 
counter. The best vulture Xbest 

1 obtained at the end of the searching process is returned, 
and it is decoded to obtain the optimal feature subsets. The overall framework of using 
AVOA for feature selection is illustrated in Fig. 1.

4 Result Analysis 

4.1 Simulation Settings 

The capability of AVOA in solving feature selection problems is investigated using 
eight medical datasets obtained from UCI machine learning repository [25] as  
presented in Table 1. Comparative study is conducted between AVOA and other 
four MSAs, known as opposition-based differential evolution algorithms (CO-DE)



Feature Selection of Medical Dataset Using African Vultures … 181

Algorithm: AVOA-based Feature Selection Algorithm 

Inputs: , , , , , , 1 , 2 , 3 
01: Parameter initialization and load the selected medical dataset; 

02: Initialize the AVOA population, i.e., position of vultures; 

03: Evaluate fitness of each vultures for feature selection task using Eq. (1) 

04: Select the first 1 and second-best vultures 2 ; 

05: while ≤ do 
06: for each n-th do 
07: Calculate ℎ using Eq. (2); 

08: Perform roulette wheel on 1 and 2 to select vultures ; 

09: if |ℎ| ≥ 1  then 
10: Calculate using Eq. (4); 

11: else if |ℎ| < 1  then 
12: if |ℎ| ≥ 0.5  then 
13: Calculate using Eq. (5); 

14: else if | | < 0.5  then 
15: Calculate using Eq. (9); 

16: end if 
17: end if 
18: Boundary check of based on and ; 

19: Evaluate fitness of for feature selection task using Eq. (1); 

20: Update the 1 and 2 ; 

21: ← + 1; 

22: end for 
23: end while 
Output: 1 

Fig. 1 Overall framework of AVOA for feature selection problem

[32], particle swarm optimization (PSO) [33], hybrid canonical differential evolu-
tionary particle swarm optimization (hC-DEEPSO) [34], and multi-verse optimizer 
(MVO) [35], in terms of mean accuracy and the number of feature selected. To ensure 
fair comparisons, the optimal parameters of these compared algorithms are set based 
on the recommendations of their original literatures. During the simulation process, 
the dimension size D is set to be equal as the number of features of each dataset and 
population number N is set as 20. The simulation of each dataset is conducted for 30 
independent runs with maximum fitness evaluation number μmax = 2000 for each 
run.
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Table 1 List of datasets 

No Dataset Instances Number of Features Classes 

1 Lymphography 148 18 3 

2 Statlog (Heart) 270 13 2 

3 Diabetes 768 8 2 

4 Ovarian 216 4000 2 

5 Echocardiogram 61 8 2 

6 Liver Disorders 345 6 2 

7 Parkinsons 195 22 2 

8 Arrhythmia 452 279 13 

4.2 Comparisons Between Selected Algorithms 

The performance of each compared algorithm, in terms of mean accuracy Accmean 

and the average number of selected features N f eature, in solving each dataset is 
reported in Tables 2 and 3, respectively. The mean accuracy is based on Eq. (12). 

Table 2 Mean accuracy Accmean produced by each compared algorithm 

Dataset AVOA CO-DE PSO hC-DEEPSO MVO 

1 5.897E-01 5.862E-01 5.115E-01 5.854E-01 5.356E-01 

2 9.037E-01 8.673E-01 8.222E-01 8.652E-01 8.938E-01 

3 7.375E-01 7.880E-01 7.660E-01 6.959E-01 7.540E-01 

4 1.000E + 00 9.946E-01 9.899E-01 9.990E-01 9.783E-01 

5 9.577E-01 8.077E-01 9.167E-01 8.750E-01 8.551E-01 

6 8.362E-01 6.812E-01 7.744E-01 7.408E-01 7.459E-01 

7 8.991E-01 8.974E-01 8.957E-01 8.737E-01 8.692E-01 

8 7.104E-01 6.570E-01 7.633E-01 6.998E-01 6.648E-01 

Table 3 Average number of selected features N f eature  produced by each compared algorithm 

Dataset AVOA CO-DE PSO hC-DEEPSO MVO 

1 3.3667 6.3333 7.3667 4.6667 6.7667 

2 4.9000 3.3333 4.8333 5.2000 5.0000 

3 2.8333 2.9333 4.1000 3.0000 4.0667 

4 139.7667 1672.8667 1735.8667 103.7667 1789.9667 

5 3.8667 3.0667 2.9000 2.2333 2.5667 

6 3.0667 2.1000 3.2000 3.0000 2.1333 

7 1.7667 3.1667 4.1000 2.0667 4.5667 

8 38.1333 112.3667 102.3667 39.3333 117.4667
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Mean accuracy = mean(1 − Errormean) (12) 

The variable Errormean is the final value of the classification error for every run 
which can be obtain when performing evaluation. The average number of selected 
features represents the chosen of the best possible features, and the lower number 
represents a good result as it requires less feature for future processing. The value 
with boldface indicates the best result among the compared algorithms while the italic 
and underlined value represents the second-best result. In Table 2, the higher value 
of Accmean implies that the better performance in classifying the given dataset with 
obtained feature subset. For Table 3, the best result is considered when the lowest 
number of selected features is obtained to solving the given dataset. Hence, Table 2 
reports that AVOA has the best classification accuracy by producing six best Accmean 

values in solving datasets 1, 2, 4, 5, 6, and 7. It is followed by PSO, CO-DE, hC-
DEEPSO, and MVO. Moreover, Table 3 reports that AVOA has the best performance 
in minimizing the number of features by producing four best N f eature  values and one 
second-best N f eature  value. It is followed by hC-DEEPSO, CO-DE, MVO, and PSO. 
Tables 2 and 3 report that AVOA can solve feature selection problems with better 
classification accuracy and smaller feature subsets. 

5 Conclusion 

In this paper, a new metaheuristic algorithm known as AVOA is used to perform 
feature selection to discard unwanted features from medical datasets without compro-
mising the classification accuracy. Extensive simulation study has proven that AVOA 
can produce the best mean accuracy with a minimum number of features when 
dealing with majority of selected medical datasets. Particularly, AVOA produces 
the highest average accuracy (i.e., 82.9%) in solving all eight selected datasets 
and the lowest average number of features (i.e., 24) in solving all eight selected 
datasets. This approach improves the accuracy and efficiency of diseases diagnosis 
and medical treatments. As future improvement, AVOA can be incorporated with 
adaptive searching operators to enhance the performance in dealing with feature 
selection problems with higher complexity level. 
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Flow Direction Algorithm for Feature 
Selection 

Wy-Liang Cheng, Koon Meng Ang, Wei Hong Lim, Sew Sun Tiang, 
Meng Choung Chiong, Chun Kit Ang, Li Pan, and Chin Hong Wong 

Abstract Feature selection is a method used to decrease the number of features 
by removing unwanted, noisy and inconsistent data while maintaining classifica-
tion accuracy. Most researchers have focused on using metaheuristic algorithms 
to select the best possible features to improve and simplify the dataset quality. 
However, the traditional optimization method tends to suffer from local optimality 
problems as the increasing of features in datasets. In this paper, an investigation is 
conducted to assess the performance of flow direction algorithm (FDA) in enhancing 
the classification accuracy by performing feature selection. Eight datasets obtained 
from UCI machine learning repository are used to perform comparative studies 
with existing algorithms known as differential evolution (DE), biogeography-based 
learning particle swarm optimization (BLPSO), henry gas solubility optimization 
(HGSO) and African vulture optimization algorithm (AVOA). The results reported 
that FDA obtains best mean accuracy in the comparative studies with the selected 
algorithms and the number of features selected. 

Keywords Flow direction algorithm (FDA) · Feature selection · Metaheuristic 
search algorithms · Optimization 

1 Introduction 

In recent years, data-driven approaches emerged as promising methods to perform 
machine learning tasks. Datasets of different domains were created along with the 
advancement of technology to train machine learning models. However, the datasets 
with higher complexity level cause the traditional machine learning method to be 
obsolete due to dimensionality dilemma [1]. These datasets tend to have unrelated,
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redundant, noisy and irrelevant information that can badly impact on the approxima-
tion accuracy of the system [2]. The efficiency of an algorithm, in terms of compu-
tational cost, generalization capability and accuracy, can be improved by removing 
these redundant features in dataset. Nevertheless, the task of removing unneces-
sary features from a dataset to improve the efficiency of a machine learning method 
remains arduous. Moreover, the selection of features data subset from large infor-
mation poses several challenges that require a better method for feature selection to 
greatly decease the initial data into an improve interpreted data [3]. 

Feature selection is a method applied to reduce the number of input data when 
training a predictive model [4]. This method has been a great contribution toward 
different fields to solve classification problems such as fault detection [5, 6], 
automatic modulation recognition [7], object detection [8, 9], etc. Classification 
approaches can be classified as filter, embedded and wrapper approaches, based on 
the evaluation criteria [10]. In filter approach [11], feature subsets are evaluated 
based on predefined metrics or information content. In embedded approach, knowl-
edge about the specific structure of the classification algorithm used by a certain 
learning algorithm is incorporated. Although embedded approach requires lower 
computational effort than wrapper approach, the selected feature subset is highly 
dependent on the learning algorithm. Moreover, a better trade-off between the lower 
dimensional space and higher classification performance is worth to be investigated 
[12]. Wrapper methods are observed to have better classification accuracy than filter 
methods [13]. 

Metaheuristic search algorithm (MSA) is one of the options to handle feature 
section problem. MSA can be classified based on their searching method and inspi-
ration sources [14], such as (i) evolutionary algorithms inspired by Darwin’s theory 
of evolution, (ii) swarm intelligence (SI) algorithms inspired by the behavior of 
animals in a group, (iii) physics-based algorithms that mimic scientific theory, (iv) 
human-characteristic algorithm inspired by human behaviors in socializing, learning 
and observing. Various approach of MSAs were introduced in recent years to solve 
different real-world applications such as smart grid energy management [15–18], 
neuroevolution [19], composite materials machining [20–22] and other engineering 
applications [23–30]. Nevertheless, the effectiveness of these algorithms can be 
restricted by no-free-lunch (NFL) theory [31] that states there is no optimization 
method will be able to solve all optimization problems. Flow direction algorithm 
(FDA) [32] is one of the physics-based algorithms that imitates the flow direction 
from the highest position to the lowest position in a drainage system. FDA was 
initially proposed and reported to have significant performance in solving single-
objective optimization problems and engineering design problems. However, the 
capability of FDA in tackling features selection problems remains questionable. In 
this study, FDA is designed as a feature selection algorithm to remove redundant 
features from original datasets, to improve the classification accuracy. The perfor-
mance of FDA, in terms of classification accuracy and number of selected features, is 
evaluated and compared with four existing MSAs in solving eight datasets retrieved 
from UCI machine learning repository.
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The remaining sections of this paper are organized as follows. The search mecha-
nisms of FDA and feature selection problems are described in Sect. 2. Overall  FDA  
frameworks in feature selection are described in Sect. 3. The simulation parameters 
setting and comparative studies are reported in Sect. 4. The conclusion and future 
works are summarized in Sect. 5. 

2 Background 

2.1 Flow Direction Algorithm Structure 

In drainage basin, the excessive rainfall is defined as rainfall flowed over the surface of 
ground and does not penetrate the soil. The water left over on the ground surface after 
precipitation and losses are known as direct runoff. Technique has been introduced 
to determine direct runoff, known as φ—index method [33]. 

The index φ is defined as the average number of water loss during rainfall with a 
unit of centimeter per hour, such that the excessive water will turn into runoff. The 
direct runoff value can be produced by the difference between the index φ at each 
time interval and the rainfall. The amount of direct runoff rd can be calculated as 
follow: 

rd = 
MΣ

m=1 

(Rm − φΔt) (1) 

where the variable Δt and M represent the time interval and the number of time 
steps, respectively. 

The number of rainfalls is transformed into direct runoff after deducting the rainfall 
loss factors. The movement of the runoff toward the outlet of basin is affected by the 
aspect of slope and can be imitated by separating the drainage basin into different set 
of cells. The amount of runoff in each cell is shifted to other cells based on the slope 
and height of nearby cell. D8 method [34] was introduced to determine the variable 
of runoff direction. It stated that the flow moves to one of the eight surrounding 
cells [35]. This technique supposes that every cell has eight neighbors, each cell has 
distance and height to the neighboring cells. The difference between the height and 
distance of each cell with adjacent cells is determined to identify the flow direction. 
Then, each cell slope is computed and the flow in cell flows to the cell with highest 
slope. The flow direction is identified by initializing D8 algorithm for the basin. After 
the flow direction is specified, a variable equal to the number of cells that flow into 
that cell is considered. Hence, the greatest number is appointed to the outlet point of 
basin.
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2.2 Feature Selection Problem 

Feature selection is formulated as a bi-objective optimization problem, where the 
number of selected features and classification accuracy to be minimized and maxi-
mized, respectively. To achieve the objective, fitness function is formulated to define 
the quality of each candidate solution as follows: 

f (g) = ωϕ + γ 
|Fs | 
|Ft | (2) 

where ω ∈ [0, 1] and γ ∈ [1 − ω] represent the parameters indicating the weightage 
of classification quality and subset length, respectively; the variable ϕ is defined as 
classification error rate; |Fs | and |Ft | refer to the chosen feature subset and overall 
features in original datasets, respectively. 

3 Flow Direction Algorithm (FDA) for Feature Selection 

The search mechanism of FDA simulates the flow direction in a drainage basin iden-
tified by D8 method, after converting rainfall to runoff [32]. At the early stage of FDA 
algorithm, the initial population is randomly generated in the drainage basin (i.e., 
search space). Then, the flows (i.e., candidate solutions) flow to locations with lower 
positions in the drainage basin. Hence, the lowest position of location is achieved by 
the flows as the global optimum after several iterations. 

At the beginning of the algorithm, the predefined input parameters, known as 
population number, number of neighbor and neighborhood radius, are set. Then, the 
initial position of flows (i.e., candidate solutions) is generated based on the following 
equation: 

x f (i ) = blow + r1 ∗ (bup − blow ) (3) 

where X f (i ) defines the position of the i-th flow; blow and bup refer to the lower 
and upper boundary of dimensional components, respectively; r indicates a number 
generated by uniform distribution between 0 and1. 

During the optimization process, it is assumed that there are β neighborhoods 
around each flow, where the position is defined as follows: 

Xn( j ) = X f (i ) + r2 ∗ Δ (4) 

where Xn( j) defines the position of each j-th neighbor; r2 indicates a random number 
generated by normal distribution, a mean of zero and A standard deviation of 1; the 
symbol Δ represents a parameter controlling the search behavior of the algorithms. 
Specifically, a smaller value of Δ tends to search in a smaller range of search space,
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and a greater value of Δ tends to search in a greater range. Greater value of Δ results 
in higher probability to achieve global optimal solution (i.e., exploration), and lower 
value ofΔ leading to the higher precision in locating the global optimal solution (i.e., 
exploitation). The parameter Δ plays a crucial role in affecting the searching perfor-
mance of FDA algorithm, by achieving better balancing of exploration and exploita-
tion behaviors. In this algorithm, the value of parameter Δ is linearly decreased 
with the increasing of fitness evaluation number, leading to the flows flowing toward 
random positions for better diversity. The parameter Δ is calculated as follows:

Δ = (
r3 ∗ Xr − r4 ∗ X f (i )

) ∗ ||||Xbest − X f (i )
|||| ∗ W (5) 

where r3 and r4 are random numbers generated by uniform distribution in range of 0 
to 1; Xr refers to a random position that calculated based on Eq. (1); W indicates a 
nonlinear weight with random number between 0 and infinite. The first component 
of Eq. (5) presents that the i-th flow moves toward a random position. Meanwhile, the 
second component describes that the i-th flow moves toward the best solution found, 
implying that the Euclidean distance between the best solution and i-th solution is 
decreased along with the increment of iteration. The third component of Eq. (5), 
known as parameter W, is formulated as 

W =
()

1 − μ 
μmax

)(2∗r5))
∗

)
r6 ∗ μ 

μmax

)
∗ r7 (6) 

where r6 and r7 refer to random numbers generated by uniform distribution between 
zero to one; r5 defines a random number generated by normal distribution; the variable 
μ and μmax define the fitness evaluation counter and maximum fitness evaluation 
number, respectively. 

Furthermore, the flow moves at a velocity of V toward the neighbor with the 
lowest fitness value. The velocity of the flow is related to its slope as formulated as 

V f = r8 ∗ S0 (7) 

where S0 defines the slope vector between the neighbor and the current position of the 
flow, r8 represents a random number generated from normal distribution. The velocity 
of each flow is limited with lower and upper boundaries of vlow = −0.1∗(

bup − blow
)

and vup  = −vlow, respectively. The slope vector of i-th flow is calculated as 

S0(i, j, d) = 
f
(
X f (i )

) − f (Xn( j ))|||X f (i, d) − Xn( j, d)||| (8) 

where f
(
X f (i)

)
and f (Xn( j )) define the fitness value of i-th flow and j-th neighbor; 

d represents the index of dimensional component. Given the velocity vector, the new 
position of i-th flow is calculated as
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Xnew 
f (i ) = X f (i) + V f ∗ X f (i ) − Xn( j)|||X f (i ) − Xn( j)|

|| (9) 

Furthermore, it is worth to simulate a condition, where the fitness value of any 
neighbor is higher than current flow, by randomly selecting another flow. If the 
fitness value of the random flow is lower than the current flow, the random flow will 
move toward the same direction with current flow, otherwise, the flow moves in the 
dominant slope direction. The flow direction is simulated as 

Xnew 
f (i ) =

⎧
X f (i ) + r9 ∗

(
X f (k) − X f (i )

)
, i f  f

(
X f (k)

)
< f

(
X f (i )

)

X f (i) + r10 ∗
(
Xbest − X f (i )

)
, other wise  

(10) 

where k refers to a random integer. 
The overall mechanism of FDA is described in Fig. 1. The algorithm is iterated 

until the termination conditions μ > μmax is achieved, where μ represents current 
fitness evaluation counter and μmax maximum fitness evaluation number.

4 Result 

4.1 Simulation Settings 

The performance of FDA in solving feature selection problems is investigated using 
eight datasets obtained from UCI machine learning repository [36] as summarized 
in Table 1. FDA is compared with other MSAs known as differential evolution (DE) 
[37], biogeography-based learning particle swarm optimization (BLPSO) [38], henry 
gas solubility optimization (HGSO) [39] and African vultures optimization algo-
rithm (AVOA) [40]. The performance comparison among the algorithms considers 
the mean accuracy and the number of selected features. The input parameters are 
predefined as, population number N = 20, dimension D equals to the number of 
features of each dataset, maximum fitness evaluations number μmax = 2000. The  
simulation of each dataset is conducted for 30 independent runs.

4.2 Performance Metrics 

Hold-out method is used to distribute the datasets for simulation studies. The original 
datasets are separated into 80% of training datasets and 20% of the testing datasets. 
Mean accuracy is applied as one of the performance metrics in measuring the actual 
and predicted values produced by the proposed method. The mean accuracy produced 
by each method in solving a given dataset can be obtained as follow:
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Fig. 1 Pseudocode for FDA

Mean accuracy = mean(1 − Errormean) (11) 

where Errormean represents the final value of the classification error produced by 
each run. Besides that, average number of selected features is formulated as another 
performance metric to measure the performance of the method in minimizing the 
number of features of a given dataset. A method tends to have better performance 
when the number of selected features is lower. The average number of selected 
features produced by each method in solving a given dataset can be calculated as 
follow:
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Table 1 List of datasets 

No. Dataset Instances Number of features Classes Area 

1 Dermatology 358 34 6 Life 

2 Glass identification 214 9 8 Physical 

3 Lymphography 148 18 3 Life 

4 Statlog (heart) 270 13 2 Life 

5 Ionosphere 351 34 2 Physical 

6 connectionist bench (Sonar, 
mines vs. rocks) 

208 60 2 Physical 

7 Parkinson 195 22 2 Life 

8 Waveform database 
generator (version 1) 

5000 21 3 Physical

Average number o f selected f eatures = f ind(Xbest > τ  ) (12) 

where Xbest refers to the best solution in the search space and τ represents the 
threshold values of the removal of redundant features from the original datasets. 

4.3 Comparisons Between Selected Algorithms 

The performance result, in terms of mean accuracy Accmean and average number 
of selected features N f eature, in solving eight datasets are reported in Tables 2 and 
3, respectively. The value with boldface represents the best result while underlined, 
and italic values indicate the second-best result. In Table 2, the higher Accmean value 
implies that the algorithm has better performance in classifying the given dataset. 
Meanwhile in Table 3, the  lower  N f eature  value indicates that the algorithm has better 
performance in selecting minimum number of features from the given dataset. Based 
on Table 2, it shows that FDA has the best classification performance as it able to 
produce best Accmean in solving datasets 2, 3, 4, 6 and 7. It is followed by DE, 
HGSO, AVOA and BLPSO. By referring to Table 3, AVOA the best performance in 
selecting the least number of features followed by HGSO, BLPSO, DE and FDA. It 
shows that FDA is not effective in selecting minimum number of features. However, 
FDA has the best accuracy when solving datasets with relatively lesser instances, 
known as Datasets 2, 3, 4, 6 and 7. This behavior might be caused by the inherent 
drawbacks of FDA in dealing with large number of features. Hence, as potential future 
study, additional mechanisms are required to be implemented into FDA to enhance 
its performance in reducing number of selected features. However, the performance 
comparisons show that FDA can produce higher accuracy when solving the selected 
datasets.
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Table 2 Mean accuracy Accmean 

Dataset FDA DE BLPSO HGSO AVOA 

Dataset 1 9.964E-01 1.000E+00 9.601E-01 9.732E-01 9.901E-01 

Dataset 2 8.299E-01 7.857E-01 6.563E-01 7.897E-01 7.571E-01 

Dataset 3 6.885E-01 4.828E-01 4.632E-01 6.115E-01 5.897E-01 

Dataset 4 9.095E-01 8.907E-01 8.586E-01 8.309E-01 9.037E-01 

Dataset 5 9.437E-01 9.719E-01 9.314E-01 8.995E-01 9.371E-01 

Dataset 6 9.680E-01 9.187E-01 8.902E-01 8.829E-01 9.211E-01 

Dataset 7 9.780E-01 8.949E-01 9.453E-01 9.436E-01 8.991E-01 

Dataset 8 8.420E-01 8.456E-01 8.234E-01 8.245E-01 8.313E-01 

Table 3 Average number of selected features N f eature  

Dataset FDA DE BLPSO HGSO AVOA 

Dataset 1 12.2000 10.8333 16.9667 13.6000 11.4333 

Dataset 2 4.0000 5.0000 4.5667 5.1333 3.9000 

Dataset 3 5.6000 4.5667 8.1667 3.6667 3.3667 

Dataset 4 5.6333 5.7667 5.5000 3.6000 4.9000 

Dataset 5 10.2667 7.1667 16.8000 2.3333 1.5000 

Dataset 6 23.0667 18.3333 30.2667 9.9333 12.7000 

Dataset 7 3.7333 2.3667 10.1667 2.2667 1.7667 

Dataset 8 15.0333 15.5667 12.0000 14.2667 16.9667 

5 Conclusion 

FDA is designed as a feature selection algorithm to remove redundant features from 
the datasets. The comparative study reports that FDA is able to obtain the best 
mean accuracy against other MSAs. However, the effectiveness of FDA in selecting 
minimum number of features has room of improvement. As future studies, additional 
searching mechanism can be implemented to improve the performance in selecting 
lesser features without affecting the accuracy. 
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Fuzzy Logic Controller by Particle 
Swarm Optimization Discoverer 
for Semi-Active Suspension System 

Mat Hussin Ab Talib, Nur Hafiezul Mohd. Rosli, Intan Zaurah Mat Darus, 
Hanim Mohd. Yatim, Muhamad Sukri Hadi, Mohd. Ibthisham Ardani, 
Mohd. Syahril Ramadhan Mohd. Saufi, and Ahmad Hafizal Mohd. Yamin 

Abstract Semi-active suspension systems utilizing magneto-rheological damper 
have been used especially in the vehicle due to their simple design and control with 
the effective outcome. Nevertheless, the FL controller design without considering the 
intelligent algorithm utilizing the FL gain scaling leads to the undesirable condition 
of the vehicle body. Thus, this study is conducted to develop and evaluate the perfor-
mance of the particle swarm optimization discoverer (PSOD) in tuning the fuzzy 
logic (FL) controller in a semi-active suspension system while being compared to 
the original particle swarm optimization (PSO) and passive system. Taking an accel-
eration of the suspension system response as an objective function, the PSOD strategy 
is an attempt to find and search for an optimum value of the gains that able to be a 
sort of contact information for improving the targeted value obtained from the FL 
controller. The application of this system is simulated in MATLAB Simulink. The 
effectiveness of the PSOD was shown by the simulation result with as high as 63.79% 
and 59.82% of improvement in terms of sprung displacement and sprung accelera-
tion, respectively. This result indicates that the PSOD could provide improvement 
for vehicle ride comfort and effective improvement solution over the PSO. 

Keywords Particle swarm optimization discoverer · Semi-active suspension 
system ·Magneto-rheological damper · Fuzzy logic controller 

1 Introduction 

Since the early development of car, suspension system is one of the most important 
part required to sustain the increasing speed and weight. Using direct connection 
between the car body and tire will put very high stress toward the tire and thus
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compromising the structural integrity of the vehicle. This will provide an uncomfort-
able driving experience and poor handling performance. To overcome these issues, 
suspension system has evolved rapidly from leaf springs to shock absorber and coil 
springs. Passive suspension system is basically a combination of these two compo-
nents. While this setup provides a low-cost, efficient and simple solution [1], however, 
this system cannot fulfill both requirement of comfort and handling at the same time. 
This system comes in two variations, soft and hard setup. Soft setup provides comfort, 
while the hard setup provides good handling. Thus, users are fixed with one setup 
that focused on only one benefit while compromising the other. 

Further, development of the suspension system has come out with a system that is 
able to fit between the passive and active suspension system, known as semi-active 
suspension system. This system performs almost the same as the active system as 
both systems use electronic control to work. However, unlike active system, semi-
active system is much less complicated in term of design as it does not require 
the integration of hydraulic system, but instead it uses a variable damper. This has 
resulted in cheaper cost and easier implementation as replacing the hydraulic system 
has removed the need for huge power demand. Furthermore, less mechanical parts 
will result in less overall weight, easier maintenance and more durable system, as 
can be seen from the passive system. In short, semi-active suspension system can 
offer the durability of passive system combined with the performance of the active 
system altogether in the most cost-effective solution. 

This research is a simulation for semi-active suspension system in a vehicle. 
Magneto-rheological (MR) damper that has been equipped in most semi-active 
suspension system that can be found today is used to conduct the simulation. MR 
damper uses MR fluid, which is a non-Newtonian fluid that is reacting to magnetic 
field. The fluid acts as a fluid in normal condition and changes to semisolid state 
when there is a presence of magnetic field provided by electrical signal. This will 
affect the suspension stiffness to change from soft to hard in order to fulfill both 
comfort and handling requirement in a matter of milliseconds. Other liquid such as 
electro-rheological liquid also has been used in the semi-active damper [2]. However, 
due to its characteristics that require high electric field strength but could only give 
slight changes to the viscosity and also easily affected by temperature, MR fluid is 
preferred to be used in the damper [3]. Various controllers have been developed by 
multiple researchers for this purpose, and fuzzy logic (FL) controller is one of the 
controllers that can be found. However, the controller needs input such as the damper 
gain to change the suspension stiffness which is always changing from time to time. 
Thus, optimization algorithm such as particle swarm optimization (PSO) is used to 
calculate the gain values in real time. Recent research that has been done has devel-
oped a new optimized PSO namely particle swarm optimization discoverer (PSOD). 
The FL controller optimized by PSOD will be the main focus for this research. 

There are wide researches that have been done on the optimization algorithm for 
the controller implemented in the semi-active suspension system. However, research 
that focuses on the optimized PSO such as the PSOD in FL controller still have not 
been done. The potential of PSOD over the PSO in performance could not be proved 
especially in the suspension application. Although there are some algorithms that
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offer better performance than PSO such as firefly algorithm (FA) and advanced firefly 
algorithm (AFA) [4, 5], PSOD might be able to improve the PSO-based algorithm 
and overcome the problems faced by the original PSO such as easily moved to local 
optima [6] and less accuracy of control on its speed and direction due to the partial 
optimism [7]. These disadvantages affect the performance of the suspension system 
to provide the best solution for both comfort and handling requirements. However, 
the simplicity of this algorithm together with less parameters requirement compared 
to other algorithms [8] have become important factors for this algorithm to remain 
as a consideration to be continuously utilized. Thus, this study will analyze the 
performance of the PSOD in term of improvement over the original PSO according 
to the application in vehicle semi-active suspension system in order to provide faster 
and accurate results that can accommodate both comfort and handling performance. 

The paper is organized as follows. Section 2 describes the modeling of suspension 
system and MR damper system. In Sect. 3, the development and integration process 
for FL controller and PSOD algorithm technique is elaborated. Section 4 shows the 
analysis and discussion, and in Sect. 5, the conclusion is described. 

2 Semi-Active Suspension Modeling 

The suspension system is first developed using a passive suspension system since 
semi-active suspension system has the same configuration except for variable damper. 
The mathematical model for the suspension system is derived from two degrees of 
freedom suspension in quarter car model such as in Fig. 1 that shows an example 
of passive suspension system configuration. It should be noted that the damping of 
unsprung mass is assumed to be negligible. The mathematical equation for semi-
active suspension system is as follows:

Ms ẍs + Fd − ks(xu − xs) = 0 (1)  

Mu ẍu + Fd − ks(xu − xs) − kt (xr − xu) = 0 (2)  

where the sprung and unsprung mass is symbolized as Ms and Mu , respectively. The 
damper is represented as Fd , ks is a spring stiffness and kt is a tire stiffness. Other 
parameters like body acceleration, ẍs , tire acceleration, ẍu , body displacement, xs , 
tire displacement, xu , and road profile displacement, xr are the important elements 
that can be defined as the main parameters of interests that were investigated in this 
study. The parameter value for sprung mass and unsprung mass are set as 80.5 kg 
and 18.5 kg, respectively, whereas for spring stiffness and tire stiffness, the values 
are defined as 45,409 N/m and 274,680 N/m, respectively. These scale-down values 
are taken experimentally regarding the real elements in the suspension structure.
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Fig. 1 Semi-active 
suspension model

The damper system used in this study is based on the magneto-rheological (MR) 
system and s modeled using parametric approach called the spencer model. The said 
model is also developed using MATLAB simulation block diagram at its parameters 
are defined from the previous study by other researchers [9]. 

3 FL Controller Design and Optimization 

Fuzzy logic controller consists of four basic concepts. The first one is fuzzification, 
next is fuzzy inference engine followed by fuzzy rule base and finally defuzzification. 
Fuzzification is the process where linguistic variables are converted from raw values. 
Then, these values will be taken by the fuzzy inference engine for phase of decision-
making while being processed through the fuzzy rule base. The finalized linguistic 
variables are converted back to raw values by the defuzzification before it is fed into 
the system. In this case, the system is referring to the suspension system. 

To integrate the FL controller into the semi-active suspension system, this 
controller requires two inputs from the system which are sprung velocity and relative 
velocity from the suspension output. These inputs will be processed by the controller 
by applying its concepts to produce an output in term of damper constant that will be 
translated into voltage by force tracking control. Two membership functions are used 
for each input into the controller as shown in Figs. 2 and 3 that consist of Gaussian 
shape in negative (N) and positive (P) regions while a bell shape in zero (Z) region. 
The output of the controller uses six sets of damper constants that has been listed
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in Table 1 as its membership function since it uses Sugeno fuzzy inference system. 
The Sugeno inference system types are used in this study is due to the output of the 
damper coefficient values are need to be continuous in order to posse more flexibility 
of the values. Based on these membership functions for both input and output of the 
controller, the fuzzy rules to evaluate the optimal output are defined as shown in 
Table 2. This configuration works well as has been proposed by Ab Talib et al. [5] 
in his study. 

Fig. 2 Membership function 
for sprung velocity 

Fig. 3 Membership function 
for relative velocity 

Table 1 Coefficient of fuzzy 
logic output 

Coefficient Value 

Cmin 700 

Cd1 3 000 

Cd2 6 000 

Cd3 9 000 

Cd4 12 000 

Cmax 15 000
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Table 2 Output evaluation based on fuzzy rules 

Relative velocity 

N Z P 

Sprung velocity N Cmax Cd2 Cmin 

Z C4 Cd3 Cd1 

P Cmin Cd4 Cmax 

3.1 Particle Swarm Optimization 

Particle swarm optimization (PSO) is an intelligent algorithm that was firstly intro-
duced by Kennedy and Eberhart [10]. The working principle of the PSO is based on 
the behavior shown by birds’ flocks and fish schools to find their food. In PSO, it 
utilizes the use of swarm of particles that act as the potential solutions. The parti-
cles will fly in the search space to explore the best position in order to optimize a 
required objective function. In every iteration, the particles will be updated with two 
best values namely pbest and gbest . pbest represents the value of the best position 
explored by the particle, while gbest is the global best value achieved by any particle 
in the swarm. Equations (3) and (4) will be used to update the position and velocity 
of the particle, respectively, based on the previous two best values. 

vi (k + 1) = wvi (k) + c1r1(pbest − xi (k)) + c2r2(gbest − xi (k)) (3) 

xi (k) = xi k + vi k+1 (4) 

Term vi and xi represent particle i velocity and position in iteration of kth, respec-
tively. r1 and r2 denote random number from 0 to 1. w is the constant for inertia 
weight. c1 stands for cognitive acceleration while c2 is social acceleration. Both of 
these were indicated as correction factor. 

3.2 Particle Swarm Optimization Discoverer 

The disadvantage of PSO as described by Marianne et al. [11] is that it tends to be 
trapped into local optima. In order to overcome this issue, various studies have been 
conducted to improve the original PSO. One of the improvement made on the PSO 
such as the one that has been developed by Yatim et al. [12] named as particle swarm 
optimization discoverer (PSOD) was selected for this study. The improved algorithm 
was done by integrating another algorithm such as artificial bee colony (ABC) into 
the original PSO. The scouting behavior of bees is the main inspiration for the ABC 
algorithm.
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Originally, while the particles from the PSO are exploring for the solutions, some 
of it tend to fly within a small territory as they have stopped exploring globally. This 
will cause the entire swarm to stop exploring as well due to getting trapped into 
the local minimum. To overcome this problem, an explorer is initiated among the 
particles that will restart the exploring capability of the swarm before they went into 
static state. This will provide more opportunity for the swarm to find another possible 
position and thus solving the local minimum trapping. In order to prevent the loss 
of good particles, the particles’ fitness values were kept under a specific iteration 
limit. Once they have achieved the limit, their current personal best position will be 
assigned to another particle. Then, by using Eq. (3), the result of the new velocity 
will be allocated to the particles so that they will continue the exploration in a new 
possible area. Figure 4 indicates the pseudo code of the PSOD. The bolded box in 
the flow chart indicates the integration of explorer into the original PSO process. 

Based on the pseudo code, function of error between the particle fitness of i th 
and gbest fitness is indicated by ΔFitness. Precision requirement constant which 
is denoted by ξ sets the benchmark for the particle to act as an explorer. count (i ) is 
an array that acts a counter for each particle’s iteration of exploring. The i th particle 
that has achieved or exceed the iteration limit (limit) will be given new velocity and 
best position (reini tiali zed). The particle is less likely to become an explorer once 
the fitness error yield greater result than the required precision. 

The integration of PSOD into the semi-active suspension system is exactly the 
same as PSO such as in the block diagram as shown in Fig. 5 except that the PSO 
is replaced by PSOD to tune the gains for the FL controller. The parameter values 
in Table 3 were used for both PSO and PSOD. The gains GX and GV at the input 
and GOut at the output of the FL controller will be tuned by the PSO and PSOD. 
The objective function for both the PSO and PSOD were based on the mean squared 
error (MSE) of the sprung acceleration.

Fig. 4 Pseudo code of PSOD 
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Fig. 5 Block diagram of FL controller tuned by PSO and PSOD 

Table 3 Parameter value for 
PSO and PSOD 

Parameter Value 

Swarm size 20 

Number of iterations 100 

Correction factor, c1 and c2 2 

Inertia weight, w 1 

4 Result and Discussion 

The sinusoidal road profile input is created based on the yellow cross line imple-
mented on the road in Malaysia with height of 0.005 m which is in compliance with 
the specification. This sinusoidal is set at 4 Hz of frequency which is between the 
natural frequency of the sprung mass and unsprung mass. Next, the round top hump 
is a single hump disturbance to the suspension and the maximum height of the hump 
is set at 0.05 m. Taken the hump to be 1 m of width and travel duration of 0.05 s, 
average speed of user crossing the hump is at 72 km/h. 

Based on the tuned parameters that have been finalized in the 100 iterations range 
for both PSO and PSOD in both road profile of sinusoidal and round top hump, the 
finalized values for the parameter of GX, GV and GOut are listed out in Table 4. 
These values are used for the performance evaluation in the respective suspension 
configuration.

In overall, PSOD tuned suspension system shows massive improvement over 
the passive system in both road profiles especially for the sprung displacement and 
sprung acceleration as shown in Tables 5 and 6. This is followed by PSO in the same 
criteria. However, different trend can be seen for the unsprung acceleration criteria. 
In sinusoidal road profile, both PSO and PSOD show deterioration where PSOD has 
the worst performance. While in the round top hump road profile, these two tuning 
algorithms provide slight improvement over the passive system. These low results 
behaviors were due to the selection of the objective function for both the PSO and
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Table 4 FL parameters tuned by PSO and PSOD 

Sinusoidal Round top hump 

PSO PSOD PSO PSOD 

GX 0.1426 1.0000 3.6475 5.0000 

GV 3.6069 4.9699 0.2406 0.4289 

GOut 0.1000 1.0000 0.2906 0.2369

Table 5 Suspension performance in sinusoidal road profile 

Sinusoidal 

Performance criteria Passive PSO PSOD 

MSE MSE Percentage MSE Percentage 

Sprung displacement 5.800 × 10−5 2.500 × 10−5 56.90 2.100 × 10−5 63.79 

Sprung acceleration 22.963 10.499 54.28 9.226 59.82 

Unsprung 
acceleration 

6.243 9.408 −50.70 10.877 −74.23 

Table 6 Suspension performance in round top hump road profile 

Round top hump 

Performance 
criteria 

Passive PSO PSOD 

MSE MSE Percentage MSE Percentage 

Sprung 
displacement 

1.440 × 10−4 8.700 × 10−5 39.58 6.300 × 10−5 56.25 

Sprung 
acceleration 

87.933 45.921 47.78 32.970 62.51 

Unsprung 
acceleration 

598.014 595.274 0.46 518.343 13.32 

PSOD. Since sprung acceleration is the only selected for the objective function, the 
unsprung acceleration performance was affected. Even so, selection of the sprung 
acceleration does provide benefits to the sprung displacement as well. Thus, in this 
case, it can clearly be seen that PSOD provides the best solution for suspension 
control as opposed to PSO and passive system specially to provide ride comfort. 

From Figs. 6 and 7, it can be seen that PSO and PSOD has lower overshoot and 
faster settling time in the given five second simulation time. Hence, it should be 
noted that both intelligent controllers are superior than the conventional suspension 
solution.
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Fig. 6 Vertical body displacement performance in time domain 

Fig.7 Vertical body acceleration performance in time domain 

5 Conclusion 

The performance of the PSOD based on the conducted simulation in MATLAB 
Simulink proved that PSOD provides better performance than PSO and passive 
system. This can be seen based on the result that shows an improvement as high as 
63.79% and 59.82% in term of sprung displacement and sprung acceleration reduc-
tion, respectively. Hence, the implementation of PSOD in tuning the FL controller for 
semi-active suspension system has shown an improvement that could offer a better 
option to achieve vehicle comfort as opposed to PSO and passive suspension system. 
It is also should be highlighted that PSOD algorithm is as simple as PSO in order to 
be implemented as it did not need too much variables that need to be figured out.
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Abstract Metaheuristic search algorithms (MSAs) receive increasing popularity in 
recent year due to its excellent capability of solving complex real-world optimization 
problems without depending on gradient information. Particle swarm optimization 
(PSO), as one of MSAs, is widely used in optimization task due to its simple frame-
work and quick convergence speed toward global optimum. However, conventional 
PSO suffers from premature convergence and quick diversity loss of population 
when the population is poorly initialized due to its random characteristics. In this 
paper, a new variant of PSO namely PSO with multi-chaotic scheme (PSOMCS) 
is introduced to train artificial neural network (ANN) by optimizing its neuron 
weights, biases and selection of suitable activation function based on the datasets 
obtained from UCI machine learning repository. Initial population generated using 
multi-chaotic system and oppositional-based learning ensure broader search space 
coverage, enabling PSOMCS to solve complex optimization problems effectively. 
Classification performances of ANN trained with PSOMCS are compared with other 
existing PSO variants. Based on simulation results, ANN optimized by PSOMCS 
outperformed its competitors in terms of classification performance for both training 
and testing datasets. 
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1 Introduction 

Optimization is an essential tool used for decision-making, and it involves a set 
of procedures to determine the best combinations of decision variables, aiming to 
maximize or minimize the predefined goals expressed as objective functions [1]. In 
contrary to conventional optimization algorithms, metaheuristic search algorithms 
(MSAs) emerge as more the promising approaches to solve various real-world opti-
mization problems [2–9] without depending on the gradient information. These 
complex optimization problems include black box problems where information 
such as objective function and constraint functions remain unknown [10]. Gener-
ally, MSAs are equipped with search mechanisms to improve candidate solutions in 
every generation and the best solution obtained during termination stage is utilized 
to solve a given problem. 

Particle swarm optimization (PSO) was developed by Kennedy and Eberhart in 
1995, and it was inspired by the synchronized flight pattern of birds as well as their 
optimal formation and grouping to search for foods [11]. This notion subsequently 
evolved into a population-method search mechanism in which the candidates or 
particles are moving together as a swarm to seek for the optimal solution [12, 13]. 
PSO has been used to handle a variety of optimization problems [14–18] due to its 
high convergence rate and promising global search ability. Although basic PSO can 
provide adequate performance, notable performance degradations can be observed 
when handling complex optimization problems, such as optimizing artificial neural 
network (ANN) model. The imbalanced trade-off between exploration and exploita-
tion is main reason that causes the premature convergence of PSO toward inferior 
regions. Excessive explorative behavior prolongs convergence time toward global 
optimum, whereas excessive behavior results in rapid diversity loss of population. 
Appropriate modifications are required to improve PSO’s performance in dealing 
with complex optimization problems. 

Backpropagation (BP) algorithm is a conventional approach used for training 
ANN, but it is extremely reliant on the initial values assigned for ANN parameters, 
i.e., weights and biases. BP with the improper initialization of parameters tends 
to have higher possibility of being stuck into local optima and fail to search for the 
optimal ANN parameters during the training process [19]. To mitigate the drawbacks 
of BP, various MSAs with better global search ability were proposed as the alternative 
approaches used for training the ANN classifier [20]. In this study, a new variant of 
PSO known as particle swarm optimization with multi-chaotic scheme (PSOMCS) 
is first proposed and then employed as the training algorithm of ANN to enhance the 
latter’s performance in solving classification tasks. The following are the primary 
contributions of this paper: 

• The training of ANN model is framed as an optimization problem, aiming to 
determine the optimal combinations of neuron weight, bias values and activation 
function required for solving classification tasks. 

• A new variant of PSO known as PSOMCS is designed and used as a training 
algorithm for ANN classifier to solve classification problems with better accuracy.
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• A modified initialization scheme is introduced into PSOMCS, where multiple 
numbers of chaotic maps and oppositional-based learning (OBL) concept were 
used for developing initial population with better quality and ensure broader 
coverage in solution space. 

• Classification performances of ANN model trained by the proposed PSOMCS are 
then analyzed, evaluated, and compared with other PSO variants using 16 datasets 
obtained from UCI machine learning repository. 

The remaining portion of this work are structured as follows. Section 2 describes 
the mechanism of conventional PSO, and Sect. 3 presented the formulation of ANN 
training as an optimization problem along with the description of PSOMCS frame-
work. In Sect. 4, the datasets used for performance evaluation as well as the classi-
fication performances of ANN trained using PSOMCS, and other PSO variants are 
reported. In the last section, Sect. 5 presented the conclusion and future works. 

2 Conventional PSO 

Conventional PSO was proposed by Kennedy and Eberhart in 1995, and it was 
inspired from the natural behavior of animal species such as fish schooling or 
bird flocking to look for food source [11]. For a given optimization problem, the 
dimensional size, D (i.e., number of parameters to be optimized) and popula-
tion size, N are firstly defined. Indicates the i-th particle’s location and velocity 
as Xi = [Xi,1, . . . ,  Xi,d , . . . ,  Xi,D] and Vi = [Vi,1, . . . ,  Vi,d , . . . ,  Vi,D], respec-
tively, where i = 1, . . . ,  N and d = 1, . . . ,  D. Each particle’s personal best 
experience is expressed as Pbest,i = [

Pbest,i,1, . . . ,  Pbest,i,d , . . . ,  Pbest,i,D
]
, and the 

global best experience found by all the particles in the population is denoted as 
Gbest = [Gbest,1, . . . ,  Gbest,d , . . . ,  Gbest,D]. During the searching process, the search 
trajectory of each particle is adjusted based its personal best experience, Pbest,i and 
global best experience, Gbest . Given the newly updated velocity, the position vector 
of each particle is updated. Particularly, the new velocity Vi,d (t + 1) and position 
vectors Pi,d (t + 1) of each particle are calculated as follows: 

Vi,d (t + 1) = ωVi,d (t) + c1r1
(
Pbest,i,d (t) − Xi,d (t)

) + c2r2
(
Gbest,d (t) − Xi,d (t)

)

(1) 

Xi,d (t + 1) = Xi,d (t) + Vi,d (t + 1) (2) 

where ω is the inertia weight; c1 and c2 are the coefficients for acceleration; r1 and 
r2 are the random numbers generated from uniform distribution within the interval 
[0, 1]. Once the updated position of each i-th particle is obtained, the fitness evalu-
ation is performed on each i-th particle using objective function. The fitness value 
f (Xi (t + 1)) obtained by i-th particle’s new position is compared with fitness value 
f (Xi (t)) of its current position. If the new position vector is fitter than the current
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position vector in terms of its fitness value, then the current personal and global 
best positions are replaced. This searching process is repeated and stopped when 
the predefined termination criteria are satisfied. Finally, the Gbest (t) are returned as 
optimal solution for the given optimization task. 

3 Optimized ANN Model Using PSOMCS 

3.1 Formulation of ANN Training as an Optimization 
Problem 

FNN is one of the most basic ANN models for solving real-world classification tasks. 
In FNN, information goes in one path from input to hidden layers, then to the output 
layer. A three-layer structure of FNN consists of n input neurons, m hidden neurons, 
and l output neurons, is illustrated in Fig. 1. Suppose that xi , h j , and yk indicate 
the i-th input neuron, j-th hidden neuron, and k-th output neuron, respectively, where 
i = 1, . . . ,  n, j = 1, . . . ,  m, and k = 1, . . . ,  l. The weight between i-th input neuron 
and j-th hidden neuron is represented as wH 

i, j ; the weight between j-th hidden neuron 
and k-th output neuron is denoted as wO 

j,k . The biases of j-th hidden neuron and l-th 
output neuron are indicated as B H j and BO 

l , respectively. The sum of weight and 
biases of each x j and hk , denoted as Sj and Sk , respectively, are computed, followed 
by nonlinearization process performed by an activation function ϕ(·) to calculate 
the values of hk and yl as follows: 

Fig. 1 Feedforward neural network
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hk = ϕ
(
Sj

)
, where S j = 

nΣ

i=1 

wi, j xi + B H j (3) 

yl = ϕ(Sk), where Sk = 
mΣ

j=1 

w j,k x j + BO 
k (4) 

In this paper, the variables required to be optimized during training of ANN are (a) 
weight value for wH 

i, j , w
O 
j,k ∈ [−1, 1] (b) bias value  for  B H j , BO 

k ∈ [−1, 1], , and (c) 
index number Q = {1, 2, 3, 4, 5} which represents the five candidates of activation 
functions known as binary step, sigmoid, hyperbolic tangent, inverse tangent, and 
rectified linear unit (ReLU) activation functions, respectively. Dimensional compo-
nents for position vector of each particle can be encoded as a vector form represented 
as follow: 

X = [wH 
1,1, . . . , w

H 
i, j , . . . , w

H 
n,m, wO 

1,1, . . . , w
O 
j,k, . . . , w

o 
m,l , (5) 

β H 1 , . . . , β  H j , . . . , β  H m , β  O 1 , . . . , β  O k , . . . , β  O l , Q] 

Total dimensional size, D required for ANN training and testing is computed as 
follow: 

D = (n × m) + (m × l) + m + l + 1 (6)  

In this paper, mean square error (MSE) is formulated as the objective function 
that need to be minimized. MSE is measured between the calculated output from 
ANN model and desired output given in the dataset, and computed as below 

f (X ) = MSE  = 
1 

R 

RΣ

r=1 

(Yr (X ) − Tr (X ))2 (7) 

where R denotes the total quantity of data samples given in dataset; Yr (X ) represents 
the output predicted by ANN for r -th data sample; Tr (X) represents the real output 
of r -th data sample provided. The particle that can produce the smallest MSE value 
is considered as global best particle, and the corresponding optimal parameters can 
be extracted to generate the optimized ANN model with high classification accuracy. 

3.2 Particle Swarm Optimization with Multi-chaotic Scheme 

Random initialization scheme is adopted in conventional PSO to initialize the popu-
lation. However, some particles might be generated at a region where the global 
optimum is too far away. During the searching process, the particles are more likely
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to be trapped within the undesirable search region such as local optima, resulting in 
premature convergence [21]. To overcome this drawback, both concepts of multi-
chaotic scheme (MCS) and opposition-based learning (OBL) are incorporated into 
PSOMCS, intending to enhance its search accuracy. 

At the early stage of initialization process of PSOMCS, the population is generated 
based on the chaotic map sequence. Denotes γ0 as the initial value of a chaotic variable 
that is randomly produced in each separate simulation. Suppose that γz is chaotic 
variable generated by the chaotic map in z-th sequence, where z = 1, 2, . . . ,  Z and 
Z refers to the total number of sequences. Chaotic population is then generated by 
using chaotic map selected based on four factors: (i) Circle map if γ0 ≤ 0.25, , (ii) 
Gauss map if 0.25 < γ  0 ≤ 0.5, , (iii) Singer map if 0.5 < γ  0 ≤ 0.75, , and (iv) 
Sinusoidal map if 0.75 < γ  0 ≤ 1, where their respective mathematical models are 
provided as follows: 

Circle: 

γz+1 =
|||γz + b −

( a 

2π

)
sin(2πγz), 1

||| (8) 

Gauss: 

γz+1 =
⎧

1, γz = 0 
1 

|γz | , other wise  
(9) 

Singer: 

γz+1 = μ
(
7086γz − 23.32γ 2 z + 28.75γ 3 z − 13.302875γ 4 z

)
, μ  = 1.07 (10) 

Sinusoidal: 

γz+1 = aγzsin(π γz), a = 2.3 (11) 

Define Xmax 
i,d as the upper limit and Xmin 

i,d as lower limits for each i-th chaotic 
particle at d-th dimension where i = 1, . . . ,  I and d = 1, . . . ,  D. Given final 
chaotic value γZ , the  d-th dimension of position for each i-th chaotic particle, XCS  

i,d 
is generated as 

XCS  
i,d = Xmin 

i,d + γZ (X
max 
i,d − Xmin 

i,d ) (12) 

After XCS  
i,d of i-th chaotic particle is calculated, the corresponding opposite posi-

tion vector X OB  L  
i,d is then calculated using OBL scheme [22] to ensure wider coverage 

of solutions in search space. The position vector of X OB  L  
i,d is computed as follow:
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X OB  L  
i,d = Xmax 

i,d + Xmin 
i,d − XCS  

i,d (13) 

The chaotic and opposite particles are stored in the chaotic popula-
tion PCS  = [XCS  

1 , . . . ,  XCS  
i , . . .  XCS  

I ] and opposite population P OB  L  = 
[X OB  L  

1 , . . . ,  X OB  L  
i , . . .  X OB  L  

I ], respectively, with population size of I . Then, a newly 
combine population set P Merge  is created with a population size of 2 I by combining 
two populations as follow: 

P Merge  = PCS  ∪ P OB  L  (14) 

All particles in P Merge  are then sorted from the best to worst according to fitness 
values (i.e., mean square errors in this case). Then, the first best I particles are 
selected from P Merge  to be the initial population of PSOMCS, i.e., P I ni tial  = 
[X1, . . . ,  Xi , . . . ,  X I ]. 

Referring to the initial solutions of P I ni tial  , the personal best position of each 
particle and global best position are generated. The velocity and position vectors 
of each particle are continuously updated during searching, based on Eqs. (1) and 
(2), respectively. The fitness value (i.e., mean square error) of the new position 
vector of each i-th particle is calculated and compared with those of personal best 
position and global best position. The latter two positions and their mean square 
error values are replaced by the new position if it is more superior. The optimization 
process is iterated and terminated when the stopping criterion ζ >  ζ  max is met, 
where ζ is the fitness evaluation counter and ζ max is predefined maximum number 
of fitness evaluation. A pseudocode is illustrated in Fig. 2 to explain the optimization 
framework of PSOMCS.

4 Performance Evaluation of Optimized ANN Model 

In this study, sixteen datasets are extracted from University of California Irvine (UCI) 
machine learning repository to evaluate the classification performance of ANN opti-
mized by PSOMCS. Each selected dataset is split into 70% and 30% for the training 
and testing of ANN, respectively. The characteristics of each selected datasets are 
presented in Table 1. Classification accuracy rate (CAR) is a metric used to assess 
the performance of ANN model. Denotes Ž as the number of data samples prop-
erly classified by the ANN model, where Z is the sum of data samples. An ANN 
model with higher CAR value indicates that the predicted results are more accurate 
and capable of providing better classification performance due to its exceptional 
capacity to classify unknown data in different classes based on its comprehension of 
the existing data. The CAR value is computed as
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Fig. 2 Pseudocode of PSOMCS framework

CAR  =
,
z 

Z 
× 100% (15) 

The classification performance of ANN optimized with PSOMCS is compared 
with those optimized by another three PSO variants known as conventional PSO 
[11], PSO with modified initialization scheme (PSOMIS) [23], and accelerated PSO
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Table 1 Characteristics of 
the selected datasets 

Dataset #Attributes #Classes #Samples 

Iris 4 3 150 

Liver disorder 6 2 345 

Blood transfusion 4 2 748 

Statlog heart 13 2 270 

Hepatitis 19 2 80 

Wine 13 3 178 

Breast cancer 9 2 277 

Seeds 7 3 210 

Australian credit 14 2 690 

Haberman 3 2 306 

New thyroid 5 3 215 

Glass 9 6 214 

Balance 4 3 625 

Dermatology 34 6 338 

Landsat 36 6 4435 

BankNote 6 2 1376

(APSO) [24]. Every PSO variants’ parameter settings are set based on the recom-
mendations of their respective literatures. The population sizes of all PSO variants 
are set as I = 100, and each of them are simulated independently for 30 runs with 
ζ max = 10000 × D. All simulations are run using MATLAB R2021b on a personal 
PC equipped with Intel® Core i7-8750H CPU @ 2.20 GHz. 

The CAR values generated using PSOMCS and other PSO’s variant in optimizing 
the ANN’s parameters based on training and testing datasets are showed in Tables 2 
and 3, respectively. The best CAR values generated among the compared variants 
in training and testing model are implied with boldface while the second-best CAR 
values are underlined. #BC AR showed the number of best CAR values produced 
by every PSO’s variant from 16 datasets given. w/t/l represents that the CAR values 
produced by PSOMCS in optimizing the ANN models are better than each compared 
PSO variant in w datasets, tie in t datasets and worse in l datasets, respectively.

Based on Table  2, the ANN classifier optimized by PSOMCS are reported to have 
the leading performances which can generate 11 best training CAR out of all 16 
datasets. Meanwhile, ANN classifier optimized by PSOMIS and PSO can occasion-
ally deliver good performances for producing three best training CAR values. ANN 
models trained by both algorithms are also having the most second-best CAR values 
comparing to APSO. 

In comparison with others, the ANN classifier optimized using PSOMCS is stated 
to have 14 best testing CAR values out of all datasets. It is also worth noting that 
PSOMCS is the only one that successfully classified Iris datasets with 100% of CAR
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Table 2 Training performance comparisons by all PSO variants 

Dataset PSOMCS PSO APSO PSOMIS 

Iris 98.08 94.58 68.75 98.03 

Liver disorder 73.11 73.55 60.51 70.29 

Blood transfusion 80.99 79.35 78.93 78.93 

Statlog heart 95.71 93.52 84.26 92.59 

Hepatitis 97.19 89.84 86.72 93.75 

Wine 98.80 96.48 73.24 97.18 

Breast cancer 83.60 81.76 76.80 80.63 

Seeds 94.11 93.15 82.44 97.02 

Australian credit 89.38 89.67 81.34 89.67 

Haberman 75.55 74.49 73.06 75.10 

New thyroid 97.46 93.31 85.17 95.06 

Glass 61.77 56.73 23.68 40.35 

Balance 89.07 89.40 80.80 87.70 

Dermatology 29.02 26.40 23.79 26.40 

Landsat 75.26 75.26 61.10 75.39 

BankNote 99.71 97.81 95.67 98.91 

# BCAR 11 3 0 3 

w/t/l – 13/1/2 16/0/0 13/0/3

value. The ANN classifier trained by PSOMIS produced three best CAR values in 
classifying all testing datasets, therefore showing a good classification performance. 

Notably, all compared methods suffer with the overfitting issues when dealing 
with Liver Disorder, Blood Transfusion, and Hepatitis datasets because these three 
datasets might have more challenging fitness landscapes for all compared methods 
to search ideal combinations for the parameter that can ensure good generalization 
capabilities of classifiers. Nevertheless, the ANN optimized by proposed PSOMIS 
still delivers the best performances in terms of testing accuracy when dealing with 
these datasets. 

5 Conclusion 

In this study, a novel PSO variants called PSOMCS is designed to replace the conven-
tional BP algorithm for training ANN model to solve classification problems. Both 
of multi-chaotic scheme and OBL techniques are utilized to modify the initial popu-
lation of PSOMCS, enabling the generation of initial solutions with better fitness and 
wider coverage of search space. The simulation result reports that the ANN model 
optimized by PSOMCS can outperform those optimized by other PSO variants, when
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Table 3 Testing performance comparisons by all PSO variants 

Dataset PSOMCS PSO APSO PSOMIS 

Iris 100.00 93.33 99.33 90.00 

Liver disorder 49.63 41.30 47.10 44.93 

Blood transfusion 60.27 61.00 51.67 68.00 

Statlog heart 80.30 78.70 75.00 77.78 

Hepatitis 65.23 55.38 56.25 50.00 

Wine 85.61 43.06 81.94 94.44 

Breast cancer 75.39 70.00 72.73 70.91 

Seeds 99.52 69.05 96.43 88.10 

Australian credit 83.55 68.48 82.61 81.88 

Haberman 78.69 71.31 67.21 78.69 

New thyroid 64.58 45.35 36.05 40.70 

Glass 46.09 30.23 39.53 32.56 

Balance 87.36 76.00 86.80 79.60 

Dermatology 62.93 56.94 61.11 61.11 

Landsat 77.52 40.53 74.63 70.52 

BankNote 91.48 81.39 91.06 88.87 

# BCAR 14 0 0 3 

w/t/l – 16/0/0 16/0/0 13/1/2

performing classification on the datasets given. The incorporation of multiple chaotic 
maps and OBL for population initialization is proven able to enhance the robustness 
of PSOMCS to handle difficult optimization problems such as ANN training. As 
future works, the potential of PSOMCS can be explored further especially in opti-
mizing different machine learning models such as extreme learning machine and 
support vector machine. 
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Performance Comparison of Kalman 
Filter and Extended Kalman Filter 
for Human Tracking and Prediction 
with Particle Swarm Optimisation 

Abiodun Afis Ajasa and Nawawi Sophan Wahyudi 

Abstract In the past two decades, object tracking has progressively advanced in 
computer vision and image processing. Tracking is a collection of algorithms that 
detect and track objects in a video sequence. This has resulted in a broad variety of 
applications, including surveillance, biometric identification or biological imaging, 
human-machine interactions, traffic control, and intelligent vehicles, all of which 
have benefited from tracking applications. This paper presents an IoT-based human 
tracking system that employs the Kalman filter (KF) and extended Kalman filter 
(EKF) algorithms. However, the performance of the filters is impacted by noise. 
Therefore, instead of manually tuning the KF and EKF’s process noise and measure-
ment error, particle swarm optimisation (PSO) is utilised to optimise them. Four 
2-dimensional models (namely conventional KF and EKF, optimised KF-PSO, and 
EKF-PSO) were developed and evaluated using ten distinct human sets of data 
containing 100 samples each. The object’s tracked positions are estimated in hori-
zontal and vertical directions. Accuracy analysis was used to compare the four 
models’ quality performance. With an average mean square error of 5.99 mm (or 
0.599%), the EKF-PSO model outperformed the conventional EKF model, which 
had an error of 7.18 mm (or 0.718%). A 17.2 mm (or 1.72%) error was found in the 
KF-PSO model. The last one is the traditional KF model, yielding an error of 22.4 mm 
(or 2.24%). As a result of its higher accuracy, the EKF-PSO model outperforms the 
other three models. 
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1 Introduction 

Object tracking is a deep learning application that automatically identifies objects in 
video and accurately interprets their trajectory [1]. More specifically, human motion 
tracking (HMT) entails tracking a human’s movement or trajectory, i.e. the path 
taken by an object moving under the influence of forces. Motion tracking began 
in the 1970s and 1980s as a tool for photogrammetric analysis in biomechanics 
research. However, as technology progressed, it quickly spread to other fields such 
as education, training, sports, and, more recently, computer animation for television, 
cinema, and video games [2]. 

Various crimes have necessitated the use of security and protection systems to 
keep people and their property safe. Unfortunately, since they are so easily broken, 
locks and bolts do little to deter intruders and burglars [3]. However, IoT schemes, 
biometric identification technologies, and tracking technologies all aid in ensuring 
the protection of people and properties. Due to a wide range of potential applications, 
IoT schemes have recently aroused the interest of many researchers. 

The proper estimation or prediction of the state of a linear dynamic system can 
be achieved by using the Kalman filter, which is regarded as one of the most effi-
cient object tracking approaches. Prior knowledge of the process and measurement 
model is required for the Kalman filter. The Kalman filter can estimate the target’s 
position, velocity, or acceleration. However, knowing the model’s initial statistics 
with moving targets and noisy environments is challenging. In such situations, meta-
heuristic optimisation techniques can improve the KF’s performance [4]. The KF 
problem typically involves estimating a state vector for a dynamic system repre-
sented by a linear model. Kalman filtering is strengthened further if the model is 
nonlinear and performed through a linearisation procedure. This other filter is iden-
tified as extended Kalman filter (EKF). The EKF is the nonlinear counterpart to the 
Kalman filter, linearising the mean and covariance estimate [5]. 

Estimating the covariance matrix is an essential aspect of tuning the Kalman 
filter. However, the intended value usually differs from the actual value due to poor 
tuning. As a result, error optimisation can be utilised to fine-tune the KF. PSO is 
employed to optimise errors in this study. KF and EKF were employed to examine 
and investigate the sets of data gathered from the IoT-based monitoring system set 
up as the testbed for this study via MATLAB and PSO to tune the process noise and 
measurement error involved in the filters. The swarm particles use their individual 
and collective experience to determine the ideal covariance’s matrix value, which 
leads to the optimal global value. Compared to previous algorithms, this one is more 
efficient and accurate. Still, performing the task takes less time [6]. 

The remaining part of the study is structured in the following manner: Sect. 2 inves-
tigates and explores past similar studies, and Sect. 3 outlines the study’s proposed 
approach. Section 4 discusses the results and findings of the MATLAB analyses. 
Finally, Sect. 5 concludes by summarising the findings.
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2 Related Works 

Mathematically, the KF is a fascinating and iterative technique. It uses a series of 
formulae and a sequence of inputs in succession to estimate the object’s actual/true 
value, position, velocity, etc., each of which may be subject to unexpected or random 
error, ambiguity, or variation. While T. N. Thiele and P. Swerling had previously 
devised a comparable method, Rudolf E. Kalman is thought to have invented the 
KF in 1960. Swerling had previously created a nearly equivalent algorithm [7–9]. In 
honour of its inventor, R. S. Bucy, the method is sometimes addressed as Kalman-
Bucy filtering. Schmidt is generally praised for developing the first Kalman filter 
implementation. From radar to estimating macroeconomic models, it is employed in 
a wide range of engineering and economic applications. The KF has continuously 
found applications in the field of control theory and control systems engineering. The 
KF is perhaps one of the most famous algorithms of the twentieth century, and it has 
long been thought to be the optimal solution for several tracking and data prediction 
applications [10]. In addition, it has been extensively documented for its application 
in visual motion analysis. 

Some past studies that have used IoT schemes to deploy either the KF or EKF 
algorithm are presented here. An inexpensive air quality monitoring and prediction 
system based on IoT and edge computing were proposed by Lai et al. (2019). They 
used a powerful Raspberry Pi as an edge device to perform the KF technique, which 
increased the accuracy of inexpensive sensors by 27% [11]. Wang et al. (2018) 
proposed a plan for protecting user privacy on IoT cloud platforms based on unscented 
Kalman filters. They achieved a noteworthy feat by ensuring that the offered data 
was helpful while maintaining individual privacy data [12]. Huang et al. (2019) 
implemented a KF-based technique to solve two IoT challenges [13]. 

According to the study carried out by Adardour et al. (2020), using a KF-based 
on IoT, Alzheimer’s patients can now be monitored in real time through the use of a 
computer, Android/iOS smartphone, or other IoT-enabled devices to improve their 
quality of life and alleviate the burden on caregivers and nurses. Alzheimer’s is a 
slow-developing degenerative illness. This sickness keeps patients homebound [14]. 
In another related study, Kulkarni et al. (2021) developed a neural network with an 
extended Kalman filter to identify intrusions in IoT networks. Accuracy, detection 
rate, and false-negative rates were utilised to assess their system. Their work yielded 
overwhelmingly positive results [15]. 

3 Proposed Approach 

The proposed methodology for HMT is discussed here. Following are the key 
stages: IoT design implementation, Kalman filter formulation, extended Kalman 
filter formulation, and the concept of PSO and its formulation.
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3.1 Implementation of IoT-Based Design 

The IoT-based testbed for monitoring the HTM and subsequent data collection in 
this study (still ongoing) was discussed in detail and published in [16]. Ten distinct 
individuals’ data was gathered, totalling 100 samples for each. The IoT architecture 
entails interfacing both the software’s communication module and the hardware’s 
interface module. 

3.2 Kalman Filter Formulation 

The computation of the position of the targeted object can be represented by Eq. 1 
using Newton’s motion equations 

x = x0 + v0Δ  t + 
1 

2 
aΔ  t2 (1) 

where x = targeted object’s position, x0 = targeted object’s initial position, v0 = 
targeted object’s initial velocity, a = targeted object’s acceleration, Δ  t = time 
interval. This paper considers a human as the targeted object. 

It is common practice to use the KF approach to determine the actual value of 
an object measured or tracked using a multi-dimensional model depicted in Fig. 1. 
The initial state contains the state matrix, Xk(k = 0), which is a function of position 
or velocity, and the process covariance matrix, Pk which represents the error in the 
estimate or process. A one-dimensional or multi-dimensional vector matrix could be 
used to depict the state matrix.

Table 1 summarises the Kalman filter formulation, which had been discussed in 
[3].

The Kalman filter estimates Xk at time k using the input information from A, B, 
H, Q, and R. Q and R are often tuning parameters to attain the optimum results. KF 
is typically portrayed in two phases or stages: the prediction stage or Propagation 
and the update stage or Correction, which are also identified as Propagation and 
Correction in different contexts. The hat operator, ^, and superscripts (i.e. − and + ) 
denote the estimate of a variable, predicted and updated, respectively. 

3.3 Extended Kalman Filter Formulation 

Unlike the linear process and measurement models of the KF, the EKF consists of 
nonlinear models that are functions of other parameters. The following state transition 
and measurement models can be considered for EKF: 

Xk = f (Xk−1, uk−1) + wk−1 (2)
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Fig. 1 Kalman filter 
flowchart for 
multi-dimensional model

yk = h(Xk) + vk (3) 

where Xk ∈ Rn×1 is the state vector, uk ∈ Rr×1 is the control vector, yk ∈ Rl×1 

is the measurement vector, wk ∈ Rn×1 and vk ∈ Rl×1 are the zero-mean white 
Gaussian noises with covariances Q and R for the process and measurement models. 
The previous state, Xk−1 and the control input, uk−1 are related or connected by the 
nonlinear process function f to generate the current state, Xk . On the other hand, the 
nonlinear measurement function h is a function that connects or relates the current 
state, Xk to the measurement, yk . The next step is to compute, for each model in each
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Table 1 Summary of computations in the prediction and update phases of KF 

Prediction or propagation stage Predicted state estimate X
Λ− 

k = AX
Λ+ 

k−1 + Buk−1 + wk−1 

Predicted process error 
covariance 

P− 
k = AP+ 

k−1 A
T + Q 

Update or correction stage Measurement residual ỹk = zk − HX
Λ− 

k 

Kalman gain Kk = 

P− 
k H 

T (HP− 
k H 

T + R)
−1 

Updated state estimate X
Λ+ 

k = X
Λ− 

k + Kk ỹk 

Updated process error 
covariance 

P+ 
k = (I − Kk H )P

− 
k

time step, the Jacobian matrix, which is the first-order derivative of a vector function 
with respect to a vector as follows: 

Fk−1 = 
∂ f 
∂x

|
|
|
|
X
Λ+ 

k−1,uk−1 

(4) 

Hk = 
∂h 

∂x

|
|
|
|
X
Λ− 

k 

(5) 

The models become linearised about the current estimate due to the procedures 
stated in Eqs. (4) and (5). With this, the EKF algorithm becomes identical to that of 
the Kalman filter. The hat operator, ^, and superscripts −, and + follow the same 
definition as in KF. The EKF only differs from the KF in that it uses nonlinear 
functions f (Xk−1, uk−1) and h(Xk) to determine the predicted state estimate and 
predicted measurement. Figure 2 shows the extended Kalman filter flowchart.

3.4 Particle Swarm Optimisation (PSO) 

PSO is a stochastic population-based method. It is derived from natural occurrences 
such as the flocking of birds and the schooling of fish. PSO employs a collection 
of constraints and potential solutions to tackle the problem and achieve the best 
outcomes. PSO has been previously discussed extensively and published in [3]. 
However, only its formulation will be highlighted. 

In order to find the best solution using PSO, it is necessary to use velocity and 
position updates to explore and exploit the search space. Therefore, Eqs. (6) and (7) 
are used to update the i th  particle’s position and corresponding velocity, respectively: 

x (t+1) 
i = x (t) 

i + v (t+1) 
i (6)
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Fig.2 Extended Kalman 
filter flowchart

v (t+1) 
i = wv (t) i + C1r1

(
P (t) 

(i,lb) − x (t) 
i

)
+ C2r2

(
P (t) 
gb − x (t) 

i

)
(7) 

where i = ith particle, t = generation counter , v (0) i i s  randomly  set , w = 
inertia  weight , C1 and C2 = acceleration coe f f i cients, P (t) 

(i,lb) = local best , 
P (t) 
gb = global best , and r1 and r2 = random numbers wi thin  [0, 1]. 
The PSO’s objective function was the Euclidean distance function of Eq. (10), 

in which u and v represent the reference coordinates that can be selected arbitrarily 
from the coordinate field (0:25). The flowchart of the PSO is depicted in Fig. 3.
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Fig. 3 Flowchart of the PSO 

f (u, v)  = (u − 20)2 + (v − 10)2 (8) 

The proposed KF algorithm optimised with PSO (KF-PSO) and the extended 
Kalman filter algorithm optimised with PSO (EKF-PSO) is shown in Fig. 4a, b, 
respectively. The performance comparison was carried out by evaluating the imple-
mented algorithms (i.e. models) regarding the position error using the accuracy 
analysis of average mean square error (Avg. MSErr).
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(a) (b) 

Fig. 4 Flowchart of a Kalman filter (KF) with PSO (KF-PSO) model and b extended Kalman filter 
with PSO (EKF-PSO) 

4 Results and Discussion 

This section examines the MATLAB simulation results and compares the quality 
performance and accuracy of the four developed models, namely conventional 
Kalman filter (KF only), extended Kalman filter (EKF only), proposed KF incor-
porated with PSO (i.e. KF-PSO), and EKF incorporated with PSO (i.e. EKF-PSO) 
models. For simplicity and clarity, just the results for the first human from the ten 
human datasets examined are shown. 

Figure 5a, b depicts graphs of the actual (or measured) position vs the estimated 
(or predicted) position for KF tracking alone without PSO for Human 1 motion 
along the horizontal and vertical directions, respectively. Again, actual positions are 
displayed in black, whereas predicted positions are represented in blue. In addition, 
the per cent error (in red) is depicted using a different scale on the right side of 
these graphs. In contrast, Fig. 6a, b illustrates the actual position vs the predicted 
position for the optimised KF-PSO model along the horizontal and vertical directions, 
respectively. Here, the actual positions are depicted in black, while the predicted 
positions are in green. The left-hand side scale represents this. Furthermore, the 
per cent error (in red) is depicted with a separate scale on the right side. Similarly, 
Fig. 7a, b shows the graph of the actual position vs the predicted position for solely 
EKF tracking without PSO for Human 1 motion tracking along the horizontal and 
vertical directions, respectively. Also, the actual positions are displayed in black, the 
predicted positions are in green, and the per cent error remains depicted in red.

tracking with KF-PSO prediction in the vertical direction. 
In Fig. 6a, b, the positional motion of Human 1 along the horizontal and vertical 

axes is depicted using EKF-PSO tracking. In each of Figs. 5a, b, 6a, b, 7a, b and 8a, b, 
it was seen that the graphs of the actual position vs the predicted position overlapped
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(a) (b) 

Fig. 5 a Actual/predicted positions of Human 1 tracking with KF prediction in the horizontal 
direction. b Actual/predicted positions of Human 1 tracking with KF prediction in the vertical 
direction 

(a) (b) 

Fig. 6 a Actual/predicted positions of Human 1 tracking with KF-PSO prediction in the horizontal 
direction. b Actual/predicted positions of Human 1

because the curves of the two variables were in close proximity to one another. 
Consequently, the per cent error curve displays the per cent difference between the 
exact and predicted positions. This demonstrates that the four models can accurately 
predict the tracked person’s subsequent position estimates. Finally, mean square error 
(MSErr) analysis was used to compare the four models’ performances, as depicted 
in Figs. 9a, b.

The average MSErr for the KF model was 22.4 mm or 22.4 × 10–3 m (i.e. 2.24% 
error), while the average MSErr for the KF-PSO model was 17.2 mm or 17.2× 10–3 m 
(i.e. 1.72% error). Equally, the average MSErr for the EKF model was 7.18 mm or 
7.18 × 10–3 m (i.e. 0.718% error), while the average MSErr for the EKF-PSO model 
was 5.99 mm or 5.99  × 10–3 m (i.e. 0.599% error). This means that the EKF-
PSO model is the most accurate (in terms of error) of the four models studied. The
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(a) (b) 

Fig. 7 a Actual/predicted positions of Human 1 tracking with EKF prediction in the horizontal 
direction. b Actual/predicted positions of Human 1 tracking with KF-PSO prediction in the vertical 
direction

(a) (b) 

Fig. 8 a Actual/predicted positions of Human 1 tracking with EKF-PSO prediction in the horizontal 
direction. b Actual/predicted positions of Human 1 tracking with EKF-PSO prediction in the vertical 
direction

conventional EKF model with no optimisation is placed next to this one. Conversely, 
the conventional KF model is the most inaccurate. It was, therefore, possible to 
optimise both process noise and measurement error using PSO. 

5 Conclusion 

In this paper, four human tracking motion models of KF, EKF, KF-PSO, and KF-
PSO have been developed and investigated. The data gathered from the IoT-based 
human motion tracking system were analysed using the four developed models. In
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(a) (b) 

Fig. 9 The performance analysis of a all ten humans using KF and EKF models, b Avg. MSErr in 
EKF-PSO model (5.99 × 10–3 m), EKF model (7.18 × 10–3 m), KF-PSO model (17.2 × 10–3 m), 
and KF model (22.4 × 10–3 m)

addition, a performance analysis was carried out on the four models, and the EKF-
PSO model showed the most remarkable accuracy, followed by the conventional 
EKF model. Next is the KF model, and the least accurate model is the conventional 
KF model. Subsequently, cuckoo search optimisation (CSO) will be implemented 
as the optimisation technique to benchmark other models already developed in our 
future work. 
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Abstract Rössler systems are introduced as prototype equations with the minimum 
ingredients for continuous time chaos. These systems are made up of three nonlinear 
ordinary differential equations that define a continuous-time dynamical system with 
chaotic dynamics due to the attractor’s fractal features. Recently, the study on 
dynamics of fractional-order Rössler systems is attracting a lot of attention. In this 
study, the Rössler system of fractional order was numerically investigated. The exis-
tence, equilibrium points and their stability are also studied. The system is considered 
in the sense of Caputo fractional derivatives. In addition, an Adams-type predictor-
corrector (ATPC) procedure is applied to the solutions of the system. The numerical 
result of the experiment shows that the system undergoes Hopf bifurcation for certain 
values. The result shows that selecting an appropriate value for the parameter can 
determine the stability of the region of our model. In conclusion, the study shows 
that the fractional order is very much stable than the integer order.
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1 Introduction 

Fractional calculus is an area of mathematics that has been in existence since 1695. 
Numerous investigation has shown that the fractional calculus has the superiority 
accuracy when describing several non-classical incidents in industrial applications 
and basic science, such as the biology [1] and finance [2] systems, compare to 
integer order. On contrary, the classical Riemann-Liouville fractional integral and 
famous Caputo fractional derivative (CFD) are the focus of numerous investigation 
in fractional calculus [3–6]. Over time, this subject has gained a lot of attention with 
many studies focusing on investigating the fractional calculus theory [7, 8], effective 
numerical techniques [9–11] and physical phenomena application [12]. In addition 
to that, the system stability region is increased using the fractional derivative, and 
this approach is more appropriate compared to the integer order [13–16]. One signif-
icant property of fractional derivatives is their nonlocal opposition of the integer 
derivatives local behavior [17]. 

In recent years, modeling the fractional-order differential equations (FODEs) has 
been considered by in many literatures compared to system of ordinary differential 
equations (ODEs). FODEs are generally associated to systems with memory which 
can be traced to several biological systems. Similarly, these equations are often related 
to fractals, relatively copious in biological systems [18]. According to a study by Cole 
[19], biological organism the cell membranes possess an electrical conductance in 
fractional order which are categorized in classes of non-integer-order models [20]. 
Fractional derivatives represent dynamic features of rheological cell behavior which 
has continuously gained utmost success in the area of rheology [17]. 

The above literature has motivated several researchers who studied different 
models for investigating fractional-order models dynamics. For instance, [17] inves-
tigated the fractional order of Zika virus infection and deduce that combining time 
delays and the fractional order in the epidemic model excellently enhances stability 
condition and strengthens dynamics of the model. The authors in [21, 22] studied 
the fractional-order immune systems of cancer and [23] investigated a HIV model 
in fractional order with nonlinear incidence and present a discussion on the stability 
the various equilibrium points. The dynamics of Ebola virus in fractional order was 
studied by [24] where their investigation shows that fractional order when combines 
with time delay can efficiently enhance and strengthen the stability criterion of the 
contagion model. 

It would be interesting to note that fractional-order application of differential equa-
tions is justifiable in many cases because they often provide an efficient model when 
compare to the integer-order derivative models [25]. Also, differential equation in 
fractional-order sense provides a commanding instrument for integrating hereditary 
conditions and the memory of the systems in contrast to the integer-order models [17].
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More so, unlike the integer-order model, fractional-order models possess a certain 
degree of freedom when fitting data [25]. Over time, they have been numerous studies 
on fractional-order models and systems [26, 27]. In a broader context, the compart-
mental models including the in-host virus dynamics, pharmacokinetics, epidemic 
models and Rossler systems were discussed in [28]. 

This study is more interested in the Rossler systems, which are the minimum 
components for chaos continuous time proposed in late seventeenth century [29]. 
These systems were first presented as prototype equations [30]. Some of the 
Rossler systems properties were reported to be deduced through linear technique 
including eigenvectors. However, the major characteristic of these systems involves 
nonlinear phenomena such as bifurcation diagram and the Poincaré maps. These 
dynamics phenomena have been continuously acknowledged as important for the 
standard biological system function. The systems are kept far from thermody-
namics equilibrium. A study by [31] shows the presence of numerous variants of 
rhythmic phenomena in addition to the instances of independent biological oscilla-
tions including breath, circadian rhythms, ovarian cycle and heartbeat. The period of 
these phenomena ranges from seconds to certain hours or even days. The rhythmic 
processes indicating interval of 2–3 h such as growth hormone and luteinizing 
hormone, regulation of hormone and the function of neuron with insulin secretion are 
common and very important to life. In addition, enzyme production in some bacteria 
covers similar period [29, 31]. 

Understanding the function of biological rhythms requires the knowledge math-
ematical models and simulations. This would aid in comprehending the change 
from simple to more complex behavior. Based on the connection between biolog-
ical rhythms and therapeutic perturbations of radiation and drugs that are linked to 
biological systems delivery, [29] investigated the theoretical model of Rössler system 
to chronotherapy and show that the systems are more vigorous to the perturbations 
whenever the Rössler is more dissipative. In [32], the authors generate a Hopf limit 
circle using a modify projective synchronization (MPS) control method whose shape 
and size are adjustable via selecting various scaling features in the classical Rössler 
systems. The MPS method has fewer computations. For more details on the Rossler 
systems, (see [31–33]). Currently, the subject of Hopf bifurcation is one of the active 
research areas in nonlinear systems and chaotic systems. Several researchers have 
been investigating the Hopf bifurcation of classical chaotic systems. 

In the present paper, we investigated fractional-order Rössler system model in 
the sense of Caputo fractional derivatives. The paper further studied the existence, 
points of equilibrium and the asymptotic stability of the system. 

Definition 1 [3] Fractional integral of the function x(t), t > 0 with fractional-order 
β ∈ R+ is defined as 

I β x(t) =
∫ t 

0 

(t − s)β−1

Γ (β) 
x(s)ds (1) 

with the function of Euler’s gamma denoted by Γ (·) and t = t0 is the initial time.
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Definition 2 For an order α ∈ (n − 1), n of x(t), t > 0, the Caputo fractional 
derivative is defined as. 

c D
α 
∗ x(t) = I n−α Dn x(t), D∗ = 

d 

dt  
. (2) 

2 Rössler System 

This system is very simple then but powerful. The simplicity of this model has led 
other scholars to advance the system in many areas. The application of the model is 
very relevant in modeling equilibrium in chemical reactions. The system is given as. 

dx  

dt  
= −(y + z) (3a) 

dy  

dt  
= x + ay (3b) 

dz  

dt  
= b + xz  − cz (3c) 

where the state variables are represented as x, yz, why  a, b, c are the parameters. 
Next, we replace the derivatives of Rössler system in Eqs. (3a)–(3c) by a fractional 

order by applying the Caputo derivatives of first order with α ∈ (0 − 1] as is given 
below 

cD
α 
t x(t) = −(y + z) (4a) 

cD
α 
t y(t) = x + ay (4b) 

cD
α 
t z(t) = b + xz  − cz (4c) 

where with the initial values 

x(0) = x0, y(0)y0, z(0) = z0 (5) 

where 0 < α  ≤ 1, at any time, t.
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3 Existence, Points of Equilibrium Points and Asymptotic 
Stability 

For evaluation of the equilibrium points (EP), let 

cD
α 
t x(t) = 0 (6a)  

cD
α 
t y(t) = 0 (6b) 

cD
α 
t y(t) = 0 (6c) 

The following theorem would be used in investigating the stability of the EP of 
system (6a–6c). 

Theorem 1 [6] For a commensurate fraction-order system of order 

c D
α 
∗ y(t) = f (t, y(t)), (7a) 

y(t0) = yo, (7b) 

where c Dα∗ is the CFD with order α ∈ (0, 1]. Then, for fractional-order Caputo 
derivative to be local asymptotically stable, the necessary and sufficient conditions 
from (4a–4c) with α ∈ (0, 1] is, if and only if |arg λi | > α  π 

2 , i = 1, 2, 3. 

In order to evaluate EP, let put 

cD
α 
t x(t) = f (t, yi (t)), ,  yi (t0) = y0 (8) 

For everyi = 1, 2, 3, which can produce the EP yeqn 1 , yeqn 2 , yeqn 3 . 
Next is evaluating the asymptotic stability, by considering the system c Dα∗ f (x) = 

f (x, y) in the Caputo sense, let yi (t) = yeqn i εi (t). The local asymptotic 
stability of equilibrium point (yeqn 1 , yeqn 2 , yeqn 3 ) holds if the Jacobian eigenvalues 

(=J),

||||||
m1,1 m1,2 m1,3 

m2,1 m2,2 m2,3 

m3,1 m3,2 m1,1

||||||, matrix A computed at EP is satisfy by
||arg(λ1,2,3)

|| > α  π 
2 . 

Figure 1 displays the fractional-order system stability region, illustrating that the 
efficiency of the region in the case of integer order compare to that of fractional 
order for 0 < α ≤ 1. Thus, ω and σ represent the eigenvalue’s imaginary and real 
parts respectively where i = 

√−1.

Definition 3 The discriminant D(f) of a polynomial.
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Fig. 1 Stability the region 
of the stability for 
fractional-order system

f (x) = xn + a1xn−1 + a2xn−2 +  · · ·  +  an is define by D( f (x)) = 
(−1) 

1 
2 n(n−1) R

(
f (x), dy  dx  f (x)

)
, where f I is the derivative of f and where g(x) = 

xn + b1xl−1 + b2xl−2 +  · · ·  +  bl and R( f, g) is (n + l)(n + 1). 

The idea of this paper is based on Routh-Hurwitz conditions in fractional order 
from [30], which was also considered in [34], [2]. The local asymptotic stability is 
said to hold if the following necessary and sufficient and necessary conditions are 
satisfied; 

(a) Assume D(P) > 0, the system (8) is satisfied for a1 > 0, a3 > 0, a1a2 > a3, 
(b) Suppose D(P) < 0, (8) is satisfied  for  a1 > 0, a2 > 0, a1a2 > a3 
(c) Suppose D(P) < 0, then (8) is satisfied for 0 ≤ a1, 0 ≤ a2, 0 ≤ a3 and α <  2 3 . 

4 Numerical Stability Analysis and the Existence 
of Equilibrium Point 

The numerical stability and the existence of the EP is performed in this section. The 
parameters; a = 0.6, b = 0.2, c = 10 are considered for model (4a)–(4c). The 
equilibrium points E , are  

E1(x1, y1, z1) = 0.004001601281, −0.02000800641, 0.02000800641 

and 

E2(x2, y2, z2) = 9.995998399, −49.97999199, 49.97999199 

The Jacobian matrix for the model is given as
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J =
||||||
0 −1 −1 
0 0.2 0  
z 0 x − 10

||||||
eigenvalues areλ1,2 = 0.0990087305230765 ± 0.9949850471999731, λ3 = 
−9.99401586004615 + 0.I while fractional system characteristic equation based 
on (4a–4c) isP(λ) = λ3 + 9.79λ2 − 0.9480λ + 9.9800. Therefore, the argument||arg(λ1,2,3

)|| of matrix J at α = 0.8 lies in the values range, 3.141592654. The  
values of λ1 for E1(x1, y1, z1) points are now stable, while the system is said 
to give the asymptotically stable if all the eigenvalues fulfill |arg(λi )| > απ 

2 . 
Whereas, after our evaluation, it was discovered that|arg(λi )| = 1.471615067. 
Therefore,|arg(λi )| < απ 

2 ,1.471615067 < 3.141592654 = απ 
2 , which make system 

(4a–4c) unstable. 
It easy to show that D(P) = −41724.37637 < 0. As earlier mentioned, using the 

condition of Routh–Hurwitz, the stability properties of the nonlinear system (4a–4c) 
can be obtained. If D(P) < 0, then system (4a–4c) is satisfied for a1 > 0, a2 > 
0, = a1a2 = a3. But in this case, though, D(P) < 0 but did not satisfy the second 
condition in our Definition 3, which says a1 > 0, a2 > 0, a1a2 > a3. Here, a1a2 < a3 
and a1a2 = a3, hence the point of equilibrium for the system is unstable. Figure 2 
displays the unstable wave over a time, t , solution of the system (4a–4c) with the 
initial value x = 0.01, y = 0.04, z = 0.04. 

We realize that by choosing appropriate value for the parameter can determine the 
stability of the region of a system. This is a great influence on the order of fractional-
order system on the running state. We shall discuss more of that in the next section 
(Hopf bifurcation).

Fig. 2 Unstable wave of the system 
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5 Existence of Hopf Bifurcation in Fractional-Order α 

In Sect. 3, we shown that our model was not stable. Therefore, in this section, we 
shall demonstrate how the unstable model can become stable via a Hopf bifurcation 
analysis. 

This section begins by demonstrating the condition for which α is considered 
as a bifurcation parameter which is an important condition of the fractional-order 
system compare to integer order. The two major technique for processing the Hopf 
bifurcation are the successor function and Poincare Birkhoff canonical form methods 
[2]. This study adopts the successor function approach considered in [2, 34]. 

Theorem 1 Assume α* is the system order parameter passing the Hopf bifurca-
tion where α* ∈ [0, 1]. The existence of Hopf bifurcation surrounding the point of 
equilibrium system (4a–4c) holds if the conditions defined below are fulfilled. 

(a) Characteristic equations of the main system have a set of complex conjugate 
roots λi = a+bi (where a > 0) whereas the rest of the eigenvalues are negative 
roots. 

(b) m(α∗) = α∗π 
2 − min|arg(λi )| = 0 

(c) dm(α∗) 
dα |α − α∗ /= 0 (Transversality condition). The cycles appeared at α = α∗, 

[argλ](α∗) = απ 
2 . 

The proof of this Theorem 1 is by successor function approach. The proof begins 
by assuming the equilibrium point of the approximation (linear) equations makes 
the trigonometric-substitution to the systems at origin with the expansion of the 
power series along particular direction based on the condition. Thereafter, we assess 
the successor function, then define the function in relation to periodic and origin 
solution. 

Assuming a function f α (x, λ) is a real analytic on an open set w such that xew : 
λ(−λ0, λ0), so for  d

α x 
dtα = f (x, λ). The  EP  is  O(0, 0) for any λ, while the derivatives 

operator Dα f (0, λ) on x = 0 is represented as Aα (λ). Hence, conjugate complex 
set of numbers a(λ) ± bi (λ), b(λ) > 0 represents eigenvalues of Aα (λ). 

Therefore, when mi (α) < 0, the equilibrium point is asymptotically stable, on the 
other hand, if mi (α) > 0, then, it is not stable anymore. This shows that the mi (α) 
has similar effect with the eigenvalues real part of integer-order system. This implies 
that analytical function for sufficiently small x, mi (α) = απ 

2 − min|arg(λi )| = 0 is 
one only. Suppose the system trajectory pass through (x, 0) as a close orbit, which 
forms stable period. 

Obviously, Theorem 1 (a) is fulfilled using the fractional-order property. The 
eigenvalues of fractional-order system and that of the integer-order system are similar. 
However, the existence of α∗ fulfills the condition (b). The critical value α∗ of 
bifurcation parameter interchanging the stability point order is now 

α∗ = 2 
arctan 

π

||||b(w) 
a(w)

||||, α∗e(0, 1)
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For the transversally condition given in Theorem 1(c), it is assumed that running 
state of the system m(α) can be affected by passing Hopf bifurcation parameter alpha 
through the critical value α∗. This demonstrates the dissimilarity of the equilibrium 
points of the system state in (0.α∗) and (α∗, 1), i.e., O(0.0, 0) is asymptotically 
stable of αe(0, α∗) and unstable when α∗ < α  <  1. Therefore, it can be deduced 
that Hopf bifurcation in (4a)–(4c) exist at α = α∗. 

Based on the Hopf bifurcation condition of integer-order system and the discrimi-
nant criteria of the point of equilibrium stability of system of fractional-order system, 
we can obviously state that the fractional Hopf bifurcation existence criteria have 
been improved. 

Next is to analysis the order satisfying the three properties presented by [35] for  
the fractional-order prey-predator system. 

6 Existence of Hopf Bifurcation in Fractional-Order α 

In this section, similar to previous Section, the ATPC method was employed for the 
simulation experiment. The parameters; a = 0.6, b = 0.2, c = 10 were considered 
as an example for model (4a)–(4c). The following eigenvalues were obtained by 
choosing α as the bifurcation parameter, 

λ1,2 = 0.0990087305230765 ± 0.9949850471999731 

λ3 = −9.99401586004615 + 0.I 

Equally, we obtained the D(P) = −41724.37637 < 0 using Definition 3. From  
the above result, it is obvious there exist a pair imaginary conjugate eigenvalue, 
whereas the rest are negative real values. The characteristic equations of the main 
system have a set of complex conjugate roots λ1,2 = a + bi (where a > 0) despite 
the fact that the rest eigenvalue,λ3 is negative roots. Thus, Theorem 1(a) is fulfilled. 
From condition (b) in Theorem 1, critical value parameter of bifurcation is obtained 
as follows 

α∗ = 2 
arctan 

π

||||b(w) 
a(w)

|||| = 2 
arctan 

π

||||0.0990087305230765 0.9949850471999731

||||
= 0.9368592487. 

We therefore have dm(α∗) 
dα |α − α∗ /= 0, which implies that the transversality condi-

tion Theorem 1(c) holds. For the fractional-order system, we say Hopf bifurcation 
occurs if α is selected as the bifurcation parameter after passing through the crit-
ical value α∗ = 0.9. So, the equilibrium of (8) attains its stability, whereas Hopf 
bifurcation ensues when α increases past α∗ = 0.9. This illustrates that an increase 
in the enrichment of a resource may cause a destabilization effect in prey predator.
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Fig. 3 Bifurcation occurs at when α = 0, 9 

Figure 3 shows the stability graph solution for (4a)–(4c) against  t when α passes 
through critical value α∗ = 0.9, When α passes through the critical value α∗ = 0.9, 
it further presents the prey-predator phase portrait graph when α passes via critical 
value α∗ = 0.9. 

7 Conclusion 

In this paper, the fractional-order Rössler system has been presented with the dynam-
ical behaviors analyzed. The system of the model was considered in Caputo fractional 
derivatives sense. By choosing an appropriate value for the parameter, we can deter-
mine the stability of the region of a model. By choosing appropriate parameter values, 
the region stability, existence, and equilibrum points of the model can be determined. 
The study also employs the Adams-type predictor-corrector scheme for the compu-
tational solutions of the models. The result obtained show that a Hopf bifurcation
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occurs for some values at the equilibrium point in the model. Also, the simulation 
result shows that the fractional order is very much stable than the integer order. 

Though this study investigated the fractional-order Rössler system, there are still 
many unknown dynamical behaviors of the biological systems that deserve to be 
further investigated. This can be achieved by modifying the biological models to 
produce Rossler type bands. Researchers in biological field can also consider the 
autonomous Rössler model as the dynamic of a rhythmic disease such as arthritis or 
asthma. More works are needed to extend the Rössler system model of fractional order 
to other areas, for example, the cases of perturbing frequency where the dominant 
frequency might diminish. 

References 

1. Rostamy D, Mottaghi E (2016) Stability analysis of a fractional-order epidemics model with 
multiple equilibriums. Adv Differ Eq 170. https://doi.org/10.1186/s13662-016-0905-4 

2. Ma J, Ren W (2016) Complexity and Hopf bifurcation analysis on a kind of fractional-order 
IS-LM macroeconomic system. Int J Bifurc Chaos 

3. Podlubny I (1999) Fractional differential equations. An introduction to fractional derivatives, 
fractional differential equations, some methods of their solution and some of their applications 

4. Baleanu D, Tenreiro Machado JA, Cattani C, Baleanu MC, Yang XJ (2014) Local fractional 
variational iteration and decomposition methods for wave equation on cantor sets within local 
fractional operators. Abstr Appl Anal 

5. Herrmann R (2011) Fractional calculus: an introduction for physicists 
6. Carroll JE (2012) Fractional calculus: an introduction for physicists, by Richard Herrmann. 

Contemp Phys 
7. Diethelm K, Ford NJ (2002) Analysis of fractional differential equations. J Math Anal Appl 
8. Baleanu D, Rezapour S, Mohammadi H, Baleanu D, Rezapour S (2013) Some existence results 

on nonlinear fractional differential equations Some existence results on nonlinear fractional 
differential equations 

9. Bhrawy AH, Taha TM, Machado JAT (2015) A review of operational matrices and spectral 
techniques for fractional calculus. Nonlinear Dyn 

10. Al-Khaled K (2015) Numerical solution of time-fractional partial differential equations using 
sumudu decomposition method. Rom J Phys 

11. Rahimkhani P, Ordokhani Y, Babolian E (2017) A new operational matrix based on Bernoulli 
wavelets for solving fractional delay differential equations. Numer Algorithms 

12. Caputo M, Fabrizio M (2015) A new definition of fractional derivative without singular Kernel. 
Progr Fract Differ Appl 

13. El-Saka HAA (2013) The fractional-order SIR and SIRS epidemic models with variable 
population size. Math Sci Lett Math Sci Lett Int J 2(3):195–200 

14. Al-Salti N, Karimov E, Sadarangani K (2016) On a differential equation with Caputo-Fabrizio 
fractional derivative of order 1 <β ≤ 2 and application to mass-spring-damper system. Prog 
Fract Differ Appl 2(4):257–263 

15. Abiodun EA, Sulaiman IM, Mamat M, Olowo SE, Adebiyi OA (2020) Analytic numeric 
solution for coronavirus (covid−19) pandemic model in fractional-order. Commun Math Biol 
Neurosci 10(61):1–18 

16. Owoyemi AE, Ibrahim SM, Muhammad SS (2021) Stability and Hopf bifurcation analysis of a 
biotic resource enrichment on a prey predator population in fractional-order system. AIP Conf 
Proc 2355(1):1–11. https://doi.org/10.1063/5.0053307

https://doi.org/10.1186/s13662-016-0905-4
https://doi.org/10.1063/5.0053307


250 I. M. Sulaiman et al.

17. Rakkiyappan R, Latha VP, Fathalla AR (2019) A fractional-order model for Zika virus infection 
with multiple delays. Complexity 2019, Article ID 4178073, 20 p. https://doi.org/10.1155/2019/ 
4178073 

18. Rocco A, West BJ (1999) Fractional calculus and the evolution of fractal phenomena. Phys A 
265(3):535–546 

19. Cole KS (1993) Electric conductance of biological systems. Cold spring harbor symposia on 
quantitative biology pp 107–116 

20. Rihan FA (2013) Numerical modeling of fractional-order biological systems. Abstr Appl Anal 
Article ID 816803, 11 p. https://doi.org/10.1155/2013/816803 

21. Ahmed E, Hashish A, Rihan FA (2012) On fractional order cancer model. J Fract Calcul Appl 
Anal 3(2):1–6 

22. Rihan FA, Lakshmanan S, Maurer H (2019) Optimal control of tumour-immune model with 
time-delay and immuno-chemotherapy. Appl Math Comput 353(7):147–165 

23. Zhang L, Huang G, Liu A, Fan R (2015) Stability analysis for a fractional HIV infection model 
with nonlinear incidence. Discr Dyn Nat Soc 2015, Article ID 563127, 11 p 

24. Latha VP, Rihan FA, Rakkiyappan R, Velmurugan G (2017) A fractional-order delay differential 
model for ebola infection and CD8+ T-cells response: stability analysis and hopf bifurcation. 
Int J Biomath 10(8), Article ID 1750111 

25. Tateishi AA, Ribeiro HV, Lenzi EK (2017) The role of fractional time-derivative operators on 
anomalous diffusion. Front Phys 5(1–9) 

26. Atangana A, Botha JF (2013) A generalized groundwater flow equation using the concept of 
variable-order derivative. Bound Value Probl 

27. Ameen I, Novati P (2017) The solution of fractional order epidemic model by implicit Adams 
methods. Appl Math Model 

28. Angstmann CN, Erickson AM, Henry BI, Mcgann AV, Murray JM, Nichols JA (2017) 
Fractional order compartment models. SIAM J Appl Math 

29. Betancourt-Mar JA, Alarcón-Montelongo IS, Nieto-Villar JM (2005) The Rössler system as a 
model for chronotherapy. J Phys Conf Ser 23(1). IOP Publishing 

30. Ahmed E, El-Sayed AMA, El-Saka HAA (2006) On some Routh-Hurwitz conditions for frac-
tional order differential equations and their applications in Lorenz, Rössler, Chua and Chen 
systems. Phys Lett Sect A Gen At Solid State Phys 358(1):1–4 

31. Hald BG, Laugesen CN, Nielsen C, Mosekilde E, Larsen ER, Engelbrecht J (1989) Rössler 
bands in economic and biological systems. In: Milling PM, Zahn EOK (eds) Computer-based 
management of complex systems. Springer, Berlin, Heidelberg. https://doi.org/10.1007/978-
3-642-74946-9_55 

32. Wu R, Li X (2012) Hopf bifurcation analysis and anticontrol of Holf circles of the Rossler-like 
system. Abstr Appl Anal 2012, Article ID 341870, 16 p. https://doi.org/10.1155/2012/341870 

33. Ibrahim KM, Jamal RK, Ali FH (2018) Chaotic behaviour of the Rossler model and its analysis 
by using bifurcations of limit cycles and chaotic attractors. J Phys Conf Ser 1003:012099 

34. Li X, Wu R (2014) Hopf bifurcation analysis of a new commensurate fractional-order 
hyperchaotic system. Nonlinear Dyn 

35. El-Saka HA, Ahmed E, Shehata MI, El-Sayed AMA (2009) On stability, persistence, and Hopf 
bifurcation in fractional order dynamical systems. Nonlinear Dyn

https://doi.org/10.1155/2019/4178073
https://doi.org/10.1155/2019/4178073
https://doi.org/10.1155/2013/816803
https://doi.org/10.1007/978-3-642-74946-9_55
https://doi.org/10.1007/978-3-642-74946-9_55
https://doi.org/10.1155/2012/341870


SUAS-Based NDVI and RGB Image 
for Remote Landscape 
and Environmental Monitoring 
on University Campus 

Ahmad Anas Yusof, Mohd Faid Yahya, Mohd Khairi Mohamed Nor, 
and Muhammad Fahmi Miskon 

Abstract This project measures NIR and visible spectrum reflectance on the land-
scape of the Universiti Teknikal Malaysia Melaka Main Campus in Durian Tunggal, 
Melaka. A small fixed-wing drone with a GoPro and a Multispectral Camera is 
utilized to provide an overview of the University’s terrain as well as for in-situ 
environmental monitoring. The measurement is taken from a dedicated flight plan, 
focusing on the Chancellery building, Faculty of Electrical Engineering, Chancellor 
Hall, Mosque, Lectures Hall Complex and Co-curriculum Center. The results are 
described through detailed NDVI imagery, with comparison to RGB images. Reflec-
tion and absorption of light spectrum are the main influences that can modify the 
NDVI readings. This paper reviews and highlights various landscape properties with 
varying NDVI values, as well as discusses the implications of such differences. 

Keywords SUAS · NIR spectrum · NDVI 

1 Introduction 

SUAS-based near-infrared (NIR) spectrum imaging is gaining popularity in land-
scape and environmental monitoring applications, and it is used extensively in 
measuring the Normalized Difference Vegetation Index (NDVI) for plant canopy 
and health assessment, as well as drought and rock slope monitoring. NVDI is one 
of the best indices for assessing plant health. It is a measurement based on how 
the object reflects radiation at different frequencies, with some waves are absorbed 
and others are reflected. In plant, the cellular structure of the leaves greatly reflects
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near-infrared spectrum, while the chlorophyll, a common health indicator, absorbs 
visible spectrum. A case study in Vietnam, on the landscape-ecological informa-
tion for management of land use in the Mekong delta has been presented with the 
integration of NDVI map. The approach is highly effective and accurate for clas-
sifying land use in heterogeneous and highly intensive crop area [1]. Meanwhile, 
in Sudan, there have been a study in determining the relationship between rainfall 
and the NDVI value for drought monitoring [2]. SUAS-based NDVI image has also 
been conducted in United Kingdom and Malaysia, whereby a time-series NDVI 
data have been retrieved over a highly heterogeneous ecosystem during a period of 
spring green-up, and the latter is used for individual crown for oil palm trees [3, 
4]. The same measurement concept has been used to produce an efficient technique 
for monitoring the stability of rock slopes and soil in Malaysia, with a focus on the 
use of remote sensing compact sensors from the visible, near-infrared and infrared 
thermography spectrum, respectively, [5, 6]. This paper provides an in-depth anal-
ysis using NDVI classification in measuring greeneries for remote landscape and 
environmental monitoring for Universiti Teknikal Malaysia Melaka Main Campus. 

2 Methodology 

Universiti Teknikal Malaysia Melaka is a public university located in 766 acres of 
land in Melaka, Malaysia, (2.3138° N, 102.3211° E). The university’s main campus 
is located within the lush green landscape of Durian Tunggal, approximately 15 km 
from the Heritage City of Melaka. The SUAS-based NDVI data measurement is part 
of an integrated environmental monitoring effort by using aerial robotics application, 
coordinated by the Robotics and Industrial Automation Research Group, Faculty of 
Electrical Engineering. Figure 1 shows the designated flight plan and test locations.

The flights are carried out by using a modified Parrot Disco Drone from Parrot 
Inc. France that is equipped with a Go Pro Hero 5 and Mapir camera, as shown 
in Fig. 2. The cameras are placed underneath the drone and programmed to take 
multiple geo-tagged image during flight, allowing for the creation of orthographic 
and NDVI maps for later analysis. NIR and visible spectrum reflectance has been 
measured by using the SUAS-equipped NIR Camera.

NDVI compares red and NIR spectrum mathematically to help distinguish plant 
from non-plant and healthy plant from sick plant. It is the ratio of the difference 
between the near-infrared and the red spectrum and the sum of these two spectrums 
[7]. 

NDV  I  = N I  R  − RE  D  

N I  R  + RE  D  
(1)
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Fig. 1 Test locations

1 

3 
2 

5 

6 
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Fig. 2 Modified parrot 
Disco Drone with a GoPro 
and a Mapir camera

The value of the NDVI will always fall between −1 and +1. The reflectance of water 
is normally observed within the visible spectrum as incident radiation is completely 
absorbed within the NIR spectrum. The reflection of soil on the other hand, is influ-
enced by factors such as moisture, texture and mineral composition. Soil that contains 
moisture will has low reflectance because it absorbs much of the incident radiation.
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The moisture is strongly related to soil texture. Thus, fine soil particles that typically 
retain water will has low reflection compared to soil composed of coarse materials. 
At the same time, soil made up of iron oxide and organic matter will also reflect low 
radiation. 

3 Results and Discussion 

3.1 Test Site 1 (Faculty of Electrical Engineering) 

NDVI measurements of the site provide NDVI value for the cloud above the horizon 
ranging from −0.67 to −1, as shown in Fig. 3. The roof index for the Faculty of 
Electronic and Computer Engineering and the Faculty of Electrical Engineering is 
within the same range as well. The hill closest to the Residential College has the 
highest greenery, with values ranging from 0.67 to 1. The NVDI for roads along the 
faculties ranges from −0.33 to −0.67, with a few smaller roads falling between 0 
and −0.33.

3.2 Test Site 2 (Chancellor Hall) 

Figure 4 depicts the NDVI value for test site 2, which focuses on the Chancellor 
Hall and its surroundings. The road index around the hall ranged from −0.33 to − 
0.67, while the roof index of the hall ranges from −0.67 to −1.0, which coincides 
with the value of inorganic objects such as stones and roads. The yard is the darker 
green area on the right and left side of the hall, with values ranging from 0.67 to 1.0, 
representing the most greenery and live green vegetation. Orange-yellow areas with 
values ranging from 0.0 to 0.33, indicate bare soil or dead vegetation.

3.3 Test Site 3 (The Chancellery) 

The NDVI value for test site 3, which includes the roundabout, the Chancellery, 
the Student Affairs Building, and a portion of the slope and lake, is depicted in 
Fig. 5. The top-of-the-image roundabout index ranged from 0.33 to 0.67, while 
the surrounding roads index ranged from −0.33 to −0.67, which corresponded 
to the value of inorganic items. The roof index for the Chancellery and Students 
Affairs Building is in the same range, from −0.67 to −1.0. Greenery areas ranging 
from 0.67 to 1.0 may be found on the left side of the slope facing the lake, which is 
known as Lake Terbilang, whereas orange-yellowish areas with values ranging from
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Fig. 3 RGB image (above) 
and NDVI data (below) for 
test site 1

Lestari Residential 

College 

Poultry Farm 

Faculty of Electronic 

and Computer        

Engineering 

Faculty of Electrical        

Engineering 

Road 

0 to  −0.67 can be found on the right side of the slope facing Lake Gemilang. The  
color of both lakes is red, ranging from −0.67 to −1.0.

3.4 Test Site 4 (Lecture Halls Complex) 

NDVI measurements of the test site 4 provide value for both Lake Gemilang and 
Lake Terbilang, ranging from −0.67 to −1.0., as shown in Fig. 6. The roof index for 
the Lecture Halls Complex ranges from 0.0 to −0.67. The sediment going into the 
Lake Gemilang ranges from 0.0 to −0.33, while the hill closest to the Lecture Halls 
Complex has the highest greenery, with values ranging from 0.67 to 1.
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Road 

Chancellor Hall 

Yard 

Yard 

Fig. 4 RGB image (above) and NDVI data (below) for Test Site 2

3.5 Test Site 5 (Mosque) 

Figure 7 depicts the NDVI value for Test Site 5, which includes the Mosque, Satria 
Residential College, UTeM Hill, Walkway and Lake Gemilang. The cloud on the 
image’s horizon is represented by a red color that ranges from−0.67 to−1.0. The roof 
of the Mosque, the staff cafeteria, the walkway and Lake Terbilang all have the same 
range. Greenery areas with values ranging from 0.67 to 1.0 can be found on a portion 
of the UTeM hill, the slope facing the lake and the hill surrounding the residential 
college. On the left side of the hill, the stabilized slope is an orange-yellowish area 
with values ranging from 0 to −0.67.
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Roundabout 
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Chancellery Building 

Lake Terbilang 
Lake Gemilang 

Fig. 5 RGB image (above) and NDVI data (below) for Test Site 3

3.6 Test Site 6 (Co-Curriculum Center) 

The NDVI value for Test Site 6 is shown in Fig. 8, which includes the Co-curriculum 
Center and surrounding greenery, the trail behind the center, Lake Gemilang and 
sediment from a nearby drain. The greeneries area index ranges from 0.33 to 1.0, 
whereas the trail and the center’s roof have values ranging from 0 to −0.33. The 
lake, on the other hand, represented with red color, that varies from −0.67 to −1.00, 
while the sediment going into the lake ranges from 0.0 to −0.33.
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Lake Terbilang 

Lecture Halls Complex 

Sediment 

Waterwheel 

Lake Gemilang 

Fig. 6 RGB image (above) and NDVI data (below) for Test Site 4

4 Conclusion 

This project demonstrates the concept of measuring NIR and visible spectrum 
reflectance by using Small Unmanned Aerial System (SUAS). The measurements 
are carried out by using modified flying wing drone, equipped with a GoPro and 
multispectral camera. The NDVI index has been used to identify the green areas 
within the campus. The thick tree canopy typically has positive NDVI values (0.67 
to 1.0). Non-vegetative objects, on the other hand, have low NDVI values. Metallic 
roofing materials and water bodies such as lake exhibit poor NIR reflectance and as
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UTeM Hill 

Satria Residential College 

Sayyidina Abu Bakar Mosque 

Lake Terbilang 
Staff Cafeteria 

Walkway 

Fig. 7 RGB image (above) and NDVI data (below) for Test Site 5

a result, their NDVI readings are very negative, (−0.67 to −1.0), while water that 
is contaminated by sediment reflects a brownish color, (0.0 to −0.33). Rocks can be 
represented by orange-yellowish color (0 to −0.67), while bare soils frequently have 
tiny positive NDVI values (0.0 to 0.33).
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Trail 

Greeneries 

Lake Gemilang 

Co-curriculum Center 

Sediment 

Fig. 8 RGB image (above) and NDVI data (below) for Test Site 6
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A Mathematical Model of PD 
Controller-Based DC Motor System 
Using System Identification Approach 

Nur Naajihah Ab Rahman and Nafrizuan Mat Yahya 

Abstract A mathematical model is a crucial element of a system. This is to ensure 
the system obtains outstanding performance, particularly when there is a controller 
included. Thus, in this study, a comparison between DC motor PD controllers with 
and without system identification will be made with the concept of poles and zeros. 
Furthermore, the Cohen-Coon tuning method will be applied to tune the parameters 
of the proposed controller by using the MATLAB/Simulink software. Then, some 
tests were performed by varying the number of poles and zeros. After that, the 
performance of the DC motor with the proposed controller will be assessed in terms 
of transient response aspects. Throughout the study, it can be guaranteed that the 
process of system identification is needed to ensure that the performance of the DC 
motor can be enhanced. With that justification, the performance of the DC motor 
PD controller with two poles and no zero is better compared to the others. It had the 
shortest rise time of 0.052 s, the shortest settling time of 1.906 s, the shortest peak 
time of 1.142 s, and the lowest overshoot of 56.56 percent with no steady-state error. 

Keywords Cohen-Coon tuning method · DC motor system · PD controller · Poles 
and zero · System identification 

1 Introduction 

Generally speaking, an electric motor is a device that uses electricity to create 
mechanical energy. Alternating current motors (AC motors) and direct current (DC 
motors) are the two main types of motors [1]. A wide variety of industrial and robotics 
applications are possible with a DC motor. It can be found in a wide range of control 
systems, including domestic electrical systems, automobiles, and process control
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systems [2, 3]. It is widely used due to some reasons which are the maintenance ease 
to handle, reasonable price when it comes to changing a DC motor with a new one, 
and simple in terms of speed control [4]. Due to the mentioned benefits that have 
been provided by the DC motors, they can be used for many things that need variable 
speed as well as constant or low-speed torque. 

Furthermore, a mathematical model of the DC motor system with precise param-
eters is important for generating an outstanding system response. Because, referring 
to [2], the authors stated that without correct parameters in the model of the DC 
motor itself, a mathematical model cannot portray how something should behave 
and it may not be the best mathematical model for the system. Thus, for the DC 
motor with a controller to have a good system response, an approach to deciding the 
transfer function of the DC motor may be implemented. Before that, a controller that 
has been chosen for this project is a proportional-derivative (PD) controller. It is a 
controller which combined proportional control with derivative control. According 
to [5], the trajectory of robotic manipulators as well as other mechatronic devices is 
frequently tracked by using the PD controllers. In addition, it is also has been used 
for electronics systems, measurement and sensor systems, biomechanics, and others. 
Surya and Singh in [6] declared that, without altering the steady-state parameters, 
the transient behavior may be enhanced by using the proposed controller. 

The system identification toolbox together with the concept of poles and zeros 
which have been supplied in the MATLAB/Simulink software can be utilized for this 
project. As mentioned by [7], parameters and the properties of dynamic systems can 
be found by using specific identification methods which are very popular right now. 
It is possible to employ a variety of system identification approaches with the help of 
the transfer function models or process model functions in the system identification 
toolkit. 

According to several papers in [8–10], the art and science of creating mathe-
matical models of dynamic systems or calculating system transfer from observed 
input–output data are known as system identification (SI). Several phases need to 
be passed for the SI process to be successful. The data from real plants need to be 
collected then, formatted (using a selection model), processed (using a model), and 
lastly identified using the validation model [11]. The goal of making mathematical 
models of dynamical systems based on how the system is seen can be met with the 
recommended method. Other than that, the toolbox itself is useful for showing how 
dynamic systems work and makes sure that some black-box model structures are 
linear and nonlinear [12]. 

Therefore, the inaccurate mathematical model of DC motor with PD controller will 
affect the system response itself, which leads to the main purpose of this paper that 
focuses on the implementation of the mentioned technique, i.e., system identification 
in obtaining a near-exact model that will improve the system response. In addition, 
the controller will be used to have excellent performance compared to the DC motors 
alone. Thereafter, the performance of both DC motors with PD controllers undergoing 
or not undergoing the system identification process will be evaluated in terms of 
transient response aspects. By having an accurate mathematical model of the DC 
motor with the PD controller, itself, the best performance can be achieved from it.
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2 Methodology 

2.1 Mathematical Model of DC Motor 

DC motor circuit which is divided into two parts: electrical and mechanical can be 
applied to construct the transfer function of the DC motor itself. The DC motor circuit 
can be illustrated in Fig. 1 where Kirchhoff’s voltage law (KVL) will be employed 
for the electrical element. 

The electrical elements supplied as in the following figure are voltage source, 
armature resistance, armature inductance, armature current as well as the back emf 
voltage. 

By implementing the KVL and mentioned parameters, the equation can be 
expressed as below. 

Ea = Ra .Ia + La .(dia/dt ) + Eb (1) 

where 

Ia = armature current (A) 

Eb = back emf voltage (V) 

Ea = voltage source (V) 
Ra = armature resistance (Ω) 

La = armature inductance (H) 
Then, the back emf, Eb directly proportional to the angular velocity of the shaft, 

θ by a constant factor, Kb may be stated as follows. 

Eb = Kb(dθ/dt) (2)

Fig. 1 DC motor circuit 
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For the mechanical part of the DC motor, it can be derived as below where it consists 
of the rotor moment of inertia, Jm, frictional coefficient known as Bm, and torque of 
motor which is Tm. 

Jm(d2 θ/dt2 ) + Bm(dθ/dt) = Tm (3) 

As for the motor’s torque, it is proportional to the armature current, Ia by a constant 
ratio, Kt . 

Tm = Kt · Ia (4) 

After that, a mathematical method that is a substitution approach will be carried 
out to (1) and (2) generated from the preceding (3). By adding (2) into (1), a new 
equation will be generated, (5). 

Ea = Ra · Ia + La · (dia/dt ) + Kb(dθ/dt) (5) 

Substitute (4) into (3) will build (6). 

Jm(d2 θ/dt2 ) + Bm(dθ/dt) = Kt · Ia (6) 

Later, both Eqs. (5) and (6) may be delivered using the Laplace transform. 

Ea(s) − Kbsθ (s) = (Ra + sLa) Ia(s) (7) 

Jms
2 θ (s) + Bmsθ (s) = Kt. Ia(s) (8) 

Lastly, put (8) in place of (7). The mathematical model from the voltage source, 
Ea(s) to the output angle θ (s) then follows directly. 

θ (s)/Ea(s) = Kt /
(
Jm Las

2 + (Jm Ra + Bm La) s2 + Ra Bms + Kt Kbs
)

(9) 

Before proceeding to the stage of system identification, the parameters of the DC 
motor which have been used from [13] are as below, where transfer function (10) is  
expressed. 

Jm = 0.093 kg.m2 

Bm = 0.008 Nms 

Kb = 0.6 V/rad s−1 

Kt = 0.7274 Nm/A 

Ra = 0.6Ω
La = 0.006H
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θ (s)/Ea(s) = 0.7274/(0.000558 s3 + 0.055848 s2 + 0.44124 s) (10) 

The aforementioned (10) will be utilized to evaluate the performance of the 
DC motor. After conducting a simulation with the MATLAB/Simulink program, 
it will provide an output response. Changing the parameter input values will produce 
distinct system responses, such as a stable or unstable system. Simply expressed, 
a mathematical model developed from the DC motor circuit will impact system 
responsiveness. 

2.2 System Identification 

As referring to the objective of this work which is to utilize the use of system identi-
fication in obtaining the best mathematical model, the transfer function (10) that has 
been developed using the circuit of the DC motor will be used. In (10), the transfer 
function will be combined with the proposed controller. To tune the controllers’ 
parameters, Cohen-Coon tuning method will be applied. 

The first step in system identification is to measure the output signals when the 
system is loaded with an input signal. This can be done by using the block diagram 
of the DC motor with the PD controller in the MATLAB/Simulink software. Figure 2 
is the input–output signals that will be exported to the workspace of MATLAB. 

To export the data from the Simulink software, it can be done by using the ‘To 
Workspace’ function where it will be set as the input and output variables. The system 
identification is recognized by using the (10) in Fig.  3 and followed by the input and 
output signals in Fig. 4. This signal is produced from the procedure of SI in the figure 
below using the time plot tools, where u1 is set to be the input variable and y1 is the 
output variable. In the SI process, a variety of choices of the model to be estimated is 
provided such as transfer function model, nonlinear model, polynomial model, and 
others. Estimation in terms of transfer function will be chosen in this project.

Fig. 2 Block diagram of DC motor with PD controller for system identification 
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Fig. 3 System identification user interface 

Fig. 4 Input and output signals 

Using the idea of poles and zero, three different experiments were done to find 
the best mathematical model that could be used by a DC motor. According to [14], 
poles can be interpreted as the value of s in the transfer function that equals zero in 
the denominator while zero is the value of s that equals zero in the numerator. With 
poles and zero, users can figure out how stable and well a system works.
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In Fig. 3, there are three tests. The first is a transfer function with two poles and 
no zeros. The second transfer function has two poles and one zero, whereas the third 
one has three poles and no zeros. Based on these three different assessments, the 
identification method will give different estimates of how accurate the model is. In 
the next section, the method of how the Cohen-Coon tuning technique works will be 
discussed followed by the result of these several tests will be reviewed in-depth. 

2.3 Tuning Method for Kp and Kd 

Parameter for a controller can be tuned in many ways nowadays. The Ziegler-Nichols 
method, Cohen-Coon method, bio-inspired computation, and swarm intelligence, 
which is a type of artificial intelligence are the most common ways to tune something 
[15]. As for this article, the Cohen-Coon technique will be implemented to analyze 
how well a DC motor and a suggested controller that has a different pole and zero 
values work. 

The Cohen-Coon technique is an offline tuning strategy, which implies that once 
the input has attained a steady-state, a step change can be introduced. The output 
may then be monitored by using the time constant and time delay, and the response 
is used to calculate the initial control settings. Closed-loop systems can benefit from 
this tuning strategy since their reaction time is faster [16]. 

In the Cohen-Coon technique, three process characteristics have been used: 
process gain, dead time, as well as the time constant. These three traits may be eval-
uated using a step test and a result analysis [17]. Figure 5 explains how to locate the 
process variable and the controller output to obtain the three items described above. 
In addition, to compute the process gain, divide the change in process variable (PV) 
by the change in controller output (CO) in percentage form.

A tangent line must be drawn from the highest slope of the PV graph to connect 
with the initial level of PV (before the step-change in CO). As a result, the dead time, 
td characteristics may be computed. The time gap between the change in CO and the 
intersections of the tangent line with the initial PV level is described as dead time. 

Following the calculation of td , the value of the time constant, τ required the 
computation of 63 percent of the entire changes in PV. The time required for the PV 
to reach the level may then be calculated. Finally, with these parameters, gains for 
each of the controllers, Kp, and Kd may be constructed as the tuning rules shown in 
Table 1.
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Fig. 5 Step test for Cohen-Coon method

Table 1 Cohen-Coon tuning rules 

Controller Gain’s value 

Kp Kd 

PD 1.24/gp ((τ /td) + 0.129) 0.27td((τ 0.324td)/(τ +0.129td)) 

2.4 Development of DC Motor with PD Controller 

By referring to the user interface of system identification in Fig. 3, those different 
mathematical models give differing degrees of precision that correspond to the esti-
mation data. These accuracy findings, together with their mathematical model, will 
be given in Table 2. 

Table 2 shows that each of the mathematical models generated by estimating 
the values of poles and zeros illustrates that the identification is good since it is 
approximately 100% correct, resulting in a better response for the DC motor with 
suggested controller performance. 

These mathematical models, which contain the original, created from the DC 
motor circuit, will then be developed using PD controller in MATLAB/Simulink

Table 2 Mathematical model and accuracy of system identification 

System identification 

Mathematical model Accuracy (%) 

1 (P  = 2, Z = 0) 12.48/(s2 + 7.91 s + 0.003235) 98.18 

2 (P  = 2, Z = 1) (−0.207 s + 13.98)/(s2 + 8.94 s + 0.000344) 99.78 

3 (P  = 3, Z = 0) 834.7/(s3 + 66.95s2 + 533.6 s + 2.11 × 10–15) 99.94 
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software. Although the third model with three poles and no zeros provide an excellent 
accuracy that is 99.94%, the first and second model still need to be tuned with the 
proposed controller. This is due to some characteristics that we need to see in detail 
to decide which is the best mathematical model with the best controller’s gain value 
that can be implemented. The Cohen-Coon tuning approach will be used to modify 
the settings of the proposed controller for each mathematical model. It is critical to 
have the required output or performance of the DC motor in the presence of specified 
controller settings. 

This controller will feature proportional gain, Kp, and derivative gain, Kd . Each 
of these controllers’ gains has its advantage and will influences how the system 
responds. Kp is a system stiffness measurement that shows how much restoring force 
is needed to compensate for position inaccuracy. After that is Kd which illustrates 
the damping effects of the system and acts to reduce the overshoot as well as the 
oscillations with Kp [18]. 

As it will influence the system response, Jenkins [19] had stated that Kp will assist 
in minimizing the rising time and steady-state error while boosting the overshoot in 
the system. Ki’s rising time will be shorter than Kp’s, but its overshoot and settling 
time will be longer. Finally, Kd’s rising time will be slightly altered to help minimize 
overshoot and settling time. 

Only a few elements can influence the dynamic structure of a closed-loop step 
response system. Tr is the length of time required for the system to grow from 10 
to 90% of its ultimate value. Ts is a settling time that refers to the amount of time 
it takes for the system to stabilize. Tp is the length of time it takes for the output 
to reach its maximum level. Because the highest point exceeds the steady-state, a 
percentage overshoot is calculated based on the disparity. 

The steady-state error, ess is defined as the difference between the beginning 
step value and the end value. Figure 6 represents the block schematics of each 
mathematical model with a PD controller.

2.5 Performance Evaluation 

Using the characteristics stated above, an evaluation will be performed to identify 
which of the four mathematical models of DC motor with PD controller works best 
in terms of positioning accuracy and speed of reaction. The main features that will 
be compared are Tr , Ts, and ess, with Tp and percentage overshoot as an extra aspect. 
The result from studies carried out by Akpama et al. [20] and Chong et al. [21] that 
is also regarding the DC motor will be made used to measure the transient response 
characteristics.
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Fig. 6 Block diagram of DC motor with PD controller

3 Result and Discussion 

3.1 Simulink Result of System Identification 

Based on the simulation in the Simulink program of the system identification proce-
dures, the findings obtained between four various mathematical models of DC motor 
with PD controller will be examined. During the simulation, the ultimate value or 
step input is 5 m. Figure 7 displays a combination graph of mathematical models of 
DC motors with PD controllers generated by the identification technique and math-
ematical models of DC motors with PD controllers obtained from the DC motor 
circuit and DC motor parameter assumptions.

By referring to Fig. 7, the output response for the system portrayed different 
behavior as each of the models has different values of rising time, percentage over-
shoot as well as settling time. Overall, all of the models are in good condition as it 
goes back to the steady-state value that is 5 m although some of the models do have 
few oscillations. 

The performance of the DC motor with the proposed controller, which has two 
poles and no zeros, is good and steady, as shown in the figure above. Even though the 
accuracy of the mathematical model is not as high as in others, this performance was
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Fig. 7 Simulation result of the combined block diagram of DC motor with PD controller

achieved due to the precision achieved in the identification method with the provided 
values of poles and zeros. When all four mathematical models are analyzed, the first 
transfer function responds faster than the others. 

The evaluation that has been done in detail for each of the mathematical models 
of DC motor with PD controller will be explained in the next topic. 

4 Transient Response of DC Motor with PD Controller 

The system response in Fig. 7 above was used to obtain the transient response for each 
mathematical model of the DC motor PD controller. Then, the transient response of 
the DC motor is measured using the PD controller which is tabulated in Table 3. 

Table 3 Transient response of DC motor with PD controller for each mathematical model 

Transient response 

Tr (s) Ts (s) Tp (s) ess %OS 

1 (P  = 2, Z = 0) 0.052 1.906 1.142 0.000 56.560 

2 (P  = 2, Z = 1) 0.072 2.473 1.219 0.000 58.660 

3 (P  = 3, Z = 0) 0.060 4.110 1.176 0.000 78.380 

4 (From DC motor circuit) 0.184 1.983 1.423 0.000 18.460
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Step response Simulink simulation demonstrates that the mathematical model 
developed from the DC motor circuit and identification procedure with two poles and 
no zero is the most stable output response when compared to the other mathematical 
models (Fig. 7). 

As in Table 3, by referring to the first transfer function that is two poles and no 
zero, it has the shortest rising time, Tr , which is 0.052 s for the system response 
to reach from 10 to 90% of steady-state response. While second, third, and fourth 
transfer functions obtained 0.072 s, 0.060 s, and 0.184 s accordingly. Due to the high 
value of proportional gains, it will somehow affect the rise time aspect where it will 
lower its value of it although the derivative’s gain does not affect the characteristic. 

While it took longer for other mathematical models to reach and stay within 2 
percent of the steady-state value, Ts, again, the first mathematical model needed only 
1.906 s to reach and stay within 2 percent of the steady-state value. This happened 
due to the simulation using very small amounts of derivatives gains. As for the peak 
time, Tp, of the mathematical model with two poles and no zero obtained 1.142 s, 
while the other models needed 1.219 s, 1.176 s, and 1.423 s. 

Additionally, overshoot is the response of a system that is bigger than its final 
value. When compared to others, a small amount of overshoot happened for the 
first transfer function which is 56.560% while, other transfer functions of DC motor 
with PD controller came out with 58.660%, 78.380%, and 18.46%. The overshoot 
characteristic was influenced by the proportional gain, where if the value of the 
mentioned gain is higher, the value of the overshoot will be higher whereas the 
derivative gain will decrease the value. 

The last feature evaluated is that a system’s steady-state error, defined as the differ-
ence between predicted and actual values, is zero for all previously stated transfer 
functions. This occurred because of the precision of the identification procedure as 
well as the creation of a mathematical model of a DC motor from the DC motor 
circuit itself. 

From the Simulink simulation graph, it is plausible to conclude that a precise 
mathematical model of a DC motor is essential for delivering a dependable response. 
In comparison to other DC motor mathematical models, the PD controller model 
obtained from the identification process with two poles and no zero outperforms in 
performance because it requires a short time from an initial value of 10% to hit 90% 
steady-state response, to reach and remain in 2% steady-state response, and a small 
amount of overshoot. 

5 Conclusion 

Using Kirchhoff’s voltage law, Laplace transform, and other mathematical tools, 
system identification based on poles and zeros have been established. To improve 
the DC motor performance, system identification requires an accurate mathematical 
model and a PD controller calibrated using the Cohen-Coon technique.



A Mathematical Model of PD Controller-Based DC Motor System … 275

The DC motor with PD controller, which has two poles and zero zeros, is good 
and steady, according to the simulation findings. Four mathematical models of DC 
motor with PD controller were compared for the transient response. For the rise time, 
it takes 0.052 s to travel from 10 to 90% of the final and 1.906 s to maintain 2% of 
the steady-state. The initial peak overrun took 1.142 s. The model with two poles and 
no zero has a small amount of overshoot compared to the transfer function obtained 
from the system identification and no steady-state error when it reaches its ultimate 
value. 

To summarize, a precise derivation for the mathematical model and some iden-
tification technique to find the ideal transfer function to be applied are critical for 
having an efficient output response for a DC motor. This is because a good reaction 
may be achieved and is impacted by a perfect mathematical model, especially when 
a controller is utilized. 
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The Classification of Wafer Defects: 
An Evaluation of Different 
Feature-Based ResNet Transfer Learning 
Models with Support Vector Machine 
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Abstract Wafer defect detection is a non-trivial issue in the semiconductor industry. 
Conventional means of defect detection are often labour-intensive based that is prone 
to error owing to a myriad of issue. Hence, there is push towards automatic defect 
detection in the industry. This work shall investigate the efficacy of a transfer learning 
pipeline that consists of a different pre-trained ResNet convolutional neural network 
models in which its fully connected layer is swapped with different support vector 
machine (SVM) models in classifying the defect state of a wafer whether it pass or 
fail. The optimal hyperparameters are identified via the grid-search technique. It was 
shown from the present investigation that the features extracted via the ResNet101v2 
transfer learning model with a linear-based SVM model with a C and gamma param-
eter of 0.01, respectively, could yield a validation and test classification accuracy
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of 96% and 94%, respectively, on a stratified 60:20:20 data split ratio. The result 
from the present study demonstrates that the proposed pipeline is able to classify the 
defect level of the wafer well. 

Keywords Transfer learning ·Wafer inspection · DenseNet 

1 Introduction 

Wafer defect is a common undesirable issue in the semiconductor industry. It affects 
the production yield as well as the overall manufacturing process pipeline that conse-
quently incurs untoward associated costs. Conventionally, manual inspection by 
trained workers is used to evaluate the quality of the wafers. It is worth noting 
that it takes between six to nine months to train human workers to be able to achieve 
a detection of accuracy to up to 90% [1]. Nonetheless, the efficacy could drop as 
low as 70% within 15 months owing to myriad of factors. Therefore, there is a shift 
amongst industry players in adopting automated optical inspection (AOI) systems 
[2]. 

However, it is worth mentioning that the electronics industry has evolved to the 
nanoscale production that demands for a higher quality of wafers. The detection of 
such defects through conventional rule-based AOI means is no longer competitive 
and hence the need for the employment of more advanced technologies, for instance 
deep learning techniques. Owing to the advancement of computing technology, the 
use of convolutional neural networks (CNN) has gained traction in a myriad of fields 
including defect detection [3–6]. Instead of training the CNN models from scratch, 
researchers have attempted to use pre-trained CNN (also known as transfer learning) 
models to further expedite the training process and have demonstrated appreciable 
performance. 

Ghosh et al. [7] proposed the use of a transfer learning approach to classify printed 
circuit board (PCB) defects. The PCB images taken consist of 4655 grayscale images 
of true defects class and 2888 grayscale images of pseudo-defects class. A pre-trained 
CNN model, i.e. Inception V3, was used to extract the features, whilst the SVM model 
was used to classify classes. It was shown in the study that the proposed method was 
able to achieve an accuracy of 91.125%. Abdulkadis Seker et al. [8] proposed the 
use of a pre-trained CNN model, viz. AlexNet for fabric defect detection. A total of 
3275 images, which includes 936 fabric defect images were used in the study. The 
AlexNet model was used for both extracting the features as well as classifying the 
defect images. It was shown from the study that an accuracy of 98.75% is attainable 
via the proposed method.
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In a recent study, Pan et al. [9] proposed the use of a modified transfer learning 
model in the classification of welding defects. A total of 6208 images that consist of 
five types of welding defects were investigated in the study. A modified version of 
the MobileNet by adding an additional fully connected layer with Softmax classifier 
could achieve a classification accuracy of 96.88%. It is evident that from the related 
literature on defect detection that different iterations of transfer learning models could 
provide reasonable classification in distinguishing the evaluated defects. Therefore, 
this study aims at investigating the efficacy of different feature-based DenseNet 
transfer learning models for feature extraction purpose, whilst the optimized SVM 
model shall classify the quality of the wafer, i.e. pass or fail. 

2 Methodology 

2.1 Data Collection 

A total of 395 wafer images obtained from a multi-national manufacturing company 
located in Penang, Malaysia, were used in the present study. The images were taken 
from an industrial machine vision platform, i.e. Jäger Vision provided by Ideal Vision 
Integration Sdn Bhd that consists of a 5× telecentric camera. The dataset consists 
of both pass (non-defect) and fail (defect) types of wafer images was split into a 
stratified ratio of 60:20:20 for training, testing and validation, respectively. Figure 1 
depicts the sample of the images used in the present study. 

Fig. 1 Left: Pass image. Right: Fail image (Defect in red box)
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2.2 Models and Evaluation 

In the present study, six types of ResNet models were employed in extracting 
the features from the images in the proposed transfer learning pipeline. The fully 
connected layer in the present study is swapped with the support vector machine 
(SVM) classifier. The images were rescaled to 224 × 244 prior feeding it to the 
ResNet models and flattened to 7 × 7 × 2048. Once the features were extracted from 
the images, it is then fed into the SVM model. The hyperparameters of the SVM 
model, i.e. kernel, regularization, gamma and degree for the polynomial kernel, 
were optimized through the exhaustive grid-search technique via five-fold cross-
validation on the training dataset [10, 11]. The regularization parameter, C and the 
gamma parameters were varied between 0.01 and 100 with a multiplication of 10 
interval. The kernels investigated were linear, polynomial, radial basis function (RBF) 
and sigmoid. Whilst for the polynomial kernel, the quadratic and cubic kernels were 
investigated. Subsequently, the performance of the pipelines was evaluated through 
the classification accuracy, precision, recall and F1-score. The models were devel-
oped via Spyder, a Python programming IDE with its associative Scikit-learn, Keras 
and TensorFlow libraries. 

3 Results and Discussions 

From Fig. 2, it is apparent that the best performing pipeline is the ResNet101 v2-
optimized SVM pipeline which has an average accuracy of 95% for validation and 
testing dataset. By only referring to the training dataset accuracy, all of the ResNet 
transfer learning models with it is associated optimized SVM models are able to 
reach a classification accuracy (CA) of 99%. Nevertheless, the CA for the test and 
validation dataset varies between the pipelines where the ResNet101v2-optimized 
SVM pipeline was demonstrated to be the best at 95%. The optimized SVM classi-
fier hyperparameters for this particular pipeline are 0.01 for the regularized, C and 
gamma parameters, respectively of along with a linear kernel. The other performance 
indicators of the ResNet101 v2–SVM pipeline on the test dataset are shown in Table 
1.

Based on the confusion matrix of the best pipeline for the different dataset evalu-
ated as illustrated in Fig. 3, where 0 denoted as pass, whilst 1 as fail. It could be seen 
that 2 failed images (1% of total images) were misclassified as pass (under-reject) 
in the training dataset. Whilst for the validation dataset, 3 pass images (4% of total 
images) were failed (over-reject), whilst for the testing dataset, 2 pass images and 3 
fail images were misclassified via the developed pipeline. It could be observed that 
the ResNet101v2 pre-trained CNN model has a better ability in extracting significant 
features amongst the other ResNet models of the evaluated wafers.
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Fig. 2 Comparison between evaluated ResNet-optimized SVM pipelines 

Table 1 Performance measure of ResNet101v2-optimized SVM on the test dataset 

Category Class Precision Recall F1-Score CA 

Pass 0 0.93 0.95 0.94 0.94 

Fail 1 0.95 0.92 0.90

4 Conclusion 

The present study has investigated the efficacy of different feature-based ResNet 
transfer learning family with optimized SVM model in classifying the state of 
the wafer defect investigated. It was shown that the identified pipeline, i.e. the 
ResNet101v2-optimized SVM pipeline is able to distinguish well the defects. Future 
works shall investigate multi-class defects within the fail class as well as investigate 
other transfer learning families and classifiers towards a robust identification of wafer 
defects.
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Fig. 3 Comparison between 
the evaluated pipelines

(a) Training 

(b) Validation 

(c) Testing 
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The Correlation Between Peltier Module, 
Solution Volume and Temperature 
in IoT-Controlled Hydroponic Nutrient 
Solution Management 

Hamdan Sulaiman, Ahmad Anas Yusof, and Mohd Khairi Mohamed Nor 

Abstract This paper presents the study to determine the correlation of factors 
considered in developing a temperature control system that remotely controls the 
heating and cooling process of a hydroponic nutrient solution (HNS). The system 
incorporates the use of the Internet of Things (IoT), to remotely monitor, control, and 
acquire data. The ESP32 is used to provide IoT connectivity through the Blynk appli-
cation. The temperature measurements were collected using the DS18B20 temper-
ature sensor. The number of Peltier modules utilized for both heating and cooling 
cores varies from 1 to 4 units, as well as the volume of solution employed, varies 
between 1000 ml, 1500 ml, and 2000 ml, respectively. The heating and cooling 
performances were evaluated by determining the thermal equilibrium temperature 
meanwhile the correlation was analyzed using a fit regression model. The highest 
and lowest temperature recorded are 67.36 °C and 11.88 °C, respectively, with the 
uses of 4 Peltier modules as the temperature regulation core. Furthermore, the result 
reveals that the number of Peltier modules factor has significant affect (P < 0.05) on 
both of the heating and cooling capabilities of the system meanwhile the volume of 
the HNS factor is only significant for cooling performance (P = 0.023) compared 
to heating performance (P = 0.205). The correlation of the factors is represented by 
the regression model. 
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1 Introduction 

In both educational and industrial works, high accuracy reading is vital to ensure a 
precise and reliable result. Temperature variation has a very high potential to influence 
some properties and behavior of an aqueous solution, which can lead to erroneous 
results. The temperature has a major effect on an aqueous solution according to many 
types of research. Meticulous research regarding the effect of temperature on certain 
properties of an aqueous solution necessitates a temperature regulation process to 
undergo either heating or cooling process. This study presents a temperature control 
system that utilize Peltier module as the temperature regulation core and the Internet 
of Things (IoT) as the platform for temperature monitoring, control, and data acqui-
sition. Furthermore, the performances of the system were evaluated by determining 
the maximum and minimum temperatures in unit of Celsius (°C). The factors consid-
ered in the development of the system were analyzed using regression analysis to 
identify the significance of the factors on heating and cooling capabilities. 

A simple way to describe a Thermoelectric (TEC) Peltier module is that it resem-
bles a flat-square plate with two sides, the cold side, and the hot side. The Peltier effect 
occurs when electricity is forced to flow through a circuit, generating a temperature 
difference between the junctions of electric conductors made of two different types of 
materials [1, 2]. An array of p- and n-type semiconductor components highly doped 
with electrical carriers makes up a thermoelectric module. Electrically connected 
in series, yet thermally coupled in parallel, the elements are organized in an array. 
Figure 1 shows the array is subsequently mounted to two ceramic substrates, one on 
either side of the elements. It has been used for a variety of applications, including 
refrigeration, clinical cooling, and electrical equipment cooling. The Peltier module 
is regarded as the system’s temperature-regulating core.

Research had been done and the results show that the temperature changes are 
known to alter alcohol aggregation behavior and water structure [3]. Others have 
demonstrated that varying water temperatures result in different pH effects on copper 
toxicity in green microalgae [4]. Temperature is also important in determining the 
lubricity of a solution [5]. All scholars agree that the changes of temperature are 
able to alter some properties or behavior of an aqueous solution. This effect could 
potentially change some properties of a Hydroponic Nutrient Solution (HNS). The 
HNS is one of the most important factors to ensure the successfulness of hydroponics 
horticulture, and two fundamental parameters of the nutrient solution that must be 
managed and monitored regularly are electrical conductivity (EC) and hydrogen 
potential (pH) to ensure that plant growth is at an optimal level. As a result, more 
research regarding temperature compensation can be done to see how temperature 
affects the readings of EC and pH in the hydroponic nutrient solution [6–8]. However, 
a temperature control system needs to be developed in the first place.
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Fig. 1 Illustration of a TEC Peltier module

2 Methodology 

Figure 2 shows a schematic diagram of a temperature control system utilizing 4 
Peltier modules as one of the factors considered in the experiment’s conditions. 

Fig. 2 Schematic diagram of temperature control system



288 H. Sulaiman et al.

By referring to Fig. 2, a 12 VDC 30 A power supply was used to energize 12 V 
components used in the system which are four Peltier modules (TEC12706) as the 
temperature regulation cores and, two 12 VDC submersible pump which is used to 
convey the HNS from a container into the temperature regulation system. Besides 
that, 12 VDC fan is also used to enhance the convection process of the system to 
increase the heating and cooling capabilities. All of these components were controlled 
by ESP32 microcontroller through 8-channel relay. ESP32 is used as the microcon-
troller due to its capability to provide a Wi-Fi connection so that the IoT can be 
implemented in the system. Therefore, the process of triggering on and off of the 
components are done remotely through Internet. Another power supply (9 VDC 3A) 
is used to powered up the temperature sensor (DFRobot DS18B20), ESP32 micro-
controller and the 8-channel relay. However, the voltage of 9 VDC is stepped down 
to 5 VDC on the first place before powering up these components as the voltage 
requirement of the components is 5 VDC. 

To describe the connections of the components, the negative wire (GND) of the 
Peltier module 1, 2, 3, and 4 were connected to the normally open (NO) pins of the 
relay channel 1, 2, 3, and 4, respectively. Channel 5 and 6 of the relays are used to 
control the fan of the heating and cooling system, respectively. Channel 7 and 8 of 
the relays are used to control the pumps for heating and cooling system, respectively. 
Note that these open circuit is controlled by the ESP32. Channel 1, 2, 3, 4, 5, 6, 7, 
and 8 of the relays is controlled by pin 15, 2, 4, 16, 17, 5, 18, and 19 of the ESP32 
and the relay can be triggered on by writing “digitalWrite(relayNumber, LOW);” 
in the program. Furthermore, the data pin of the temperature sensor is connected 
to digital pin 22. The program of the system is written by using the Arduino IDE. 
The HNS is filled manually according to the experiment, and the Peltier module 
is also activated manually using a smart device through Blynk Apps IoT platform. 
Temperature readings were taken every minute and sent to the cloud. Each set of 
experiments lasted three hours. Table 1 represents the experimental design, which is 
a multilevel full factorial design with 24 experiments containing a combination of 
factors.

To evaluate the system’s performance, the experiments used a multilevel full 
factorial design. The number of Peltier modules used as heating and cooling cores, 
as well as the volume of the test solution, were considered as the continuous factors. 
The level denotes the number of points considered to be the value of an independent 
variable. There are 4 levels of Peltier module factor and 3 levels of volume of water 
factor. The controlled variables are the experiment period and test solution, which are 
3 h, and HNS, respectively. The experiments are divided into two categories: heating 
experiments and cooling experiments. Each category contains 12 sets of experiments, 
for a total of 24 experiments to be carried out.
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Table 1 Design of 
experiment for system 
performance test 

Run Peltier numbers 
(level) 

Volume of water 
(level) 

1 4 1 

2 3 3 

3 3 1 

4 2 3 

5 1 3 

6 2 1 

7 1 1 

8 4 2 

9 4 3 

10 1 2 

11 2 2 

12 3 2

3 Results and Discussion 

The results acquired through the experiments are tabulated in Table 2. The highest 
temperature recorded is 67.36 °C whereas the minimum temperature is 11.88 °C with 
the temperature regulation cores of 4 Peltier modules and 1000 ml of water. Besides 
that, the maximum temperature is noted to increase, with the increase of the number 
of Peltier and the decrease in the volume of water. On the other hand, the minimum 
temperature decreases with the same conditions as the maximum temperature.

Minitab Statistical Analysis software is used to analyze the result by using fit 
regression model to determine the correlation between the number of Peltier modules, 
volume of water, and maximum and minimum temperature as shown in Fig. 3. The  
maximum and minimum temperature has been set as the responses whereas the 
number of Peltier module and the volume of water has been set as the continuous 
predictor. The regression analysis is run automatically by the Minitab software and 
results is tabulated in Table 3.

By referring to Table 3, the P-value of the regression analysis represents the 
significance of the factor toward either heating or cooling process. A P-value which 
is less than 0.05 indicates that the factor has significant effect on the respective process 
whereas a P-value more than 0.05, vice-versa. The number of Peltier module used 
for heating process has a greater influence on the achievable maximum temperature 
(P = 0.000) compared to the water volume factor (P = 0.205). This can be validated 
when observing the maximum temperature according to the manipulation of the 
variable. The experiments (run 1, 3, 6, and 7) which manipulate the number of 
Peltier module (1 to 4 units) but having the same volume of water (1000 ml), shows 
a difference of temperature up to 22.74 °C (run 1–run7). On the other hand, the 
difference of temperature with the setting of fixed number of Peltier module (1 unit)
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Table 2 Results of temperature control experiment 

Run Factor 1 
Peltier module 
(unit) 

Factor 2 
Volume of water 
(ml) 

Response 1 
Max 
Temperature 
(◦C) 

Response 2 
Min 
Temperature 
(◦C) 

1 4 1000 67.36 11.88 

2 3 2000 60.47 16.04 

3 3 1000 62.69 14.81 

4 2 2000 53.46 16.81 

5 1 2000 43.23 20.94 

6 2 1000 55.00 16.45 

7 1 1000 44.62 18.38 

8 4 1500 67.31 12.98 

9 4 2000 67.28 13.05 

10 1 1500 43.65 19.94 

11 2 1500 53.67 16.50 

12 3 1500 61.54 15.94

Fig. 3 Fit regression model using Minitab

and manipulated volume of water (run 5, 7, and 10) is only up to 1.39 °C (run 7–run 
5). 

As for the cooling process, the number of Peltier module (P = 0.000) has a 
greater effect on the achievable minimum temperature compared to the factor of 
the volume of water (P = 0.023). However, the volume of water is considered as a 
significant factor as the P-value is lower than 0.05. The R-sq of the heating and cooling 
process indicates 98.25% and 92.65% of confidence, respectively, that the variance 
in the maximum and minimum temperature contributed by the factors included in the 
analysis. The high percentage of R-sq(pred), 96.68% and 87.00%, also represents 
that the model has adequate predictive ability to predict the value of the maximum
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Table 3 Regression analysis for temperature control system 

Term Coef SE Coef T-Value P-Value VIF 

Heating 

Constant 39.16 1.73 22.68 0.000 

Peltier module 7.797 0.350 22.30 0.000 1.00 

Volume of water −0.001307 0.000958 −1.37 0.205 1.00 

Regression model Min Temp = 19.733–2.234 Peltier Module + 0.001330 Volume of 
Water 

Model summary S R-sq R-sq(adj) R-sq(pred) 

1.35419 98.23% 97.84% 96.68% 

Cooling 

Constant 19.733 0.878 22.47 0.000 

Peltier module −2.234 0.178 −12.56 0.000 1.00 

Volume of water 0.001330 0.000487 2.73 0.023 1.00 

Regression model Min Temp = 19.733–2.234 Peltier Module + 0.001330 Volume of 
Water 

Model summary S R-sq R-sq(adj) R-sq(pred) 

0.689051 92.65% 91.02% 87.00%

and minimum temperature using the regression model correspond to the heating or 
cooling process, respectively. 

4 Conclusion 

The IoT-based temperature regulation system has been assessed to determine the 
heating and cooling performance by identifying the thermal equilibrium temperature. 
The highest and lowest temperature recorded is 67.36 °C and 11.88 °C, respectively, 
with use of 4 Peltier module as the temperature regulation core. The results show 
that the heating and cooling capability significantly increases with the increase in the 
number of Peltier modules used. To be specific, the regression models represent the 
correlation between the factors and the responses and it indicates that the performance 
of the system significantly depends on the number of Peltier modules used as the 
P-Value is <0.05. Therefore, the desired temperatures can be determined by using 
the regression model with an accuracy of 96.68% and 87.00% for the heating and 
cooling processes, respectively. With regards to hydroponic nutrient management, the 
developed temperature regulation system can be applied to regulate the temperature 
of the hydroponic nutrient solution to the desired temperature by referring to the 
regression model to predict the number of Peltier module needed with respect to the 
volume of water. On the other hand, the developed system can also be used by the 
reader as a test rig for further analysis with regards to the effect of temperature onto
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an aqueous solution such as determining the effect of temperature on EC and pH of 
the hydroponic nutrient solution. 
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The Statistical Impact of Artificial 
Intelligence Towards the Price Change 
of Financial Instrument 

Lim Guo Huang, Choong Kah Wei, Nor Aziyatul Izni, Loh Yue Fang, 
Tan Sher Lyn, and Sarah Atifah Saruchi 

Abstract Forecasting future price is not an easy task due to wide impact variables, 
nonlinear, and complexity in financial market. Fundamental analysis plays an essen-
tial role in price valuation when financial analyst, investors, and institutional traders 
were on their ways to evaluate current stock prices. Industrial Revolution 4.0 (IR4.0) 
creates a trend of evolution of artificial intelligence (AI) in financial technology 
field. The machine learning (ML) become one of the famous techniques used by 
the investors to forecast the movement of financial derivative’s price. Therefore, this 
study aims to determine the optimal model in forecasting the S&P 500 market index 
price. The models used are Artificial Neural Network (ANN), Long Short-Term 
Memory (LSTM), and Random Forest (RF). The duration of data used is 10 years 
which is from January 1st 2011 to December 31st 2021, which included the weekends 
and public holidays. The data was split into training set and testing set. Training set 
is fitted into the models to obtain the optimal combination of parameter to gain the 
accuracy and reliability of result. After getting the appropriate parameters for each 
model, testing phase was carried out to determine the optimal model by using the 
error metrics which are mean absolute percentage error (MAPE), root mean squared 
error (RMSE), and mean absolute error (MAE). As a results, ANN is the best optimal 
model in predicting the S&P 500 adjusted close process with the lowest error metrics 
and highest accuracy compared to LSTM and RF. The findings of this study can be 
used by individual and institution to forecast the future price changes of stock market
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and indexes. This can help the users to have a better prediction on future price so 
that they make an appropriate decision in the investment process. 

Keywords Stock price prediction · Decision support · Artificial neural network ·
Financial instrument 

1 Introduction 

The fundamental analysis plays an important role in price valuation when financial 
analyst, investors and institutional traders were on their ways to evaluate current 
stock prices. In twentieth century, individual has lack of resources in access to rele-
vant information in financial market. Most of them are pursuing information through 
learning from experienced, receiving information from economic newspaper and 
telegram. From a theoretical point of view, an efficient valuation of a firm should 
reflect on the firm’s development and crucially dependent on the available informa-
tion for investors. The financial news was leading to the adjustment of investor’s 
expectation towards the price prediction [1]. 

A dramatic shift in the way of trading happens after the development of AI. 
With the help of AI, investors can collect data in a short period and execute trade 
in microseconds [2]. Other than that, self-learning of AI improves the accuracy the 
result obtained. Elimination of mental processes of human experts during a financial 
decision improve the development of AI in financial market. 

In twentieth century, investors could purchase for certain financial instrument such 
as stocks, bonds, trust funds through phone calling, walk-in service and trusteeship. 
The inconvenience does not affect the prompt of investment trend in the era. As the 
concept of investment is getting wider in the era, more citizens are willing to turn 
themselves from saving money into investing money. In the study of financial market, 
there are various of investment products such as Initial Public Offering (IPO) stocks, 
treasury-bills, and corporate bonds, which meets public’s preferences. 

As entering to twenty-first century, there are more access for investors to get rele-
vant information, through Internet browsers, financial education, and even pursuing 
for degree major in economic or finance. Investors now could do self-learning through 
online or offline same as in twentieth century. The evolution of technology creates a 
brand-new trend of finance investment. Investors interested in using machine learning 
techniques to develop an automated agriculture commodities price forecast system 
[3]. Popular machine learning algorithms such as Artificial Neural Networks (ANN), 
Long Short-Term Memory (LSTM), and Random Forest (RF) have been investi-
gated and implemented with large historical datasets and creates a model with small 
mean-square error for the selection of price prediction engine of a proposed system. 

The financial market is influenced by a variety of economic factors. The prediction 
of future prices will be more accurate when using a wider sample of economic 
elements. Therefore, the objective of the research is to investigate the relationship 
between the financial factors and future price change. This study used economic data
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(Open, High, Low, and Close (OHLC) of Standard and Poor’s 500 (S&P 500)), US 
10Y bong yield, USD Dollar Index, crude oil price, and gold price) as independent 
variables to predict the future price of S&P 500. There is no combination yet of 
mentioned variables in computing a model for assisting investors in price prediction. 
Hence, the impact of independent variables using machine learning is implemented 
through machine learning and leads to the next objective which is to examine the 
usage of ANN, RF, and LSTM and examine the accuracy of models in prices change 
prediction to obtain the best performance model. 

2 Literature Review 

In the article of Jareño and Negrut [4], the stock market in the United States had a posi-
tive and statistically significant association with gross domestic product (GDP) and 
industrial production index (IPI) variables, but a negative and statistically significant 
relationship with unemployment and interest rates [4]. Gokmenoglu and Fazlollahia 
[5] conclude that gold is an excellent stock substitute. In short-term, the volatility of 
gold has no impact on S&P 500 [5]. In addition, gold shows a negative correlation 
with S&P 500 in financial crisis [6]. Hsing and Hsieh [7] found that the Poland’s 
stock index rises due to a higher real GDP [7]. Hsing [8] also concludes that the 
US stock market index will grow as real GDP rises, real Treasury bill rates fall, and 
inflation falls [8]. In the study of Danso [9], they discovered a negative relationship 
between unemployment and GDP growth rate and stock market performance, but 
a direct relationship between inflation and stock market performance [9]. Besides, 
Balcilar and Ozdemir [10] conclude a result of the switching model demonstrate that 
oil futures return has a high predictive capacity for each of the S&P 500 sub-index 
returns evaluated over various sub-periods in the sample, but each of the S&P 500 
sub-index returns has a low predictive capacity for the oil futures price [10]. 

Similar interpretation of both models, ANNs using epoch approach as the 
weighted inputs in computing neurons by calculating the standard error of the vari-
ables [11]. The proposed system would benefit from close collaboration between the 
AI and neuroscience fields, which would lead to a number of practical breakthroughs 
[12]. Back Propagation Algorithm applied in ANN models in making complex calcu-
lation become more user-friendly and more accurate in determining the standard error 
[13]. The hybrid method explains ANN prediction models, and to get the best accu-
racy, the Classification Error Percentage (CEP) is utilized to measure accuracy by 
altering the weightage of inputs [14]. 

According to the research report from von Mettenheim and Breitner [15], OHLC 
data can be used to compute price predictions because it does not require real intraday 
tick data for back testing [15]. In the experimental analysis, LSTM model had the 
lowest result on mean square error (MSE), but it had the worst prediction result 
coming up with lowest accuracy. In all the comparisons, associated neural network 
worked on the best result as it can predict multiple types of price data at the same data 
and had more than 95% accuracy of predicted value to the real value [16]. LSTM
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has a better performance than other models such as random forest and DNN model 
in non-stationary data. LSTM also has good performance in time-series forecasting, 
text recognizing, and sentiment analyzing [17]. 

Among the categorization strategies, Random Forest produced the best level of 
prediction accuracy, while Decision Tree-based regression models produced the least 
error in stock price modeling and prediction [18]. The empirical data show that the 
best results are obtained when the RF is utilized for both stock selection and stock 
price trend forecasting. Since the winning rate is the greatest among the models 
utilized, the RF-RF model has a very good performance in long-term stock price 
prediction [19]. The performance of the RF and LSTM models is superior to that 
of the PCA and LSTM models [20]. Random Forest and Support Vector Machines 
have a return of 2-times higher than S&P 500 index. The result shows that Random 
Forest has the highest cumulative return among these three models. It has a return of 
87.36% [21]. 

3 Methodology 

This section focuses on the details of the datasets. There will be several stages to be 
conducted in this chapter. First, Yahoo Finance will be used to extract historical daily 
prices for the S&P 500, US10Y bond yield, DXY, crude oil price, and gold price. 
Besides, the methodology related to the implementation of the proposed models to 
forecast future price of S&P 500 which included ANN, LSTM, and RF will also 
be discussed in this section. Lastly, this section explains the error metrics that are 
used to evaluate the forecasting performance and decide the best model in this study. 
The root mean squared error (RMSE), mean absolute percentage error (MAPE), 
and mean absolute error (MAE) are the error metrics used in this investigation. The 
extracted dataset spans ten years, from January 1, 2011, to December 31, 2021. Each 
independent variable and dependent variable have a sample size of 2769. 

The training data comprises 80% of the dataset and is used to train the model and 
determine the appropriate parameters, while the testing data comprises 20% of the 
dataset and is used to assess the models’ performance. The goal of having a testing 
set is to find the best model for predicting future prices. The normalization method 
is used to further process the training and testing sets. This procedure is used to 
normalize data to improve the model’s accuracy. The normalization method is as 
below: 

x ' = x − xmin 

xmax − xmin 
(1) 

Table 1 shows the correlation coefficient between the dependent variable and 
independent variables.

The OHLC of S&P 500 shows a strong positive correlation with the adjusted close 
of S&P 500. The correlation coefficient of the OHLC is close to 1. DXY and gold
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Table 1 Correlation 
coefficient between the 
independent variables and 
dependent variable 

Correlation 
coefficient 

S&P 500 
adjusted close 

Correlation 
coefficient 

S&P 500 
Adjusted 
close 

S&P 500 
Open 

0.9996 US 10Y Bond 
Yield 

−0.4266 

S&P 500 
High 

0.9998 DXY 0.5983 

S&P 500 
Low 

0.9998 Crude Oil −0.4704 

S&P 500 
Close 

1.0000 Gold 0.3327

price have positive correlation with adjusted close of S&P 500. DXY has a correlation 
coefficient of 0.5983 which are higher than gold price of 0.3327. Besides, US 10Y 
bond yield and crude oil price have a negative correlation with adjusted close of 
S&P 500. The adjusted close of S&P 500 has a −0.4266 and −0.4704 correlation 
coefficient with US 10Y bond yield and gold price, respectively. When the variables 
are positive correlated, their value will move in the same direction and vice versa. The 
closer the value of correlation coefficient towards 1 or −1, the strong the relationship 
between the variables. 

Throughout the experiments, the optimal number of epochs in constructing ANN 
model is 500. This is because the error metric is lowest and it provides a highest accu-
racy, compared with 10, 100 and 1000 epochs number. When the number increases, 
the value of error metrics will become lower, and accuracy will become higher. 
However, there is a marginal effect when the number of epochs increases. Figure 1 
shows the relationship between the number of epochs and the training loss. When 
the number of epochs becomes larger, the training loss of the model becomes lower. 

Fig. 1 Relationship between the number of epochs and the training loss
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The optimal number of trees to construct RF model is 1000 trees. This is because a 
large number of trees can increase the accuracy of prediction and prevent overfitting. 
When the number of trees increases, the error metrics becomes smaller, and the 
accuracy becomes higher. 

4 Results and Discussion 

In this section, the performance of three models will be compared and the optimal 
model is selected. The number of epochs used to examine the accuracy of the model 
is 500 because the ANN model with 500 epochs number shows the best performance 
in training process. The parameters used in ANN test prediction is shown in Table 
2. The visualization of prediction value and actual value is shown in Fig. 2. 

Table 2 Parameters used in ANN test prediction 

Parameters 2Y test prediction error 
metrics 

Number of hidden layers 3 MAPE 4.3430 

Number of neurons in each hidden layer 500, 500, 300 RMSE 187.3319 

Activation function ReLU MAE 160.9507 

Kernel initializer Uniform Accuracy 95.6600 

Batch size 20 

Number of epochs 500 

Optimizer Adam 

Loss function MSE 

Fig. 2 ANN test prediction with 500 epochs
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Table 3 Parameters used in 
LSTM test prediction 

Parameters 2Y test prediction error 
metrics 

Epoch 500 MAPE 10.6732 

Batch size 20 RMSE 583.5753 

Activity regularizer Regularizers MAE 440.4756 

Activation function ReLU Accuracy 89.3300 

Loss function MSE 

Optimizer Adam 

In the testing process, y test is used to compare with prediction value to generate 
the chart and the error metrics value. In this process, the error metrics calculated 
is not lower as the error metrics in training process. In Fig. 2, the pattern of the 
predicted value is close to the actual value. Most of the prediction value are higher 
than the actual value. Therefore, when real time analysis is carried on, the predicted 
value should be expected lower. The average dispersion of prediction from the actual 
values is 4.3430. 

Like ANN model, the optimal number of epochs used in LSTM model is 500 
epochs. This is because the LSTM model with 500 epochs number shows a lower error 
metrics value and higher accuracy than that of 1000 epochs number. The parameters 
used in LSTM test prediction is shown in Table 3. The visualization of prediction 
value and actual value is shown in Fig. 3. 

In Fig. 3, the prediction value from 0 to 200 have a good prediction pattern 
compared with the actual value. However, start from 270, the prediction pattern 
starts to diverge from the actual value. The slope of the prediction value becomes 
flat. The predicted direction is same as the actual, but the degree of movement is 
much lower than the actual value. This causes the prediction trend starts to move

Fig. 3 LSTM test prediction with 500 epochs 



300 L. G. Huang et al.

Table 4 Parameters used of 
RF test prediction 

Parameters 2Y test prediction error 
metrics 

Number of estimators 1000 MAPE 18.8758 

Random state 42 RMSE 955.0128 

Bootstrap True MAE 760.6988 

Max features 8 Accuracy 81.1200 

Min samples split 2 

Min samples leaf 1 

Max depth 20 

Max leaf nodes None 

away from the actual trend. The average dispersion of prediction from the actual 
values is 440.4756. 

The number of estimators used in test prediction of RF model is 1000. The param-
eters used in RF test prediction is shown in Table 4. The visualization of prediction 
value and actual value is shown in Fig. 4. 

In Fig. 4, most of the value of the prediction value is maintained in a same 
value. This scenario is called extrapolation. To solve this problem, the time-series 
components of data should be ignored while training the RF model. However, this 
method is not applied as the methodology of building three models in this research 
are standardized. The data from 200 to 550 do not show a clear relationship between 
the prediction value and actual value. The mean dispersion of the prediction value 
with the actual value is very huge, it is 760.6988. Table 5 shows the error metrics 
and accuracy of each model in 2 years test prediction. 

ANN model has the lowest MAPE, RMSE, and MAE in the 2 years test prediction. 
Although in the 8 years train prediction, LSTM has a better performance than ANN, 
but ANN shows a better performance than LSTM in the 2 years test prediction. ANN

Fig. 4 RF test prediction with 1000 trees
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Fig. 5 S&P 500 adjusted close price for 10 years 

Table 5 Error metrics and accuracy of three model in 2 years test prediction 

MAPE RMSE MAE Accuracy 

ANN 4.3430 187.3319 160.9507 95.6600 

LSTM 10.6732 583.5753 440.4756 89.3300 

RF 18.8758 955.0128 760.6988 81.1200

has an accuracy of 95.66% in the test prediction. The prediction trend and value are 
closer with the actual value compare with that of LSTM. In addition, ANN model 
does not show extrapolation, which happens in the RF. Therefore, ANN is the optimal 
model in predicting the future price movement of S&P 500. 

Figure 5 shown that the price of S&P 500 is in an increasing trend for 10 years. 
From the visualization of the graph, there is a huge plunge of S&P 500 Price from 
February 19th 2020 to March 23rd 2020. The plunge of 34.45% for S&P 500 Price 
is due the global occurrence of the Covid-19 pandemic. US Government policy to 
overcome the serious issue of Covid-19 pandemic in nation was challenging the 
market psychology which places nationwide restriction on the financing benefits 
of public. S&P 500 is a market index which consists of technology, travel, leisure, 
transportation, and manufacturing services, and most of the services was forced to 
shut down temporary. 

In general, the ANN model results in the best performance among the other two 
models in price prediction approach. As the result shown in Table 5, ANN model 
has the smallest error of MAPE of 4.3430 where consistent result of error can also 
been found in RMSE of 187.3319 which indicates that it has a lower range of errors 
with higher forecasting accuracy compared to other two models. The accuracy of the 
model is 95.66%, which is the highest among the three models. The illustration of the 
test prediction results from Table 2 to Table 4 displays that the error metrics and the
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accuracy has the best performance. From Fig. 2 to Fig. 4, the ANN model has the best 
fit with slight error between the predicted value and the actual value, which could 
be visualized. On the other hand, the trendline of predicted value is approximately 
fit to the trendline of actual value, with the gaps of difference in value, due to the 
fundamental impact of the US Market. On the other hand, both RF and LSTM model 
show poor performance which are reflected in the plotted graph in Figs. 3 and 4. 

5 Conclusion 

Forecasting future price is not an easy task due to wide impact variables, nonlinear 
and complexity in financial market. However, with the evolution of computer science 
and artificial intelligence, machine learning become one of the famous techniques 
used by the investors to forecast the movement of financial derivatives’ price. ANN 
is the best optimal model in predicting the S&P 500 adjusted close prices with the 
lowest error metrics and highest accuracy, compared with LSTM and RF models. 
ANN model shows an accurate price movement. To sum up, deep learning models 
are better in the prediction of stock index. 
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Total Harmonic Distortion Study 
for Improvement of AC-AC Converter 
Under Buck-Type 

Mohd. Shafie Bakar, Nurul Amira Ibrahim, and Abu Zaharin Ahmad 

Abstract An AC-AC converter is a converter that is widely used in the industrial 
sector today because of its ability to convert AC power at high frequency. Although the 
AC-AC converter is commonly used in the industry, it also has problems producing 
smooth output. The presence of high THDv at the output of AC-AC topology has a 
detrimental effect on the output of the system. The single-stage and double-stage of 
DC-modulated methodology were implemented, studied, compared, and analyzed 
under THDv-based. It demonstrates an effective method for dealing with significant 
THDv in AC-AC topologies and achieving low THDv at the output voltage according 
to IEEE-519-1992 standard while keeping the high performance of efficiency at less 
than 5%. 

Keywords Total Harmonics Distortion (THD) · Silicon Controlled Rectifier (SCR) 

1 Introduction 

The semiconductor switching device is a common condition that considerably 
impacts generating harmonics because of the switching behaviors mainly in AC-AC 
converters. The heat losses in the power system may be increased by the harmonics 
created by the AC-AC converter. These harmonics-related losses impair system effi-
ciency, induce apparatus overheating, raise power coats, and harmonics current that 
impacts power electronics equipment. In traditional AC-AC topologies, as shown 
in Fig. 1 where two SCRs are being used. To perform a full AC voltage waveform, 
the PWM must trigger the SCR and generates unwanted harmonics [1]. To achieve 
power quality requirements, passive components are highly needed on the AC side 
of the power converter to reduce switching power frequency-related harmonics [2].

Thus, this paper is organized in the following steps. In Sect. 2, represent the circuit 
design of two different scenarios to evaluate the total harmonic distortion voltage 
(THDv) and efficiency of the system that are separately being simulated. The first
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Fig. 1 Conventional AC-AC 
topologies

scenario covers single-stage DC-modulated AC-AC converters, whereas the second 
scenario covers double-stage DC-modulated AC-AC converters [3]. In Sect. 3, the  
results of both scenarios are presented, and an experiment is carried out to verify the 
suggested system. This section examines into the comparisons for both scenarios, 
and the obtained experiment result coincides well according to IEEE Std 519-1992 
[4]. 

2 Methodology 

This study comes out with the idea of applying bidirectional switches namely master 
switch (Sm) and slave switch (Ss) [5]. MOSFETs are being used for replacing the 
design of the switches. The simulation development is carried out from AC conven-
tional topology as DC-modulated in AC-AC converter. The design parameter in this 
study are duty cycle and phase angle. There will be two scenarios in designing a 
circuit of DC-modulated AC-AC converter, which are, a single-stage and double-
stage BUCK-Type AC-AC converter. Both scenarios will use the same value of 
parameters setting includes: L = 10 mH, R = 150 Ω, C  = 3uF, Vs = 200, and Vrms 
with frequency = 50 Hz. 

2.1 Single-Stage DC-Modulated BUCK-Type AC-AC 
Converter 

Basically, in the traditional topology of AC-AC converters SCRs are being used as 
switching devices where user controlled the gate input terminal. SCRs work on two 
conditions; forwarding conduction mode and reverse blocking diode, which depends 
on the positive and negative cycle of the applied voltage. Figure 2 presents the 
schematic diagram that has been constructed in MATLAB/Simulink. First scenario 
depicts a single-stage DC-modulated AC-AC converter where the bidirectional 
switches are connected as illustrated in Fig. 3.

This sudden switching of a voltage yields a large number of harmonics or electrical 
noise. Such disturbance may disrupt any electrical operation [6]. So, replacing the 
SCRs with a better switching component can reduce the harmonics or any unpleasant
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Fig. 2 Single-stage DC-modulated AC-AC converter 

Fig. 3 Single-stage 
bidirectional switches 
connection

noise in the output system while maintaining the good efficiency of the system. In 
this scenario, there will be a pair of bidirectional switches connected in parallel. 

2.2 Double-Stage BUCK-Type Converter 

A DC-modulated double-stage Buck-Type AC/AC converter as shown in Fig. 4. The  
bidirectional switches will have double unit of Sm and Ss where Sm1 are series with 
Sm2 and Ss1 are series with Ss2 as can be seen in Fig. 5.

With the idea of applying bidirectional switches to replace the SCRs, the switching 
device can be MOSFETs or IGBTs. In this study, MOSFETs have been chosen for 
the design as shown in bidirectional switches for single-stage and double-stage. The 
term bidirectional means that there will be two units of a switch always connected. 
The operation of a bidirectional switch is that the master switch is controlled by a 
PWM that has an adjustable conduction duty cycle and it conducts the input current 
to forwardly flow in the positive input voltage. Next, it can conduct in the opposite 
direction where the input current is reversely flowing in the negative input voltage. 
Finally, the slave switch is conducted when the master switch is in off mode. A slave 
switch can be defined as a free-wheeling device to conduct the current flow [7].
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Fig. 4 Double-stage DC-modulated BUCK-Type 

Fig. 5 Double-stage bidirectional switches connection

In addition, if certain converters require several bidirectional exclusive slave 
switches, the additional Ss just need to copy or repeat. If more than one bidirec-
tional slave switch and one synchronously bidirectional slave switch are required 
by some converters, the synchronously bidirectional slave switch Ss can be built by 
simply copying or repeating the master switch Sm. 

3 Result and Analysis 

This section depicts the THDv and efficiency of each design parameter for single-
stage and double-stage at the selected duty cycle, which is 30% under phase delay 
of 45° for single-stage and 75% under phase delay of 45° for double-stage.
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3.1 Single-Stage DC-Modulated BUCK-Type AC-AC 
Converter 

Figure 6 shows a THDv under two duty cycles at 30 and 70%, respectively. In single-
stage scenarios, the THDv is greater by 30% at the duty cycle, compared to 75%. 
The duty cycle 75% as illustrated in Fig. 7 of this scenario has high efficiency as 
compared to the duty cycle of 30%. The result confirms the association between duty 
cycle and output voltage when the duty cycle is low in a BUCK converter, the output 
voltage is low, and when the duty cycle is high, and the output voltage is high. 

Fig. 6 THDv for 
single-stage DC-modulated 
BUCK-Type AC-AC 
converter 

Fig. 7 Efficiency of 
single-stage DC-modulated 
BUCK-Type AC-AC 
converter
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3.2 Double-Stage DC-Modulated BUCK-Type AC-AC 
Converter 

In this part, the THDv and efficiency of a double-stage DC-modulated BUCK-Type 
AC-AC converter are observed. The effect of a double-stage DC-modulated BUCK-
Type AC-AC converter on THDv and efficiency is shown in Figs. 8 and 9. 

For double-stage DC-modulated AC-AC converter, the THDv have a constant 
reading for duty cycle 30% but at the duty cycle 75% there are small changes of 
THDv at phase delay 240°. The efficiency of double-stage DC-modulated is more 
stable compared with single-stage DC-modulated. It is because in double-stage it 
will process the bidirectional switches twice and it give more efficient and accurate 
reading for both THDv and efficiency. 

Other studies [8] have found a link between duty cycle and THDv. As there is 
no reactive power, no capacitor, and no inductor in this suggested design, the power

Fig. 8 THDv for 
double-stage DC-modulated 
BUCK-Type AC-AC 
converter 

Fig. 9 Efficiency of 
double-stage DC-modulated 
BUCK-Type AC-AC 
converter 



Total Harmonic Distortion Study for Improvement of AC-ACConverter… 311

factor has no effect on the power system because the load is simply resistive where 
the power factor is extremely high. 

4 Conclusion 

The main idea of this study to resolve the un-smooth output voltage by viewing the 
THDv as main indicator. This study successfully investigated and developed a novel 
DC-modulated method for single-stage and double-stage AC-AC converters. It has 
the ability to overcome the drawbacks of standard AC-AC converters, such as high 
THDv. By using this approach, the THDv can be reduced by adhering to IEEE STD 
519–1992, which states that the THDv for voltage supplies less than 69 kV should 
be less than 5%. 
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Training Feedforward Neural Networks 
Using Arithmetic Optimization 
Algorithm for Medical Classification 

Koon Meng Ang, Wei Hong Lim, Sew Sun Tiang, Hameedur Rahman, 
Chun Kit Ang, Elango Natarajan, Mohamed Khan Afthab Ahamed Khan, 
and Li Pan 

Abstract Feedfoward neural network (FNN) is popular machine learning technique 
widely implemented for image classification, data clustering, object recognition, etc. 
due to its outstanding capability in processing data. Backpropagation is commonly 
employed as a conventional method to adjust the weights and biases of FNNs. As a 
gradient-based algorithm, backpropagation tends to have slow convergence rate and 
highly dependent on the initial solution generated. Arithmetic optimization algorithm 
(AOA) emerges as a promising metaheuristic search algorithm (MSA) to replace 
conventional method in training FNNs due to its outstanding global search ability. 
In this paper, AOA is designed to optimize the weights, biases and selection of 
activation functions of FNN for image classification. Medical datasets are extracted 
from UCI Machine Learning Repository to assess the capability of AOA in training 
FNN. Comparative studies report that the promising performance AOA in training 
FNN for medical classification. 

Keywords Feedforward neural network · Machine learning · Arithmetic 
optimization algorithm · Classification 

1 Introduction 

Artificial neural network (ANN) is a machine learning method inspired by human 
nervous system in simulating the cerebral cortex of brain structure. ANNs that were 
proposed by researchers can be categorized into several types known as feedforward 
neural network (FNN), convolutional neural network (CNN), deep neural network 
(DNN), recurrent neural network (RNN), etc. FNN is one of the most commonly
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known ANNs due to its outstanding performance in performing machine learning 
tasks and simplicity of network architecture [1]. Generally, FNN structure can be 
separated into three main parts, known as input, hidden, and output layers. The 
information extracted from the input data is processed in each layer and transferred in 
one-way from the input layer to hidden layer, followed by the output layer [1]. In each 
neuron, an activation function is implemented to transform the summed weighted 
input received by the neuron into nonlinear output. This nonlinear characteristic plays 
a crucial role for a FNN model to have competitive performance in tackling machine 
learning tasks with different complexity level such as functions approximations, data 
predictions [2]. However, a training process is required to obtain the best combination 
of biases and weights of each neuron in a FNN model by optimizing an objective 
function that measures the mean differences between the obtained and expected 
results [3]. 

Backpropagation (BP) is a conventional gradient-based algorithm employed to 
train FNN models [1]. However, several studies reported that BP tends to restrict the 
performance of FNN by producing suboptimal solutions of weights and biases in the 
training process [1, 3, 4]. Metaheuristic search algorithms (MSAs) are envisioned 
as potential solutions in optimizing the weights and biases of FNN due to its excel-
lent global search ability in tackling various optimization problems [5–23] with high 
convergence rate. Arithmetic optimization algorithm (AOA) [24] is a state-of-the-art 
MSA motivated by the distribution behavior of the arithmetic operators, known as 
addition, subtraction, multiplication, and division. Different strengths of explorative 
and exploitative behaviors adopted in AOA tend to prevent the loss of solution diver-
sity in the early stage and promote the convergence of possible solutions toward the 
global optima in the late stage of searching process, respectively. Nevertheless, AOA 
was initially proposed to solve only benchmark functions and its capability to iden-
tify the optimal combination of weights and biases of FNN for medical classification 
remain questionable. 

In this paper, AOA is employed as a training algorithm to optimize the weights, 
biases, and selection of activation functions of FNN model. The main contributions 
of this study are highlighted as follows: 

1. An optimization model is formulated to facilitate the searching of optimal 
combination of weights, biases, and activation functions of FNN model. 

2. AOA is employed to train the FNN classifier, aiming to enhance its classification 
performance when dealing with medical classification tasks. 

3. The performance of AOA and other six MSAs in training FNN classifier for 
solving medical classification tasks are assessed by using medical datasets 
extracted from UCI Machine Learning Repository. 

For remaining sections of this paper, related works are summarized in Sect. 2, 
followed by Sect. 3 that describes the mechanisms of training FNN model with 
AOA. The performances of all MSAs in training FNN for medical classification are 
compared in Sect. 4. The conclusion and future study are summarized in Sect. 5.
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2 Related Works 

2.1 Inspiration of Arithmetic Optimization Algorithm 

Two typical behaviors known as exploration and exploitation can be observed from 
MSAs during optimization. Exploration enables MSAs to have wide coverage of 
search space with good solution diversity, whereas exploitation refines solutions 
obtained around global optima. Imbalanced of exploration or exploitation strengths 
can result in premature convergence of algorithm due to the entrapment of solutions 
in local optima. 

Arithmetic optimization algorithm (AOA) is a MSA inspired by the distribution 
behavior of various arithmetic operators known as addition, subtraction, multiplica-
tion, and division [24]. The exploration and exploitation behaviors of AOA were 
achieved by the arithmetic operators, where the search behavior was adaptively 
selected in different stages of the optimization process. Specifically, multiplica-
tion and division operators were formulated to promote the exploration strengths, 
while addition and subtraction operators were formulated to enhance the exploita-
tion strengths of AOA. In order to adaptively select the search behavior in different 
stages of optimization process, a Math Optimizer Accelerated (MOA) function was 
designed as follow: 

MO  Aτ = Amin + τ ×
(
Amax − Amin 

τ max

)
(1) 

where τ is current fitness evaluation number within the range of [1, τ  max]; Amin and 
Amax represent the lowest and highest values of the function, respectively. 

2.2 Approaches of FNN Training Using MSAs 

A hybridized particle swarm optimization (PSO) and steepest descent algorithm 
[25] was introduced to address overfitting issues when optimizing the FNN models. 
Specifically, PSO was implemented to locate the best combination of FNN structures 
by reducing the learning error function, while the steeped descent was incorporated 
to enhance the training accuracy and speed by fine-tuning the weights obtained from 
the global best solution. A hybridized PSO with gravitational search algorithm (GSA) 
[3] was introduced to optimize the FNN model in terms of its weights and biases, 
where PSO operators were employed to address the poor convergence issue of GSA. 

Besides classification tasks, MSAs were also applied to optimize FNN structures 
for tackling real-world prediction problems. In [26], teaching–learning-based opti-
mization (TLBO) was introduced to optimize FNN model to estimate the capacity 
of both driven and drilled shaft piles implanted in un-cemented soils. In [27], an
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improved TLBO was introduced to forecast building energy usage. In [28], a TLBO 
variant with modified learning phases was proposed to optimize FNN model, in terms 
of weights, biases, and activation functions, to solve classification problems. These 
previous studies suggested the potential of MSAs as promising alternative to train 
FNN models robustly. 

3 AOA-Optimized FNN Model 

3.1 Formulation FNN Training Optimization Problem 

A typical FNN structure consists of three layers, known as input, hidden, and output 
layers, with P input neurons, Q hidden neurons, and S output neurons, respectively, 
is illustrated in Fig. 1. Let  Ip, Hq , and Os be the pth input neuron, q-th hidden 
neuron, and s-th output neuron, respectively, where p = 1, ..., P , q = 1, ..., Q, 
and s = 1, ..., S. The weight between Ip and Hq is indicated as W H p,q ; the weight 
between Hq and Os is indicated as W O q,s . Denote B 

H 
q and B

O 
s as the biases of q-th 

hidden neuron an s-th output neuron, respectively. The values of each Hq and Os 

are calculated by the sum of input weight and bias. Subsequently, non-linearization 
process of these weighted summation is performed by using an activation function
ϕ(·) as follow: 

Hq = ϕ

⎛ 

⎝ 
P∑

p=1 

W H p,q I p + B H q 

⎞ 

⎠ (2) 

Fig. 1 FNN model with three layers
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Os = ϕ

⎛ 

⎝ 
Q∑

q=1 

W O q,s Hq + BO 
s 

⎞ 

⎠ (3) 

The FNN training optimization problem considered in this study not only 
considers the optimal combination of weights and biases, but also search for best 
activation functions for specific datasets. Hence, the dimensional components consid-
ered by AOA in training FNN are separated into three categories, i.e., (i) weights 
W H p,q , W O q,s ∈ [−1, 1], , (ii) biases B H q , BO 

s ∈ [−1, 1], , and (iii) index of activation 
function K = {1, 2, 3, 4, 5}, where the values of 1, 2, 3, 4, and 5 denote the binary 
step, uni-polar sigmoid [2], hyperbolic tangent [2], inverse tangent, and rectified 
linear unit (ReLU) [29], respectively. The encoding of AOA solution (i.e., X) and its 
dimensional sizes are given as: 

X = [W H 1,1, ..., W H p,q , ..., W H P,Q, ..., W O 1,1, ..., W O q,s , ..., W O Q,S, 
B H 1 , ..., B 

H 
q , ..., B 

H 
Q , ..., B

O 
1 , ..., B

O 
s , ..., B

O 
S , K ] (4) 

D = P · Q + Q · S + Q + S + 1 (5)  

In this study, the objective function f (X ) is defined by measuring the mean 
square error εms between the obtained and expected output values produced by AOA 
in training FNN model. The obtained output of g-th data sample produced by FNN 
structure optimized by candidate solution of AOA and the corresponding expected 
output of g-th data sample extracted from the dataset are Ŷg and Yg , respectively, 
where g = 1, ..., G. The  εms value obtained by the FNN model trained using solution 
X are computed as: 

f (X ) = εms (X ) = 
1 

G 

G∑
g=1

(
Ŷg(X ) − Yg

)2 
(6) 

Notably, the FNN training optimization is a minimization problem because it aims 
to reduce εms that can lead to the increasing of classification accuracy of FNN model. 

3.2 Arithmetic Optimization Algorithm (AOA) 

At the beginning of the optimization process after the population is initialized 
randomly, the MOA function as expressed in Eq. (1) is used to select the searching 
phase between exploration phase (i.e., multiplication and division) and exploitation 
phase (i.e., addition and subtraction). If the MOA value is greater than a random 
number r1 produced by uniform distribution within 0–1, the explorative operators 
are selected to update each candidate solution in the search space. Otherwise, the 
exploitative operators are selected.
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In exploration phase, the division and multiplication operators share the same 
probability to be selected to calculate the new d-th dimension of nth solution Xnew 

n,d 
as follow: 

Xnew 
n,d =

.
Xbest 
d ÷ (MO  P  + χ ) × ((

XU 
d − X L d

) × 0.5 + X L d
)
, r2 < 0.5 

Xbest 
d × MO  P  × ((

XU 
d − X L d

) × 0.5 + X L d
)
, other wise  

(7) 

where Xbest 
d refers to the dth dimensional component of best-found solution, where 

d = 1, ..., D; χ indicates a small integer number; XU 
d and X 

L 
d represent the upper 

and lower boundaries of d-th dimensional component, respectively; r2 refers to a 
number randomly generated by uniform distribution within 0–1. Given the current 
fitness evaluation number τ and the maximum fitness evaluation number τ max, the  
MOP value is calculated as follow: 

MO  Pτ = 1 − τ 0.25 

(τ max)0.25
(8) 

Similar to exploration phase, the subtraction and addition operators share the same 
probability to be selected to calculate the new dth dimension of nth solution Xnew 

n,d in 
exploitation phase as follow: 

Xnew 
n,d =

.
Xbest 
d − MO  P  × ((

XU 
d − X L d

) × 0.5 + X L d
)
, r3 < 0.5 

Xbest 
d + MO  P  × ((

XU 
d − X L d

) × 0.5 + X L d
)
, other wise  

(9) 

The overall framework of AOA is described in Fig. 2. At the initialization stage, the 
population of AOA is randomly generated and the associated fitness values (i.e., MSE 
values) are calculated. For each fitness evaluation τ , the  MOA value is firstly calcu-
lated to select the searching phase. Then, either exploration or exploitation phases is 
selected to update the candidate solution. The optimization process is repeated until 
the termination criterion τ >  τ  max is fulfilled. The best solution obtained at the end 
of the optimization process is considered as the best combination of weights, biases, 
and activation function for the FNN model in classifying the given dataset.

4 Performance Comparison in Training FNN Models 

In this study, classification accuracy rate RC is incorporated to assess the classification 
performance of an FNN model. A greater value of RC produced by an FNN model 
indicates that the FNN model has better performance in dealing with classification 
problems by producing higher accuracy rate. Assume that Rσ and RT refer to the 
number of correctly classified data and the total number of data samples, respectively, 
the RC value is computed as follow:
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Fig. 2 Overall framework of AOA

RC = 
Rσ 

RT 
× 100% (10) 

The performance of AOA and six existing MSAs, known as conventional PSO 
[30], conventional TLBO [31], chaotic-opposition-based hybridized differential 
evolution with TLBO (COHDEPSO) [32], single-objective version of improved 
TLBO (ITLBO) [33], gorilla troops optimizer [34], and artificial hummingbird algo-
rithm (AHA) [35], in solving ten medical datasets extracted from UCI Machine 
Learning Repository, known as (a) New Thyroid, (b) Liver Disorder, (c) Breast 
Cancer, (d) Hepatitis, (e) Haberman’s Survival, (f) Blood Transfusion, (g) Primary 
Tumor, (h) Lymphography, (i) Cervical Cancer, and (j) Fertility, is investigated. The 
information of each selected dataset, in terms of number of attributes, number of 
classes, and number of samples, are summarized in Table 1. All the datasets are 
randomly extracted into two parts for training and testing with ratio of 80 and 20%,
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Table 1 Properties of ten selected datasets for FNN training 

Datasets (a) (b) (c) (d) (e) (f) (g) (h) (i) (j) 

# Attributes 5 6 9 19 3 4 17 18 19 9 

# Classes 3 2 2 2 2 2 2 8 2 2 

# Samples 215 345 277 80 306 748 131 148 72 100 

respectively. The parameters of all compared methods are configured based on the 
recommended settings of their corresponding literatures. The FNN models produced 
by each method are simulated for 30 independent runs in solving all datasets with 
maximum fitness evaluation numbers of τ max = 10, 000 × D. The simulations are 
conduct on a workstation installed with Intel® Core i9-10900 K CPU @ 3.70 GHz 
and Matlab 2021a. 

The RC values obtained by the FNN models constructed by AOA and six other 
MSAs in solving training and testing samples are reported in Tables 2 and 3, respec-
tively. In both Tables 1 and 2, the  RC values highlighted with boldface implying the 
best RC values, while the second-best RC values are underlined. Moreover, #BRC 

and w/t/ l are used to summarize the overall performance of each algorithm. Specif-
ically, #BRC indicates the number of best RC values obtained by each method. 
Meanwhile, w/t/ l implies AOA has better performance than the compared method 
in w function, tie in t function, and worse performance in l function. 

Tables 2 and 3 reported that AOA is able to produce six best RC in solving 
10 training and testing datasets, respectively, implying its best performance among 
the compared methods. In Table 2, PSO also shows its competitive performance in 
training FNN model to classify training datasets by producing four best and four 
second-best RC out of ten datasets. In Table 3, COHDEPSO is reported to produce

Table 2 Training RC values produced by all compared algorithms 

Datasets Train AOA PSO TLBO COHDEPSO ITLBO GTO AHA 

(a) RC 99.9 98.5 95.2 87.9 90.9 83.9 85.4 

(b) RC 58.8 62.2 57.7 58.9 57.9 57.5 57.5 

(c) RC 71.7 73.2 68.8 73.0 63.8 72.3 69.8 

(d) RC 82.8 87.0 75.0 81.4 65.4 73.9 69.5 

(e) RC 73.0 72.6 71.5 72.5 71.8 71.9 72.1 

(f) RC 79.1 78.8 78.9 78.7 78.9 78.5 78.8 

(g) RC 85.1 88.4 76.3 82.3 74.4 76.8 73.8 

(h) RC 40.3 38.5 38.8 39.0 38.8 38.0 36.1 

(i) RC 96.7 95.3 87.9 93.4 80.5 84.6 71.2 

(j) RC 94.8 90.6 88.3 88.7 88.1 87.2 87.3 

#BRC 6 4 0 0 0 0 0 

w/t/ l – 6/0/4 10/0/0 8/0/2 10/0/0 9/0/1 10/0/0
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Table 3 Testing RC values produced by all compared algorithms 

Datasets Test AOA PSO TLBO COHDEPSO ITLBO GTO AHA 

(a) RC 91.4 67.2 56.0 45.5 44.6 42.0 45.1 

(b) RC 49.6 44.7 48.2 41.0 47.9 47.5 45.0 

(c) RC 66.6 66.0 64.3 63.8 65.0 61.0 61.6 

(d) RC 56.9 60.0 55.0 61.2 45.0 57.5 50.0 

(e) RC 76.7 74.9 75.7 76.0 74.1 72.6 76.2 

(f) RC 54.9 48.4 59.6 64.3 61.4 61.4 61.4 

(g) RC 65.4 56.1 65.0 65.0 60.0 61.9 64.2 

(h) RC 36.7 36.3 36.3 35.3 35.6 34.6 34.0 

(i) RC 85.7 90.5 85.7 80.7 72.8 80.0 82.8 

(j) RC 84.5 85.5 81.5 85.5 85.5 88.0 90.0 

#BRC 6 1 0 2 0 0 1 

w/t/ l – 7/0/3 8/1/1 7/0/3 8/0/2 7/0/3 8/0/2

two best and one second-best RC , implying its optimized-FNN model is competitive 
in classifying testing datasets. This is followed by PSO and AHA that produce one 
best RC each. It is notable that the FNN model trained by ITLBO has the worst overall 
performance in both training and testing cases. It is reasonable because ITLBO was 
initially proposed to solve multi-objective problems. 

5 Conclusions 

In this paper, the searching of best combination of weights, biases, and activation 
functions are formulated as a single-objective optimization problems to be optimized 
by MSAs. AOA is employed as a training algorithm of FNN model, aiming to enhance 
its classification performance in dealing with medical image datasets extracted from 
UCI Machine Learning Repository. Performance comparisons concluded that AOA 
has the best performance in training FNN model to solve both training and testing 
datasets. 

As potential future works, novel searching mechanisms can be incorporated into 
AOA to investigate its performance in dealing with optimization problems with higher 
complexity level. The convergence characteristics of AOA is worth to be studied also 
by employing extensive theoretical framework. Finally, the performance of AOA in 
conducting neural architecture search of convolutional neural networks is another 
research direction. 
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Various Type of Crops and Trees 
Detection Using Clustering Technique 
Through Image Processing 
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Muhammad Amirul Abdullah, and Wan Hasbullah Mohd Isa 

Abstract Based on ResNet-18 and MobileNetV1, this research created a custom 
identification neural network to detect chili, eggplant, and potato for the NVIDIA® 

Jetson Nano Developer Kit. This research will aim to implement drones, automatic 
machines, or autonomous systems in the agricultural sector, from the farm, orchard, or 
greenhouse to the consumer. Both neural networks go through two different epochs: 
30 and 2000, with the same dataset quantity of 30 images for each crop selected. 
According to the experiment results, the ResNet-18 can identify chili with 94.79% 
accuracy, eggplant with 47.04 percent accuracy, and potato with 38.74% accuracy. 
While the MobileNetV1 can identify the chili with 99.8% accuracy, the eggplant 
with 99.9% accuracy, and the potato with 100% accuracy. 

Keywords SSD · ResNet-18 ·MobileNetV1 ·Machine learning 

1 Introduction 

Agriculture is one of Malaysia’s commodities with a high economic value and a high 
development potential, and this is because Malaysia is one of the countries that not 
only produces and consumes vegetables but also exports them to other countries, with 
a total value of RM114,451 million in 2018 [1]. As a result, crop and tree farming is 
one of the most important sources of national income. 

Proper and delicate horticulture is required to maintain the quality of crops and 
trees if Malaysia wants to be more competitive among crop producers worldwide. 
Malaysia is rich in crop and tree varieties, requiring the expertise of experienced 
farmers and nurseries. However, relying solely on humans to maintain and care for
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farms is insufficient; thus, technology can either take over or assist farmers and 
nursery specialists in maintaining crop quality. 

After decades of semiconductor innovation, technology is becoming less expen-
sive but better in output quality. This trend is also affecting camera build quality 
design, which is robust and rigid in addition to being waterproof, and image 
processing systems, which are becoming sharp and high quality. Since then, cameras 
have been used as surveillance devices to monitor the surrounding area, in sports, and 
on farms [2–4]. With the rapid advancements of artificial intelligence, the transfer 
learning process has transformed the camera function usually used to record video 
and capture picture moments for memories into a self-aware machine learning system 
[5]. 

The machine learning system can identify various crops or trees and their health 
status by manipulating the sensors and camera positions. Each sensor position has 
advantages and disadvantages that must be explored further. The image processing 
algorithm will process the captured video and image in the machine learning system. 

2 Neural Networks 

2.1 Overview 

Over time, computer vision has become popular among researchers and technology 
users. As a result, the computer vision application becomes broader, and the objects 
that must be detected become more complex, increasing the object classification. 
Furthermore, due to current system limitations such as library storage space and 
processing speed, researchers and computer vision engineers innovated computer 
vision technology by introducing Deep Learning (DL) for object detection [6]. 

DL is a subset of machine learning based on an Artificial Neural Network (ANN). 
It is intended to be inspired by and mimic the function of the human brain. Like the 
human brain, the ANN is composed of multiple layers of many neurons known as 
neural networks, each of which can perform a simple operation and interact with one 
another to compute the results or make decisions. 

Because of the architecture of ANN, which is made up of multiple layers of 
neurons, training takes more power and time. The ANN complexity contributes to 
the effects of overfitting. When ANN models show signs of overfitting, the detection 
accuracy suffers. 

As a result, computer vision researchers use CNN, which is analogous to ANN, to 
exploit the neural network that focuses on images in the field of pattern recognition. 
There are two kinds of neural networks: one-stage algorithms and two-stage algo-
rithms. The one-stage algorithm performs well in processing speed, but the two-stage 
algorithm performs well in object classification and positioning accuracy. 

There are several CNN algorithms that researchers frequently adopt and employ in 
their research. Regional Convolutional Neural Network (R-CNN)-based techniques
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include Mask R-CNN and Faster R-CNN, Single Shot Multibox Detector (SSD), and 
You Only Look Once (YOLO). Each algorithm has its own set of advantages and 
disadvantages. 

Agriculture has become increasingly important in the global economy in the recent 
years, and this is because the world population is continuing to grow, putting addi-
tional strain on the agricultural system, and the cultivated land area is decreasing 
significantly due to urbanization. As a result, the demand for efficient and safe 
agricultural methods is increasing. 

To accelerate an increase in agricultural productivity more accurately, innova-
tive sensing and driving technology, including advanced information and communi-
cation technologies, must be added to current traditional agricultural management 
methods that promote the development of high-quality and high-yield agriculture [7]. 
In the recent decades, computer vision inspection systems have become important 
tools for farm operations. As a result, it is becoming more common for agricultural 
production management to adopt more expert and computer vision algorithms intelli-
gent systems, which increase agricultural productivity and efficiency when computer 
vision-based agricultural automation is used. 

Aside from the massive growth of artificial intelligence, the capability of computer 
vision technology has improved dramatically due to the rapid development of tech-
nologies in Graphics Processing Units (GPU) and Deep Belief Networks (DBNs). 
Many suggestions and insights for decision support and practices for farmers have 
been developed as a result of improved resource efficiency, ensuring agribusiness effi-
ciency. As a result, agricultural automation is increasingly incorporating computer 
vision technology, ushering agriculture into the era of intelligent agriculture 4.0. 

2.2 Base Neural Networks 

The model used in this research will classify and detect crops using the SSD neural 
network, as shown in Fig. 1. The SSD is a feed forward convolutional network that 
generates fixed-size bounding boxes and scores the presence of object class instances 
in those boxes before performing a non-maximum suppression step to produce the 
final detection. The SSD is capable of detecting faster than previous state of the art 
for YOLO neural networks and more accurately than region proposal and pooling 
(Faster R-CNN) neural networks [8].

It will use a modified SSD architecture for this experiment that replaces the VGG-
16 base network layers with ResNet-18 [9] and MobileNetV1 [10] layers. The trained 
model will be evaluated and compared after going through the same number of 
training epochs.
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Fig. 1 VGG-16 SSD architecture [8]

3 Methodology 

This experiment aims to develop a system that can be immediately applied to real-
world applications. As a result, the SBCs are the best and ideal solution due to 
their low energy consumption and power processing compute unit that can analyze, 
evaluate, and produce results in a matter of seconds. Because of their small form 
factor, SBCs can be installed in autonomous systems such as drones and machines 
[11], and in this experiment, we used the NVIDIA® Jetson Nano Developer Kit for 
the SBCs, as shown in Fig. 2 [12]. 

The NVIDIA® Jetson Nano Developer Kit is equipped with a Quad-core ARM 
A57 running at 1.43 GHz, a 128-core Maxwell GPU, and 4 GB LPDDR4, allowing 
it to handle, compute, and process datasets based on the chosen neural network [13]. 
The NVIDIA® Jetson Nano Developer Kit can also be used to build drones and 
machines because it has a camera, USB, HDMI, and DisplayPort ports, a GPIO pin, 
and a 12 V DC barrel jack. 

Next, we choose the crop objects, chili, eggplant, and potato, aside from the fact 
that it is difficult and limited to find in free online community datasets. The crop 
object chosen is unique in terms of shape, size, and color, and the system must be 
able to identify the crops.

Fig. 2 NVIDIA® Jetson 
Nano Developer Kit [12] 
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Fig. 3 Flowchart of the training methodology 

According to Fig. 3 below, the dataset will be created from the selected custom 
crops object, and the source for the dataset is crop image capture using a standard 
webcam with the same number of images for each crop. 70% of the collected dataset 
will be used for training, 10% for testing, and 20% for validation. The default value 
for NVIDIA® Jetson Nano Developer Kit training epoch or iteration is 30, but we 
will progress from the default value to a specific value in the remaining time. 

The dataset will train, test, and validate the chosen identification and neural 
detection networks. The entire neural network will be tested in real time and post-
processing detection. The identification and detection accuracy will be monitored, 
and if the identification accuracy is low, the epochs training will be increased. 

4 Results and Discussions 

Experiments were conducted to measure actual performance for both identifications 
from proposed neural networks. Training with 30 and 2000 epochs was chosen for 
both neural networks’ significantly different performances. The trained model will 
then execute and identify the crops in real time. The results of classification and 
identification are then recorded. 

After analyzing the experiment results, we can see a difference in accuracy 
percentage. The accuracy difference exists not only between two neural networks but 
also within the neural network itself. Tables 1 and 2 give the difference in accuracy
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Table 1 Classification accuracy results with ResNet-18 

Crops ResNet-18 30 epochs (%) ResNet-18 2000 epochs 
(%) 

Difference (%) Results 

Chili 34.96 94.79 59.53 Increment 

Eggplant 44.25 47.04 2.79 Increment 

Potato 32.65 38.74 6.09 Increment 

Table 2 Detection accuracy results with MobileNetV1 

Crops MobileNetV1 30 epochs 
(%) 

MobileNetV1 2000 epochs 
(%) 

Difference (%) Results 

Chili 97.1 99.8 2.7 Increment 

Eggplant 89.4 99.9 10.25 Increment 

Potato 99.9 100 0.1 Increment 

within the neural network when the epoch cycle is changed; the higher the percentage, 
the higher the accuracy. 

Table 1 gives the difference in classification accuracy between the selected crops. 
When epochs training is 30, eggplant has 44.25 percent classification accuracy, while 
chili has 94.79% classification accuracy. Although all crop identification shows an 
accuracy increase with higher epochs training, the chili shows the most significant 
increase with 59.53%. 

Table 2 gives the difference in detection accuracy between the selected crops. 
When epochs training is 30, the highest detection accuracy is a potato with 99.9%, 
and the results remain the same when epochs training is 2000 with 100%. Although all 
crop identification shows an accuracy increase with higher training epochs, eggplant 
has the highest increase of 10.25%. 

By tabulating accuracy results and directly comparing both neural networks, we 
can see that the MobileNetV1 neural network performs significantly better in crop 
identification, as shown in Table 3 and Figs. 4, and 5 shows the SSD-MobileNetV1 
detection identification results in real-time detection. 

Table 3 Overall identification accuracy results 

Crops Classification (ResNet-18) Detection (MobileNetV1) 

30 epochs (%) 2000 epochs (%) 30 epochs (%) 2000 epochs (%) 

Chili 34.96 94.79 97.1 99.8 

Eggplant 44.25 47.04 89.4 99.9 

Potato 32.65 38.74 99.9 100
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Fig. 4 Bar chart for overall identification accuracy results 

Fig. 5 Real-time detection using SSD-MobileNetV1 

5 Conclusion 

Based on the experiment results, we can conclude that the proposed SSD neural 
network, as well as the neural networks ResNet-18 and MobileNetV1, are capable 
of crop classification and detection. Even with the default epochs value setting for 
NVIDIA® Jetson Nano Developer Kit, the identification system can still identify
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and differentiate the crops. This experiment also demonstrates that the NVIDIA® 

Jetson Nano Developer Kit can execute the trained model and compute and train 
a collection of image datasets. Furthermore, it has the potential to accelerate the 
adoption of autonomous systems in agriculture from upstream to downstream, that 
is, from farm to consumer. 
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Transient Pressure Analysis in Water 
Hydraulics Machine Using Induced 
Pressure Effect from the Compression 
of Different Materials 
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Mohamed Hafiz Bin Md Isa, Mohd Qadafie Ibrahim, 
and Mohd Shahir Kasim 

Abstract The purpose of this study is to investigate the effect of pressure transients 
on the use of a water hydraulics machine in a food processor. Water is used as a pres-
sure medium to control the movement of double-acting cylinders within a custom-
built food-processing machine. The system employs Cartesian robotics movement, 
with one cylinder working horizontally and the other working vertically to provide 
compression. The machine is converted into a simple compression machine in this 
experiment so that the pressure transient during the process can be measured and 
analyzed. As a result, this paper presents an analysis of pressure transients during 
continuous compression tests of malleable, viscoelastic, elastic, and brittle materials. 
It is noted that several pressure transients are observed during the tests. 

Keywords Water hydraulics · Food processing · Pressure transients 

1 Introduction 

Engineers and scientists have been fascinated with transients in hydraulics pipelines, 
or “water hammer,'' as these phenomena are more generally known, for nearly a 
century and a half [1–3]. They can occur in any pipe system that contains a liquid 
that can move. Disturbances in terms of waves of pressure, velocity, stress, and strain 
can propagate across the system when the steady motion of the liquid changes and 
are determined by the pipe network’s geometry and the physical qualities of the 
liquid and pipe material. These conditions can cause failures in the components, 
resulting in damages if precautions are not taken. Transients are then becoming an 
issue in modern water hydraulics technology, as simulation utilizing the Joukowsky 
equation revealed that pressure transients in water hydraulics systems are more severe 
than in oil hydraulics systems, due to their higher amplitude and frequency. In the
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simulation, pressure transients occur when the valve is being closed instantly. By 
lowering the starting flow velocity and/or extending the valve switching time, the 
pressure transients will be minimized, thus reducing the risk of liquid erosion and 
wear [4]. Therefore, the primary goal of this research is to investigate the effect 
of pressure transients or fluctuations in the water hydraulics compression process, 
which is used in a water-powered food-processing test rig, by subjecting the rig into 
various types of material to induce the pressure effect. 

2 Literature Review 

Many users are used to exclusively utilizing mineral oil or other fluids in hydraulics 
devices; thus, tap water as the working medium is a completely new concept. The 
use of pressured water as a working medium is actually not new, as it dates back 
over two thousand years ago. Archimedes and other ancient Greek and Roman inven-
tors exploited water hydraulics in their innovations. Al-Jazari used water hydraulics in 
his water-raising machinery, programmable robot, and famous automata and elephant 
clock during the Islamic Golden Age’s thirteenth century [5]. It took five centuries 
later for water hydraulics to become a relatively accurate and cost-effective method 
of power transmission during the industrial revolution. In the nineteenth century, 
pressurized water was widely used to power machinery in Europe. Pump stations are 
being built near the Thames in London, providing pressurized water up to 50 bar, 
that power elevators and cranes through a 100 km transmission line. It was even 
used to operate a Tower Bridge across the river by the end of the century. Water 
hydraulics applications can also be found in the Paris Eiffel Tower, where it was 
used to power several elevators. The large pumps used to operate the elevators are 
still well preserved and on display at the tower. Due to the quick growth of electrical 
power and the creation of the first oil hydraulics system in 1906, the development 
of water as a pressure medium began to decline in the early twentieth century [6, 
7]. Water hydraulics had resurfaced as a topic of interest by the end of the twentieth 
century, owing to environmental concerns and the need for sustainable development. 

The development of modern water hydraulics system, such as Danfoss Nessie 
hydraulics, is an excellent example of combining environmental commitment with 
real-world benefits [8]. In the twenty-first century, various concepts of water 
hydraulics technology have been tested and applied. A water-based mobile hydraulics 
system was developed and specifically designed to operate on a Jacobsen Greens 
King VI mower, where water hydraulics components are used to replace the existing 
oil hydraulic components. Testing has revealed that the machine is fully functional 
and operates at a desirable speed of approximately 3 mph [9]. The concept has been 
applied to a novel water hydraulics variable ballast system, which is used to adjust 
the ballast water and is an excellent choice for ultra-deep-sea applications, such as in 
autonomous underwater vehicles [10, 11]. In the food-processing industry, the tech-
nology has been tested in a cookie-processing machine, burger compression machine, 
beef cutter, cheese manufacturing, and ice-filled machine [12-14]. The application
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can also be found in the use of an environment-friendly waste packer lorry, indus-
trial water cleaning, die castings, industrial automation, humidification devices, and 
firefighting systems [15]. Water hydraulics technology has even been tested inside a 
thermonuclear fusion reactor using various types of hydraulics manipulators, repre-
senting the most advanced application of water hydraulics to date [16-18]. Thus, the 
goal of this research is to look into the impact of pressure transients on the opera-
tion of a water hydraulics machine in a food processor. The pressure transients are 
determined by continuous compression tests performed on malleable, viscoelastic, 
elastic, and brittle materials to simulate various compression scenarios. 

3 Methodology 

Figure 1 shows the complete water hydraulics circuit of the automatic food-
processing machine, which includes a pump, inverter, controller, valve, sensor, and 
cylinder. In this research, the machine is set to compress various sorts of materials 
in an attempt to produce water pressure in the system for pressure transient analysis. 
The machine can be operated using either relays, programmable logic controllers, 
and even embedded systems like the Arduino or Raspberry Pi. The spray pump 
employed in this study is a triplex piston pump with a maximum pressure of 40 bar, 
which is often used in car wash businesses. It has an integrated pressure regulator 
and an electric motor as its prime mover and measures 64 cm × 50 cm × 50 cm 
in dimensions. Custom-built water hydraulics cylinders have also been developed 
as the system’s actuators. The cylinders have bore and stroke of 40 and 125 mm, 
respectively, and are based on double-acting, tie-rod cylinder design. Tap water is 
utilized to deliver energy and pressure from the pump to the cylinder. The focus 
of this work is on the analysis of pressure transients during the compressive test of 
malleable, viscoelastic, elastic, and brittle materials at system pressure of 6 bar. It is 
a typical pressure for food-processing machines that use pneumatics. [19]. A set of 
data loggers Hydrotechnik MultiSystem 5060 plus is used to record pressure flow 
data in the system over time. It has 24 channels and 2 GB of memory and can measure 
pressures up to 100 bar.

4 Results and Discussions 

Figures 2, 3, 4 and 5 illustrate the pressure distribution during a continuous compres-
sion test at 6 bar system pressure. Figure 2 shows a compression test with flour dough, 
representing the viscoelastic material. After 5 s, the pressure climbs from 3 bar to an 
average of 5 bar, with some pressure variation. Starting at the point of contact, the 
dough is extruded at an average pressure of 5 bar for roughly 4.4 s. It should be noted 
that the dough is completely extruded in 9.4 s. The pressure climbs to the full 6 bar 
system pressure in 10.3 s, reaching maximum system pressure before decreasing to
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Fig. 1 Automatic traditional cookies machine

the initial 3 bar pressure during cylinder retraction. The dough is allowed to extrude 
through a small hole during compression, resulting in a constant average pressure of 
5 bar. The viscoelastic properties of the dough are clearly displayed in the test, with 
the dough exhibiting both viscous and elastic properties when deformed. Viscous 
materials, such as water, resist shear flow and strain linearly with time when a load 
is applied. Elastic materials stretch and then return to their original state once the 
force is released.

In Fig. 3, the dough is replaced in the machine by an aluminum beverage can. 
The pressure begins to fluctuate after 5 s of cylinder extension, at which point the 
aluminum beverage can ruptures and the plastic deformation process begins, with 
pressure fluctuations starting at 3.1 bar, increasing to a maximum spike of 5.2 bar at 
time equals to 5.4 s, and continuing to fluctuate. This occurs at intervals of 5.4 s– 
7.4 s. The plastic deformation stops at time equals to 7.4 s and the pressure increases 
to a maximum pressure of 6 bar in 9.3 s before falling and settling to a pressure
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Fig. 2 Pressure distribution (viscoelastic—dough) 

Fig. 3 Pressure distribution (malleable—aluminum can) 

Fig. 4 Pressure distribution (elastic—rubber)
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Fig. 5 Pressure distribution (brittle—glass)

average of 3.8 bar during the retraction process. It is noted that it takes about 1.3 s for 
the pressure to rise to the maximum after the plastic deformation of the aluminum 
beverage can ends. 

Figure 4 shows the pressure distribution for a compression test on a rubber ball. 
The pressure begins to fluctuate after 5 s of cylinder extension, at which point the ball 
starts to fight back, which causes an increase in pressure at time equals to 6.2 s. The 
compression lasted for 1.7 s before it reaches the maximum preset pressure at 6 bar. 
No fluctuation is recorded at the peak of the compressions. The deformation comes 
to an end at this moment. After that, during the retraction process, it is noted that the 
elastic property of the rubber ball pushed back at the retracting cylinder, causing a 
steady decrease in retraction pressure, before settling at a pressure of 4 bar. 

Figure 5 shows the pressure distribution for a compression test on a brittle material. 
Continuous pressure transients are detected after the increase of spike due to the 
broken glass during compression. The fluctuation is dampened by preset pressure of 
6 bar, during time intervals ranging from 6.4 s to 30 s. It is noted that the first crack is 
detected at time equals to 5 s, and maximum spike up to 7 bar of pressure is detected 
in the measurement. 

5 Conclusion 

This project demonstrates the development of a water hydraulics machine in food-
processing application. In this paper, pressure analysis in the water-powered food-
processing machine has been presented. The relationship between stroke movement 
in compressing different materials and the induced pressures due to the process has 
been analyzed. It is noted that during the compression of the dough, aluminum can, 
rubber ball, and glass, the pressure transient time laps decrease with the increase of 
system pressure. At the same time, the pressure fluctuations are noted to be increasing
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with substantial amount, during the constant compression process of the cylinder, but 
in smaller amount when the cylinder reaches the maximum strokes, which activates 
the rapid opening and closing of the pressure relief valve. In comparison to all 
materials, substantial amount of pressure transient is recorded in the compression of 
the glass, relative to other materials. The broken glass represents the sudden changes 
in water hydraulics loading, which influences the pressure transient at that particular 
time. 
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X-Ray Baggage Object Detection Using 
Neural Networks Approach for Safety 
Purpose 

Samuel Ato Gyasi Otabir, Sew Sun Tiang, Wei Hong Lim, 
Hung Yang Leong, and Bo Sun 

Abstract Airport security a matter of urgent attention and this calls for measures 
to ensure that all baggage that move within the airport contain non-harmful objects 
that may people at the airport in danger. Over the last decade, X-ray machines have 
evolved to scan baggage, while an airport officer verifies that the content of the 
baggage bag contains benign items; if anomaly items are identified, the owner of 
the baggage is called aside to have further enquiries. However, this process is time 
consuming and moreover lacks accuracy at times due to fatigue on the side of the 
officer checking the scanned X-ray images. This paper is prepared to develop a 
convolutional neural network (CNN) to aid in the process of X-ray baggage object 
detection. The inference speed of the proposed model is discussed in the paper and 
compared with other convolutional neural networks. The efficiency of the proposed 
model is evaluated by means of quantitative metrics. The proposed model leverages 
the YOLOv5 algorithm, which achieved an accuracy of 90%, precision of 90.4%, 
recall of 84.6%, and an F1-score of 87.40%. The designed and proposed model is 
capable of real-time anomaly object detection with a very fast inference speed in 
baggage to help increase the security at airports. 

Keywords Convolutional neural network · Object detection · YOLOv5 

1 Introduction 

The transportation industry undeniably plays a vital role in every country’s economy; 
it connects various cities around the world. Statistics show that the Sydney Airport is 
expected to reach 74 million by 2033 and 6 billion worldwide [1]. In order to instill 
security at these transportation facilities, there exists a security screening process 
which entails X-ray machines scanning the content of passenger’s baggage so as to 
detect anomaly objects by the screening officers [2]. This screening process tends

S. A. G. Otabir · S. S. Tiang (B) · W. H. Lim · H. Y. Leong · B. Sun 
Faculty of Engineering, Technology and Built Environment, UCSI University, Kuala Lumpur, 
Malaysia 
e-mail: tiangss@ucsiuniversity.edu.my 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
M. A. Abdullah et al. (eds.), Advances in Intelligent Manufacturing and Mechatronics, 
Lecture Notes in Electrical Engineering 988, 
https://doi.org/10.1007/978-981-19-8703-8_30 

341

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8703-8_30&domain=pdf
mailto:tiangss@ucsiuniversity.edu.my
https://doi.org/10.1007/978-981-19-8703-8_30


342 S. A. G. Otabir et al.

to take a longer time around half a minute, also there is a usual occurrence for lack 
of accuracy due to fatigue from the screening officers, and the X-ray machine itself 
not giving quality images due to overlap of passenger baggage and the machine been 
worn out [3]. This makes it very hard to identify anomaly objects in the baggage, 
which in return usually results in a breach of security [4]. Deep learning is a subfield 
of artificial intelligence that enables the computers to extract meaningful informa-
tion from various input sources and perform the specific tasks such as classification 
[5–7], and fault detection [8, 9]. Convolutional neural networks (CNNs) a form of 
neural network have gained much recognition in the image processing and prepro-
cessing domain [10]. In the early nineties, CNN was employed to solve tasks such as 
character recognition tasks; the recent surge in application of CNN is because CNN 
was employed in the ImageNet image classification challenge, and it proved second 
to none [11]. YOLOv5, a CNN algorithm, will be implemented to build a model 
that will seek to reduce the downsides of the security screening process at the trans-
portation industry mainly at the airports. This paper mainly focuses on developing a 
model with the YOLOv5 algorithm which seeks to have a very high inference speed 
of about 0.008 s, high precision, and high accuracy as opposed to the conventional 
way which takes about 15 s to detect objects in an X-ray baggage by the officer. 

2 Related Work 

A summary of other similar works in using neural networks for X-ray baggage object 
detection for safety purpose is given in Table 1. 

Daniel et al. [12] proposed to use YOLOv3 to detect guns, knives, razor blades, 
and shuriken. The best mean average precision record for each class was 96.3% 
for guns, 76.2% for knives, 86.9% for razor blades, and 93.7% for shuriken while 
having the mAP for all anomaly objects 80.0%. Similarly, Reagan et al. [13] employed 
the use of YOLOv3 to detect anomaly objects, and mAP of 52.40% was attained. 
The object of interest to be detected includes batteries, mortars, and wires from a 
dataset of close to a million X-ray images. However, in Yona et al. [14] work, they 
proposed a model known as Mask R-CNN. The process a detection stage followed 
by a classification stage; the object detection stage entailed identification of the 
respective class thereby followed by the classification into benign or anomaly object. 
The proposed model in [14] worked around a six-class object detection which is 
comprised of the following: bottle, hairdryer, iron, toaster, mobile, and a laptop. The

Table 1 Summary of previous works 

Paper Methods Dataset size Accuracy Precision Recall F1-score 

[12] YOLOv3 24,520 80.0% – – – 

[13] YOLOv3 1,281,167 52.40% – – – 

[14] Mask R-CNN 3534 59.9% 57.0% 58.0% 59.25% 
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performance metrics recorded from the Mask R-CNN model totaled an accuracy of 
59.9%, precision of 57.0%, recall of 58.0%, and a F1-score of 59.25%. 

3 Methodology 

This section entails the description, in which a model is proposed and discussed. 
The model was built on Google Colab platform. Google Colab provides a free 
GPU and TPU to aid in user with low computational specs to build and imple-
ment models. However, the runtime was set to use both that Google Colab and a 
local computer specification: 11th Gen Intel(R) Core (TM) i5-1135G7 @ 2.40 GHz 
(8 CPUs), ~2.4 GHz, 16 Gb RAM, Python 3.10. 

3.1 Model Architecture 

The proposed model employs the YOLOv5 algorithm. The algorithm is designed to 
have a backbone of Cross Stage Partial Network (CSPNet) to aid in achieving a faster 
inference speed, a neck of Spatial Pyramid Pooling (SPP), and Path Aggregation 
Network (PANet) to enhance model accuracy by maintaining spatial information of 
the input data and finally a head which uses Generalized Intersection over Union 
(GIoU) to calculate for the loss of the bounding box regression. 

3.2 Data Acquisition 

Neural networks are usually built and trained by feeding it with real or synthetic data 
as seen in [6]. In this paper, the dataset used here was acquired from a pre-collected 
airport data from [5] known as PIDray. PIDray is a public dataset which has 47,677 
X-ray images. There is a total of 12 categories of hidden threat items in the dataset, 
the 12 categories include baton, bullet, gun, hammer, handcuffs, knife, lighter, pliers, 
power bank, scissors, sprayer, and a wrench. Each image in the PIDray dataset is 
provided with an image and instance-level annotation. 

3.3 Dataset Annotation and Preprocessing 

To create annotations for each of the images in the dataset, RoboFlow was employed 
because RoboFlow provides a safe place to label, store, and export the labeled dataset 
for model training. The ratio of division between training, validation, and testing 
dataset is in a 7:1:2 ratio as per standard dataset splitting. All images are preprocessed
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Fig. 1 Sample annotated images 

to have a size of 416 × 416, and this is to aid in the model build. Figure 1 shows the 
sample annotations of each class in the PIDray dataset. 

3.4 Data Preprocessing 

This process of data preprocessing was leveraged from [7]. Preprocessing comes in 
the form of resizing, normalizing, and augmenting the images in the dataset to suit 
the needs of the desired model to be built. All 47,677 images were resized to 417 × 
417 and augmented to ensure that they all have the same orientation. 

3.5 Experiments 

Three models YOLOv5, YOLOv3, and MobileNetSSDv2 were trained and evalu-
ated on the PIDray dataset to identify threat objects in an X-ray baggage images. 
Tables 2 and 3 summarize the details of the hyperparameters, and the amount of data 
used for training, validation, and testing, respectively. The hyperparameter values 
were selected after optimization which involves running through the model with 
different hyperparameter values to see which value produces the best metric was 
performed. Hyperparameters, which are particular to the desired algorithm YOLOv5, 
includes momentum, weight decay, warmup bias, box loss gain, intersection over 
union threshold, scale, and share.



X-Ray Baggage Object Detection Using Neural Networks Approach … 345

Table 2 Summary of 
parameters used 

Parameters for classification model 

Batch size 16 

Learning rate 0.01 

Epoch 200 

Loss function Multi-class cross-entropy loss 

Optimizer Adam 

Table 3 PIDray description Division 

Train set size 29,457 

Test set size 18,220 

3.6 Performance Evaluation 

Robustness of the model is measured by the precision, recall, F1-score, the inter-
section over union (IoU), and the mean average precision (mAP). The model’s 
hyperparameters are adjusted based on the values obtained from the metrics. 

Precision is a metric which entails the identification of the frequency at which 
the model correctly predicts a positive class, i.e., how often is the model predicting 
correctly. The formula for precision is represented in Eq. (1). 

Precision = True Positives (TP) 

True Positives (TP) + False Positives (FP) (1) 

Recall is a metric that identifies the percentage of how many predictions did the 
trained model miss. Recall can be calculated by the formula seen in Eq. (2). 

Recall = True Positives (TP) 

True Positives (TP) + False Negatives (FN) (2) 

F1-score is the harmonic mean of the recall metric and the precision metric. The 
higher the F1-score the better the model. The formula for F1-score is represented in 
Eq. (3). 

F1 = 2
(
Precision × Recall 
Precision × Recall

)
(3) 

Intersection over union (IoU) is a term that is used to describe the degree of 
overlap of two boundary boxes, i.e., the predicted box with respect to the ground-
truth bounding box. The expected range of an IoU is usually between 0 and 1. The 
formula for IoU can be seen in Eq. (4).
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I oU  = Area of Intersection of two boxes 
Area of Union of two boxes 

(4) 

The mean average precision (mAP) arises from the average precision (AP) which 
entails under the precision-recall curve. The mAP is the average of all the AP for all 
the classes. AP formula is seen in Eq. (5) and the mAP formula in Eq. (6). 

AP  = 1 
11

∑ 
Recalli 

Precision(Recalli ) (5) 

mAP  = 1 
N 
x 

N∑ 
i=1 

APi (6) 

3.7 Deployment of Classifier Model 

A few instances including using the curl command, development of a web app, usage 
of a webcam, deploying to NVIDIA Jetson, or deploying to Luxonis OAK come into 
mind when deployment of a classifier model is raised. However, after multiple trial 
and error of various instances, the desired deployment option would be a web app. 
Figure 2 shows the flowchart for the functionality of the web app designed for the 
classifier model.

4 Results and Discussion 

4.1 Quantitative Analysis of Three Neural Networks 

Results obtained from training the three models are given in Table 4.
Table 4 gives the training results obtained from YOLOv5, YOLOv3, and 

MobileNetSSDv2 after training each model for a period spanning between 8 and 
12 h. MobileNetSSDv2 comes in with the lowest metric scores of 28.09, 44.0, 38.0, 
40.78% for mAP@0.5, precision, recall, and F1-score, respectively. YOLOv3 comes 
in with slightly better metrics of 77.0, 76.8, 74.3, 68.5%, for mAP@0.5, preci-
sion, recall, and F1-score, respectively. It is apparent that YOLOv5 has the highest 
mAP@0.5 of 90.0%. Figure 3 shows a graph obtained from training the YOLOv5 
model. It is deducted that the box, objectness, and classification loss are going low as 
the number of epochs rises, while the precision, recall, and mAP are rising steadily.
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Fig. 2 Flowchart of X-ray 
baggage object detection 
model webapp
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Table 4 Comparison 
analysis between the three 
models 

YOLOv5 (%) YOLOv3 (%) MobileNetSSDv2 
(%) 

mAP@0.5 90.0 77.0 28.09 

Precision 90.4 76.8 44.0 

Recall 84.6 74.3 38.0 

F1-score 87.4 68.5 40.78

Fig. 3 Training graph of YOLOv5 model 

4.2 Performance of X-Ray Object Detection Model 

Figure 4a–f shows sample X-ray baggage images from the test and validation dataset 
after inference is run to predict objects if there may. The inference images are from 
the dataset split from the ratio discussed earlier. Figure 4a shows that the proposed 
model can predict a wrench with a very confidence level of about 0.95. The proposed 
model can predict a hammer, a knife, a baton, and a bullet with confidence levels 
of 0.86, 0.85, 0.90, and 0.94, respectively, as seen in Fig. 4b, c, e, f. However, the 
proposed model has a very recall for prediction of power banks, as seen in Fig. 4d; 
the proposed model predicts a bottle to be a power bank. Moreover, the inference 
speed of YOLOv5 is amazingly fast, as it takes an average of 0.008 s to detect objects 
in the X-ray baggage image.



X-Ray Baggage Object Detection Using Neural Networks Approach … 349

Fig. 4 Samples of predicted objects a Wrench, b Hammer, c Knife, d Power bank, e Baton, and f 
Bullet 

5 Conclusion 

The build of an X-ray baggage object detection using neural networks is discussed 
and a look into the performance analysis is discussed in this paper. The proposed 
model can detect anomaly objects including baton, bullet, gun, hammer, handcuffs, 
knife, lighter, pliers, power bank, scissors, sprayer, and a wrench. Metrics of 90.0% 
accuracy, 90.4% precision, 84.6% recall and a F1-score of 87.40% were attained 
after training it with the best fit hyperparameters discussed above. For the test and 
validation dataset, the model can detect the objects with an average of 0.008 s, 
which is a way faster and convenient than the conventional way of checking. In 
a nutshell, to build a model for X-ray object detection, it is prerequisite to ensure 
that the hyperparameters are optimized and best fit. However, for future works, it 
is advisable top venture into real-time object detection to see how well the model 
intercepts unknown data. 
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