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Abstract Enhancement of any business requires feedback from customers. This
feedback plays a crucial role in knowing the strengths and weaknesses of any busi-
ness. Gaining these insights these days has become very simple. They are available in
the form of—website reviews, social media, etc. The organizations have employees
manually analysing this data to figure out the customer sentiments about their prod-
ucts and services, but this process is very time consuming and prone to human error.
This cumbersome process of strategic analysis for business intelligence, can be auto-
mated. This can be done in two ways rule-based and statistical. There are various
automated tools that perform strategic analysis of this data but they are mostly rule-
based systems. To address these challenges, we have proposed a system which will
automatically analyse customer reviews which takes tweets from twitter as an input
and allows the brands to analyse what makes customers happy or frustrated, so that
they can tailor products and services to meet their customers’ needs. So, in this paper
we extract tweets about Samsungmobiles from twitter and use them to analyse which
aspects of the product in this case mobiles are performing well and which are not
and derive business intelligence from the same.
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1 Introduction

Business Intelligence is a data-driven process for making important business deci-
sions. It includes collection, analysis and visualization of data which helps the
managers plan important business strategies. It helps them in making informed deci-
sions. These days people are very active on social media and are more vocal than
ever before about their opinions on various products, brands, etc. This data is like a
treasure trove. Business intelligence can help businesses use this data to adapt to the
continuously changing demands of the market. There is a high competition in the
industry to retain the customers, companies have the urge to analyse the feedback
and evolve over time.

According to the Forrester reports, 74% of firms want to be “data-driven” but only
29% of them are good at connecting analytics to action [1]. From this, we can derive
that, businesses need actionable insights to derive business outcomes from data [2].

Many organizations collect feedback from their customers to improve their perfor-
mance. The organizations need to analyse this feedback to discover insights that
would inspire them to drive actions.

Actionable insights are meaningful findings that result from analysing data. They
make it clear what actions need to be taken or how one should think about an issue.
Organizations use actionable insights to make data-informed decisions [2, p. 1].
Actionable insights can be used to make strategic decisions. These decisions can
help derive important outcomes for businesses [2]. It becomes difficult to manually
analyse customers’ concerns because of the large volume of review data. Hence, our
objective is to quickly turn unstructured feedback into insights.

This paper proposed a system to analyse the customer tweets about different
organizations, products, services and help the organization to improve their business
strategies accordingly. So, our objective is, we will provide a platform where an
organizations can analyse the performance of their products and use it to make
important business decisions using the reviews by the customer on social media
sites.

In this paper we proposed a systemwhich extract real-time tweets about Samsung
mobiles from twitter and use them to analyse which aspects of the product in this
case mobiles (in general) are performing well and which are not and derive business
intelligence from the same.

2 Proposed Method

2.1 Data Extraction

Real-time data, including all recent tweets about Samsungmobiles, is extracted from
twitter using the tweepy library.
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Tweepy is an open source Python package that gives you a very convenient way to access
the Twitter API with Python [3, p. 1].

To extract the tweets a query is firedwhich selects and extracts the tweets according
to the keywords used. Some of the keywords used are—Samsung, mobile, service,
etc. The query also filters out the tweets containing any kind ofmedia (audios, videos,
images). It returns the most recent tweets. For this experiment the number of tweets
are limited to merely 1000.

2.2 Data Preprocessing

A dataframe is then created for all the extracted tweets. This dataframe contains 2
columns namely tweets and index. Various data cleaning processes are then applied
to this dataframe. They include:

• Removing null values—First and foremost all the null values are removed from
the dataframe.

• Removing Links—Links would not help in either analysing the sentiment or
generating themes. They would only add to the noise. Hence, they are removed
(Figs. 1 and 2).

• Removing Punctuations—Some people prefer using proper punctuation in their
tweets whereas some people don’t. So removing the punctuation would help us
treat “amazing!” and “amazing” in the same way.

• Converting emojis to their corresponding text. For e.g.: Happy face smiley (Figs. 3
and 4).

This would help the proposed system in analysing the sentiments of tweets in
the most accurate way possible because most of the time people tend to express
their emotions using emojis. An emoji dataset helps in processing the emojis.

• Converting chat words to their corresponding text. For e.g.: lol—laughing out
loud.

Fig. 1 Before removing links

Fig. 2 After removing links

Fig. 3 With emojis
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Fig. 4 Without emojis

Fig. 5 Tweets with and without stop words

These days people have started using abbreviations or chat words very
frequently in their tweets or messages. So, converting them into proper text is
extremely important for proper semantic analysis of the tweet.We use a dictionary
with chat words as keys and their corresponding text as values for this process.

• Removal of StopWords—Stop words like “a”, “the”, “is”, “are”, etc. are removed
because they would not be helpful in generating the themes. They would only
increase noise. So the stop words are removed and a new column is created in the
dataframe which holds all the tweets without stop words (Fig. 5).

• Lemmatization—Lemmatization removes affixes from the word and returns its
root form or normalized form [4]. When all the words are in their root form the
complexity in analysing is reduced to a great extent, since the basic meaning can
be easily deduced from the root words. Hence, we have lemmatized the tweets in
the dataframe.

• Tokenization—Tokenization is the process of breaking raw text into words or
sentences [5]. We tokenize all the tweets without stop words into a list of words
for the purpose of vectorization later on.

2.3 Sentiment Analysis

Sentiment analysis of the tweets is done using the TextBlob library of nltk (Natural
Language Toolkit) to predict the sentiment of our tweets in an unsupervised manner.
TextBlob is a python library and provides a simple API to perform basic NLP tasks
like sentiment analysis, parts of speech tagging, noun phrase extraction, etc. [6].
Using TextBlob we dynamically predict the sentiment for our corpus without having
to train a model. This was extremely beneficial as data keeps changing dynamically
every time we run the software. Labels used include −1 for negative, 0 for neutral,
and 1 for positive tweets. These labels are then stored in the dataframe in the column
sentiment across their corresponding tweets.
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2.4 Vectorization

A Term Frequency–Inverse Document Frequency (Tf–Idf) Vectorizer is then used
to convert string data into numeric form. This is an algorithm used to transform text
into a meaningful representation of numbers [7]. It gives weight to each word in
every document depending on their importance in the document. A high weight of
the Tf–Idf calculation is reached when we have a high term frequency (tf) in the
given document and a low document frequency of the term in the whole collection
[7]. It considers the overall weightage of a word in the collection of documents. The
general assumption is that the word with maximum frequency is important but those
could also include words like “this” or “which” which are used very frequently in the
English language but don’t actually carry any importance. Hence it down weights
such words to be able to get the words that are actually important. The vectorizer
creates an output Matrix of important TF–IDF features [8].

2.5 Thematic Analysis

Thematic analysis is a method of analysing qualitative data [9, p. 1]. This method
examines the data to identify common themes—topics, ideas and patterns that are
used repeatedly in the tweets [9]. These themes in our case are basically the topics
being discussed the most, among the masses, about Samsung mobiles.

To perform thematic analysis or to identify these topics from the tweets, NMF or
Non-Negative Matrix Factorization topic modelling algorithm is used.

According to Chirag Goyle: Non-Negative Matrix Factorization is a statistical
method that is used to reduce the dimension of the input corpora [10]. It gives
comparatively less weightage to the words that are having less coherence using
factor analysis [10]. It works in the following manner:

Input includes the Term-Document Matrix and the number of topics to be
generated.

Theoutput gives twonon-negativematrices including—words by topics and topics
by the original documents.

According to the Fig. 6, the input matrix is decomposed into the following two
matrices,

First matrix: It consists of every topic and what words make up that particular
topic.
Second matrix: It represents which document includes which topics. Here, linear
algebra is used for topic modelling [10].

In our case the number of topics is not fixed. The Gensim library is used to figure
out the best number of topics via coherence score. Coherence score is a measure of
how interpretable a topic is to humans [11]. According to Enes Zvornicanin:



74 I. Arora et al.

Fig. 6 NMF matrix factorization

Topics are represented as the top N words with the highest probability of belonging to that
particular topic. Briefly, the coherence score measures how similar these words are to each
other [11, p. 1].

There is no one way to determine whether the coherence score is good or bad.
The score and its value depend on the data that it’s calculated from. For instance, in
one case, the score of 0.5 might be good enough but in another case not acceptable.
The only rule is that we want to maximize this score. Usually, the coherence score
will increase with the increase in the number of topics. This increase will become
smaller as the number of topics gets higher. The trade-off between the number of top
topics and coherence score can be achieved using the so-called elbow technique. The
method implies plotting the coherence score as a function of the number of topics.
We use the elbow of the curve to select the number of topics.

The idea behind this method is that we want to choose a point after which the
diminishing increase of coherence score is no longer worth the additional increase
of the number of topics [11, p. 1].

Figure 7 clearly shows that the best number of topics for us is 10.
Initially, a dictionary is created which is basically a mapping between words and

their integer id. Then, extremes are filtered out to limit the number of features. Next a
list of topic numbers wewant to try is created. Next NMFmodel is run and coherence
score is calculated for each number of topics. According to the coherence score best
number of topics are selected.

This number is then input with the term document matrix to get the output. The 2
matrices generated in the output tell us which tweet belongs to which topic and what
words come under those topics.

Figure 8 shows the words that belong to the 10 selected topics.
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Fig. 7 Coherence score

Fig. 8 Topics with their corresponding words

2.6 Feature Extraction

Here By simply iterating in the above two created matrices we figure out how many
topics have been generated and which words belong to which topic. Then the tweets
are classified according to the topics generated and thus each tweet is assigned
a topic. A new column “topic” is created in our dataframe which contains topic
numbers across their corresponding tweets. Now the number of positive, negative
and neutral tweets for every topic is calculated and a separate dataframe is created for
the same. Also, total number of positive, negative and neutral tweets is calculated.
Various graphs using these values are plotted and displayed (Fig. 9).

3 Results

Using the above-explained method and dataframe created, we can easily generate
graphs and draw business intelligence from them.

Figure 10 is a pie chart that represents the total no of positive, negative and neutral
tweets among all the tweets extracted. It is clear from the figure that the number of
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Fig. 9 Words with the highest value for every topic

positive tweets is more than negative or neutral tweets. This observation can be used
to derive the inference that the overall customer sentiment about Samsung mobiles
is positive.

Figure 11 is a bar graph of topics vs the number of tweets and the sentiment of those
tweets. We have used three colours yellow—depicting positive sentiment, purple—
depicting neutral sentiment and blue—depicting negative sentiment. For every topic
we can see the number of tweets that belong to that particular topic and also the
sentiment of those tweets. We can clearly see topic 2 has the maximum number of
tweets. This tells us that topic 2 is the most popular topic among the customers.
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Fig. 10 Sentiment analysis

From Figs. 8 and 9 we can see that topic 2 is about battery and iPhone. The colour
scheme used in the bar is a mix of all three colours, no colour is dominant, which
specifies neutral emotions.We can also see that the topic withmax positive sentiment
is topic 1 which represents screen, screen protector, glass—basically hardware. This
shows that the customers are happy with the hardware. Also, it is clear that topic 5
is performing badly which is evident from the fact that the most dominant colour in
the bar is blue. From Fig. 9. we observe that topic 6 represents the feature “service”
or “customer service”. Hence, we can conclude that customers are not happy with
the customer service and it needs more work.

Figure 12 is a dataframe we created. It consists of 4 columns which include
topic names and the total number of positive, negative and neutral tweets about that
particular topic. This dataframe can be used to create various different graphs and
hence analyse the data in various different ways.

Fig. 11 Topics versus number of tweets and their sentiments
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Fig. 12 Topic and sentiment

4 Discussion

The extraction of relevant real-time data from twitter is one big challenge. This is
because initially the extracted data is filled with noise. Most of the tweets include
promotional tweets, media like audios, videos and images, links to youtube videos.
Such data constitutes 65% of the tweets extracted. This challenge can be easily
overcome by adding specific keywords and filters to the query used. Keywords that
we use include:

“Samsung”, “mobile”, “service” and many more.

The tweets are then pre-processed and their sentiments analysed. Next they are
vectorized. Vectorization can be done in two ways—(1) by using a Count Vectorizer
and (2) by using a Tf–Idf Vectorizer. We use Tf–Idf vectorizer. The reason for this
is that:

Count Vectorizer only counts the frequency of the appearance of a word in the
document which results in biasing in the favour of most frequent words. Due to this,
rare words are ignored which could have helped in processing our data more effi-
ciently [12]. To overcome this, we use Tf–Idf Vectorizer. Tf–Idf Vectorizer considers
overall document weightage of a word [12]. It downweights those words which occur
frequently but do not have any significant importance to the context of the sentence
[12].

Tf–Idf Vectorizer assigns a greater weight to those words which are less frequent
or rare [12]. It considers the occurrence of a word in the entire corpus instead of
considering its occurrence in a single document [12].

The Tf–Idf vectorizer creates a term-document matrix which is fed into the NMF
topic modelling algorithm. Along with this matrix, the number of topics or themes
are also needed as input to the algorithm. These number of topics should be decided
on the basis of the kind of data one is dealing with. Since we have little idea about
the kind of tweets extracted, and they change for every execution, it is best to keep
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the number of topics dynamic to maintain the accuracy of the results. This is where
the coherence score comes into the picture. According to Enes Zvornicanin:

We can use the coherence score in topic modelling to measure how interpretable
the topics are to humans. In this case, topics are represented as the top N words with
the highest probability of belonging to that particular topic [11, p. 1].

The coherence metrics used is called CV. It creates content vectors of words using
their co-occurrences and then calculates the score using normalized pointwisemutual
information (NPMI) and the cosine similarity [11]. This metric is the default metric
in the Gensim topic coherence pipeline module [11]. This measure does have some
drawbacks though. After many trials and tests Michael Roeder, Member of Data
Science Group at UPB, has come to the conclusion that “it behaves not very good
when it is used for randomly generated word sets [13, p. 1]”. But in our case we are
not randomly generating our tweets so it works well.

For the purpose of generating themes we use a topic modelling algorithm.
There are various topic modelling algorithms but we use NMF. They include
Latent Semantic Analysis (LSA), Non-NegativeMatrix Factorization (NMF), Latent
Dirichlet Allocation (LDA), Parallel Latent Dirichlet Allocation (PLDA) and
Pachinko Allocation Model (PAM). LSA focuses more on matrix dimension reduc-
tion whereas LDA and NMF focus on solving topic modelling problems [14]. So this
rules LSA out. LDA works better on a corpus containing large documents whereas
NMF works better on a corpus containing smaller documents [15]. A document in
our case represents a single tweet hence NMF is a better choice. Also, in a study
about comparison between LDA and NMF it was observed that the execution time
of NMF is lower than the execution time of LDA [16]. It also observed that NMF
secured a better coherence score as compared to LDA [16]. PLDA and PAM are
improvised versions of LDA. Hence NMF is the best choice for topic modelling.

There is one disadvantage though, the time complexity of NMF topic modelling
is polynomial [17]. It is an NP-hard problem, which means it is difficult to find an
optimal solution [18]. This problem can be solved using Hierarchical Alternating
Least Squares Algorithm for NMF (HALS–NMF) [18]. Another common practice
to approach NP-hard problems is to use gradient descent [18].

5 Conclusion

BI has become essential to all sizes of organizations as everything has become digital
and people aremore aware about their surroundings and the variety of options present.
The competition in the market is ever-increasing. In today’s world, to sustain in this
market a company has to implement BI. BI is expected to grow exponentially in the
future.

We have proposed a method using which a platform (interface) can be created,
where anyorganization cannot only see customer reviews about their products but can
also use, the analysis done and represented in a graphical format, to make important
business strategies and improve their performance.
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The method includes performing sentiment and thematic analysis on the reviews
and extracting features from the themes generated. The organizations can use this
platform to see which features are performing badly, why and what areas need more
work. For example, from Fig. 9, it is clear that topic 6 is performing badly which
is evident from the fact that among all the tweets about it, maximum tweets have a
negative sentiment (blue colour). From Fig. 9, we observe that topic 6 represents the
feature “service” or “customer service”. Hence, we can conclude that customers are
not happy with the customer service and it needs more work.

Similarly, many different kinds of graphs can be created and different kinds of
analysis can be done which will help the organizations understand customers’ needs
and make changes accordingly.

Thus, business intelligence can be of great help to organizations and help facilitate
their growth.
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