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About the Conference

• We have received a total of 108 submissions. Out of this, only 20 papers were
accepted and presented.

• Out of twenty papers, there were three papers which were authored by authors
from foreign countries namely USA, Canada and UK. Rest all the papers were
from institutes in different parts of India.

• Totally, there were four technical sessions. In each session, five papers were
presented.

• Each session was attended by more than 50 participants.
• There were a total of seven speakers from different well-known academic institu-

tions from abroad as well as various parts of India; also, there were two speakers
from industry as well.

Table 1 Details of Keynote Speakers

Serial No. Name of Speaker Affiliation

1. Dr. Rajkumar Buyya Professor, CLOUDS Lab, School of Computing and Information
Systems, The University of Melbourne, Australia

2. Dr. Amit Konar Professor, Department of Electronics and Telecommunication
Engineering, Jadavpur University

3. Dr. Koushik Mondal Principal System Engineer, IIT Dhanbad

4. Dr. K. M. Bhurchandi Professor, Department of Electronics and Communication
Engineering, VNIT, Nagpur

5. Mr. Abhishek Patodia President, CarTrade Tech Pvt. Ltd., Mumbai

6. Dr. Aparajita Khan School of Medicine, Stanford University, USA

7. Mr. Saukarsha Roy Country Head, Data Science Division. Loreal India Pvt. Ltd.

8. Dr. Debanjan Konar Center for Advanced Systems Understanding,
Helmholtz-ZentrumDresden-Rossendorf (HZDR), Germany

9. Dr. Rajarshi Mahapatra Dean(Academics), IIIT-Naya, Raipur
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Landmark Identification
from Low-Resolution Real-Time Image
for Pose Estimation

Rajib Sarkar , Siddhartha Bhattacharyya , Debashis De ,
and Asit K. Datta

Abstract The study of human posture estimation has produced an excellent illustra-
tion of the present state of human and computer vision. Various experts from across
the world are now performing considerable studies on this topic. Human action
recognition and posture are key criteria for preserving consistency inside real-time
backdrops and objects. In order to comprehend human behavior, key points must
be identified. One can better comprehend future functions by evaluating mechanical
models of the human body. This article proposes a new method to identify and antic-
ipate human action key points. A full description of the recent methods related to
human posture estimation is also illustrated with reference to a benchmark database.
When discussing the suggested strategy’s outcomes and conversations, it is clear that
the proposed approach has superior performance and works considerably better than
the previous approaches. It is predicted that the proposed technique would provide
a new dimension to humanistic recognition observation research.
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1 Introduction

Pose detection is a hot topic of research. In the realm of computer vision, hundreds
of research articles and models have been published in an attempt to tackle the
challenges involved in pose detection. Pose estimations are appealing to a large
number of machine learning enthusiasts due to their vast range of applications and
utility.

It is a natural instinct of human beings to perform physical activities supported by
limbs. Guessing human posture is one of the most common problems in computer
vision. This study has been going on for the last few years and more, the most
important reason being that a lot of applications can benefit from this technology.
For example, human posture assumptions make high-level reasoning decisions in the
context of recognition of the joint play and activity of the computer. Clinical experts
canmake useful observations from human animations. Recently it has been observed
that themethod of action recognition and posture estimation is complex to use in some
appearance models [1–3], and by reviewing the algorithms, different models can be
estimated through different pieces of training. Depending on the importance of the
performance of these methods, the appearance, strength, clarity, and image of fresh
human clothing obtained from natural language-based training images can now be
explained.Despitemany years of research, posture estimation remains a very difficult
task. Human behavior estimates are usually made for calculations based on some
underlying assumptions. The article presents a novel methodology for identifying
and anticipating actions. This paper looks at one such use of pose detection and
estimation with a COCO pre-trained mechanical model supplemented by a proposed
key point identification approach.

The article is organized as follows.With the backdropprovided in the Introduction,
a summary of past works in this direction is provided in Sect. 2. Section 3 provides a
description of the database used in this study. The proposedmethodology is presented
in Sect. 4. Section 5 presents the experimental results. Finally, Sect. 6 concludes the
paper.

2 Related Works

Pose estimation is a computer vision technique for tracking the movements of a
person or an object. This is normally accomplished by locating spots critical to the
subjects that can be compared so that different actions, postures, and conclusions
can be taken under consideration based on these essential points. In the fields of
augmented reality, animation, gaming, and robotics, several models exist for pose
estimation which includes Open pose, Pose net, Blaze pose, Deep Pose, Dense pose,
and Deep cut [26].

Interactions between humans and computers are a crucial part of real-world appli-
cations. Action detection from a video is an integral component of video surveillance
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systems. According to a review of human activity recognition methods [4], most of
the strategies are characterized based on two questions: “what actions” and “what
happens for the actions”. The majority of human activity recognition techniques
apply to a wide range of human activities, including group actions, behaviors, events,
gestures, atomic action, human-to-object, human-to-human, and human-to-human
interactions. The first step involved in this process is to remove the background,
followed by human tracking, human activity, and finally object detection. In [5],
human action recognition was discovered using sensor-based techniques. Videos for
human action detection are usually captured using sensor-based cameras, which has
been a focus of automatic computer vision research.

Media pipe [6] is a cross-platform open-source tool for constructing multimodal
machine learning pipelines. It can be used to implement advanced models such as
human face detection, multi-hand tracking, hair segmentation, item detection and
tracking, and more [6].

Blazing pose detector technology [21] is based on the COCO topology, which
has 17 important points. The blaze pose detector predicts 33 essential points in the
human body including the torso, arms, legs, and face. For successful applications
of domain-specific pose estimation models, such as for hands, face, and feet, more
critical elements must be included. Each critical point, as well as the visibility score,
is predicted with three degrees of freedom [7]. The blaze pose is a sub-millisecond
model that is more accurate than most of the existing models and can be employed
in real-time applications to achieve a balance of speed and accuracy. The model is
available in two versions, viz., Blaze pose lite and Blaze pose completely.

Various types of deep learning algorithms have been applied on single perspective
datasets during the last few years. This is because single perspective human action
recognition not only forms the foundation and uses large-scale datasets, but also due
to the fact that the architecture created for single views can be directly expanded to
multiple viewpoints by constructing multiple networks.

CNNs have also become a prominent deep learning approach in the human action
detection space not only for their ability to learn visual patterns directly from image
pixels without any pre-processing. A two-step neural network-based deep learning
approach was introduced by Baccouche et al. [8]. The first stage uses CNNs to
automatically learn spatio-temporal characteristics, followed by a Recurrent Neural
Network (RNN) to classify the sequence.

LSTMs are techniques that use memory blocks to replace traditional network
units. The gate neurons of the LSTMs control whether the value should be remem-
bered, forgotten, or outputted. Previously, it has been employed to identify speech
and handwriting. To solve the issue of traditional LSTMs, Veeriah et al. [9] proposed
a new gating method that highlights the shift in information gain induced by promi-
nent movements between subsequent frames. The LSTM model, also referred to as
the differential RNN, can automatically detect actions from a single view or a deep
dataset.

Shu et al. [10] created a unique model based on SNNs, which is a various leveled
structure of feed-forward spiking neural networks that models two visual cortical
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areas, viz., the primary visual cortex (VI) and the middle temporal area (MT), both
of which are neurobiologically dedicated to motion processing.

A posed-based CNN [11] descriptor was developed based on human postures for
the purpose of action recognition. The input data was been split into five parts. Two
types of frames were retrieved from the movie for each patch with RGB and flow
frames. After the aggregation and normalization phases, the P-CNN features were
created by both the frames and processed in the CNN.

Deep learning approaches have recently been presented. They have been
frequently employed in fields including speech recognition, language processing, and
recommendation systems, among others. Since hierarchical statistical approaches
offer numerous benefits, such as raw data input, self-learned features, and high-level
or complicated action identification, deep learning techniques have sparked a lot of
attention.Researchers are able to develop a real-time, adaptable, and high-performing
recognition system based on these benefits.

3 Database Description

On July 6, 2021, the FAIR-Habitat 2.0 [25] database was released. This has been
used to teach robots how to navigate in three-dimensional virtual environments. This
database is able to interact with the items in the samemanner as a real kitchen, dining
room, and other commonly used rooms. The collection provides information about
each item in the 3D scene, such as its size and constant resistance as well as whether
or not the item has any parts that may open or close. Habitat 2.0 has 111 distinct living
space outlines and 92 items. On September 24, 2019, Audi released the A2D2 [13]
dataset for autonomous driving. This new dataset, which is the latest in a long line
of company dataset releases, is meant to aid university researchers and businesses
working in the field of autonomous driving. More than 40,000 classified camera
frames, as well as 2D semantic divisions, 3D point clouds, 3D bounding boxes, and
vehicle bus data, are included in the Autonomous Driving Dataset. According to
the dataset description, only a portion of the dataset with the 3D bounding boxes
covers four distinct annotations. Audi added an extra 390,000 unlabeled frames to
the sample as a partial explanation.

YouTube-8 M [14], a data set from Google AI, was released on June 30, 2019.
This dataset is made up of data extracted from YouTube videos so that time-based
localization and video division structure can offer up a slew of new possibilities. The
TrackingNet [15] dataset, which was released in 2018, has a total of 30,132 (train)
and 511 (test) movies, indicating that object tracking in the wild is still a work in
progress. Current object trackers perform admirablywell onwell-knowndatasets, but
these datasets are insignificant in comparison to the problems of real-world human
action monitoring. However, there is still a need for a dedicated large-scale dataset
to train deep trackers. The first advanced frame rate video dataset is the first long-
scale dataset TrackingNet for object tracking in the field, at the level of MOT17 for
multiple object tracking and required for speed. TheKINETICS-600 [16] dataset was
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Fig. 1 Data base sample image, a FAIR-Habitat 2.0,bAudi ReleasedAutonomousDrivingDataset
A2D2, cMoments in Time, dYouTube-8M, eUCFSports, f KTH [18], gObjectNet3D, hMoments
in Time

introduced in 2021. It contains around 500,000 video segments. This includes at least
600 video clips and 600 human action lessons. Google’s DeepMind team has access
to all the activity classes in the dataset. However, in 2021, a new KINETICS-700
databasewith 700 human activity video clipswas released.A large-scale high-quality
dataset of YouTube URLs has been produced to develop replicas for human action
identified. Every clip in Kinetics-600 is derived from a single YouTube video with
a runtime of about 10 s and is assigned to a specific class. The clips have gone
through several human action circles. Moments in Time [17] is a large-scale dataset
that was introduced in 2018 with a total amount of movies in 1,000,000 and 399
human activity categorizations. The MIT-IBM Watson, AI Lab was responsible for
this release. A million branded 3-s videos have been distributed. This database isn’t
just for footage of human acts. People, animals, artifacts, and natural wonders all fall
within this category. It also portrays the spirit of a tumultuous situation. There is a
significant intra-class difference among the groups in the sample. People, opening
doors, gates, drawers, curtains, gifts, and animals are among the actions depicted in
the video clips. Figure 1 provides some glimpses of the standard databases.

Action identification and prediction focus on high-level video characteristics
rather than identifying action primitives that transform fundamental physical prop-
erties. The something-something dataset [19], which examines human-object inter-
actions, is one such example. This dataset, for example, includes labels or textual
image templates such as “Dropping [something] into [something]” to label interac-
tions between humans and things, as well as an item and an object. This enables one
to develop models that can understand physical elements of the environment, such as
human activities, item interactions, spatial relationships, and so on. Databases come
in a variety of shapes and sizes and are separated into distinct parts depending on the
data type. Table 1 illustrates some well-known databases along with the number of
constituent videos and video categories.
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Table 1 List of datasets [22]

Datasets Year No of data (Videos) Type

KTH 2004 599 RGB

Weizmann 2005 90 RGB

INRIA XMAS 2006 390 RGB

IXMAS 2006 1148 RGB

UCF Sports 2008 150 RGB

Hollywood 2008 – RGB

Hollywood2 2009 3,669 RGB

UCF 11 2009 1,100 RGB

CA 2009 44 RGB

MSR-I 2009 63 RGB

MSR-II 2010 54 RGB

MHAV 2010 238 RGB

UT-I 2010 60 RGB

TV-I 2010 300 RGB

MSR-A 2010 567 RGB-D

Olympic 2010 783 EGB

HMDB51 2011 7,000 RGB

CAD-60 2011 60 RGB-D

BIT-I 2012 400 RGB

LIRIS 2012 828 RGB

MSRDA 2012 320 RGB-D

UCF50 2012 50 RGB

UCF101 2012 13,320 RGB

MSR-G 2012 336 RGB-D

UTKinect-A 2012 10 RGB-D

MSRAP 2013 360 RGB-D

Sports-1 M 2014 1,133,158 RGB

3D Online 2014 567 RGB-D

FCVID 2015 91,233 RGB

ActivityNet 2015 28,000 RGB

YouTube-8 M 2016 8,000,000 RGB

Charades 2016 9,848 RGB

ObjectNet3D 2016 90,127 RGB-D

NEU-UB 2017 600 RGB

Kinetics 2017 500,000 RGB-D

AVA 2017 57,600 RGB

(continued)
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Table 1 (continued)

Datasets Year No of data (Videos) Type

20BN-Something-Something 2017 108,499 RGB

SLAC 2017 520,000 RGB

MOT17 2017 21(train) + 21 (test) RGB

Moments in Time 2018 1,000,000 RGB

KINETICS-600 2018 500,000 RGB

TrackingNet 2018 30,132 (train) + 511 (test) RGB-D

YouTube-8 M 2019 8 M Video RGB

Audi Released Autonomous Driving
Dataset A2D2

2019 40 000 RGB-D

Kinetics-700 2020 700 RGB-D

FAIR-Habitat 2.0 2021 More than one billion RGB

4 Proposed Methodology

Before discussing the proposed method, it is better to understand the method of
evaluating the nature of human motion. It is possible to identify the future motion
of a human being by comparing the movement of his limbs with the movement of
a mechanical model. The proposed method uses the COCO pre-training mechanical
model [21], which is found to be able to understand the finest activities from a
low-resolution image.

A video camera is used for the acquisition of the input images from both the
indoor and outdoor image scenes. The standard thresholding techniques use fixed
and uniform thresholding strategies as they presume that the image intensity infor-
mation content is homogeneous. The multilevel sigmoidal (MUSIG) activation func-
tion [20] however, resorts to some context-based thresholding in order to reflect the
image information heterogeneity. Hence, the MUSIG activation function is capable
of producing multilevel thresholded outputs corresponding to the multilevel image
intensity information. The MUSIG activation function [20] is used in this work for
the purpose of object detection by means of identifying the objects (human body)
from the acquired image scenes.

After identification of the objects from the image scene, a boundary is created
around the objects using the boundary box algorithm [27].Automatic threshold calcu-
lations have been performed on the selected objects and key points of human limb
models which have been identified by applying the COCO pre-training mechanical
model [21]. This enables real-time applications of the proposed approach.

Figure 2 shows a step-by-step method for estimating human postures from low-
resolution color images using the proposed approach.

Thresholding is a way for creating a meaningful representation of image segmen-
tation. The foreground value can be changed depending on the pixel value, and the
background value may be changed based on everything else. It is a tough proposition
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Fig. 2 Representation of the key point identification process by the proposed approach

to work on the existence of the primary item based on the light and color of the
backdrop of images. As a result, the thresholding technique is used to identify the
principal item in all of the test images, including the foreground and background. A
global threshold of all the pixels is used in traditional threshold operations. However,
an adaptive threshold is a better representation of a dynamic threshold that allows
changing the position of the light shift in the images. Shadows can then be used to
determine whether or not an activity is intended for light.

The procedure of picking an item from an image employed in this work is
discussed. Image segmentation is used to identify the object within the image. Image
segmentation is a classification technique based on a precise assessment of the central
attributes of various national object areas and other objects. The split of an image
allows for a more accurate description and comprehension of an image. The multi-
level sigmoidal (MUSIG) activation function [20] is used to examine the single area
properties in an image, where the input image estimates the information and content
of the real-life image usually displayed as a variation of a bunch of pixels.

Based on this image pixel, the MUSIG activation function [20] selects the thresh-
olding parameter and affects the object and its surrounding actions. The boundary
line is used to distinguish items using the boundary box technique [27]. Figure 3
illustrates the proposed strategy of automatic thresholding for object detection using
the MUSIG activation function [20] as detailed in Algorithm 1, while Fig. 4 shows
the object and border detection without using the MUSIG activation function [20].

It is evident from Fig. 3 that the object border is detected well by using the
MUSIG activation function [20], whereas it becomes difficult to detect the object
border without using the MUSIG activation function [20] as is evident from Fig. 4.
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Fig. 3 Object and border detection using multilevel sigmoidal (MUSIG) activation

Fig. 4 Object and border detection without using multilevel sigmoidal (MUSIG) activation

Algorithm 1: Automatic Thresholding

Input: RGB image I of size m X n
Output: Automatic threshold.
Step 1: Select an initial estimate of the threshold T . A good initial value is the

average intensity of the image I.
Step 2: Convert RGB image I to a Gray Scale Image.
Step 3: Calculate the mean gray values, μ1 and μ2 of the partitions, R1, R2

Step 4: Partition the image into two groups, R1, R2 using the threshold T.
Step 5: Select a new threshold: T = 1

2 (μ1 + μ2)

Step 6: Repeat steps 2 to 4 until themean values,μ1 andμ2 in successive iterations
do not change.
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Fig. 5 Representation of important human body key points

Pose estimation is a typical problem in computer vision that involves detecting the
origin of an object’s location. This generally entails determining the object’s location
at a critical time. When identifying facial emotions, for example, it looks for human
face landmarks. The importance of identifying and stabilizing the key organs of the
body, such as the ankle, knee, right elbow of the right hand, and so on, is discussed
here. Figure 5 shows a sample solution for identifying significant spots in the body.

The COCOmodel [21] is a mechanical model by which the computer can identify
human activities. This mechanical model identifies the human skeletal ganglia with
some numbers from 0 to 32. For example, 0 means the nose, 1 means the right eye
inner, 2 means the right eye, 23 means the right hip, etc. as shown in Fig. 6 [21].

The basic idea behind evaluating keypoint detection is to employ the same evalu-
ation metrics that are used for object detection which include the average precision
(AP), and average recall (AR) and their variants. A similarity measure between the
ground truth and the anticipated items lies in the foundation of these measures. The
Intersection over Union (IoU) [24] is used as a similarity metric in the case of object
detection (for both boxes and segments). Thresholding of the IoU allows to compute
precision-recall curves by defining matches between the ground truth and the antic-
ipated items. Thus, a similarity measure analogous to AP/AR is created for keypoint

Fig. 6 Representation of the COCO mechanical model key points [21]
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detection.However, in order to accomplish this, an object keypoint similarity (OKPS)
needs to be introduced, which functions similarly to IoU. For each object, OKPS
ground truth key points are specified as [X1,Y1, V1 . . . . . . . . . XK ,YK , Vk] where
X,Y are the key point positions and V is a visibility flag defined as V = 0: not
labeled, V = 1: labeled but not visible, and V = 2: labeled and visible for each
item. In addition, each ground truth object has a scale s, which is defined as the
square root of the object segment area.

The keypoint detector must output keypoint locations and object-level confidence
for each object. The ground truth and predicted key points for an item should have
the same form:

[
X1,Y1, V1, . . . . . . . . . , XK ,YK ,VK

]
. The keypoint detector is not

required to predict per-keypoint visibilities, hence the detector’s predicted Vi are not
currently employed during evaluation. The object keypoint similarity can be defined
as

OKPS =
∑

i

[
exp

(
− d2

i /2s
2k2i

)
δ(Vi > θ)

]
/
∑

i

[δ(Vi > θ)] (1)

where, di are the Euclidean distances between each associated ground truth and
detected keypoint, and Vi represents the ground truth’s visibility flags (the detector’s
predicted Vi are ignored). di are passed through a normalized Gaussian with standard
deviation SK i to computeOKPS, where S is the object scale and Ki is a per-keypoint
constant that controls falloff. This generates a keypoint similarity that ranges from 0
to 1 for each keypoint. These commonalities are averaged over all the key points that
have been labeled (key points with Vi > 0).OKPS is unaffected by the predicted key
points that are not labeled (Vi = 0). OKPS = 1 for perfect forecasts, and OKPS ~ 0
for those predictions where all the key points are off by more than a few standard
deviations. It may be noted that IoU and OKPS are similar. It can use the object key
points to calculate AP and AR, as well as the IoU to compute equivalent metrics for
box/segment detection.

5 Results and Discussions

This proposed approach has been tested on the KTH human action
dataset3 [18] where users are shown in 600 videos (160 × 120) with
25 actors performing six actions in four different scenarios. An example for
each of these actions is shown in Fig. 7. It has been observed that the key points of
the human pose are very well-identified by applying them on similar low-resolution
images.

Approximately 96.2% of key points have been identified with the proposed
approach. A comparative study on key point identification between the proposed
approach and the open-source bottom-up pose estimation [24] along with other state-
of-art methods are shown in Table 2. It is evident from Table 2 that the ability of
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Fig. 7 Comparison between a bottom-up pose estimation without using MUSIG [20], b proposed
approach without using MUSIG [20]

Table 2 Comparison
between the proposed
approach and other methods
[24]

Methods Keypoint detection %

Pose parsing by 59.14

Without pose NMS 63.92

Without pose completion 64.34

Bounding box constraint 66.03

Bottom-up pose estimation 95.04

Proposed approach 96.20

identification by the proposed method is much better compared to the other tech-
niques [indicated by the boldfaced value]. Some results of key point identification
are shown in Figs. 7, 8, and 9 for the sake of understanding.

When the proposed approach is applied to real-time video frames, it is seen that
it is possible to identify the points quite well. The proposed method has been able
to better identify the description of real-time images by identifying the key points
successfully as shown in Figs. 10 and 11.

A graphical comparison between the bottom-up approach [24] and the proposed
approach is shown in Fig. 12. The COCO mechanical model is allocated a total of
32 critical points, as shown in Fig. 6. The X-axis is used for the key points, and the
Y-axis is used as an identifying mark depending on the key points. The suggested
technique in Fig. 12b is found to be able to find a greater number of key points.
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Fig. 8 Comparison between a bottom-up without using MUSIG [20], b proposed approach using
MUSIG [20]

Fig. 9 a Proposed approach without using MUSIG [20], b Bottom-up pose estimation using
MUSIG [20], c proposed approach using MUSIG [20]

Fig. 10 Representation of a real-time video frame using the proposed approach

Fig. 11 Representation of keypoint identification by the proposed approach in different environ-
ments than the bottom-up approach [24] (shown in Fig. 12a).
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Fig. 12 Graphical representation of key point identification, a bottom-up pose estimation and b
proposed approach

6 Conclusion

In this study, a novel multi-dimensional workspace-based technique for multi-person
posture estimation has been presented. The primary concept behind the proposed
technique is to learn both the confidence maps of joints and the connection links
between the joints using a residual network followed by tracking the posture using
a body bounding box for real-time human pose estimation keypoint identification.
It shows efficiency in pinpointing critical points using the visual intensity and color
information of a low-resolution image. Due to a lesser inference time, it is suitable for
real-time operations. The suggested approach may also be used to identify a feature
from an image for further estimation. The results reveal that the proposed approach
performs exceptionally well in static and runtime situations. The proposed technique
is expected to add a new dimension to humanistic recognition observation research.
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BLUEBOT—A Bluetooth Controlled
Robot for Deciding Human Intervention
Based on the Environment Check

Harshini Manoharan , C. R. Raghavendran , and J. Dhilipan

Abstract IoRT is the amalgamation of two cutting edge technologies Robotics and
IOT that empowers intelligent robots in taking wise decisions without much human
participation. In this paper, we designed and developed a Bluetooth Controlled Robot
using Arduino and other components like HC-05 Bluetooth module, MQ135 Air
quality gas sensor, HC-SR04Ultrasonic sensor and water sensor and the results gath-
ered from these sensors are used to predict the intervention of humans in a particular
environment. The working process of the sensors was tested and provides us with
accurate results. The navigation path of the robot is controlled using the directions
(UI controls) present in the Android App developed using MIT App inventor by
working with App Inventor Designer and App Inventor Blocks Editor. The results
are constantly displayed to the user directly through the App that estimates the water
level present in the ground, amount of toxic gas present in the atmosphere, and the
distance between the robot and the obstacle. The main objective of this application is
to accelerate the development of the autonomous system paradigm and the prolifera-
tion of Internet of Robotic Things by anticipating the robots in handling the situation
apart from handling the well-defined task.

Keywords IoRT · HC-05 Bluetooth module · HC-SR04 Ultrasonic sensor ·
MQ135 Air quality gas sensor ·Water sensor

1 Introduction

Industry 5.0 has created a revolution with a focus in developing the coordination
between the human and the machine as human intelligence works in harmony with
cognitive computing. Through Industry 5.0 humans are put back into the production
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process in collaboration with the robots through which the humans can upskill and
jointly reduce the time involved in the production task. By automating basic tasks
that don’t involve the intervention of humans, we can improve the quality and the
speed of the process. The history of the Industrial revolution started off with Industry
1.0 where the production system performance was based on water and stream which
was replacedwith the assembly lines in Industry 2.0 and computers and electronics in
Industry 3.0. With the advent of Digitalization, Industry 4.0 emerged by connective
devices using different technologies including Artificial Intelligence, Data Analytics
for the process of automation.

The importance of Robotics has been leveraged to a greater extent in recent years
because the perception ability of the robots is in understanding its own environment
through which the model is further built and upgraded. Data analytics along with
sensor fusion from the IoT clearly depicts that the robots can provide a wider horizon
compared to local, on-board sensing, in terms of space, time and type of informa-
tion [1]. Robotics on a broader spectrum focuses on the sensors that can sense the
surrounding environment and act accordingly once the data is analyzed. IOT on the
other hand, focuses on utilizing sensors that could sensor and store the data either in
cloud or on to the local system. IoRT all together has the dimension in combining
all these components for better integration and higher capability. IoRT has already
gained the attention of most of the Scientist, Industry Experts and the Academicians
in developing intelligent bot capable of anticipating its own situation with the help
of its perception [2].

Though the number of benefits is higher while engaging robots in the produc-
tion process, still there are a lot of challenges faced in the field of Robotics that
includes Reliable AI, Efficient power source, Cobots, Environment mapping, Ethics
and privacy and multi-functionality. These problems can be addressed by providing
thorough training to the robots so that the perception ability and the decision-making
skills are increased.

2 Related Works

Robots are in increasing demand nowadays and proved to be the best solution in
various sectors including Medical, Mining, Industry, Agriculture, Military operation
and much more [3]. Jain et al. developed a Web Application that could control the
Robot and detect for the presence of any obstacles especially while navigating along
the pathway and the data is stored in cloud for later analysis [4]. RajKumar et al. in
their proposed methodology made use of Wi-Fi and Internet to live stream the video
of the Robot on surveillance by capturing the images through the camera placed in
the Robot. Themain drawback of this work is that the Robot can only capture the real
time images of the environment but lacks in taking decisions and acting accordingly
[5]. Rambabu et al. developed a versatile Robot capable of controlling and detecting
fire automatically in disaster prone areas using Raspberry pi [6].
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Surveillance robot was developed by Harshitha et al. which notifies on any tres-
passing and obstruction detection using Raspberry Pi 3 model. On the other hand,
in the case of an authorized person the voice assistant will start talking to the robot
[7]. Majority of the robots that are being developed come up with ultrasonic sensors
that are highly capable in perceiving the environment and detecting the obstacle by
emitting the ultrasonic sound waves [8].

Apart from surveillance, Robots were also trained and developed to carry out floor
polishing tasks to ease the life of modern living using Arduino and microcontrollers.
The prototype of the model includes ultrasonic sensor for obstruction detection,
fans, motors, discs and LED controlled through the mobile Bluetooth [9]. With the
advantage of programming and reprogramming, the Arduino board has given the
flexibility to program the hardware components along with the software’s without
much difficulty [10]. Temperature and humidity sensors are embedded into the robots
to monitor the changes in the atmospheric environment and the data is transmitted
through a wireless transceiver module [11].

The role of Robots in the field of waste management has extended up to a great
extent where intelligent bots were built that could alert the Municipal Web server
when the level of garbage becomes full. Thiswaywe can pave theway for an effective
waste management system and provide a room for smart cities [12]. Most existing
works focused on Bot creation for surveillance, fire extinguishing, floor cleaning
and waste management. Our work was developed with a strong intention to help the
Military officials and other people in a view to save the life of many. This Bot is sent
for the environment check to verify if the environment is safe for human intervention
or not. The data is collected and stored securely based on which the decisions are
taken accordingly.

3 Methodology

The proposed prototype is designedwith the objective to develop an intelligent device
that can sense the surrounding environment and activities through the embedded
sensors to take necessary actions without much human intervention. The robots are
well trained to take up the decision on its own. Figure 1 demonstrates the working
of the Bluebot, the initial step is to connect the Bluetooth module of the Robot to
the mobile Bluetooth, through which the communication between the Robot and the
Application can be established continuously. On successful connection, the Bluebot
starts sensing its environment through the embedded sensors that can detect the
harmful gas present in the atmosphere, and water level present at the ground. The
Bluebot is designed to navigate through the environmentwhich is controlled by theUI
present in the Android Application. During the process of navigation, the ultrasonic
sensors detect for the presence of any obstacle and automatically stop from further
navigation if the robot encounters any obstacle.

Figure 2 shows how the hardware circuits are connected for establishing contin-
uous communication. Two motors M1 and M2 as shown in Fig. 3 are connected
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Fig. 1 Flow chart of Bluebot

to the motor driver for the easy movement of the Robot. Power supply is provided
through the battery that is rechargeable.

3.1 Development of the App

AnAndroid application that can control the movements of the systemwas developed
using the MIT App Inventor. The MIT App Inventor was developed by Google and
maintained by Massachusetts Institute of Technology is free and open source. The
apps are built byworkingwith theApp Inventor Design, where the components of the
App are designed and the App Inventor Block Editor, where we assemble programs
visually through drag and drops. Blocks also referred to as virtual elements are linked
with one another using the logical statements. The data from the sensors are received
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Fig. 2 Hardware circuit design

Fig. 3 Block diagram of Bluebot

and displayed through this application through the Bluetooth module embedded in
the Bluebot.
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3.2 Arduino UNO

Arduino Uno, microcontroller board based on the ATmega328P, is designed with 14
digital input andoutput pins, 16MHzquartz crystal, 6 analog inputs,USBconnection,
a power jack, an ICSP header and a reset button [13]. The board is composed of
everything needed to support the microcontroller and gets connected to the computer
with a USB cable or powered with an AC-to-DC adapter or battery to keep running.

3.3 Bluetooth Module

The Bluetooth module HC-05 module is intended to work as Master/Slave module
which is configured only through AT COMMANDS. By default, the module is set to
SLAVE. AT Commands are utilized to modify the basic configuration of the module.
HC-05 Module is composed of 5 or 6 pins. The firmware for HC04 is LINVOR and
for the HC05 it is HC05 itself. On scanning the Bluetooth devices from the App the
name becomes visible on the Android phone.

3.4 Ultrasonic Module

HCSR04 Ultrasonic Sensor is used to detect the presence of obstacles by emitting
high frequency sound waves which are too loud for humans to hear. These sound
waves hit the obstacle and get reflected, which calculates the distance based on the
time required. The calculated distance is then displayed in the application of the user.
When the distance between the obstacle and the system becomes less than 20 cm,
the system stops moving in that direction.

3.5 Gas Sensor

Gas Sensor is embedded into the robot which has the potential to detect toxic gases
including ammonia, nitrogen oxide, CO2, oxygen, alcohols, aromatic compounds,
sulfide and smoke present in the surrounding environment. The conductivity of the
gas sensor leverages as the concentration of the polluting gases increases. A 5 V
power supply is provided to the sensor.
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3.6 Water Level Sensor

A level sensing device is used to measure the level of flow of substance including
liquids, slurries, and granular materials. A 5V power supply is provided to the sensor.
The sensor is calibrated to various types of water to get out the accurate readings.

3.7 Motor Driver

Motor M1 and M2 are connected to the control circuits through the motor driver.
L293D is a motor driver IC that allows DC motors to drive in either direction. All
the components of the robot are enclosed within the chassis.

4 Result

4.1 Test Report

A very rudimentary approach with testing of bots is that the test condition under all
combinations of inputs and preconditions (initial state) is not expedient, even with a
minor product. The number of obstructions in the developed product is substantial
with defects occurring infrequently are arduous to figure out in testing. To meet the
non-functional requirements of the developed product including quality, usability,
scalability, performance, compatibility, reliability are highly subjective, and sporad-
ically sufficient value to one person may not be tolerable to other person. We plan
to test our robot by profuse methods of testing. We aim at testing our robot and run
it under maximum testing combinations possible. By doing this we can examine the
functionality and the durability of our robot. Testing of the Robot is categorized into
three phases, being unit testing, integration testing and validation testing. Integra-
tion testing is the most detailed and longest process of testing as it consists of the
top-down approach, bottom-up approach, umbrella approach, black box testing and
white box testing.

4.1.1 Test Description TC01

The developed Android Application is installed on the Android phone that acts as a
controller for the system. The Bluetooth Communication between the Arduino and
Android Phone is enabled by the HC-05 Bluetooth Module. The user should be able
to view all Bluetooth devices by clicking the button (Tables 1 and 2).
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Table 1 Test case 1 information

Test case ID TC01

Test case name Bluetooth connection check

Test case objective Connect to the Bluetooth module present in the system

Table 2 Test case TC01 report

Step Test steps Test data Expected result Actual result Result

1 Connect Button click List of available
Bluetooth devices

List of all paired and
available Bluetooth
devices are displayed

PASS

2 Disconnect Button click Bluetooth is
disconnected

The connected Bluetooth
module id disconnected,
and the system stops
responding

PASS

4.1.2 Test Description TC02

The Motor Driver Module L298N enables the motors of the robotic car to drive
through the current flow. On key press, the data is automatically sent to the Bluetooth
module by enabling the Bluetooth connection. Each switch case is mapped with
instructions to the Motor Driver Input Pins in the Arduino software, which is made
to receive data from the Bluetooth Module and perform a straightforward switch
case operation. For instance, on pressing UP Arrow in the App, ‘F’ is transmitted.
Arduino causes the wheels to drive ahead by setting IN1 and IN3 to HIGH and IN2
and IN4 to LOW. Corresponding to this, other keys match the correct IN1–IN4 pin
configurations (Tables 3 and 4).

Table 3 Test case 2 information

Test case ID TC02

Test case name System controller check

Test case objective Controlling the system by connecting the Bluetooth placed in the system
with the Bluetooth of the Android phone through the App

Table 4 Test case TC02 report

Step Test steps Test data Expected result Actual result Result

1 Forward F Move forward System moves forward PASS

2 Backward B Move backward System moves backward PASS

3 Left L Move left System moves left PASS

4 Right R Move right System moves right PASS

5 Stop S Stop moving System stops moving PASS
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Table 5 Test case 3 information

Test case ID TC03

Test case name Data retrieval check

Test case objective Retrieving the data from various sensors and displaying it on the App

Table 6 Test case TC03

Step Test steps Test data Expected result Actual result Result

1 Obstacle
detection

Conditions around Distance between
the obstacle and the
system should be
detected and
displayed

Distance between
the obstacle and the
system is detected
and displayed in
the Android App

PASS

2 Water level
detection

Presence of water
in the environment

Water level should
be detected, and the
readings are
displayed in the
Android App

Water level is
detected ad the
readings are
displayed in the
Android App

PASS

3 Air quality
detection

Presence of
harmful/harmless
gas in the
environment

Quality of the air
should be detected
and displayed in the
Android App

Quality of the air is
detected and
displayed in the
Android App

PASS

4.1.3 Test Description TC03

The data received from the sensors are displayed in the serial monitor. To make it
available in the Android App, data in bytes is received through the BluetoothModule
that is connected. The data is then displayed in the empty fields that are designed in
the App (Tables 5 and 6).

5 Conclusion and Future Scope

IoRT based BlueBot is basically a robot built using the Bluetooth module and
controlled using an Android App. During this work a successful working model
of the robot was constructed as shown in Fig. 4, which has three sensors embedded
in it namely the water sensor, capable of sensing the water level when the robot is
sent into the underground tunnels. Secondly the gas sensor measures the amount of
toxic gas present in the atmosphere. Finally, the presence of the ultrasonic sensors is
utilized for predicting the distance between the robot and the obstacle so that the user
can make necessary decisions on navigation through the path. The communication
between the robot and the Android App is established by connecting the Bluetooth
module with the mobile’s Bluetooth. Furthermore, the robot runs on a battery by
supplying the power to the motors. The Bluetooth module used in this work has
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Fig. 4 Android App used to control the system and display the data received from the sensors

a very limited range covering up to 10 m that can be modified by using the LoRa
module as a future scope.Additionally a servomotor can be addedwhich redirects the
movement of the robot as soon as it meets the obstacle. A 360° camera is embedded
to the module that can help the user in visualizing the movements of the robot.
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Nirbhaya Naari: An Artificial
Intelligence Tool for Detection of Crime
Against Women

Sakshee Sawant , Divya Raisinghani , Srishti Vazirani ,
Khushi Zawar , and Nupur Giri

Abstract Dowryabuse, rape, domestic violence, forcedmarriage,witchcraft-related
abuse, honor killings are just a few of the myriad atrocities women encounter and
fight against worldwide. The psychological impacts of abuse on the victim can
lead to depression, PTSD, eating disorders, withdrawal from the outside world and
society, and low self-esteem to name a few. The physical implications could result
in an inability to get to work, wage loss, dearth of involvement in routine activities,
not being able to take care of themselves and their families. Our initiative is dedi-
cated to curbing violence against women by providing a forum for women to speak
about violence as well as passing a signal about it through a dedicated hand gesture.
Our designed solution has three modules namely: Violence/Crime Scene Detection
against women using audio and video, help hand signal detection, and multi-label
story classification. Our approach uses Convolutional Neural Networks (CNN), Long
Short-Term Memory (LSTM) for video classification along with Support Vector
Machine (SVM), and Random forest for audio classification.

Keywords Violence detection · Abuse · Harassment · Hand gestures · Crime ·
Residual networks (ResNets) · Convolutional neural network (CNN) · Deep
learning ·Word embeddings
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1 Introduction

The United Nations defines violence against women as “any form of gender-based
violence that causes or is likely to cause physical, sexual, or mental harm or suffering
towomen, including violence, compulsion, or arbitrary deprivation of liberty, regard-
less of it being conducted in public or in private [1]”. WHO, on behalf of the “United
Nations Interagency Working Group on Violence Against Women,” studied a data
from 2000 to 2018 across 161 nations and territories concluding that on an average
one in three i.e. approximately 30% women have been subjected to violence by
a partner [2]. Of the several crimes happening against women globally, domestic
violence tops the chart. From the outset, the Indian Constitution granted equal rights
to men and women to abolish gender disparity. Unfortunately, most women in this
country are unaware of their rights due to illiteracy and prejudiced mindsets [3]. This
lack of awareness about women’s rights keeps them on the receiving end resulting
in a lowering of their self-esteem, decreasing their productivity and performance
eventually [4]. These seemingly minute things can result in cascading effects such as
homicide, suicide, death, unintended pregnancies, induced abortions, gynecological
issues, STDs, eating and anxiety disorders, and many more [5].

In an effort to address this pressing issue, this paper attempts a model “Nirbhaya
Naari”, a model that can detect potential violent actions against women and ensure
women’s safety. Identification of violence/crime situations against women, audio–
video conversion, detection of verbal harassment or verbal help, story summarization,
and detection of help hand signals are the four key models that we have worked
upon. The Audio Summarization model takes into account the user’s version of the
abuse and determines the type of violence the user experienced. Depending on the
nature of the abuse, the appropriate help is extended. The video’s Violence/Crime
SceneDetectionModule recognizes any conflicts or physical assaults directed toward
women. Audio detection of Verbal Harassment or Verbal Help detects the presence
of help screams in video footage. The Help Hand Signal Detection module looks for
help hand signals in video frames. The audio, video, and story proofs of violence are
stored in Aws Bucket and the aws S3 url is recorded in php database.

The novel aspect of our proposal is that it adopts a heuristic approach to the victim
in order to identify any form of injustice action against women itself rather than just
the presence or absence of violence by consideringmore factors like screams, violent
actions, and more input types like audio, video, text format and help hand signal.
Detection of female screams specifically, adds to the confidence score and thus,
accuracy and chances of detecting violent activity increase. The portal strives to
assist women who are victims of abuse or violence by giving them a safe place to
seek aid and ask questions. A portal that could be used by the victim or the witness.
All of this would be accomplished with the help of a collection of algorithms, with
the sole goal: WE WANT WOMEN TO FEEL SAFE (Fig. 1)!
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Fig. 1 Functioning of “Nirbhaya Naari”

2 Related Work

The importance of security construction has risen significantly since the concept
of a “safe city,” and video monitoring technology has been continually explored
and implemented. Video surveillance systems are required to grow more intelligent
since the functional needs of actual applications become more diversified. Refer-
ence [6] investigates a specialized intervention strategy for IPV victims (aged 18 to
65 years) in the emergency room that allows treatment from professionals. The aim
was to figure out if there was a link between increasing screening rates and greater
detection of violence. Reference [7] studies cases of domestic violence among admis-
sions to a large Italian hospital’s emergency room in 2020, including during thewhole
“Lockdown”. It also focuses on documenting the short and long-term health effects
of violence, as well as evaluating the WHO screening as a tool for finding instances
that might otherwise go unnoticed. Reference [8] focuses on the relationship between
adult patients’ socioeconomic factors and domestic violence screening and further
help-seeking behavior if they are assaulted. The findings showed that basic and
primary care can play a key role in recognizing domestic abuse by using the “WAST
(Women Abuse Screening Tool)” screening instrument, or a suitable adaptation of it.
Reference [9] is about eve-teasing in rural areas, particularly among female adoles-
cents, and suggests a method for determining its prevalence. Direct observation of
questionnaires, group discussions, and semi-structured interviews was used as part
of a mixed technique study. Reference [10] proposes an architecture that extracts
features from video frames using a pre-trained “ResNet-50model”, which is then fed
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into a “ConvLSTMblock”. To eliminate occlusions and inconsistencies, a short-term
difference in video frames to provide additional robustness is used. “Convolutional
neural networks allow us to extract more concentrated Spatio-temporal data from
frames, which helps LSTMs cope with the sequential nature of films”. The model
takes raw movies as input, translates them into frames, and then generates a binary
label of violence or non-violence. To remove extraneous details, we used cropping,
dark-edge removal, and other data augmentation techniques to pre-process the video
frames. Reference [11] claims that the technique extracts the video’s spatiotemporal
aspects using artificial features and depth features, which are then integrated with the
trajectory features using a convolutional neural network. Face images in surveillance
video cannot be successfully recognized due to low resolution, so themulti-foot input
CNNmodel and theSPP-basedCNNmodelwere created to address this problem.The
accuracy of the brute force identification approach suggested in this study was tested
on the ‘Crow and Hockey datasets’, and it was shown to be as high as 92 percent and
97.6 percent, respectively. The violence detection method suggested in this research
improves the accuracy of video violence detection, according to experimental data.

Reference [12] introduces a new audio classification technique. For audio classifi-
cation, the initial step is to propose a frame-based multiclass support vector machine
(SVM). This novel audio feature is combined with ‘mel-frequency cepstral coef-
ficients (MFCCs)’ and five perceptual features to produce an audio feature set.
Reference [13]. The main goal of this work is to use hand photos acquired with
a webcam to detect American sign characters. The Massey dataset had a success
rate of 99.39 percent, the ASL Alphabet dataset had a success rate of 87.60 percent,
and the Finger Spelling A dataset had a success rate of 98.45 percent as in Refer-
ence [14]. This study aims to: (1) develop a new “gold standard” dataset from social
media with multi-class annotation; (2) execute extensive experiments with several
deep learning architectures; (3) train domain-specific embeddings for performance
improvement and knowledge discovery; and (4) generate visuals to facilitate model
analysis and interpretation. Empirical research using a ground truth dataset has shown
that class prediction can be as accurate as 92 percent. The study validates the appli-
cation of cutting-edge technology to a real-world situation, and it benefits in DVCS
organizations, healthcare providers, and, most crucially, victims.

3 Dataset Source and Data-Preprocessing

We collected the suitable, curated, and most delinquent data from Facebook as the
primary social media channel because of its widespread popularity and considerable
interaction of sharers and supporters on Facebook groups. The entries were gathered
from a variety of pages that examine various aspects of violence. The extraction
technique employed the FacebookGraphAPI, and the search phrases were ’domestic
violence and ‘sexual violence [14].’ The manual classification of data extracted was
done in order to create a benchmark. Because human annotation is a time-consuming
process, we randomly chose 2,000 postings. We kept cases including hyperlinks or
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Table 1 Example of posts and their respective category

Post ID Posts Label

1 “My brother had molested me once when I was ten years
old. My subconscious hid this trauma to allow me to live
under the same roof with someone who had violated my
body and my trust.”

Sexual violence

2 “I found myself in the position I never expected to be in,
echoing the words of countless women undone by the
violence of the men in their lives: ‘But I still love him.”
#DomesticAbuse #WhyIStayed

Domestic violence

3 “I had no money a 3-month-old baby and he controlled
money I was scared my baby would go hungry.”
#whyistayed #domesticabuse #coercivecontrol

Psychological violence

4 A 13-year-old girl was raped and killed, in Gurgaon
(Gurugram district, Haryana), by a relative of their landlord
belonging to a general caste. 1 dead

Fatalities

graphics out of the analysis. The total number of postings in the final benchmark
corpus was 1064, divided into four categories: sexual violence, domestic violence,
psychological violence, and fatalities. Given that no earlier study on multi-label
violence identification has been done, the size of the acquired dataset is considered
moderate.

• S1 post as Sexual violence: Women sharing personal experiences to educate other
women

• S2 post as Domestic violence: Women sharing if they are facing/overcoming
domestic abuse

• S3 post as psychological violence: Financial crisis and verbal abuse taking a toll
on mental health

• S4 post as Fatalities: Women sharing experiences where they have lost a loved
one to abuse (Table 1).

The use of word embeddings as features extraction is a key aspect of multi-label
identification tasks. Word embeddings are a more expressive way of representing
text data since they capture the relationships between the terms (Fig. 2).

Along with this data, we also collected video data to increase the accuracy of our
model. The two pertinent factors to scrutinize here are the sight of violent actions
and screams. The proposed model is trained and evaluated on a violent crowd data-
set, fight dataset, hockey dataset containing fight scenes, and audio data ie. screams
scraped from the internet [15, 16]. For crime detection, via videos, a total of 1000
videos of 720 × 576 pixels were hand-labeled as “violent” or “non-violent”. The
complete audio data set was separated into two classes for the detection of violence.
A positive class contains roughly 2000 human screams that are further classified
into male and female screams and a negative class has around 3000 negative sounds
that are not considered screams. For further analysis, we also incorporated a gesture
detection dataset to spread alerts.
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Fig. 2 Correlation matrix of
the dataset features for
multi-label classification

For silently seeking help, women can raise their hands. For this, two datasets
have been utilized. The ‘CanadianWomen’s Foundation’ created the Signal for Help,
which was launched on April 14, 2020. After theWomen’s Funding Network (WFN)
embraced it, it quickly expanded around the world. The signal is made by displaying
the ASL characters A and B. To begin, the Kaggle ASL alphabet dataset was used
for indication detection to assess the performance of more intricate data. The NUS
hand posture dataset with the cluttered background was used to compare the results
to earlier research and determine which had the highest recognition rate [17]. For a
deeper comprehension of the considered datasets, the figure exhibits examples from
them, one with a plain background and the other with a cluttered background (Fig. 3).

The ASL alphabet dataset consists of 780,00 images, containing 300 samples per
class. We used 600 images for it because we needed to train the model only on two
specific signs that denote help. And for the NUS hand posture dataset with the clut-
tered background, we used 400 images. Our approach, which is further explained
in detail in the methodology, eliminates the time-consuming task of identifying
prospective feature descriptors capable of determining different gesture types.

Fig. 3 Sample images for the ASL alphabet dataset and NUS hand posture dataset respectively
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4 Methodology

The model’s functionality is broken down into three stages. The first phase identifies
violent behaviors, the second detects cries/screams, particularly female screams, and
the third phase recognizes the existence of a help hand gesture. When analyzing a
video sequence, the output of the three stages is taken into account. Phase 1 and phase
2 outputs are assessed simultaneously, with phase 1 output getting higher weight.
Phase 3 is viewed independently from phases 2 and 1. If violence is detected in
Phase 1 or Phase 2 the submitted audio/video file is stored in Aws S3 bucket. The
Aws S3 url is then stored in the php database. If a help hand signal is detected live
location coordinates are obtained of the victim and a SOS text message is sent to
emergency contacts. The former depicts the presence of violence, whilst the latter
depicts a request for assistance (Fig. 4).

4.1 Phase 1 and 2: Violence/Crime Scene Detection Using
Video/Audio

We ascertain two diverse but allied tasks with a video sequence Sq comprising frames
{frame1, frame2,frame3,...}. The video Sq is presumed to be segmented temporally,
encasing T frames delineating either violent or non-violent behavior. The intent is
to assort S accordingly. The frames are read in four-dimensional tensors (frame,
H, W, RGB). A base model built employing pre-trained CNNs (vgg-19) is applied,
succeeded by LSTM cells and dense layers. We use 700 videos for the training set
and 300 videos for the test set in the base model. Transfer Learning is employed to
minimize computation power consumption and improve accuracy.

Fig. 4 Architecture diagram
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Fig. 5 Model architecture

To detect women’s screams we primarily extract audio from video frames and
transform it to Mel Frequency Cepstral Coefficient, a feature popularly used in auto-
matic speech recognition, using the Librosa package. We trained the SVM (Support
Vector Machine) model to apprehend human screams/shouts using the MFCCs of
the audio retrieved from supplied input. The MPN (Multilayer Perceptrons Model)
was then trained to detect female screams particularly.

The following are the steps we took in general:
1. As input, video is used.
2. Extract Audio from Video.
3. In the preprocessing phase, resize the video and get the audioMFCCcoefficients
4. The preprocessed data is then fed into SVM, MPN, and CNN models.
5. Ascertain whether violence and women’s screams were detected (Fig. 5).

4.2 Phase 3: Help Hand Signal Detection

Further, the model has an input layer and convolution layers that are used to apply a
set of convolution filters to an image. The layer executes a sequence of mathematical
operations for each subregion to create a single value in the feature map, pooling
layers downsample the image data retrieved by the convolutional layers to reduce the
dimensionality of the feature map to reduce the processing time, while convolutional
layers apply a ReLU activation function to the output to inject non-linearities into the
model. We employed max pooling, which takes feature map subregions (100× 100-
pixel tiles), preserves their maximum value, and discards the rest, one softmax output
layer, and a final interconnected output layer [17]. The input image of hand postures
is received by the input layer, which then sends them on to the subsequent layers for
extracting features and classification. The proposed design has three convolutional
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layers: eight 19× 19 filters in the first layer, sixteen 17× 17 filters in the second layer,
and thirty-two 15× 15 filters in the third. Now we fed the output of the convolution
process into a succession of ReLu activation neurons [18]. Zero takes the place of
negative values in the pooling layer by using the non-linearity & non-saturating
function defined in the equation:

y = max(0, x) (1)

The classification layer receives the most discriminatory feature values recovered
by the multiple-layered structure. The softmax layer and the output layer have the
same number of neurons, the output layer’s number of neurons is determined by
the number of classes in the dataset, and also it uses a multiclass sigmoid function
to restate the feature values into the range 0–1. We get a feature vector from this
layer. Based on this, the final fully connected layer classifies the input frames into
the appropriate gesture and the system will spread an alert if a help hand gesture is
detected.

4.3 Multi-label Classification of Stories

Now, if the environment is not under scrutiny and some userwants to share their story,
the user can login to our portal and can write or narrate her story. After processing the
information, the system will connect the user to the nearest help centers. There are
two techniques to input embeddings to neural networks in multi-label classification,
which are employed here to determine the sort of assault a woman has encountered—
by training, by using domain-specific word embeddings (Keras), and by making use
of pre-trained embeddings (e.g.Word2vec, FastText, andGlove). Themodels that we
delved into using domain-specific embeddings are NN, CNN, RNN, and LSTM.And
themodels we investigated using pre-trained embeddings (withWord2Vec, FastText,
and Glove) are CNN, RNN, and LSTM.

In this, we used the training dataset as our (train and validation data), while the
test dataset was our test data. For the train data, we used cross-validation to split
the train data into random train and validation subsets. Our model is then iteratively
trained and validated on these different sets.

The training dataset is split into train and validation.We had a training split, 0.8 of
for train dataset samples, while the validation split, was 0.2 for Train dataset samples.
We calculated the precision, a multi-label classification parameter that indicates how
many relevant things were chosen, as well as the recall, a multi-label classification
metric that assesses how many significant items were chosen [19]. Eventually, the
F-score viz weighted harmonic mean of recall and precision, was calculated. This is
critical for multi-label classification, which groups input samples into label sets. A
model would attain a perfect score by merely allocating every class to every input
if it just considered the accuracy (precision). To circumvent this, a measure should
also penalize erroneous class assignments (recall). This is determined by the F-beta
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Fig. 6 Homepage of portal
“Nirbhaya Naari”

Fig. 7 Additional
functionalities of our portal

score [20]. This is identical to an F-measure when beta = 1. We employed domain-
specific embeddings along with pre-trained embeddings. The analysis revealed that
domain-specific embeddings outperform pre-trained embeddings.

5 Implementation Screenshots

See Figs. 6, 7, 8, 9, 10, 11, 12 and 13.

6 Result Analysis

Hand segmentation, which is actually a tough operation in photographs with back-
grounds containing different items, is not required with the suggested model. Even
though there are different segmentation approaches available based on skin color,
hand shape, and various other factors, they all fail to produce accurate results when
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Fig. 8 Section for victim to
provide audio/video proof of
her violence

Fig. 9 Section for victim to
upload a video proof of her
abuse

Fig. 10 Portal detecting the
presence of violence

applied to photos with other background items or moving items. Our suggested
method also removes the time-consuming task of identifying prospective feature
descriptors capable of distinguishing different gesture types. We tried and tested
different models which are: CNN with the highest accuracy of 96.42%, Inception
V3 with an accuracy of 90%, DNN with Squeezenet with an accuracy of 83.28%,
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Fig. 11 Sharing live coordinates of victim with her emergency contact when system detects help
hand

Fig. 12 Section for the victim to write or narrate the story

Fig. 13 Output depicting
the type of violence after the
narration of story

and ANN with an accuracy of 79.89%. We then acquired a 98.50 percent accuracy
after training the video dataset. Figure 14 depicts the suggested model’s accuracy for
each era. In addition, Fig. 15 shows the loss (Cross-Entropy loss) of both the train
and test sets (Table 2)

.
For help hand signal detection, we got the accuracies as follows.
Hand segmentation, which is actually a tough operation in photographs with

backgrounds containing different items, is not required with the suggested model.
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Table 2 Performance
evaluation for help hand
signal detection

Help hand signal detection model Accuracy

CNN 96.42

Inception V3 90

DNN with Squeezenet 83.28

ANN 79.89

Fig. 14 Test versus training
accuracy graph

Fig. 15 Test versus training
loss graph

Even though there are different segmentation approaches available based on skin
color, hand shape, and various other factors, they all fail to produce accurate results
when applied to photos with other background items or moving items. Our suggested
method also removes the time-consuming task of identifying prospective feature
descriptors capable of distinguishing different gesture types.

For multi-label classification, we got the accuracies as follows (Table 3).
We have employed domain-specific embeddings along with pre-trained embed-

dings. The analysis showed that domain-specific embeddings outperform pre-trained
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Table 3 Performance evaluation for multi-label classification of stories

Multi-label classification model Accuracy Recall Precision F-measure mean_pred

NN 0.921 0.861 0.833 0.879 0.385

CNN 0.926 0.865 0.856 0.88 0.397

RNN 0.914 0.829 0.819 0.861 0.393

CNN-Glove 0.912 0.805 0.755 0.847 0.418

RNN-Glove 0.908 0.788 0.797 0.831 0.433

CNN-Word2Vec 0.916 0.804 0.714 0.826 0.452

RNN-Word2Vec 0.912 0.825 0.798 0.825 0.47

embeddings. The graphs for training and validation accuracy along with the loss
values are shown below for various models that we tested (Figs. 16, 17, 18 and 19).

Fig. 16 Graph for the NN model

Fig. 17 Graph for the CNN model
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Fig. 18 Graph for the CNN-Glove model

Fig. 19 Graph for the CNN-Word2Vec model

7 Conclusion

In many parts of the world, interpersonal violence, whether sexual or nonsexual,
continues to be a big issue. It increases the victim’s emotions of helplessness and
impotence, lowering their self-esteem and indicating that they may be prone to addi-
tional violence [21]. In this project, we proposed a solution to combat violence and
harassment with a violence detector based on NLP and Deep Learning methods.
Nirbhaya Naari acts as a portal for women to raise their voices and firmly say no to
violence. Our portal serves as a venue for receiving input by recording audio or video
recordings of victims telling their stories or describing contact with violence. Alter-
natively, a victim can tell her tale in writing if she does not want to provide audio
or video. Further, our system provides women with the function of “Help-Hand,”
which enables them to contact emergency contacts in case of an emergency and to
communicate their whereabouts. In a nutshell, our project builds a platform where
women can raise their voices and experience a safer environment. It will help to put
terror in the minds of the abusers before they do any acts of violence. It also acts
as an aid to ICC thereby helping to reduce the crime rate [22]. The model could be
used as a web portal or in the future could be adapted to a mobile application for
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better functioning. Our work provides women the confidence to not just hold back
but stand against their abusers fearlessly.
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Pre-eclampsia Risk Factors Association
with Cardiovascular Disease Prediction
and Diagnosing Using Machine Learning

Ritu Aggarwal and Suneet Kumar

Abstract Preeclampsia disease is a kind of disorder which usually occurs due to
high blood pressure during pregnancy in women. It includes cardio changes, protein
less intake, abnormalities in hematologic or some cerebral, urinemanifestations. This
disease effects 3–5% at the time of pregnancy. It is the reason for preeclampsia symp-
toms. In this proposed workmachine learning techniques are applying to improve the
prediction rate and diagnosis, prevention of complex disease with their symptoms.
Most of women have affects a risk of cardiovascular disease due to preeclampsia. It
affects the heart of women or also affects the other organs of the baby and mother.
The aim of the study is to propose the prediction model by selecting features of
particular class using the dataset. The dataset has 303 instances and 14 attributes for
cleveland which is used for heart disease and 1550 samples and 30 features taken by
collecting with clinical serum for the samples of 1000 out of 1550 for preeclampsia
women. These samples are divided according to training and testing ratio of 7:3.
Prediction based model is developed for implementing through machine learning it
is used for prenatal CVD threat in PC suffered women.

Keywords Cardiovascular disease · Preeclampsia ·Machine learning · Blood
pressure

1 Introduction

CVD is the main reason of death all over the world. The ratio of women who
are suffering from this disease. The death rate in women has expanded due to
preeclampsia. It is a hypersensitive issue during pregnancy. The common factors
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related to CVD and preeclampsia such as hypertension, high blood pressure, diges-
tion, change in veins, high protein in blood, etc. (6, 7). Pregnancy is related to some
changes that are pathologic or physical related. If the pregnancy issue is related
to pathologic it means the condition is preeclampsia. The term used is related to
preeclampsia that is eclampsia a condition that shows the cardiovascular changes in
the patient body. Due to this some other kind of disease could be occurred such
as hematologic abnormalities, hepatic, neurologic, and others [1]. It is a scien-
tific disorder that burdens 3–5% of pregnancies and is a main source of maternal
mortality, particularly in agricultural nations. It raises serious preeclampsia hem
dialysis and liver-related diseases that all are comes under hypertensive tissues and
low platelets syndrome [2]. Preeclampsia is characterized as the new beginning
of hypertension and proteinuria during the last part of pregnancy that ordinarily
shows up around 20 weeks of incubation with manifestations of hypertension and
proteinuria. Significant fringe vasoconstriction alongside diminished blood vessel
consistence prompting uncontrolled hypertension has been accounted for [3, 4]. A
couple of clinical conditions, increment the danger of Preeclampsia: primiparity,
past preeclamptic pregnancy, persistent hypertension or constant renal sickness, or
both. An danger with toxemia is expanded twofold to fourfold assuming a patient
has a first-degree relative with a clinical history of the issue and is expanded seven-
fold if toxemia is muddled a past pregnancy. Numerous incubations are an extra
danger factor; trio growth is a more serious danger than twin development. Trade-
mark cardiovascular danger factors likewise are related to an expanded likelihood of
toxemia, as are maternal age more established than 40 years, diabetes, corpulence,
and previous hypertension. The expanded commonness of constant hypertension and
other comorbid clinical sicknesses in ladiesmore seasoned than35yearsmight clarify
the expanded recurrence of toxemia amongmore established ladies. Customarily, the
conclusion of PE relies straightforwardly upon thewell-being proficient. This finding
can be improved with the utilization of e-well-being strategies. These can uphold the
anticipation of the infection, keeping away from the issues that happen whenever it
has been analyzed. The flow focal point of medical care analysts is to advance the
utilization ofwell-being innovation in non-industrial nations to help clinical decisions
[5]. Notwithstanding the clinical history and family ancestry, it is critical to consider
the financial variables wherein ladies are submerged during pregnancy. Low Socio-
financial elements go about as various danger factors for toxemia. They are related
to dietary issues, decreased risk natal consideration, and unsanitary clean conditions.
In Mexico, low financial status of women multiplied the danger of preeclampsia and
CVD [6]. According to previous reviewers observed that working ladies contrasted
with non-working ones had a higher danger of creating preeclampsia and eclampsia
[7]. This might be connected to the pressure that ladies get during work. Most of the
tools which are used for prediction could detect the people’s diseases or which may
have a chance of high disease infection so that it could give benefits to that patient
who is exactly suffered from CVD. It is an advantage to detect the disease at its early
stages [4, 8–10]. According to ACC/AHA find a research in young ladies there is
a higher chance of CVD as measured by the different tools. In young ladies during
pregnancy if they suffered from CVD there is a chance the child is get effected by
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disease. So that in each patient early detection and diagnosis of the disease is a major
requirement for toxemia with a background marked by toxemia [11–13]. To this end,
a checked apparatus is direly needed to screen out high-hazard preeclampsia women
with post-pregnancy CVD and play out a designated mediation. On their risk factors,
some of the devices is used to detect the CVD before toxemia. The different machine
learning techniques were used to incorporate numerous factors to achieve accuracy
in prediction of results. According to the research and different studies preeclampsia
and CVD are portrayed to be danger. This paper analyzes for pregnant women to
endure preeclampsia, and presents a few manners by which the choices made by the
framework are reasonable to trained professionals. The following paper is as follows:
in Sect. 1 introduction is discussed, in Sect. 2 related works in which existing studies
about these diseases will be discussed by researchers. Section 3 proposed works
using machine learning with preeclampsia. Section 5 discussions and results based
on preeclampsia with cardiovascular disease. Section 6 conclusion of work discussed
with future scope.

1.1 Research Gap and Objective

İn the previous work none worked on a real dataset. The preeclampsia disease is
directly related to the heart disease. No one discusses it with heart disease. At the
stage of pregancy the heart disease is occurring because of high blood pressure,
hypertension. İn this current work improved technologies and models according to
existing work done by researchers. The different attributes of HD and preeclampsia
that show their relationship.

2 Literature Review

Sufriyana et al. [1] in this study proposed a model using the BPJS dataset which
was implemented to detect the preeclampsia in pregnant women with different
machine learning algorithms using performancemetrics. Li et al. [2] in this researcher
proposed a early identification of patients at a risk of PE. The results were obtained
by different parameters. AUC obtained 0.92 at the highest point. Espinilla et al. [5]
in this study researcher proposed a study to diagnose and support the disease. The
methodology is based on the fuzzy linguistic approach in which the data extraction
process is composed of two phases. Sonnenschein et al. [6] proposed a work for the
detection of preeclampsia at early stages using the dataset of PAD. The results were
implemented using artificial intelligence by applying machine learning. Random
forest gives an evaluation matrix by using some parameters. de Havenon et al. [7]
in this proposed work the researcher studies the risk factor against the preeclampsia
disease. Its implementing on the time varying vascular risk factors. Wang g et al.
[14] proposed a study using machine learning algorithms. It has taken the dataset of
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CVD and preeclampsia. For training and testing the tenfold cross-validation test set
was evaluated. Random forest algorithm is considered as a good approach for the
prediction of disease. It is also calculated systolic pressure.

Lee et al. [15] proposed a work related to showing the key information for disease
prediction by adding the features. It proposed a approach to calculate the mean and
median that choose individual properties of dataset. Steinthors dottir et al. [16] in
this study the researcher proposed a work related to the maternal genome with their
characteristics in which at the time of birth the disease is detected and diagnosed. The
hypertension score is calculatedwhich shows howmany effects pregnant ladies at the
time of birth of child. It computed the results of GWAS for using the five variants that
associated the risk factors of disease. As concluded that the hypertension is a major
risk factor in preeclampsia. Melton [17] in this study projected a WES approach for
detecting the preeclampsia with two novel genes that describe the novel feature of
preeclampsia. It’s used technology ANXA5. The use of this technology solves the
complications regarding the disease at its early stages.

3 Proposed Work with Dataset and Tools Used

In this proposed study the preeclampsia is implementedwithMLmethods to improve
the medical techniques and get accuracy in results. In the health care systems present
results using the machine learning classifiers so that medical physicians understand
how to diagnose and predict the results of the disease. GARMSEmethod of machine
learning is used to compute the accuracy, precision, Recall, Score, etc. These are the
performance which is used to calculate the results using approaches of ML.

3.1 Dataset and Methods, Tools

The dataset will be taken from the child health care development from the hospital
of Apollo Cradle Hospital, Gurugram—Best Maternity and New-born Care. The
dataset has 1550 samples and 30 features from these samples. This dataset has a
labeled features of age, sex, order, birthweight, month of pregnancy, when pregnancy
starts, number of antenatal visit, sonography, risk factors during pregnancy, obesity
measurements, etc., as shown by Fig. 1 and the pseudo-code for GARMSE.
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Fig. 1 Proposed work flow

Pseudo code for GARMSE:

1. Initialization of population
2. Evaluate the population
3. When the generation = 0
4. Then select the features of preeclampsia and CVD using RMSE
5. If the mean value < = 0.9
6. Then initialize generation = generation + 1
7. After then prioritize the features which show disease by setting their value to 1, 0
8. Mean = mean + 1

The above pseudocode describes the workflow of GARMSEwhich firstly chooses
the population at then evaluates it according to thementioned attributes. After that put
the value of generation as 0 and apply the RMSE to compute the error in the dataset.
After that select only that attribute from the entire population which is relevant.

4 Results and Discussions

The following conditions check for Preeclampsia is given before resulting the
outcomes:-
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4.1 Mild PE

The symptoms for Mild PE are counted BP as 140/90 mmHg during pregnancy and
are greater than 350 mg. The maximum time for this is 24 h. The volume is as 500 ml
[16, 18, 19].

4.2 Severe PE

If the BP of pregnant women is 165/100 mmHg as SP greater than 60 mmHg and
the DBP is <30 mm Hg in 24 h and after the 20th week the most common symptoms
are insights such as edema, headache, hearing and vision disturbances, pain in the
right headache, visual disturbances, pain in the right hypochondriac high level of
abnormal liver enzymes, acute fatty liver, etc. [15, 17, 20].

In this study prediction and diagnosis are based on the mild or severe PE. The
probability of predicting the disease will be find out by the machine learning clas-
sification models. The machine learning classifiers RF, SVM, LR, and MARS are
used to learn the relations between different classes of prediction values.

In the first step the dataset is preprocessed which has some missing values and
imbalanced features are to be extracted from the dataset. In the second step used type
prediction classification methods on sample dataset [21]. GARMSE algorithms are
used to analyzing the ROC graph with evaluation metrics. In the last step a sample
of 1550 out of which 30 features are selected and their statistical analysis carried out
by the computing for healthy and non-healthy subjects. In the samples 1550 out of
that 280 are analyzed as suffering from Preeclampsia and other 1270 are healthy.

The columns are labeled with numeric value and categorical value. Preeclampsia
is predicted and labeled as 1 healthy subject and Unhealthy subject as 2. The best
model GARMSE is considered for this work which gives better outcome in terms of
accuracy. This model is best out performed in their performance evaluation metrics
for all validation sets.

4.3 Garmse

It is based on the multiparameter tuning of hyperparameters. It is based on the
heuristic searchwhich solves searching andoptimizationproblems [22, 23].Basically
GARMSEmeasures the prediction error in results andmeasures theflowof regression
through the data points with the regression line. It computes the mean value with
the fitness function. In this work GARMSE gives the best results for predicting the
disease’s presence and absence. As shown in Fig. 2 the dataset with attributes shows
their attribute values as per subject mentioned. The GARMSE results are different
from other approaches and models which were used by the other researchers because
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Fig. 2 Dataset results showing categorical values

Table 1 Results for Preeclampsia for 30 features and 1550 samples

Classifier ROC Accuracy Avg
Accuracy

Precision Recall Kappa F score Time

RF 0.8259 0.823 0.761 0.6976 0.8114 0.1862 0.3166 209.461

MAR 0.8011 0.8011 0.726 0.5632 0.8327 0.3113 0.442 7.656

SVM 0.7781 0.834 0.7142 0.5784 0.879 0.2756 0.373 13.879

KNN 0.7775 0.8289 0.6945 0.5154 0.8805 0.2967 0.3577 42.521

Logistic
Regression

0.7988 0.8286 0.6955 0.5323 0.8895 0.3558 0.4858 7.368

GARMSE 0.8519 0.873 0.799 0.6354 0.8976 0.4125 0.4776 39.61

as per the related disease no one implemented this model for their work. It is a new
technique which obtained an accuracy of 0.873 that is much better than the other
work. This approach easily predicts the disease at its early stages.

The results obtained by the given Table 1 using different classifier used to predict
the disease preeclampsia, the best outcome obtained by the GARMSEmethod 0.873
accuracy and ROC as 85.19 as shown by Box 1 algorithm for preeclampsia.

The given model shows predicted samples with values close to 1 and their
implementation with performance metrics for individually as 0.85 which are health
subjects. The given Fig. 3 is showing ROC characteristics for the best approach that
give better results prediction that is GARMSE. The dataset shows categorical values
by putting the attributes. The roc results are based on a confusion matrix by which
all classifiers of machine learning are tested and trained. According to those results
the AUC results in terms of prediction outcome is obtained as 85.19. (Box 1)

5 Conclusions and Future Work

This proposed study implements different classifiers to build up a model using the
GARMSE approach that individually detects who suffers from preeclampsia disease.
The different subjects employed who are healthy and unhealthy which is labeled
as 1 and 2. In this at the initial stage trying to detect the disease during pregnancy.
AUC characteristics with GARMSE gives better outcome such as 8519 and accuracy
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Fig. 3 ROC characteristics

If the age of women<=30 that is mestizo

Time of pregnancy = 3T

BMI <=29 then the risk of preeclampsia then the risk of pregnancy =2T

Box 1 Algorithm steps for preeclampsia

achieved 0.873 at a time interval of 39.61, respectively. In future extends this work
by choosing more samples according to demographic details and feature extraction
applying with deep learning models. So that in early stages give more accuracy and
prediction.
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A Low Resource Machine Learning
Approach for Prediction of Dressler
Syndrome

Diganta Sengupta , Subhash Mondal , Debosmita Chatterjee,
Susmita Pradhan, and Pretha Sur

Abstract Cosmopolitan lifestyle and livelihood modifications have marked a toll
on human health to the extent of myocardial disease onset at a relatively tender
stage. One of the major issues that have been observed on the rise is the arterial
blockage leading to myocardial infarction. Immune response to the arterial damage
or the pericardium is termed as Dressler syndrome. This study focuses on prediction
of Dressler syndrome based on myocardial infarction historical data. Moreover, the
study focuses on prediction using a resource constraint dataset through six popular
machine learning (ML) algorithms. The dataset comprised of 124 features, and 1700
data, post-cleaning.Of all the 124 features, 12 featureswere target values.We selected
one of the target values (Dressler syndrome) for this study. 10% of the data was
reserved for test data at the initial stage itself, and the rest was further split into
0.7:0.3 for training and validation sets. RF presented a model accuracy of 98%,
which is the best of all the six algorithms. In terms of AUC, RF exhibited the highest
value of 0.995. Moreover, the models were further tuned, and the results confirmed
the efficacy of RF for the classification of Dressler syndrome.
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1 Introduction

Myocardial infarction popularly known as heart attack or cardiac arrest accounts
for over one-fourth of the present annual global fatality [1]. Clinically it has been
proven that the process initiates with a decline of blood inflow to the heart muscles.
Multiple reasons have been cited till date for the decline such as arterial blockage
due to cholesterol sedimentation in the arteries, excessive alcohol intake followed by
poor diet, excessive stress, blood clotting, and in some cases cellular waste leading
to the blood clot [2]. Present work stress followed by changing socio-economic
lifestyle has aided in the growth of the decline parameters leading to the major share
of fatalities through myocardial infarction. Post-myocardial infarction, the human
immune system tries to initiate self-healing measures against the trauma caused to
the heart muscles. This leads to inflammation of the membrane that encapsulates the
heart (pericardium). This inflammation is clinically termed as pericarditis which is a
common symptom of post-myocardial infarction. Another common symptom is the
swelling of the pleurae leading to immense pain (pleuritic pain), and fever. All these
symptoms taken together are clinically termed as Dressler syndrome. It has been
observed that Dressler syndrome generally results from heart surgery, chest trauma,
and myocardial infarction. Also it has been seen that the syndrome affects an age
bracket of 20–50 years [3]. Also it has been observed that owing to a wide range of
clinical presentations is usually tough for health professionals to recognize.

Dressler Syndrome being an immune system reaction may also lead to fluid build-
up in the surrounding tissues of lungs also known as pleural effusion [4]. The build-up
can put pressure on the heart muscles compelling them to work hard [4]. Chronic
pathological inflammation can cause the pericardium to become scarred or thick,
because of this heart’s inability to efficiently pump blood [4]. So, it becomes impor-
tant to timely identify Dressler Syndrome to minimize further risks for the patients.
This served as the motivation for the study. We classify Dressler syndrome using
Machine Learning (ML) algorithms based on historical data related to myocar-
dial infarction leading to Dressler syndrome. Thereafter we claim that if Dressler
syndrome is observed in a patient, then either the patient has had a myocardial
infarction or is going to experience myocardial infarction.

We have chosen ML algorithms for this study because the dataset is resource
constraint [5] which contains approximately a total of 1700 samples, the details of
which are presented further in the paper. Multiple approaches have been applied to
extract the best way of determining whether post-myocardial infarction, Dressler
syndrome can occur or not. We present only the best results in this paper, excluding
the other approaches we did which resulted in lower performance metrics results.
Six ML algorithms have been used in this study as follows: Random Forest (RF),
XtremeGradientBoost (XGB), SupportVectorMachine (SVM),DecisionTree (DT),
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KNearest Neighbor (KNN), and Logistic Regression (LR). The performancemetrics
which serve as the parameter of evaluation for theML algorithms are accuracy, recall,
precision, F1-score, and AUC score.

To the best of our knowledge, this is the first study which proposes a binary
classifier model based on conventional ML algorithms which presents whether a
patient has experienced or is going to experience myocardial infarction, based on a
diagnosis of Dressler syndrome.

The rest of the paper is organized as follows. The next section presents the related
work with respect to this study followed by the proposed classification models
including the data preprocessing techniques presented in Sect. 3. The results are
presented in Sect. 4 followed by the Discussion and Conclusion in Sect. 5.

2 Related Work

Although the study in this paper is novel, we present a few related works of impor-
tance in terms of myocardial infarction and Dressler syndrome. Authors in [1] have
used ECG (electrocardiogram) signals for the prediction of myocardial infarction.
The ECG signals have been decomposed in wavelets, thereby generating different
clinical components within different sub-bands of thewavelets which are captured by
Eigen space-based features, and wavelet entropy. In that study, KNN evolved as the
best classifier seconded by SVM. They also presented a comparative analysis with
convolutional neural networks. Their study focused on the prediction of myocar-
dial infarction through wavelet decomposition of ECG signals using ML algorithms.
The use of ECG signals for the prediction of myocardial infarction has been further
proposed in [2, 6], using ML algorithms, in [7, 8] using DL algorithms. Authors
in [8] also used Recurrent Neural Networks (RNN) for the prediction. Low-quality
ECG signals have been used for the early detection of myocardial infarction in [9].
The authors have used DL frameworks for detection. Another approach for detection
of myocardial infarction using DL algorithms is presented in [10] where the authors
provide a two-fold approach, one class-based approach and another subject-based
approach. Other ML-based approaches can be found in [11, 12].

Another approach for the prediction ofmyocardial infarction usingMLalgorithms
is presented in [13]. The authors used a resource-constrained dataset containing a
feature set of 26, and 345 instances. Three classes were presented in the dataset,
namely Distinctive, Non-distinctive, and both (Distinctive and Non-Distinctive).
Basically this study focused on multi-class prediction of myocardial infarction using
ML algorithms such as Bagging, LR, and RF. The authors claimed accuracies of
93.91%, 93.63%, and 91.02%, respectively, for the three ML algorithms. Authors in
[14] also predictedmyocardial infarction using ECG signals, in which they generated
a feature set containing twenty-one time domain features which had been extracted
from ECG signals. This study focused on the use of Deep Learning (DL) algorithms
such as Long Short-Term Memory (LSTM), and Convolutional Neural Networks
(CNN). Their results exhibited training and testing accuracy of 99.05%, and 98.50%,
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respectively, using CNN and Bidirectional LSTM. Another noted work using LSTM
can be found in [15]. Authors in [16] have done a comparative analysis of the detec-
tion of myocardial infarction using ML and DL algorithms. They used SVM in one
study and Artificial Neural Networks (ANN) in another. They claim that SVM fared
better than the DL counterpart.

3 Proposed Work

In this section we present the proposed workflow used for classification of Dressler
Syndrome. Initially the data analysis comprised of three parts as discussed in Sect. 3.1
throughSect. 3.2.Then themodelwas trainedusing theMLalgorithms.Theworkflow
is presented in Fig. 1.

3.1 Dataset Acquisition

This present study was conducted using the dataset from [5] which comprised of
1700 instances and 124 features. Of the 124 features, the first 111 features ranging
from column 2 to column 112 are input features for classification or prediction.
The rest 12 columns from column 113 to column 124 contain target labels which
denote complications that can arise from myocardial infarction. The dataset is a
recent dataset and can be used for both classification as well as prediction. In this
study only one of those 12 target labels has been used the Dressler syndrome. The
dataset contains missing values which have been handled using data preprocessing
as discussed in the subsequent subsections.

Fig. 1 Proposed workflow
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3.2 Data Pre-processing

The dataset was split into two parts randomly to generate the test and the train set.
As discussed earlier, a number of approaches had been used for splitting. We had
used cross-validation to finalize the train test split ratio. Finally we focused on a split
ratio of train to test as 0.9:0.1. Hence 10% of the dataset was used for testing, and
90% of the data was used for training as well as validation purpose. Column number
120 contained the Dressler syndrome. Hence barring column 120, we dropped the
other 11 label columns from the study. Due to the high percentage of missing values
of a particular column, we have also dropped one input column labeled IBS_NASL.
Although other feature columns too contained missing values, but their count being
admissible,we retained those features and handled them.Also itmay be noted that the
dataset is highly imbalanced containing 1462, and 68 values for the binary classes
of 0, and 1, respectively. Hence, this class imbalance was also handled using the
popular oversampling technique called SMOTE (Synthetic Minority Oversampling
Technique). The application of SMOTE technique resulted in oversampled instances
of 1462 values for each of the two classes, respectively.

3.3 Data/Model Training

For training the model, as discussed earlier, six ML algorithms were used. Initially
the training dataset was split into a train and validate dataset using a ratio of 0.7:0.3,
respectively. The training of the models was done using a popular ML library sklearn
[17]. The ratio for 0.7:0.3 was again obtained using cross-validation in a random
manner. The complete dataset comprised of 1700 instances. As 10% (170) of the
instances were used as testing, the remaining 1530 instances were used for training
and validation having the count of 1071 and 459, respectively. The choice of the six
ML algorithms was based on prior art which contained prediction, and classification
of myocardial infarction as discussed in the RelatedWork section. Out of the existing
literature, the top six best performing algorithms in terms of the performance metrics
were chosen for the study. The performance of the algorithms can be obtained from
the related papers cited in the Related Work section.
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4 Result Analysis

This section presents the results obtained from the ML algorithms in terms of their
performance on the processed dataset. As discussed earlier, five performance metrics
have been used to evaluate the performances. Table 1 presents the results thus
obtained.

The results from Table 1 are graphically presented in Figs. 2, 3, 4, 5, and 6,
respectively. It can be observed that although RF exhibits the best results in terms
of all the performance metrics. Even the F1-Score for RF stands the best which is
further established through the ROC-AUC score.

The ML models were further trained using the hyper-parameter tuned values.
Tables 2 and3present the performancevalueswith respect to the tunedversions.Table
2 presents the results with respect to RandomisedSearchCV, and Table 3 presents
with respect to GridSearchCV. The tuned study was done to further validate the
decision that RF generates the best classification result.

Table 1 Performance metric analysis for the respective machine learning models

Model Accuracy (%) Precision Recall F1-score ROC-AUC score

LR 0.82 0.86 0.87 0.81 0.99

DT 0.92 0.94 0.94 0.92 0.993

RF 0.97 1 1 0.97 0.98

SVM 0.97 0.95 1 0.97 1

XGB 0.97 1 0.94 0.97 0.98

KNN 0.83 0.75 1 0.85 0.97

Fig. 2 Performance
evaluation of six ML
algorithms in terms of
accuracy

0.6

0.8

1

RF XGB SVC DT KNN LR

Accuracy

Fig. 3 Performance
evaluation of six ML
algorithms in terms of
precision

0.5

1

RF XGB SVC DT KNN LR

Precision
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Fig. 4 Performance
evaluation of six ML
algorithms in terms of recall
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1

RF XGB SVC DT KNN LR

Recall

Fig. 5 Performance
evaluation of six ML
algorithms in terms of
F1-score

0.5

1

RF XGB SVC DT KNN LR

F1-Score

Fig. 6 Performance
evaluation of six ML
algorithms in terms of
ROC-AOC score

Table 2 Performance metric analysis for the tuned models with RandomisedSearchCV

Model Accuracy (%) Precision Recall F1-score ROC-AUC score

LR 0.84 0.86 0.9 0.83 0.9

DT 0.95 0.94 0.93 0.92 0.93

RF 0.98 1 0.95 0.975 0.96

SVM 0.85 0.81 0.93 0.86 0.85

XGB 0.97 0.996 0.95 0.97 0.97

KNN 0.86 0.79 1 0.85 0.96
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Table 3 Performance metric analysis for the tuned models with GridSearchCV

Model Accuracy (%) Precision Recall F1-score ROC-AUC score

LR 0.84 0.86 0.89 0.83 0.9

DT 0.93 0.94 0.94 0.92 0.93

RF 0.98 1 0.95 0.975 0.98

SVM 0.85 0.81 0.93 0.87 0.85

XGB 0.97 0.987 0.95 0.97 0.97

KNN 0.86 0.79 1 0.85 0.96

Table 4 presents the code for the tuned values with respect to the two tuning
algorithms. Figure 7 presents the confusion matrices for the usual implementation
of the models for the ML models. Figures 8 and 9 present the confusion matrices for
the tuned models using RandomisedSearchCV and GridSearchCV.

Table 4 Hyper-parameter values for the two tuning algorithms

Model RandomizedSearchCV GridSearchCV

Logistic regression {’class_weight’: ’balanced’,
’dual’: False, ’max_iter’: 250,
’penalty’: ’l2’}

{’class_weight’: ’None’, ’dual’:
False, ’max_iter’: 250, ’penalty’:
’none’}

Decision tree classifier {’criterion’: ’entropy’,
’max_depth’: 560,
’max_features’: ’sqrt’,
’min_samples_leaf’: 1,
’min_samples_split’: 2}

{’criterion’: ’entropy’,
’max_depth’: 560,
’max_features’: ’sqrt’,
’min_samples_leaf’: 1,
’min_samples_split’: 2}

Random forest classifier {’criterion’: ’gini’, ’max_depth’:
230, ’max_features’: ’sqrt’,
’min_samples_leaf’: 1,
’min_samples_split’: 2,
’n_estimators’: 1400}

{’bootstrap’: True, ’max_depth’:
None, ’max_features’: ’auto’,
’n_estimators’: 11}

SVM {’C’: 1000, ’degree’: 3} {’C’: 1000, ’degree’: 5, ’kernel’:
’poly’}

XGBOOST {’colsample_bylevel’: 0.7,
’colsample_bytree’: 0.8,
’gamma’: 0, ’learning_rate’: 0.2,
’max_depth’: 15,
’min_child_weight’: 0.5,
’n_estimators’: 100,
’reg_lambda’: 1.0, ’silent’: False,
’subsample’: 0.5}

{’colsample_bytree’: 0.5,
’gamma’: 0, ’learning_rate’: 0.1,
’max_depth’: 7, ’reg_lambda’:
10, ’scale_pos_weight’: 3,
’subsample’: 0.8}

ADABOOST {’learning_rate’: 1.0,
’n_estimators’: 50}

{’learning_rate’: 0.1,
’n_estimators’: 500}

GRADIENTBOOST {’learning_rate’: 0.15,
’n_estimators’: 1500}

{’learning_rate’: 0.05,
’n_estimators’: 250}
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Fig. 7 Confusion matrices with respect to usual implementation

Fig. 8 Confusion matrices with respect to tuned implementation using RandomisedSearchCV

From the results analysis it is claimed that since Dressler syndrome is an outcome,
hence it is deduced through this study that if symptoms for Dressler syndrome are
observed, then it can be helpful in arresting myocardial infarction. The dataset used
for this study comprised of 12 labeled values which can be correlated through 111
features.
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Fig. 9 Confusion matrices with respect to tuned implementation using GridSearchCV

5 Conclusion

This study presents the classification of Dressler syndrome using historical myocar-
dial infarction data. In this study, we have used only one label (Dressler syndrome).
The other 11 labels can be further classified in the future. Moreover, a uniform classi-
fication model can be generated which can classify all the 12 labels accurately using
the myocardial infarction data. This study is the first of the twelve classifications
based on 12 labels in the dataset.
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Abstract Enhancement of any business requires feedback from customers. This
feedback plays a crucial role in knowing the strengths and weaknesses of any busi-
ness. Gaining these insights these days has become very simple. They are available in
the form of—website reviews, social media, etc. The organizations have employees
manually analysing this data to figure out the customer sentiments about their prod-
ucts and services, but this process is very time consuming and prone to human error.
This cumbersome process of strategic analysis for business intelligence, can be auto-
mated. This can be done in two ways rule-based and statistical. There are various
automated tools that perform strategic analysis of this data but they are mostly rule-
based systems. To address these challenges, we have proposed a system which will
automatically analyse customer reviews which takes tweets from twitter as an input
and allows the brands to analyse what makes customers happy or frustrated, so that
they can tailor products and services to meet their customers’ needs. So, in this paper
we extract tweets about Samsungmobiles from twitter and use them to analyse which
aspects of the product in this case mobiles are performing well and which are not
and derive business intelligence from the same.
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1 Introduction

Business Intelligence is a data-driven process for making important business deci-
sions. It includes collection, analysis and visualization of data which helps the
managers plan important business strategies. It helps them in making informed deci-
sions. These days people are very active on social media and are more vocal than
ever before about their opinions on various products, brands, etc. This data is like a
treasure trove. Business intelligence can help businesses use this data to adapt to the
continuously changing demands of the market. There is a high competition in the
industry to retain the customers, companies have the urge to analyse the feedback
and evolve over time.

According to the Forrester reports, 74% of firms want to be “data-driven” but only
29% of them are good at connecting analytics to action [1]. From this, we can derive
that, businesses need actionable insights to derive business outcomes from data [2].

Many organizations collect feedback from their customers to improve their perfor-
mance. The organizations need to analyse this feedback to discover insights that
would inspire them to drive actions.

Actionable insights are meaningful findings that result from analysing data. They
make it clear what actions need to be taken or how one should think about an issue.
Organizations use actionable insights to make data-informed decisions [2, p. 1].
Actionable insights can be used to make strategic decisions. These decisions can
help derive important outcomes for businesses [2]. It becomes difficult to manually
analyse customers’ concerns because of the large volume of review data. Hence, our
objective is to quickly turn unstructured feedback into insights.

This paper proposed a system to analyse the customer tweets about different
organizations, products, services and help the organization to improve their business
strategies accordingly. So, our objective is, we will provide a platform where an
organizations can analyse the performance of their products and use it to make
important business decisions using the reviews by the customer on social media
sites.

In this paper we proposed a systemwhich extract real-time tweets about Samsung
mobiles from twitter and use them to analyse which aspects of the product in this
case mobiles (in general) are performing well and which are not and derive business
intelligence from the same.

2 Proposed Method

2.1 Data Extraction

Real-time data, including all recent tweets about Samsungmobiles, is extracted from
twitter using the tweepy library.
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Tweepy is an open source Python package that gives you a very convenient way to access
the Twitter API with Python [3, p. 1].

To extract the tweets a query is firedwhich selects and extracts the tweets according
to the keywords used. Some of the keywords used are—Samsung, mobile, service,
etc. The query also filters out the tweets containing any kind ofmedia (audios, videos,
images). It returns the most recent tweets. For this experiment the number of tweets
are limited to merely 1000.

2.2 Data Preprocessing

A dataframe is then created for all the extracted tweets. This dataframe contains 2
columns namely tweets and index. Various data cleaning processes are then applied
to this dataframe. They include:

• Removing null values—First and foremost all the null values are removed from
the dataframe.

• Removing Links—Links would not help in either analysing the sentiment or
generating themes. They would only add to the noise. Hence, they are removed
(Figs. 1 and 2).

• Removing Punctuations—Some people prefer using proper punctuation in their
tweets whereas some people don’t. So removing the punctuation would help us
treat “amazing!” and “amazing” in the same way.

• Converting emojis to their corresponding text. For e.g.: Happy face smiley (Figs. 3
and 4).

This would help the proposed system in analysing the sentiments of tweets in
the most accurate way possible because most of the time people tend to express
their emotions using emojis. An emoji dataset helps in processing the emojis.

• Converting chat words to their corresponding text. For e.g.: lol—laughing out
loud.

Fig. 1 Before removing links

Fig. 2 After removing links

Fig. 3 With emojis
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Fig. 4 Without emojis

Fig. 5 Tweets with and without stop words

These days people have started using abbreviations or chat words very
frequently in their tweets or messages. So, converting them into proper text is
extremely important for proper semantic analysis of the tweet.We use a dictionary
with chat words as keys and their corresponding text as values for this process.

• Removal of StopWords—Stop words like “a”, “the”, “is”, “are”, etc. are removed
because they would not be helpful in generating the themes. They would only
increase noise. So the stop words are removed and a new column is created in the
dataframe which holds all the tweets without stop words (Fig. 5).

• Lemmatization—Lemmatization removes affixes from the word and returns its
root form or normalized form [4]. When all the words are in their root form the
complexity in analysing is reduced to a great extent, since the basic meaning can
be easily deduced from the root words. Hence, we have lemmatized the tweets in
the dataframe.

• Tokenization—Tokenization is the process of breaking raw text into words or
sentences [5]. We tokenize all the tweets without stop words into a list of words
for the purpose of vectorization later on.

2.3 Sentiment Analysis

Sentiment analysis of the tweets is done using the TextBlob library of nltk (Natural
Language Toolkit) to predict the sentiment of our tweets in an unsupervised manner.
TextBlob is a python library and provides a simple API to perform basic NLP tasks
like sentiment analysis, parts of speech tagging, noun phrase extraction, etc. [6].
Using TextBlob we dynamically predict the sentiment for our corpus without having
to train a model. This was extremely beneficial as data keeps changing dynamically
every time we run the software. Labels used include −1 for negative, 0 for neutral,
and 1 for positive tweets. These labels are then stored in the dataframe in the column
sentiment across their corresponding tweets.
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2.4 Vectorization

A Term Frequency–Inverse Document Frequency (Tf–Idf) Vectorizer is then used
to convert string data into numeric form. This is an algorithm used to transform text
into a meaningful representation of numbers [7]. It gives weight to each word in
every document depending on their importance in the document. A high weight of
the Tf–Idf calculation is reached when we have a high term frequency (tf) in the
given document and a low document frequency of the term in the whole collection
[7]. It considers the overall weightage of a word in the collection of documents. The
general assumption is that the word with maximum frequency is important but those
could also include words like “this” or “which” which are used very frequently in the
English language but don’t actually carry any importance. Hence it down weights
such words to be able to get the words that are actually important. The vectorizer
creates an output Matrix of important TF–IDF features [8].

2.5 Thematic Analysis

Thematic analysis is a method of analysing qualitative data [9, p. 1]. This method
examines the data to identify common themes—topics, ideas and patterns that are
used repeatedly in the tweets [9]. These themes in our case are basically the topics
being discussed the most, among the masses, about Samsung mobiles.

To perform thematic analysis or to identify these topics from the tweets, NMF or
Non-Negative Matrix Factorization topic modelling algorithm is used.

According to Chirag Goyle: Non-Negative Matrix Factorization is a statistical
method that is used to reduce the dimension of the input corpora [10]. It gives
comparatively less weightage to the words that are having less coherence using
factor analysis [10]. It works in the following manner:

Input includes the Term-Document Matrix and the number of topics to be
generated.

Theoutput gives twonon-negativematrices including—words by topics and topics
by the original documents.

According to the Fig. 6, the input matrix is decomposed into the following two
matrices,

First matrix: It consists of every topic and what words make up that particular
topic.
Second matrix: It represents which document includes which topics. Here, linear
algebra is used for topic modelling [10].

In our case the number of topics is not fixed. The Gensim library is used to figure
out the best number of topics via coherence score. Coherence score is a measure of
how interpretable a topic is to humans [11]. According to Enes Zvornicanin:
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Fig. 6 NMF matrix factorization

Topics are represented as the top N words with the highest probability of belonging to that
particular topic. Briefly, the coherence score measures how similar these words are to each
other [11, p. 1].

There is no one way to determine whether the coherence score is good or bad.
The score and its value depend on the data that it’s calculated from. For instance, in
one case, the score of 0.5 might be good enough but in another case not acceptable.
The only rule is that we want to maximize this score. Usually, the coherence score
will increase with the increase in the number of topics. This increase will become
smaller as the number of topics gets higher. The trade-off between the number of top
topics and coherence score can be achieved using the so-called elbow technique. The
method implies plotting the coherence score as a function of the number of topics.
We use the elbow of the curve to select the number of topics.

The idea behind this method is that we want to choose a point after which the
diminishing increase of coherence score is no longer worth the additional increase
of the number of topics [11, p. 1].

Figure 7 clearly shows that the best number of topics for us is 10.
Initially, a dictionary is created which is basically a mapping between words and

their integer id. Then, extremes are filtered out to limit the number of features. Next a
list of topic numbers wewant to try is created. Next NMFmodel is run and coherence
score is calculated for each number of topics. According to the coherence score best
number of topics are selected.

This number is then input with the term document matrix to get the output. The 2
matrices generated in the output tell us which tweet belongs to which topic and what
words come under those topics.

Figure 8 shows the words that belong to the 10 selected topics.
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Fig. 7 Coherence score

Fig. 8 Topics with their corresponding words

2.6 Feature Extraction

Here By simply iterating in the above two created matrices we figure out how many
topics have been generated and which words belong to which topic. Then the tweets
are classified according to the topics generated and thus each tweet is assigned
a topic. A new column “topic” is created in our dataframe which contains topic
numbers across their corresponding tweets. Now the number of positive, negative
and neutral tweets for every topic is calculated and a separate dataframe is created for
the same. Also, total number of positive, negative and neutral tweets is calculated.
Various graphs using these values are plotted and displayed (Fig. 9).

3 Results

Using the above-explained method and dataframe created, we can easily generate
graphs and draw business intelligence from them.

Figure 10 is a pie chart that represents the total no of positive, negative and neutral
tweets among all the tweets extracted. It is clear from the figure that the number of
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Fig. 9 Words with the highest value for every topic

positive tweets is more than negative or neutral tweets. This observation can be used
to derive the inference that the overall customer sentiment about Samsung mobiles
is positive.

Figure 11 is a bar graph of topics vs the number of tweets and the sentiment of those
tweets. We have used three colours yellow—depicting positive sentiment, purple—
depicting neutral sentiment and blue—depicting negative sentiment. For every topic
we can see the number of tweets that belong to that particular topic and also the
sentiment of those tweets. We can clearly see topic 2 has the maximum number of
tweets. This tells us that topic 2 is the most popular topic among the customers.
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Fig. 10 Sentiment analysis

From Figs. 8 and 9 we can see that topic 2 is about battery and iPhone. The colour
scheme used in the bar is a mix of all three colours, no colour is dominant, which
specifies neutral emotions.We can also see that the topic withmax positive sentiment
is topic 1 which represents screen, screen protector, glass—basically hardware. This
shows that the customers are happy with the hardware. Also, it is clear that topic 5
is performing badly which is evident from the fact that the most dominant colour in
the bar is blue. From Fig. 9. we observe that topic 6 represents the feature “service”
or “customer service”. Hence, we can conclude that customers are not happy with
the customer service and it needs more work.

Figure 12 is a dataframe we created. It consists of 4 columns which include
topic names and the total number of positive, negative and neutral tweets about that
particular topic. This dataframe can be used to create various different graphs and
hence analyse the data in various different ways.

Fig. 11 Topics versus number of tweets and their sentiments
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Fig. 12 Topic and sentiment

4 Discussion

The extraction of relevant real-time data from twitter is one big challenge. This is
because initially the extracted data is filled with noise. Most of the tweets include
promotional tweets, media like audios, videos and images, links to youtube videos.
Such data constitutes 65% of the tweets extracted. This challenge can be easily
overcome by adding specific keywords and filters to the query used. Keywords that
we use include:

“Samsung”, “mobile”, “service” and many more.

The tweets are then pre-processed and their sentiments analysed. Next they are
vectorized. Vectorization can be done in two ways—(1) by using a Count Vectorizer
and (2) by using a Tf–Idf Vectorizer. We use Tf–Idf vectorizer. The reason for this
is that:

Count Vectorizer only counts the frequency of the appearance of a word in the
document which results in biasing in the favour of most frequent words. Due to this,
rare words are ignored which could have helped in processing our data more effi-
ciently [12]. To overcome this, we use Tf–Idf Vectorizer. Tf–Idf Vectorizer considers
overall document weightage of a word [12]. It downweights those words which occur
frequently but do not have any significant importance to the context of the sentence
[12].

Tf–Idf Vectorizer assigns a greater weight to those words which are less frequent
or rare [12]. It considers the occurrence of a word in the entire corpus instead of
considering its occurrence in a single document [12].

The Tf–Idf vectorizer creates a term-document matrix which is fed into the NMF
topic modelling algorithm. Along with this matrix, the number of topics or themes
are also needed as input to the algorithm. These number of topics should be decided
on the basis of the kind of data one is dealing with. Since we have little idea about
the kind of tweets extracted, and they change for every execution, it is best to keep
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the number of topics dynamic to maintain the accuracy of the results. This is where
the coherence score comes into the picture. According to Enes Zvornicanin:

We can use the coherence score in topic modelling to measure how interpretable
the topics are to humans. In this case, topics are represented as the top N words with
the highest probability of belonging to that particular topic [11, p. 1].

The coherence metrics used is called CV. It creates content vectors of words using
their co-occurrences and then calculates the score using normalized pointwisemutual
information (NPMI) and the cosine similarity [11]. This metric is the default metric
in the Gensim topic coherence pipeline module [11]. This measure does have some
drawbacks though. After many trials and tests Michael Roeder, Member of Data
Science Group at UPB, has come to the conclusion that “it behaves not very good
when it is used for randomly generated word sets [13, p. 1]”. But in our case we are
not randomly generating our tweets so it works well.

For the purpose of generating themes we use a topic modelling algorithm.
There are various topic modelling algorithms but we use NMF. They include
Latent Semantic Analysis (LSA), Non-NegativeMatrix Factorization (NMF), Latent
Dirichlet Allocation (LDA), Parallel Latent Dirichlet Allocation (PLDA) and
Pachinko Allocation Model (PAM). LSA focuses more on matrix dimension reduc-
tion whereas LDA and NMF focus on solving topic modelling problems [14]. So this
rules LSA out. LDA works better on a corpus containing large documents whereas
NMF works better on a corpus containing smaller documents [15]. A document in
our case represents a single tweet hence NMF is a better choice. Also, in a study
about comparison between LDA and NMF it was observed that the execution time
of NMF is lower than the execution time of LDA [16]. It also observed that NMF
secured a better coherence score as compared to LDA [16]. PLDA and PAM are
improvised versions of LDA. Hence NMF is the best choice for topic modelling.

There is one disadvantage though, the time complexity of NMF topic modelling
is polynomial [17]. It is an NP-hard problem, which means it is difficult to find an
optimal solution [18]. This problem can be solved using Hierarchical Alternating
Least Squares Algorithm for NMF (HALS–NMF) [18]. Another common practice
to approach NP-hard problems is to use gradient descent [18].

5 Conclusion

BI has become essential to all sizes of organizations as everything has become digital
and people aremore aware about their surroundings and the variety of options present.
The competition in the market is ever-increasing. In today’s world, to sustain in this
market a company has to implement BI. BI is expected to grow exponentially in the
future.

We have proposed a method using which a platform (interface) can be created,
where anyorganization cannot only see customer reviews about their products but can
also use, the analysis done and represented in a graphical format, to make important
business strategies and improve their performance.
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The method includes performing sentiment and thematic analysis on the reviews
and extracting features from the themes generated. The organizations can use this
platform to see which features are performing badly, why and what areas need more
work. For example, from Fig. 9, it is clear that topic 6 is performing badly which
is evident from the fact that among all the tweets about it, maximum tweets have a
negative sentiment (blue colour). From Fig. 9, we observe that topic 6 represents the
feature “service” or “customer service”. Hence, we can conclude that customers are
not happy with the customer service and it needs more work.

Similarly, many different kinds of graphs can be created and different kinds of
analysis can be done which will help the organizations understand customers’ needs
and make changes accordingly.

Thus, business intelligence can be of great help to organizations and help facilitate
their growth.
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Detection and Classification of Cyber
Threats in Tweets Toward Prevention

Sayanta Harh , Sourav Mandal , and Debasis Giri

Abstract The Internet has become a vital aspect of everyone’s life in the twenty-
first century. As the number of people using the Internet grows, so is the number of
cyberattacks. Over the years, extensive research has been conducted to detect cyber
threats from several online sources. This work was also done with this goal in mind.
We picked Twitter as the information source and attempted to order a tweet to fall into
digital danger classification or not, further arranging it into different subcategories
like, DDOS, Ransomware, Malware, and so on. We used bidirectional long short-
term memory (BiLSTM) as a recurrent neural network (RNN) augmentation on two
levels (multilevel classification). At the most basic level, we used BiLSTM to divide
tweets into four categories, one of which is that they pose a cyber threat, which
we classified as a threat. At the next level, we classified the threat categories into
seven subcategories of threat types. In level-1 classification, we outperformed similar
systems with a test accuracy of 88.16% on the whole dataset and 88.08% accuracy on
test dataset with 30% split, while in level-2 classification of threat tweets (followed
by level-1) into its subcategories, we obtained a test accuracy of 81.71%.

Keywords Cyber threat identification · Common vulnerabilities and exposure ·
Cyber threats classification · Bidirectional long short-term memory (BiLSTM)

1 Introduction

The detection and classification of cyber risks from a stream of data, such as tweets
or a string of text, are a piece of work we’ve completed effectively. The standard
dataset we used manually annotates tweets in the four categories of ‘Irrelevant,’
‘Marketing,’ ‘Threat,’ or ‘Unknown.’ The ‘Threat’ tweets are then further classified

S. Harh · D. Giri
Department of Information Technology, Maulana Abul Kalam Azad University of Technology,
Kolkata, West Bengal, India

S. Mandal (B)
School of Computer Science and Engineering, XIM University, Bhubaneswar, Odisha, India
e-mail: sourav.mandal@ieee.org

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
S. Bhattacharyya et al. (eds.), Intelligent Systems and Human Machine Collaboration,
Lecture Notes in Electrical Engineering 985,
https://doi.org/10.1007/978-981-19-8477-8_8

83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-8477-8_8&domain=pdf
http://orcid.org/0000-0001-6560-9464
http://orcid.org/0000-0002-6066-8008
http://orcid.org/0000-0003-3033-3036
mailto:sourav.mandal@ieee.org
https://doi.org/10.1007/978-981-19-8477-8_8


84 S. Harh et al.

into seven subcategories (as available in the dataset)—‘vulnerability,’ ‘ransomware,’
‘Ddos,’ ‘leak,’ ‘general,’ ‘0day,’ and ‘botnet.’ The ‘Threat’ category is for tweets
that contain cyber threat clues like words or phrases, such as ‘I will hack the “XYZ”
bank tomorrow.’ This statement clearly contains some cyber threat information. The
‘irrelevant’ tag is used to tweets that do not contain any information on cyber dangers,
such as ‘The sun rises from the east.’ This comment has no bearing on how cyber risks
are classified. ‘Would you want to get the subscription of antivirus “ABC” to defend
yourself from ransomware attacks at a 50%discount?’ is an example of a tweet having
the ‘Marketing’ tag applied to it. The phrases ransomware and antivirus appear in
this tweet, although they have no bearing on cyber dangers. Finally, the ‘Unknown’
category includes tweets that contain cyber threat taxonomybut are uncertainwhether
they contain cyber threat relevant material, such as ‘DDoS attack tutorial @ http://y.
tube/57rTuiOv.’ This tweet can be utilized by people with both positive and negative
mentalities. In terms of subcategorization, the category ‘Vulnerability’ refers to any
information that reveals a software or hardware vulnerability; for example, ‘Windows
8.1 service pack 1 has a security update that renders it vulnerable to remote access.’
When ransomware attack information is provided out, the type ‘Ransomware’ is
annotated, for example, ‘Company ABC suffered a significant ransomware attack
with 256-bit encryption.’ The remaining classes are similarly labeledwith their literal
definitions. To achieve a better comparison with [1], we proposed a new BiLSTM-
based classifier and tested it using [1]’s provided dataset, which contains manually
labeled tweets. Table 1 illustrates several samples of tweets and how they were
classified according to the cyber threat taxonomy.

As the world’s population grows, so does the number of people who use the
internet, and cyberattacks are becoming more regular. The fundamental goal that

Table 1 General classification of tweets involving cyber threats

Tweets/text Keywords Category (class) Subcategory

Pokémon go crashed due to a
massive DDoS attack from an
unknown source

DDoS Threat DDoS

Sigmoid is a new ransomware
malware launched by
Anonymous crew, which is
able to encrypt devices with
256-bit encryption

Sigmoid, ransomware,
malware, encrypt, 256-bit,
encryption

Threat Ransomware

Nord VPN 6.14.31 Denial of
Service available at 50%
discounted rate: https://t.co/
ZdIzHsDY4b

Denial of Service, VPN,
discounted rate

Marketing Other

Hack the box is a great website
for bug-bounty

Hack Irrelevant Other

Hackersploit is a YouTube
channel that posts regular
hacking-related videos

Hackersploit, hacking Unknown Other

http://y.tube/57rTuiOv
https://t.co/ZdIzHsDY4b
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drove us was to try to prevent cybercrime from occurring in the future. This drive
inspired us to construct this model, which is currently a work in progress. The first
issue we encountered when beginning the investigation was obtaining an appropriate
dataset. Behzadan et al. [1] attempted a similar problem and published this dataset
for the first time. They gathered the data, labeled them, and uploaded the dataset to
their GitHub1 profile using the TWINT API.2 We used their dataset to complete all
the tasks for our proposed system, then compared the results to [1]. They gathered
tweets about cyber dangers using a TWINT API filter. They employed a cyber-
security taxonomy as a filter, which contains terms like ‘ransomware,’ ‘DDoS,’ and
‘hacking,’ among others. The next step was to locate appropriate neural networks and
tune them to improve accuracy. Finally, we go with BiLSTM [2] network, modify it
accordingly to propose a better model.

Now, open-source intelligence (OSINT)3 is a great source of information about
newly discovered scam techniques and trending vulnerabilities, which, combined
with the database of national vulnerability database (NVD),4 aids researchers and
ethical hackers in developing better solutions to prevent hacking. Similarly, the
common vulnerability and exposure (CVE) database3 contains detailed informa-
tion about any newly discovered threat, allowing defensive security researchers to
develop countermeasures to prevent vulnerabilities from being exploited again. After
receiving the dataset, it is converted to an appropriate format so that it can be sent
to the sequential RNN-based BiLSTM neural network. The result of our model then
shows the likelihood of the input tweet falling into the following categories: ‘Threat,’
‘Irrelevant,’ ‘Marketing,’ or ‘Unknown.’ Let’s saywehave a tweet of ‘Unknown’ type
that says, ‘Facebook Patched a Remote Code Execution Vulnerability.’ This tweet
will produce the following outcomes with the probabilities: Threat level: 0.1, Irrele-
vant level: 0.01,Marketing level: 0.1, andUnknown level: 0.79. Let us again consider
another example of ‘Threat’ category, ‘Pokémon go underwent massive DDoS attack
after the successful launch event,’ this would give the output in the following order:
Threat level: 0.95, Irrelevant level: 0.01, Marketing level: 0.1, and Unknown level:
0.3. The outcome with the highest probabilistic value then is classified as final, and
the desired output is eventually attained. This is the general working principle of any
standard classification algorithm to output final class (like using argmax function for
Naïve Bayes algorithm).We employed classifiers on two levels, with two comparable
BiLSTM-based neural networks ensemble in multilevels, to classify the tweets. The
level-1 (coarse-grained) classification of the input tweets is detailed in the preceding
paragraph. To the next level, we split the ‘threat’ category tweets and used them as a
separate dataset. Following level-1 classification, the ‘Threat’ tweets were given to
the level-2 classifier, which was developed using the same process as the multi-class
classifier used in the first-level classifier (coarse-grained). The threat comprising
tweets was then classified into seven subcategories—‘vulnerability,’ ‘ransomware,’

1 https://github.com/behzadanksu/cybertweets.
2 https://github.com/twintproject/twint.
3 https://osintframework.com/.
4 https://nvd.nist.gov/.

https://github.com/behzadanksu/cybertweets
https://github.com/twintproject/twint
https://osintframework.com/
https://nvd.nist.gov/


86 S. Harh et al.

‘Ddos,’ ‘leak,’ ‘General,’ ‘0day,’ and ‘botnet.’ This stage is like the one described
in the previous paragraph, in that the likelihood is computed and the most likely
outcome is chosen as the final class. For example, a tweet stating that ‘Facebook had
the largest data breach of the millennium’ would result in the following output: 0.01,
ransomware: 0.02, DDoS: 0.01, leak: 0.94, General: 0.01, zero-day: 0.005, botnet:
0.005. Again, the highest probable outcome—‘leak’ is selected automatically as final
class by the SoftMax layer of the neural architecture (see Figs. 2 and 3 of Sect. 3).
Some of the challenges raised in this study are listed below.

• The most challenging hurdle was acquiring a standard dataset; we had a lot of
issues because this type of dataset was not publicly available, thus we had to rely
on a dataset from [1].

• We had to figure out how to solve the problem utilizing the best available
deep neural network algorithms with a variety of hyper-parameters, as well as
hidden layer and dense layer combinations, because various commonly used
methodologies for threat classification were already in use.

• We ran into challenges with system resource restrictions while using hyper-
parameter tuning to boost classification accuracy.

Some of our specific contributions to this work are listed below.

• Making the multi-class classification of tweets indicated above (see Fig. 1) in
multilevel.

• In the proposed BiLSTM neural network, we used alternate combinations of
hidden layers and hyper-parameter tuning, which allowed us to achieve a higher
degree of accuracy.

• While there are variousworks in this domain thatmay classify threats,we designed
our model to classify an endless number of threat categories with a single point
of modification.

The section after that describes various similar works, followed by our proposed
methodology in Sect. 3 with system workflow. In Sect. 4, we discussed the dataset
and our system’s performance, followed by a conclusion and future scope in Sect. 5.

Fig. 1 The multilevel classification of the proposed system
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Fig. 2 The workflow of the proposed system model

Fig. 3 The BiLSTM-based neural network for level-1 classification

2 Related Work

In the study, Behzadan et al. [1] proposed a method for collecting tweets. They also
put together a set of annotated datasets with 21,000 tweets. We used the same dataset
for our work. Furthermore, they used Convolutional Neural Network to create a deep
neural network that binary analyses tweets before classifying them into numerous
threat subcategory classifications. The model work’s output receives an F1—score
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of 0.82, which is comparable to 82%. Bose et al. [3] focused on categorizing new
occurrences that occur in the context of a cyber threat as a novel or developing. In
several cases, they employed an unsupervised learning algorithm, which is rather
uncommon. The ranking system developed as a result of this work is superior to
any previously developed system. Their algorithm also includes a technique for
ranking trending events as soon as they occur, ensuring that events that are innovative
but not hot or widely tweeted do not lose their significance. After constructing the
classifier, thirty manually annotated tweets were used to evaluate it, yielding an
accuracy of 75% True Positive, 83.33% True Negative, and a precision of 93.75%.
Sceller et al. [4] presented an automated approach that can detect and classify cyber
threat-containing tools in real time in their study. Sonar is the name of the program
they created. It’s a graphical tool that can provide real-time classification notifications
as well as the geological location from which the tweets are coming. They fed their
nearest neighbor algorithmwith 47.8million tweets. Furthermore, their technology is
capable of comprehending not only English, but every language is spoken anywhere
on the planet. Because the time complexity is O(c), or constant time, Sonar can
provide real-time notifications. In the study, Le et al. [5] established the concept of
threat intelligence collecting using tweets. They improved the novelty categorization
by using a neural network. The primary purpose was to collect all cyber threat
intelligence (CTI) and format it in a specific way. They adopted the same formatting
as the CVE database, and they worked to ensure that the CVE is updated faster than
it is now. They had a 64.30% accuracy rate. Their work was also compared to that
of other researchers employing well-known approaches such as conventional SVM,
CNN, and multi-layered perceptron (MLP), and it was discovered that their work
provided greater precision and F1-score. In the research, Dionísio et al. [6] created
a model that can binary classify tweets and then utilize named entity recognition to
further classify them into their appropriate classification. They’ve developed a deep
neural network-based processing pipeline for a revolutionary tool. After separating
the dataset into three parts, they collected data for fourmonths and used it for training,
testing, and validation. They employed CNN and produced a True Positive rate of
94% and a True Negative rate of 91%, which is much higher thanmany other models.
Their model also gets a 92% F1-score for the NER service it delivers. We discovered
that the accuracy obtained by the systems described above is less. Many researchers
have sought to improve threat classification, but we have proposed a system that
allows us to classify threats over a wide range of categories, compared to currently
available systems. In comparison to the previous research, we attained substantially
higher classification accuracy.
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3 Proposed Methodology and System Workflow

3.1 Data Collection

We largely used a standard dataset compiled by [1]. As previously said, anyone
who uses Twitter is sitting on a gold mine waiting to be discovered. The Twitter
Intelligence API, abbreviated as ‘TWINT,’ was utilized. TWINT is a python-based
library that may be easily imported, and installation instructions can be found online.
Behzadan et al. [1] used TWINT’s filters to only use tweets from firms classed as
DDOS, Ransomware, Botnet, Vulnerability, Leak, and so on.

The following subsections detail the proposed system’s design. Figure 1 depicts
the primary workflow of our proposed approach. The system components are shown
in greater detail in Fig. 2. The BiLSTM cells (small rectangle blocks), which are
effectively two LSTM employed one for forward computation and the other for
backward computation, are depicted in Fig. 2. In addition, the proposed system is
based on the work of [7].

3.2 Implementation

As previously stated, we employed BiLSTM in this project. We started by importing
the data. Because the datawas derived from tweets, some preprocessingwas required,
such as the removal of punctuation, special characters, and mentions, among other
things [8–10]. After that, lemmatization [11] and tokenization [12] were used. As we
all know, lemmatization scrapes aword by its postfix, thus related terms like ‘simple’,
‘simpler’, and ‘simplest’ all have the same weight, which could have resulted in an
error in the weight computation of individual words. Tokenization is another useful
step since it splits strings into meaningful tokens, which helps the computer calculate
the weight of the words as a sequence more accurately use for further vectorization.
Following that, the data was sent to the neural network model via the embedding
layer, which created the embedding matrix using the glove model [3]. The two dense
layers are then followed by stacked BiLSTM layers utilized for computation. The
activation function was employed by the SoftMax layer on top to determine the final
output class. Over 30 epochs, we iterated the training process and were able to obtain
high accuracy.

The split dataset is used to create the second classification model in level-2,
which only includes the ‘Threat’ categories from the level-1 classifiers. We found
9341 tweets that were rated as ‘threat’ level-1 on Twitter (actual 8351 threat tweets
are available in dataset). They were used to train our level-2 classification model,
which has a similar fundamental structure to the first (see Fig. 2). As a result, we
were able to achieve the best possible training accuracy.
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Fig. 4 The layered structure of the proposed classifier with the BiLSTM

Algorithms for cyber threat classification fromTwitter using BiLSTM-based deep
neural network are given below for both the levels. Figures 3 and 4 also show the
deep neural network architecture for the same.

Algorithm 1 The multi-class tweet classification Level-1 Classification (coarse-
grained).

Input: Tweets.
Output: Multi-class labeling of tweets.
Step 1: Input tweets, t.
Step 2: Pre-process and format t.
Step 3: Vectorize the tweets.
Step 4: Learning the model using BiLSTM-based neural network as per Fig. 3.
Step 5: Determine the final class (output) label (threat, marketing, irrelevant, or

unknown).
(SoftMax determines the maximum probable outcome as final class)

Algorithm 2 The Level-2 Classification (fine-grained) for threat subcategorization.
Input: Threat-containing Tweet Stream.
Output: Threat subcategorization of tweets.
Step 1: Save the captured tweets, t.
Step 2: Pre-process t.
Vectorize the tweets and add padding to them.
Step 3: Train the deep learning model using the tweets as per Fig. 4.
Step 4: Determine the final class (output) label.
(SoftMax determines the maximum probable outcome as final class)
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Overview of the proposed BiLSTM-based neural network. Next, we describe
the different components and layers of our BiLSTM-based neural network. The
BiLSTM architecture [13–15] is made up of memory blocks or LSTM cells, which
are recurrently connected networkmodules. A standard BiLSTM classifier computes
the hidden vector sequence h = h1, h2…, hT and the output class Y given an input
sequence x = x1, x2, …, xT. The equations that make up the model are as follows.
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For the classification job, the T + 100-layer model is utilized, which is based on the
state-of-the-art BiLSTM presented in [15]. Finally, as a Softmax layer, we added a
multi-class classifier to classify the operation. Figure 3 shows the level-1 (coarse-
grained) classification for all the tweets.

Figure 4 shows the level-2 (fine-grained) classification for the tweets belong to
the threat category.

Embedding layer. The initial layer of our neural network architecture is this
layer [9, 11, 16]. The primary goal of this layer is to convert the words into fixed-
size vectors. First, using pre-trained word vectors, the word problem is turned into a
vector [17, 18]. To produce the sequence of input from the word problem, the widely
utilized Glove word embedding [16] is employed. The embedding layer vectorizes,
as the name implies. The embedding layer employs the embedding matrix, a large
chunk of data that has been successfully generated and dubbed the Glove model.
This is one of the most effective vectorization techniques. The following parameters
are used: the input dimension is the size of individual words, the output dimension is
100, the input length is the sequence length of words in a sentence, the weights are
[embedding matrix], and Trainable is False.

BiLSTM layer. As previously stated, the layer is the heart and soul of our neural
network, performing all of the heavy liftings. BiLSTM (Bidirectional Long Short-
TermMemory) [13–15] is an advancement over standard Recurrent Neural Networks
(RNN). BiLSTM is amodel for processing sequential data available that is among the
best. Backpropagation is one of the two methods for minimizing error or optimizing
loss. This is how the neural network best understands the sequences and aids in
further classification. Even when the amount of data accessible is limited, BiLSTM
makes efficient use of it by traversing it back and forth. The following parameters
were used: Return sequence = True, weight = 10.
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Dense Layer. The dense layer is a deep-connected neural network layer [19],
meaning that each neuron in it receives input from across all neurons in the previous
layer. The dense layer produces an ‘m’ dimensional vector as its output. As a result,
the dense layer is mostly employed to alter the vector’s dimensions. Some other
essential hyper-parameters used in the proposed system are given below.

1. hidden units are 16 and activation function is ‘ReLu,’ ReLu works with the
formula: G(z) = max{0, z}

2. hidden units are 64 and activation function is ‘ReLu,’ ReLu works with the
formula: G(z) = max{0, z}

3. hidden units = 4 and activation function = ‘softmax,’ Softmax works with the
formula: σ(→

Z
)
i
= eZi∑K

j=1 e
Z j

Where, ‘σ ’ represents Softmax output, ‘e’ represents exponential, ‘z’ repre-
sents token count, ‘j’ represents iteration variable, ‘K’ represents learning rate,
and finally ‘t’ represents bias.

Optimizer. We used Adam optimizer [20, 21] for our neural network except for
the layers. It optimizes very efficiently and is based on the stochastic gradient descent
(SGD) principle [22]. When we received noisy data, we utilized Adam optimizer to
optimize the neural network model. It automatically modifies network weights and
biases, making the model more efficient. During the training of the neural network
model, we additionally implemented an early haltingmechanism based on parameter
value loss [23] to avoid gaining poorer accuracy. This works beautifully and has a
track record of success.

Loss function. The loss function of our neural network was also controlled using
‘categorical_crossentropy’ [8]. In categorical cross-entropy, the loss function is deter-
mined as the difference between the expected probability and the actual classes.
After putting it to use, we were able to surpass the 80% threshold. Figure 5 shows
the training loss and accuracy of our proposed level-1 annotator. We were able to
achieve the model’s training accuracy of 81.53% and use it to achieve further heights
in the following categorization. Figures 5, 6, and 7 show the training and validation
accuracy and loss over the no of epochs for our level-1, level-2, and level-2 followed
by level-1 (denoted as level 1→2), respectively. Although we achieved adequate
training accuracy and loss, due to the lack of a good quality dataset, validation
accuracy and loss are not satisfactory.

4 Dataset and Result

4.1 Results

The model evaluation takes a lot of time and effort. We were able to produce a good
functional model after a lot of trial and error. Behzadan et al. [1] manually labeled the
datasetwith the four-category system that our classifier had been trained to recognize,
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Fig. 5 Training accuracy (left) and loss (right) over the epochs for level-1 classification task

Fig. 6 Training and validation accuracy (left) and loss (right) over the epochs for level-2
classification task

Fig. 7 Training and validation accuracy (left) and loss (right) over the epochs for level 1→2
classification task

‘Irrelevant,’ ‘Business,’ ‘Threat,’ and ‘Unknown’. The dataset originally has 21,487
data entries. There are 8351 threats, 4881 irrelevant data, 3967 business/marketing
data, and 4288 unknown data among the total. Out of the total threat category tweets,
2094 were DDoS, 372 leak, 1759 general, 1778 vulnerability, 1276 ransomware,
358 botnet, and 714 0day tweets are present. However, a total of 9341 tweets were
classified as threats after the level-1 classification was tested on the entire dataset of
21,487 tweets, and they were used as input for the level-2 classifier (see Fig. 2). In
both classifiers, we kept the train-test split at 70:30 and the validation split at 20%.
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We got 88.08% accuracy on the 30% test data we separated. We got 88.16% test
accuracy in level-1 on the whole dataset. This is an acceptable outcome. The level-2
classifier was trained using the ‘Threat’ predicted tweets from our level-1 classifier.
The tweets were classified as follows: ‘vulnerability,’ ‘ransomware,’ ‘DDoS,’ ‘leak,’
‘General,’ ‘0day,’ and ‘botnet.’ The final accuracy, we achieved in level-2 is 73.26%
(followed by level-1). Detailed result analysis and evaluation are given in the next
subsection.

4.2 Result Analysis and Evaluation

Following the effective completion of our job, we were able to obtain a clear
picture. Our pipeline threat classifiers were producing positive findings. For the text
classification approach, we employed standard evaluation criteria as shown below.

Accuracy: The accuracy with which classifier predictions are made. True Positive
and True Negative represent the classifiers’ correct predictions.

Accuracy = (True positive + TrueNegetive)

(True Positive + TrueNegative + False Positive + False Negative)

Precision: The number of positive findings that are correct. It demonstrates how
many data instances have been correctly classified and which are true.

Precision = (True positive)

(True Positive + False Positive)

Recall: This is the classifier’s correct prediction.

Recall = (True positive)

(True Positive + False Negative)

The test accuracy at level-1 is 88.08% on the test dataset (30% split), and 88.16%
on the whole dataset. Figure 8 shows the confusion matrix for the final level-1
classification on the test dataset, which has a precision of 88.13% and a recall of
88.08%.

According to our proposed method (see Fig. 2), we were able to achieve 88.14%
training accuracy and 86.91% validation accuracy in the level-2 classifier with
9341 tweets classified as ‘threat’ from level-1, which also contains false positive
in another 3 categories, all labeled as ‘other’ subcategory (means there is no threat
involved). The ultimate accuracy, precision, and recall were 81.71% (the final accu-
racy of level 1→2), 78.93%, and 81.68%, respectively. The confusion matrix for
level 1→2 classifications is shown in Fig. 9. Where 0 denotes ‘other,’ 1 denotes
‘leak,’ 2 denotes ‘general,’ 3 denotes ‘vulnerability,’ 4 denotes ‘DDoS,’ 5 denotes
‘ransomware,’ 6 denotes ‘0day,’ and 7 denotes ‘botnet.’ ‘Other’ subcategory is part of
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Fig. 8 Level-1 confusion
matrix (0 = irrelevant, 1 =
business, 3 = threat, 4 =
unknown)

the ‘marketing,’ ‘irrelevant’, and ‘unknown’ categories which are wrongly classified
as ‘threat’ category by our level-1 classifier as false positives.

Given the manually separated 8351 threat tweets, we were able to attain 96.90%
training accuracy and 95.19% validation accuracy with the level-2 classifier (used
standalone). We ended up with a testing accuracy of 90.06%, precision of 90.41%,
and recall of 90.06%. This was a huge advance above previous methods. The level-2
classification’s confusion matrix is shown in Fig. 10. Where 0 denotes a ‘leak,’ 1
denotes a ‘general,’ 2 denotes a ‘vulnerability,’ 3 denotes a ‘DDoS,’ 4 denotes a
‘ransomware,’ 5 denotes a ‘0day,’ and 6 denotes a ‘botnet’.

Fig. 9 Level-1→2
confusion matrix

Fig. 10 Level-2 confusion
matrix
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Table 2 Performance
comparison with a similar
system on the same dataset
for level-2 classification

Systems Methodology used Accuracy
(level-1)

Behzadan et al. [1] CNN 87.56% (binary)

Our proposed
Bi-LSTM-based
method

BiLSTM 88.08%
(multi-class)

4.3 Performance Comparison

Our level-1 classifier finally achieved a threat classification accuracy of 88.08%,
while the threat classification done by [1] achieved a test accuracy of 87.56% (see
Table 2). At level 1, [1]’s work was more accurate than ours, scoring 87.56% versus
88.08%. However, no proper comparison can be performed because [1] only did
binary classification (Threat or not), but we did multi-class classification into four
categories in our level-1 classification, and this dataset hasn’t been used by any other
researchers, so no comparisons can be made. Behzadan et al. [1] did not perform
level-2 classification further, therefore no comparison is possible. Table 2 shows the
performance comparison.

5 Conclusion

We have successfully made a system model which is better and faster compared to
another available system. We used a novel methodology to achieve a better perfor-
mance. Now to increase the accuracy anymore, more data would be required to train
themodel. Theworkwill be further extendedwith the attentionmechanism to achieve
better accuracy. We are working on adding more features to identify cyber threats
in tweets. The code will be publicly available in GitHub. Dionísio et al. [24] in his
work has introduced the concept of Multitask Learning which can be implemented
in this work in the future. Multitask learning is a concept that makes use of the
trained hidden layer of one classification to help increase the accuracy of the next
one. This concept is really great. We have found some unique attention parameters
which we are already working on to make even more remarkable contributions in
this domain hence fulfilling our motto to make the internet a safer place for all. We
intend to expand the model’s ability to classify threat-containing tweets into addi-
tional subcategories in the future, as well as introduce novel attention parameters
that will have a stronger impact on this field. Since hackers have stepped up their
game, security researchersmust also step up their game and put in significant effort to
prevent any further crimes from occurring. We’re also looking into measures to stop
these tweet-based threats from spreading further. As we all know, simply classifying
tweets is a task, but it is incomplete unless they are prevented from spreading. As a



Detection andClassification of Cyber Threats in Tweets Toward Prevention 97

result, as part of our ongoing research, we’re looking into integrating some cyber-
security techniques that can be used to prevent threat tweets from being retweeted
or viewed by most people if they violate specific rules.
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Artificial Neural Network Design
for CMOS NAND Gate Using Sigmoid
Function

Rupam Sardar , Arkapravo Nandi , Aishi Pramanik ,
Soumen Bhowmick , De Debashis , Sudip Ghosh ,
and Hafizur Rahaman

Abstract Artificial Neural Network (ANN) is very useful to predict the future.
These predictions can be done in the area of agriculture, transport, finance, health
care, etc. Complementary Metal Oxide Semiconductor (CMOS) circuits are used for
the design of the hardware. In this paper, we are taking CMOS NAND circuit and
experimenting how the NAND gate is useful for an intelligent system. The proposed
work was done using the sigmoid function for observing the activation function of
NAND gate. The results shown are promising and viable in practical applications.

Keywords Artificial neural network(ANN) · CMOS · Sigmoid function · NAND
gate · Aggregation function · Tensorflow

1 Introduction

Modern technologies are using intelligent computations usingANNandDeepNeural
Networks (DNN) [3–5] with Artificial Intelligence(AI) [1, 9] which is a vast area
for predicting future designing robots [8]. Here we are using the sigmoid activation
function for NAND gate truth table realization. Neural Networks [1, 2, 7, 10] are
very complex to design and when we are designing the Neural Networks, we must
keep in mind that there are input signals and weights that can be multiplied with the
input signal and generate the final output after the activation function is applied. In
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Fig. 1 CMOS NAND gate schematic and truth table

the era of the computer being shaped byAI, NANDgate can be designed in CMOSby
two segregations. Pull up can be designed by PMOS and Pull down can be designed
by the NMOS. Now NMOS is on when inputs are on or active high and PMOS is
on when inputs are active low. We must develop a logic gate that support a neural
network. We had applied the voltage of A and B and obtained the output according
to the truth table shown in Fig. 1.

Figure1 shows a CMOS two-input NAND gate. Here, the upper two P-channel
transistors are connected in parallel between +Vdd and the output terminal (F)
whereas the bottom two N-channel transistors are connected in series between the
output terminal (F) and ground. When both of the inputs A and B are logic “0”, then
upper two PMOS transistors are “on” and bottom two NMOS transistors are “off”.
Hence, output becomes logic “1”.

When both of the inputs A and B are logic “1”, then upper two PMOS transistors
are “off” and bottom two NMOS transistors are “on”. Hence, output becomes logic
“0”. When one of the inputs is logic “1” and the other is “0”, then the one with logic
“0” as the input terminal of the upper PMOS transistors is “on” and the one with
logic “0” as the input terminal of the bottom NMOS transistors is “off”. Therefore,
the output in both cases is logic “1”.
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2 Proposed Methodology

From Fig. 2, the output of the neural network is given by sigmoid activation function:

Sw1,w2...wn−1,wn ,b(x1, x2 . . . xn−1, xn) = 1

1 + e−(w1x1+w2x2+···+wn−1xn−1+wn xn+b)
(1)

Here, in the above equation, x1, x2, x3, . . . , xn−1, xn are the n numbers of input
features to the neural network [2, 8] present in Fig. 2 and w1, w2, w3, . . . , wn−1,

wn are the n number of input weights associated with input features x1, x2, x3, . . . ,
xn−1, xn , respectively, and b is the bias added with summation of weight multiplied
with corresponding input features. In Fig. 2, the Pre activation layer computes the
aggregation function mentioned in Eq. (1).

In our study, we have applied activation that is sigmoid activation function in
activation layer [2] which acts non-linearly. Sigmoid functionmentioned in Equation
(2) is applied in themodelswhere the output is the prediction of probability belonging
to which class. Since the probability of anything exists between 0 and 1, therefore
Sigmoid is the right choice.

Fig. 2 Diagram of a Neuron in a particular layer
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3 Methodology to Design Artificial Neural Network
for the CMOS NAND Gate Circuit

After designing the Neural Network in Fig. 3, we obtained several mathematical
equations and they are described in this section.

Here, bias is assumed to be 0 in each of the four layers. In the first layer of Fig. 3
of the above model, Y1(out),Y2(out),Y3(out),Y4(out) are the outputs of each of
the four neurons in input layer.

In the input layer,

Y1 = x1w1 + x2w2 + Vddw3 + Vssw4 + b1 (2)

Y1(out) = 1

1 + e−Y1
(3)

Y2 = x1w5 + x2w6 + Vddw7 + Vssw8 + b2 (4)

Y2(out) = 1

1 + e−Y2
(5)

Y3 = x1w9 + x2w10 + Vddw11 + Vssw12 + b3 (6)

Y3(out) = 1

1 + e−Y3
(7)

Y4 = x1w13 + x2w14 + Vddw15 + Vssw16 + b4 (8)

Fig. 3 Representation of the neural network of the CMOS NAND gate
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Y4(out) = 1

1 + e−Y4
(9)

In the first hidden (Second) layer,

Y5 = Y1(out)w17 + Y2(out)w18 + Y3(out)w19 + Y4(out)w20 + b5 (10)

Y5(out) = 1

1 + e−Y5
(11)

Y6 = Y1(out)w21 + Y2(out)w22 + Y3(out)w23 + Y4(out)w24 + b6 (12)

Y6(out) = 1

1 + e−Y6
(13)

Y7 = Y1(out)w25 + Y2(out)w26 + Y3(out)w27 + Y4(out)w28 + b7 (14)

Y7(out) = 1

1 + e−Y7
(15)

Similarly, In the second hidden (Third) layer,

Y8 = Y5(out)w29 + Y6(out)w30 + Y7(out)w31 + b8 (16)

Y8(out) = 1

1 + e−Y8
(17)

Y9 = Y5(out)w32 + Y6(out)w33 + Y7(out)w34 + b9 (18)

Y9(out) = 1

1 + e−Y9
(19)

In the last layer (Output Layer),

Y10 = Y8(out)w35 + Y9(out)w36 + b10 (20)

Y10(out) = 1

1 + e−Y10
(21)

In demonstrating the mathematical calculation for simplicity, we have assumed
that weight values in each of the four layers are set to 1.

Here, we are taking

x1 = 1, x2 = 0, Vdd = 1andVss = 0 (22)

as inputs to our proposed neural network in Fig. 3.
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Y1 = 1 × 1 + 1 × 0 + 1 × 1 + 1 × 0 + 0 = 2 (23)

Y1(out) = 1

1 + e−2
= 0.88 (24)

Y2 = 1 × 1 + 1 × 0 + 1 × 1 + 1 × 0 + 0 = 2 (25)

Y2(out) = 1

1 + e−1
= 0.88 (26)

since
Y1 = 2 (27)

Similarly,
Y3(out) = Y4(out) = 0.88 (28)

Y5 = 1 × 0.88 + 1 × 0.88 + 1 × 0.88 + 1 × 0.88 + 0 = 3.52 (29)

Y5(out) = 1

1 + e−5
= 0.97 (30)

Similarly,
Y6(out) = Y7(out) = 0.97 (31)

In the third layer,

Y8 = 1 × 0.97 + 1 × 0.97 + 1 × 0.97 + 0 = 2.91 (32)

Y8(out) = 1

1 + e−8
= 0.95 (33)

Likewise,
Y9(out) = 0.95 (34)

On the output layer or last layer,

Y10 = 1 × 0.95 + 1 × 0.95 + 0 = 1.9 (35)

Y10(out) = 1

1 + e−10
= 0.87 (36)
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Therefore, by applying the sigmoid function in the output layer of the network, the
final output value becomes equal to 0.87. Here, the output value lies in the range
[0,1]. Therefore, we are choosing a certain threshold equal to 0.5. If the output value
is greater than this threshold, the proposed neural net will output Y equal to 1 else
output would be Y is equal to 0.

Thus, according to the condition mentioned above, Y value is equal to 1. In the
mathematical foundation of our proposed methodology,

Aggregation f unction : F(x) = x1w1 + x2w2 + x3w3 + · · · + xnwn (37)

Sigmoid f unction : S(x) = Yi (out) = 1

1 + e−F(x)
(38)

Here Eq.38 represents Sigmoid Function and Yi (out) represents the output of the
i th neuron [2] in a particular layer. Here i = 1, 2, 3 . . . . . . n

Derivative of the sigmoid function given by

S′(x) = S(x)(1 − S(x)) (39)

In the Fig. 4, the blue line in the plot represents the plot of sigmoid function curve
given by Eq.38 where the range of values in X-axis lies from −10 to +10 and
the Y-axis for the sigmoid function curve ranges from 0 to 1. While the orange plot
represents the derivative graph of sigmoid function given by Eq.39mentioned above.

Fig. 4 Plot of sigmoid
function and its derivative
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4 Experimental and Implementation Results with Analysis
in Python

In this section, we are describing the details of our proposed neural network model
architecture implemented in Python and analyzing the performance of the model on
the training and test datasets. In Fig. 3 of the neural network representation of the
CMOS Nand gate, it is observed that our proposed model is a 4-layered sequential
model architecture comprised of input layer, 2 hidden layers, and output layer.

4.1 Libraries Used

The libraries used in developing the ANN are Numpy, Pandas, Matplotlib, Tensor-
flow, Scikit-Learn, Seaborn, and Keras. Numpy library has been used in python to
performmathematical and scientific calculations on the input variables of the dataset
whereas Pandas is used to load the entire dataset in the python notebook. Tensorflow
library is used as “tf” name to create a plot of confusion matrix on the actual output
and predicted output by the ANN Model on the test dataset. Keras library served
as one of the most important libraries in our model implementation as it is used to
create the dense layers of 4-layered ANN architecture and the library has functions
that trains the model with optimal parameters, therefore making the model ready to
test on the unknown dataset. Scikit-learn which is short called as sk learn is used
to split the entire dataset into train and test dataset and the sklearn is used to create
metrics to evaluate the performance of our model. Matplotlib library is used to create
graphical plots to visualize and analyze the performance of themodel on the datasets.

4.2 Dataset Used

The dataset that is used for training and testing performance analysis of our model
consists of nine columns:—(i) Input 1 (ii) Input 2 (iii) Vdd (iv) Vss (v) Output (vi)
Range for Input 1 (vii) Range for Input 2 (viii) Digital Values for Input 1 (ix) Digital
Values for Input 2 shown in Table1. Here Input 1 and Input 2 are the two inputs to the
CMOS NAND Gate Circuit which take values as real numbers. While Vdd and Vss

are the input voltages of the circuit which will take Boolean values as its input i.e.,
“1” and “0” corresponding to high and low voltages, respectively. The “Output” is
the target variable of our ANNmodel which are of Boolean values in 0 or 1, where 0
volt means “Off” and 1 denotes “On” in digital electronics. The data set that is used
for training consists of 20 rows and 5 columns. In both Training and Test Datasets,
Input 1 and Input 2 are both analog voltage values. Therefore, we have considered
the analog voltage values as 0V (in digital electronics if the input analog voltage is
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Table 1 Instance of training data set of our proposed ANN model

Input 1 Input 2 Vdd Vss Output Range
for input
1

Range
for input
2

Digital
values
for input
1

Digital
values
for input
2

0.00 0.00 1 0 1 −11V to
+31V

−9V to
+20V

0 0

0.00 1.00 1 0 1 −11V to
+31V

−9V to
+20V

0 1

1.00 0.00 1 0 1 −11V to
+31V

−9V to
+20V

1 0

1.00 1.00 1 0 0 −11V to
+31V

−9V to
+20V

1 1

2.00 −3.00 1 1 1 −11V to
+31V

−9V to
+20V

1 0

−1.00 1.00 0 1 1 −11V to
+31V

−9V to
+20V

0 1

−8.00 −8.00 0 0 1 −11V to
+31V

−9V to
+20V

0 0

−10.00 12.00 1 0 1 −11V to
+31V

−9V to
+20V

0 1

30.56 19.08 1 0 0 −11V to
+31V

−9V to
+20V

1 1

less than or equal to 0) and as 1V (in digital electronics if the input analog voltage
is greater than 0).

4.3 ANN Model Architecture

The ANN Model is designed using Kerasapi imported from Tensorflow Library in
Python. The sequential densely connected neural network model consists of four
layers with layer 1 consists of 4 input neurons and 4 output neurons, layer 2 consists
of 4 input neurons and 3 output neurons, layer 3 consists of 3 input neurons and
2 output neurons, and layer 4 consisting of 2 input neurons and 1 output neuron.
The value of the output neuron in layer 4 (Last Layer) is between 0 and 1. In the
mathematical implementation of our proposed model in Fig. 3, sigmoid activation
function is used in all the layers 1, 2, 3, and 4 thus while implementing the model
in the Python notebook Sigmoid Function is used to analyze the performance of the
model. The values from each of the four neurons are fed into the second layer to
each of the three neurons, and the value from each of three neurons is fed into two
neurons and after then values from two neurons are passed to a single neuron present
in the last layer. The last layer is also known as an output layer. Finally, the Sigmoid
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Table 2 Architecture of 4-layered Densely connected neural network model

Layer (type) Output shape Parameters

dense (Dense) (None, 4) 20

dense1 (Dense) (None, 3) 15

dense2 (Dense) (None, 2) 8

dense3 (Dense) (None, 1) 3

function present in the output layer gives the value between 0 and 1. The Model of
the Sequential Densely Connected [3–5] ANN implemented in Python is shown in
Table2.

Total Parameters: 46.

• Trainable Parameters: 46
• Non-trainable parameters: 0

4.4 Objective of the Model

The problem that we are presenting in this paper is to classify the output of our
model [8] as 0 or 1 according to four inputs to the model. So, there are two output
classes for the design of the ANN model, i.e., Class 0 (when output of the model
is 0 volt) and Class 1 (when the output of the model is 1 volt). Therefore, it is a
binary-classification problem.

4.5 Training of the ANN Model

The training dataset consists of 9 rows and 5 columns. The model is compiled using
AdamOptimizer which provides the best values of parameters for the neural network
and binary crossentropy loss function is used because the problem presented here is
binary-classification problem. The metric that is used to measure the performance
of the model on both training and testing dataset is Accuracy. The proposed ANN
Model is trained for 5000 iterations on the train dataset and gave an accuracy of
100% and loss of 0.0777.

The formula for accuracy is given in Eq.40:

Accuracy = Number of Correct Predictions

Total Number of Predictions
(40)

The plot in Fig. 5 illustrates the performance of the model on the training dataset at
different epoch values from 0 to 5000. Epoch means how many times the model is
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Fig. 5 Plot of training loss of the model versus number of Epochs

trained on the dataset and here at different iterations (epochs) [2, 3, 9], the loss of
the model on the training dataset is plotted by using Matplotlib Library in Python.
The figure mentioned in Fig. 5 gives us the view that with the increase in the number
of training iterations, the loss value on the training dataset gradually decreases.

4.6 Comparison

Here we have shown a comparative table (Table3) between Our proposed ANN
Model of CMOS NAND Gate and CMOS OR Gate design using ANN.

4.7 Performance of the Model on the Test Dataset

Our proposed Neural Network Model on the Test Dataset achieved an accuracy of
80%. The Test Dataset on which the model’s performance in evaluated is shown in
Table4.

From Table4, the output column represents the true or actual outcomes on the
test dataset. But, while computing the performance of the model on the test dataset,
I have dropped the output column and measured the model’s accuracy on the four
input features (Input 1, Input 2, Vdd ,Vss). Therefore, the predicted outcomes of the
model on the test dataset came out as 0, 0, 0, 1, 0, 1, 1, 1, 0, 0 corresponding to the
input row values given in Table4. From Eq.40, given, the Accuracy is calculated
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as 8/10 where 8 is the number of correctly predicted outcomes and 10 is the total
number of Outcomes. Thus, model achieves an accuracy of 8/10 i.e., 80% on the test
dataset.

4.8 Confusion Matrix

A confusion matrix (CM) is a technique by which the prediction result of a classifier
model is summarized on the test dataset. It is the summary of the performance of
a classification problem. The matrix represents the ways in which the classification
model is confused while making predictions. Moreover, this matrix gives insights
about the errors as well as the types of the errors made by the classifier. The structure
of CM in Fig. 6 is shown below.

From this Confusion Matrix above in Fig. 6, the following conclusions are made.

1. The model correctly classifies 4 inputs as “Class 0”.
2. 0 inputs in “Class 0” are classified by the model as “Class 1”.

Table 3 Comparison results

Parameters Our proposed work [6]

Functions used in each Neuron Both Aggregate Function and
Sigmoid Function used in
calculating output values of
each Neuron

Only Aggregate Function had
been used in calculating output
values of each neuron

Weights used in artificial
neural network

In our work, we have used
arbitrary weight values to give
a theoretical implementation
of the model. Also, we have
implemented the ANN Model
using Tensorflow and Keras
Library. Here, the tensorflow
library takes care in assigning
proper weight values on the
input edges connecting each
neuron during the training
phase of the Model

Here, only set of weight values
is manually used to give a
theoretical implementation of
the Model. No Practical
Approach had been proposed
in this work

Reliability of the model In our approach, we have
created a small dataset
manually by using real voltage
values and our performance of
the model is evaluated on the
test dataset. In the test set, our
model achieved an accuracy.
Therefore, our model is
reliable

Whereas here the ANN Model
is implemented using
mathematical approach only.
No practical design has been
proposed and so the proposed
model has not been tested on
real voltage values. So, here
the approach becomes less
reliable compared to our work
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Table 4 Test dataset to evaluate the performance of our proposed ANN model

Input 1 Input 2 Vdd Vss Output Range
for input
1

Range
for input
2

Digital
values
for input
1

Digital
values
for input
2

−1.000 1.00 1 0 1 −10V to
+100V

−6V to
+13V

0 1

99.560 1.00 1 0 0 −10V to
+100V

−6V to
+13V

1 1

0.000 7.80 1 0 1 −10V to
+100V

−6V to
+13V

0 1

−9.800 0.00 1 0 1 −10V to
+100V

−6V to
+13V

0 0

10.430 12.98 1 0 0 −10V to
+100V

−6V to
+13V

1 1

27.960 −0.98 1 0 1 −10V to
+100V

−6V to
+13V

1 0

−0.986 0.00 1 0 1 −10V to
+100V

−6V to
+13V

0 0

11.560 −5.00 1 0 1 −10V to
+100V

−6V to
+13V

1 0

5.890 1.00 1 0 0 −10V to
+100V

−6V to
+13V

1 1

9.900 0.56 1 0 0 −10V to
+100V

−6V to
+13V

1 1

3. 2 inputs in “Class 1”, are misclassified by the model as “Class 0”.
4. The model correctly classifies 4 inputs as “Class 1”.

4.9 Weights and Biases Present in Each of the 4 Layers
of the Model

By using the model.layers[i].weights command and model.layers[i].bias.numpy()
commands we are getting Weight and Bias Matrix [2] in a particular ith layer in
Python Notebook. Here model is our proposed neural network model. The values
of weights present in the first layer are displayed in the form of (4× 4) matrix as in
the input layer there are four input neurons and four neurons in first layer connected
to each of four inputs. The Bias present in the first layer is displayed in the form of
1-dimensional array of (1× 4) matrix. Thus,

Weight Matrix in First Layer (Input Layer):

[[−0.1936149 , 3.4276466 , 3.504992 , 2.0016828 ],
[−0.35117793, 1.778528 , 2.8575613, 4.2126145 ],



112 R. Sardar et al.

Fig. 6 Plot of confusion matrix for our proposed artificial neural network model

[2.1481109 ,−1.0041207 ,−1.7299372,−1.3335098 ],
[−0.31723595, 0.8330988 ,0.6974918 , 0.19749898]]

Bias Matrix in First Layer (Input Layer):

[ 2.2982867, −1.3996079, −2.033853, −2.1316252]

Similarly, four neurons in the input layer are connected to three neurons in the first
hidden layer thereby creating Weight Matrix of size 4× 3, and since there are three
neurons in the layer so bias matrix forms size of 1× 3.
Weight Matrix in Second Layer (First Hidden Layer):

[[ 2.830477, −2.9694, −2.2820616],
[−1.3113838, 1.748197, 1.4695135],
[−2.8047054, 2.8619854, 3.2600462],
[−3.3471355, 4.216155, 3.3557246]]

Bias Matrix in Second Layer (First Hidden Layer):

[ 2.5750675, −3.3858862, −3.8092616]

Likewise,Weight Matrix in Third Layer (Second Hidden Layer):

[[−3.0632641, 3.7905078],
[ 3.2658846,−3.559395],
[ 3.6212218, −2.5397708]]
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Bias Matrix in Third Layer (Second Hidden Layer):

[−2.027568, 1.2913349]

Weight Matrix in Fourth Layer (Output Layer):

[[−3.9390628],
[ 3.9055228]]

Bias Matrix in Fourth Layer (Output Layer):

[0.333625]

5 Conclusion

In this manuscript, we have proposed the design of a small Artificial Neural Network
which is designed on a small dataset, and it achieved an 80% accuracy on the test
dataset. We will further design a circuit based on the neural network model and will
train the model on a large dataset in our future study.
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A Pioneer Image Steganography Method
Using the SOD Algorithm

Pabak Indu , Sabyasachi Samanta , and Souvik Bhattacharyya

Abstract Steganography is a technology that has gained popularity in recent years
as people’s fears and susceptibilities have increased in today’s digital environment.
As a result of this work, we have shed light on the existing popular techniques
of Image Steganography in great detail, and we have also demonstrated a new
SpatialDomain ImageSteganography technique basedon the ‘SOD’—Sum-Of-Digit
method, wherein secret data is embedded in an image through the use of the proposed
algorithm. Moreover, the presented method is compared with existing methodolo-
gies on a variety of parameters and found to be efficient and robust, which makes
this steganography technique effective. The experimental results can demonstrate
the effectiveness and accuracy of the proposed technique in terms of several image
similarity metrics, which is a significant benefit.

Keywords Sum of Digits · Spatial method · Steganalysis · Steganography ·
Ensemble · SRM

1 Introduction

Technological advancements are substantial, and nothing appears to be preventing
even our most secret information from falling into the wrong hands. However,
our efforts in the field of Cyber-Security have not slowed down when it comes
to preventing the breach of personal information. The protection of sensitive infor-
mation has been a long-standing concern for millennia, and as a result, we have
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continually developed new concepts and strategies to ensure that this information
is not compromised as it is transferred from one location to another. Cryptography,
Steganography, and watermarking are some of the techniques that are currently in
widespread usage. Encryption is a cryptographic technique that takes a message
and causes disorder in it or scrambles its arrangement, resulting in a cypher text,
and the process is referred to as Encoding. This type of information can only be
decoded with the use of a secret key, and the process of obtaining the information is
referred to as Decryption. The opponent is aware of the concealed secret information
contained within the cypher, and the likelihood of it being deciphered is quite high
as a result. In order to protect intellectual property rights in data, watermarking must
be used, either with or without the suppression of the presence of communication
[1]. Steganography, on the other hand, is intended to conceal the very presence of
communication and secret data.

For the past several decades, image steganography has piqued the curiosity of
a large number of scientists and academics. If a secret message is intercepted, the
primary purpose of image steganography is to conceal the existence of the secret
message in order to avoid discovery even if it is discovered. This is accomplished by
embedding the secret message inside an innocent cover object (text, audio, video,
and picture), which creates the stego object, and then transferring it to the desired
destination over a public channel. It is possible that a purposeful or inadvertent
obstacle will occur during the transmission process, preventing the message from
being correctly transmitted. An optimal steganography strategy should be created in
order to preserve an impenetrable stego image, as shown in Fig. 1. The following
literatures have a variety of steganography schemes to choose from [2–11]. When it
comes to the extraction of these hidden facts, this process is referred to as steganalysis.
Almost identical to the steganography idea, with the primary distinction being that
it is really a reversed version of the steganography technique.

It is the objective of this research to examine a specific spatial domain picture
steganography approach in further detail. Steganalysis is something we come upon

Fig. 1 Types of
steganography
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later on. Instead of concealing data, steganography is a procedure for detecting hidden
data, in which the concealed data is recognised from its cover source, as opposed to
steganography. Further, the suggested article is separated into a number of different
sections. This paper is divided into five sections: Sect. 2 contains a literature survey
on existing models, Sect. 3 describes the proposed model, including an overview of
the embedding and extraction algorithms, Sect. 4 presents experimental results on
various test images and their corresponding benchmark images, and also compares it
with some existing models, and Sect. 5 elaborates the steganalysis results on various
image datasets, including comparisons with other models. and concludes with a
summary of the proposed paper, which is presented in the form of a conclusion.

2 Review on Existing Methods

Generally, image steganographymaybedivided into twocategories: spatial steganog-
raphy and transform steganography. The majority of the surveys [12] are concerned
with the overall topic of picture steganography. This section discussed well-known
picture steganography approaches in the spatial domain that have been utilised in
recent years, as well as the emergence of adaptive steganography techniques.

For themost part, this is themost straightforward andwell-known option: the least
significant bit (LSB) approach, in which data is concealed directly inside the LSB
of the pixel values. The development of steganographic technologies necessitated
the use of many versions of the existing LSB approach in various bit planes as
time went by. Others include adaptive LSB replacement based on several criteria
such as edges, texture and brightness of the cover picture estimate the depth of LSB
embedding [12–15] and advanced LSBmodels [12–16], which are described in more
detail below.

In addition to the pixel value differencing approach suggested by Wu and Tsai
[16], another prominent method is based on pixel value difference (PVD). This is
determined by the difference between the values of two adjoining pixels, which deter-
mines the number of hidden bits that should be inserted.When the original difference
value is not equal to the secret message, the difference values of the two consecutive
pixels will be directly adjusted so that their difference values can represent the secret
message.However,when the PVDapproach adjusts the two successive pixels in order
to conceal the secret data in the difference value, a significant degree of distortionmay
occur in the stego image. A texture picture with a greater resolution can encode more
hidden data within the pixel pairs. LSB and PVD have similar payloads, however,
PVD has a greater visual imperceptibility and higher visual imperceptibility. The
PVD approach avoids the RS detection attacks, but it has a significant disadvantage
in that it betrays the existence of a secret message through the use of a histogram.
One of the most serious issues is the slipping between the cracks. Furthermore,
because general photos have a smooth texture, any secret data will be concealed in
the regions with a tiny value, as is the case with most photographs. Many efforts were
provided in the literature study that sought to alleviate the constraints of PVD while
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also enhancing its steganographic aims as a whole. Among them are Multi-Pixel
Differencing (MPD) [17], Modulus Function (MF) [18, 19], PVD with LSB [20,
21], block-based PVD [22], and other approaches detailed in [23] and [24]. Other
examples include:

Chang et al. [25] propose a unique steganographic approach based on Tri-Way
PVD, which is described in detail.

In contrast to the original PVD, the concealing capacity is increased by taking
into account three separate directional edges, and the quality distortion is decreased
by picking a reference point and applying adaptive algorithms to that point. Dual
statistical stego-analysis is used to provide robustness as well as security in this
method of study.

Another method, Capacity raising using multi-pixel differencing and pixel-value
shifting [17], takes four block pixels and uses the difference between the lowest
gray-scale value and the surrounding pixel. The sharpness and smoothness of the
embedding are determined using the difference between the lowest gray-scale value
and the surrounding pixel. If the difference is significant, it is placed in the sharp
block, and if the difference is little, it is placed in the smooth block. When a smooth
zone is present, the total embedding capacity diminishes. Following that, pixel-value
shifting is performed to improve the overall image quality.

LSB substitution is used in conjunctionwith a novel approach ofmodulus function
introduced by the Wang et al. Method [26], which is described further below. The
main notion of a smooth region is embedded with LSB, and the edges are implanted
with the PVD process, with the edges being embedded with LSB. This results in a
significant increase in capacity while having no effect on human eyesight.

3 The Proposed Method

This approach is limited to gray-scale photos alone, as the name suggests. The funda-
mental notion employed in this strategy is the Sum of Digits. We choose a group of
bits and modify the pixel in such a way that the sum of its digits equals the decimal
value of the pixel we chose. Using this method, we can pick the group so that the
change in the pixel value is the smallest possible. The results demonstrate that this
innovative method keeps the quality of the image while remaining undetectable by
a variety of steganalysis algorithms. This is a decent and acceptable signal-to-noise
ratio (PSNR), co-relation, and entropy value for the data we have collected. In the
next section, you will find a flow chart that illustrates the embedding and extraction
processes in detail, followed by their methodology. Figure 2 shows the embedding
process. Figures 3 and 4 show the change in pixel values before and after embedding.
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Fig. 2 Block diagram of the embedding algorithm

Fig. 3 Cover image block
before embedding

Fig. 4 Cover image block
after embedding
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3.1 Flow Analysis of the Embedding Algorithm
with Following Cases

Step 1: Select the cover image and secret message. Let the Secret Message be
‘AB’.
Step 2: Convert the secret message into binary bits. Thus, the bit pattern we get is

βnβn−1βn−2βn−3βn−4βn−5βn− . . . β7β6β5β4β3β2β1β0

Secret Message: AB
‘A’ => 65 => 01000001
‘B’ => 66 => 01000010
So the bit pattern is: 0100000101000010
Step 3: Now take each pixel pi j and find the sum of its digits. Say ρ i j = ϕ2 ×
100 + ϕ1 × 10 + ϕ0, now sum of digits we get is

∑n
i=0 ϕ i = ϕ i j

76 => Sum of Digits => 13 => 1101
Step 4: Insert βn bits into each pixel in such a way, that ϕ i j , is the decimal
equivalent of the selected binary bits βn. To find the optimal condition in which
βn can be embedded into ρ i j we check few cases:
Case 1: If βn consists of 0’s then we convert ρ i j , such that ρnewi j = ϕ2∗100 +
ϕ1∗10 andρnext i j , ,μ*ηbeing the resolutionof the image, 0 ≤ i ≤ μ, 0 ≤ j ≤ η,

ρnext i j = ρ i+1 j=0; i f j + 1 ≥ η

ρnext i j = ρ i j+1; i f j + 1 ≤ η

ρnext i j = ϕ2∗100 + ϕ1∗10 + n

So the new pixels will be: 240 -> 240 and 123 -> 121
0 100000101000010
Case 2: Evaluate the value of

∑n
i=0 ϕ i = ϕ i j , insertion of βn into ρ i j depends

onϕ i j , we take nearest value of ϕ i j as βn. We calculate the min∂ , for this we

start from the β th
n bit and move forward.

∂0 = ϕ i j − (
βn

)
10∂1

∂1 = ϕ i j − (
βnβn−1

)
10

∂2 = ϕ i j − (
βnβn−1βn−2

)
10

∂3 = ϕ i j − (
βnβn−1βn−2βn−3

)
10
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∂4 = ϕ i j −
(
βnβn−1βn−2βn−4βn−5

)

10

min∂ = min(∂4, ∂3, ∂2, ∂1, ∂0)

∂n = min∂

ϕnewi j = min∂ ,
So we have to choose ρnewi j such that
ρnewi j = ϕnew2 × 100 + ϕnew1 × 10 + ϕnew0,
And,
ϕnewi j = ∑3

i=0 ϕnewi .
Nearest is 10000 which is the next set of 5 bits.
76 => 1101 => 10000 => (16) => 79
0 10000 0101000010
Step 5: The Remaining bit stream is

βn−1βn−2βn−3βn−4βn−5βn− . . . β7β6β5β4β3β2β1β0

Step 6: Now repeat 3–5 for remaining pixels.

3.2 Flow Analysis of the Extraction Algorithm
with Following Cases

Step 1: Select the stego image.
Step 2: For extracting we follow the criteria, such as:
Case 1: If mod(ρ i j , 10) = 0, βn Consists of 0’s, and n = mod(ρnext i j , 10),
βn = 000 . . . nterms
240 => 0’s
121 => 1 => 0
0
Case 2: Ifmod(ρ i j , 10) �= 0, represent it as∑n

i=0 ϕ i = ϕ i j , where
ρ i j = ϕ2 × 100 + ϕ1 × 10 + ϕ0∂n = ϕ i jβn = bin(∂n)

79 => 7 + 9 => 16 => 10000
0 10000
Step 3: Evaluate all such βn values for all the pixel values in the image.
Step 4: All the βn evaluated from the pixel values are represented as a whole,
such as, βnβn−1βn−2βn−3βn− . . . β4β3β2β1β0.
01000001 01000010 11
Step 5: Divide them into group of β8, and then convert them into their equivalent
character form.
01000001 => 65 => A
01000010 => 66 => B
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Step 6: Repeat step 2–5 for all message bits.

4 Experimental Results and Analysis

There is a thorough explanationof the experimental analysis thatwas performedusing
this approach included in this document. According to certain current approaches,
we assess and compare both the original and stego photos in this paper. In order to
test the findings, the ‘lena.pgm’ cover picture, as shown in Fig. 5, is utilised. The
sizes of the photos are determined at random. It is decided on the usage of a sequence
of randomly generated digits or characters as the secret message to be placed into the
cover graphics. The peak signal-to-noise ratio (PSNR) was used to assess the overall
picture quality of the image. The probability of a signal being received is defined as
follows:

PSNR = 10.log10
(2B − 1)

2

MSE
PSNR = 10.log10

(2B − 1)
2

MSE
dB

And

MSE = 1

μ × η

μ−1∑

i=0

η−1∑

j=0

(γi j − ϔi j )
2.

As shown in this illustration, is the cover image pixel with the coordinates (ij), and
is the stego-image pixel with the same coordinates. The greater the PSNR number,
the greater the likelihood that the difference between the cover picture and the stego
image is undetectable by human eyes. Table 1 displays the results of the experiments
conducted on a variety of typical cover pictures.

As we can see in Table 1, there is little question that the stego-image quality
created by the suggested technique was pretty good, with no discernible difference

Fig. 5 Visual effects of proposed steganography scheme a PSNR 58.8 dB, b PSNR 52.8 dB, c
PSNR 48.4 dB, d PSNR 37.58 dB
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Table 1 Experimental result

Image Length of embedding (bpp) PSNR (dB) Correlation Entropy

lena512.bmp
(512 × 512)

327 60.492 0.999987 7.445684

3270 50.105 0.999863 7.445894

8192 46.075 0.999660 7.441868

16,384 43.085 0.999342 7.426170

32,768 40.065 0.999034 5.981834

zelda512.bmp
(512 × 512)

327 60.260 0.999981 7.267064

3270 50.094 0.999808 7.266713

8192 46.042 0.999523 7.262412

16,384 43.066 0.999086 7.245796

32,768 40.025 0.998766 7.359929

Cameraman.bmp
(512 × 512)

327 53.754 0.999971 6.910685

3270 44.014 0.999738 6.920358

8192 40.019 0.999391 6.874710

16,384 37.098 0.998964 6.565247

32,768 36.617 0.998872 6.443998

barbara.pgm
(512 × 512)

327 59.809 0.999988 7.632077

3270 50.053 0.999893 7.631960

8192 46.027 0.999736 7.627175

16,384 42.944 0.999480 7.607857

32,768 39.975 0.999035 7.532511

boat.512.tiff
(512 × 512)

327 59.573 0.999983 7.191792

3270 50.125 0.999856 7.193764

8192 46.135 0.999647 7.193725

16,384 43.074 0.999307 7.184372

32,768 40.090 0.998712 7.143109

between the original cover picture and the final product. Furthermore, as shown in
Table 2, embedding has a greater capacity than the other approaches now in use.
In addition, we analyse the payload capacity of the suggested scheme in order to
determine the overall quality of the technique. When it comes to payload capacity,
it is defined as the ratio of the number of embedded bits to the number of cover bits
in a message. It is denoted by the symbol.

� = number of βn

μ × η

�avg = 2.54 bits/pixel
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Table 2 Comparison of embedding capacity with existing method

Existing solutions Cover image Capacity (bytes) PSNR (dB)

Wu and Tsai original PVD [16] Lena 50,960 41.79

Baboon 56,291 37.90

Pepper 50,685 40.97

Jet 51,243 40.97

Wang et al.’s method [26] Lena 51,226 46.96

Baboon 57,138 43.11

Pepper 50,955 46.10

Jet 51,234 46.19

Yang and Weng’s method [17] Lena 73,814 35.98

Baboon 78,929 33.17

Pepper 74,280 34.79

Jet 73,001 33.89

Chang et al.’s method [27] Lena 76,170 40.80

Baboon 82,672 32.63

Pepper 75,930 40.25

Jet 76,287 38.46

Chang et al.’s tri-way PVD [25] Lena 75,836 38.89

Baboon 82,407 38.93

Pepper 75,579 38.50

Jet 76,352 38.70

SOD method (proposed method) Lena 78,000 36.43

Baboon 75,000 36.16

Pepper 75,000 36.03

Jet 65,000 36.05

Table 2 compares and contrasts the suggested technique with an alternative algo-
rithm. Because the PSNR value is higher than that of the previous algorithm, we may
conclude that it is superior to the existing Yang and Weng’s technique. The conces-
sions made in terms of image quality are negotiated in light of the unpredictable
nature of the medium.

In current times, steganalysis is performed in two stages: first, the image models
are extracted, and then the image models are trained using a machine learning tool to
discriminate between the cover picture and the stego image. The training is carried
out with the use of appropriate picture models, which allow for the differentiation of
each and every cover and stego image.

We employed Rich models for steganalysis of digital pictures [28] for the extrac-
tion phase, and the procedure begins with the assembly of distinct noise compo-
nents retrieved from the submodels produced by neighbourhood sample models.
The primary goal is to discover various functional connections between nearby pixel
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blocks in order to recognise a diverse range of embeddingmodels. In the approach,we
employed a straightforward way to produce the submodels, which we then combined
into a single feature before developing a more complicated submodel and classifying
them. Both the cover picture and stego image are used in the extraction procedure,
and the attributes of each are extracted.

During the training phase, we begin by dividing the picture database into sets, with
each set including the same number of matching stego images as well as associated
cover images. In order to do this, we employed the ensemble classifier, as described
in [29] and [30]. The ensemble classifier is made up of L binary classifiers, which
are referred to as the basis learners.

1, 2, 3,…, L, each trained on a distinct submodel of a randomly selected feature
space. In order to evaluate the performance detection of the submodel on an unknown
data set, it is convenient to use the out-of-band error estimate. The rich model is then
assembled using the OOB error estimates from each submodel in the following step.
Figure 6 depicts the progress made in estimating out-of-band error estimates in the
proposed model. Following the generation of the OOB estimations [31], the imple-
mentation of a Receiver Operating Characteristic (ROC) graph is carried out, which
conveys the categorisation of the models into stegogramme and non-stegogramme
classes. TheROCcurve of 50 stegogrammes and non-stegogrammes fromour picture
dataset on different embeddings of 0.01, 0.1, and 0.25 bpp is depicted in Fig. 7. The
embeddings with a bpp of less than 0.25 are acceptable and are not identified by the
model (Fig. 8).

It is noticed that the suggested technique outperforms the well-known Tri-Way
PVD when the ROC curves for Tri-Way PVD and the proposed method are shown at
an embedding rate of 0.25 bps. When comparing the two methods at an embedding
rate of 0.25 bpp, the ensemble recognises the Tri-Way PVD completely, but the
suggested approach is only partially identified by the ensemble.

Fig. 6 OOB error estimates
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Fig. 7 ROC curve embedding at 0.01, 0.1, and 0.25 bpp

Fig. 8 ROC curve
comparison at 0.25 bpp

5 Conclusions

With the help of algorithms, figures, and examples, this proposed method has shed
light on the various techniques available for implementing Steganography and has
narrowed its focus to our own devised method of Image Steganography, which
explains how to embed a message into any cover image in a clear and understandable
manner. Because it has been tested and run several times, the novel technique is one-
of-a-kind and has shown to be quite reliable thus far. The results of the steganalysis
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are pretty satisfactory and comparable to those of other models. Moreover, the appli-
cation of SRM steganalysis is investigated, and it is discovered that the embedding is
pretty acceptable below 0.25 bpp when displaying its ROC curve with an ensemble
classifier.
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Leveraging Potential of Deep Learning
for Remote Sensing Data: A Review

Kavita Devanand Bathe and Nita Sanjay Patil

Abstract Remote sensing haswitnessed impressive progress of computer vision and
state of art deep learning methods on satellite imagery analysis. Image classification,
semantic segmentation and object detection are the major computer vision tasks for
remote sensing satellite image analysis. Most of work in literature is concentrated
on utilization of optical satellite data for the aforementioned tasks. There remains a
lot of potential in usage of Synthetic Aperture Radar (SAR) data and its fusion with
optical data which is still at its nascent stage. This paper reviews, state of the art
deep learning methods, recent research progress in Deep learning applied to remote
sensing satellite image analysis, related comparative analysis, benchmark datasets
and evaluation criteria. This paper provides in depth review of satellite image analysis
with the cutting edge technologies and promising research directions to the budding
researchers in the field of remote sensing and deep learning.

Keywords Computer vision · Deep learning · Synthetic aperture radar · Semantic
segmentation

1 Introduction

Remote sensing (RS) plays vital role in earth observation. The RS technology utilizes
airborne sensors, space borne sensors and other platforms for data acquisition.Gener-
ally, the space borne satellite sensors due to its large special coverage and frequency
visits, offer an efficient way to observe the earth surface and its changes on daily
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basis. Synthetic Aperture Radar (SAR) and optical imagery are widely used modal-
ities for these space borne sensors. Rapid development of RS technology improves
the temporal, spatial and spectral resolution of satellite imagery acquired from these
modalities. The advancement in earth observation technologies provide enormous
amount of satellite data. Optical satellite imagery is acquired from satellites like
QuickBird, Landsat, Satellite Pour l’Observation de laTerre (SPOT),ModerateReso-
lution Imaging Spectroradiometer (MODIS) and the recently launched Sentinel 2.
It provides optical data which is successfully utilized for variety of remote sensing
applications. The optical data is easy to interpret; however, it suffers from cloud
cover problem. The optical sensors are incapable of acquiring data in bad weather
conditions and during night time. Synthetic aperture radar (SAR) is widely adapted
to overcome the limitations of optical data as SAR can not only penetrate through
clouds but also provide data in all weather conditions irrespective of day and night.
Space borne radar sensors like SEASAT, SIR-A, SIR-B, ERAS-1, JERS-1, ERAS,
RADARSAT, SRTM ALOS POLSAR, COSMO-SKYMed, RISAT and the recently
launched Sentinel-1 provide information which can be utilized for earth observation.
The satellite imagery is complex in nature. It is analyzed for various tasks such as
image scene classification, object detection and semantic segmentation. Information
extraction, analysis, machine interpretation from these satellite images is found to be
difficult in contrast to RGB images. In the past few years, researchers have explored
Rule based methods, Statistical methods and Machine learning based methods for
interpretation of satellite imagery. The conventional rule based remote sensing
methods utilize spectral indices for optical imagery and radar backscatter inten-
sity values (σ0) for SAR imagery. Apart from conventional remote sensing methods,
machine learning based methods like support vector machine (SVM) [1], random
forest (RF) [2], decision tree (DT), K-nearest neighbor (KNN), KMEANS clus-
tering and iterative self-organizing data analysis technique ISODATA are commonly
adapted in literature to solve various computer vision tasks pertaining to optical
and SAR remote sensing. These methods have shown promising results on remote
sensing data for several applications like Flood mapping and Land use Land cover.
The aforementioned techniques rely heavily on manual image feature extraction.
They are time consuming and need human intervention [3, 4]. The accuracy and
performance of these methods depend on expertise of remote sensing analyst [5].
This leads to delay in the decision making process specifically in case of disasters
like flood or landslide where an immediate release of maps is of prime importance
for saving lives and property.

In recent years, Deep learning (DL)—a sub domain of machine learning has
emerged as an effective tool. In contrast to traditional methods, DL can automati-
cally extract image features [6, 7]. It is successfully used in a wide variety of applica-
tions including remote sensing. The promising results of deep learning methods on
remote sensing tasks seek widespread attention of researchers in the remote sensing
community. Several research articles have been published pertaining to the usage of
deep learning for remote sensing tasks and related applications. The following study
comprises of relative records of the past few years. The analysis shows that few arti-
cles are published on generalized topics of which few are task oriented. There exists
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Fig. 1 Year wise distribution of published review articles

another category that is specific to optical data while others are focusing on SAR
data. Though many research articles are available, comprehensive review of Optical,
SAR remote sensing and its fusion with Deep learning is under explored and is the
motivation behind this paper.

The contributions of this paper are threefold which are as follows:

1. This paper provides comprehensive review and comparative analysis of major
remote sensing tasks where deep learning can be implemented on satellite
imagery.

2. This paper summarizes various benchmark datasets available for optical data,
SAR data and optical-SAR fusion based data.

3. It discusses the related challenges and potential future directions for usage of
deep learning on satellite imagery.

Figure 1 depicts the distribution of published literature in the past few years.
The organization of this paper is as follows:
Section 2 gives an overview of recent development in Deep learning methods.

Section 3 describes the research progress of deep learning for remote sensingwhereas
in Sect. 4, remote sensing benchmark datasets are illustrated. In Sect. 5 evaluation
criteria is depicted. Finally, in Sect. 6 conclusion and future direction for researchers
are revealed.

2 Recent Development in Deep Learning

In recent years, Deep learning has significantly contributed to a variety of computer
vision tasks like classification, segmentation, object detection and scene under-
standing. The salient feature of deep learning methods is that they are capable of
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learning the image features automatically. This feature of deep learning methods
makes it highly compatible to remote sensing satellite imagery. Deep learning is cate-
gorized as Discriminative learning, Generative learning and Hybrid learning. These
Deep neural network categories are discussed in detail in the subsequent sections.

2.1 Deep Networks for Discriminative Learning

The learning approach in which training data comprises of input and its corre-
sponding target label falls under the category of discriminative learning. Convolution
neural networks (CNNs), Recurrent Neural Networks (RNN) and its variants such as
Long short termmemory (LSTM), Gated recurrent unit (GRU), Bidirectional LSTM
are normally adapted for remote sensing tasks. The following section describes the
aforementioned deep learning algorithm in detail.

Convolutional neural networks (CNN)

Convolutional neural network is a popular supervised deep learning architecture that
is widely employed to solve the problems pertaining to visual imagery and audio
signals [8]. The strength of this technique lies in the fact that it extracts low level
features and high level features from raw input data in contrast to traditional machine
learning techniques for manual feature extraction. Convolution layer, pooling layer
and fully connected layer are the major building blocks of this architecture. Convo-
lution layer plays a vital role in feature extraction. The base of the convolution layer
is the convolution operation that leverages sparse interactions, parameter sharing and
equivariant representations [9]. Typically, convolution layer includes hyper param-
eters as number of kernels, size of the kernel, stride and padding. Convolution
layer is followed by pooling layer that subsamples the feature map generated in the
previous layer using pooling operation. Min pooling, max pooling, average pooling
and global average pooling are the commonly adapted pooling operations. In the
Fully Connected Layer, the output feature map of pooling layer is flattened and
mapped to an one dimensional array. This in turn is connected to the dense layer
in which all neurons from one layer are connected to the neurons in other layer.
Each node in the output layer represents the probability of node with reference to
the classes [10].

Activation function is used in CNN in different layers. Popularly used activa-
tion function in various layers in CNN and other networks include Sigmoid, ReLU,
Leaky Relu, and softmax. Mathematical equations of aforementioned activation
functions are represented from equation number 1 to 4 respectively.

f (x) = 1

1 + e−x
(1)

f (x) =
{
0, x < 0
x, x ≥ 0

(2)
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f (x) =
{

x, x > 0
0.001x, x ≤ 0

(3)

f (x) = exp(xi)∑n
i=1 exp(xi)

(4)

Over the years several modern CNN architectures [11] are utilized for various
remote sensing tasks. Remote sensing community leveraged the potential of CNN on
optical and SAR imagery using different approaches. The promising results of CNN
on various remote sensing tasks like classification, object detection and segmentation
create new pathway to explore the new areas of remote sensing [12].

Recurrent neural networks (RNN)

Recurrent neural networks are another pillar of deep learning that are employed for
sequencemodelling problems. They are intended to process time sequences in remote
sensing. RNN is a special type of neural network that can process {x1, x2, x3 . . . xn}
sequence of values. It allows the processing of the input of variable length. The core
element of RNN is the RNNunit. It comprises of input X and output Y and in between
recurrent unit that represents the recurrence through self loop. RNN have internal
state that is also called as the internal memory which is updated when the sequence
is processed. The sequence of vector X is processed by applying the recurrence
formula at every time step as shown in equation number 5 and 6. Next hidden state is
dependent on the current input Xt and the previous hidden state ht−1. The commonly
used activation for RNN hidden state is tanh.

h(t) = fUW (Xt ,ht−1) (5)

where U and W are weight metrics that are multiplied with Xt and ht−1

Y (t) = f (V, h(t)) (6)

where V is the weight matrix that is multiplied with hidden state that comes out of
the RNN unit and is passed through activation function to provide the final outcome
as—Y (t).

RNN and its variants like Long Short Term Memory (LSTM), Gated Recurrent
Unit (GRU) are commonly adapted for remote sensing tasks. For instance, Lichao
Mou [13] proposed a novel RNN model and applied it for hyper spectral image
classification. The results show that method outperforms the classic CNN models.
Josh David [14] used optical data and SAR data and applied RNN, LSTM and GRU
for crop mapping.
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2.2 Deep Networks for Generative Learning

Supervised learning is considered as the dominant paradigm in deep learning.
However, unsupervised deep learning is seeking more and more attention of the
researchers in the remote sensing community. The learning approach in which
labelled data is not available is referred to as Generative or Unsupervised learning.
Models try to infer the underlying relationship using this unlabeled training data.
Generative adversarial networks (GAN) [15] and Auto encoder [16] are commonly
used for unsupervised learning task.

Autoencoder

Auto encoders utilize neural network for the task of representation learning. It
comprises of the input layer, one or more hidden layer and the output layer. First,
the input layers encodes the information. The encoded information is stored in the
hidden layerwhich is also called as the bottleneck layer. Later the decoder decodes the
information. The encoder finds the compressed latent representation of input data
and the Decoder decodes this compressed representation and provides the recon-
struction of input x, x

∧

[17]. The network tries to minimize the error between the
actual input x and the reconstructed input x

∧

. This error is referred as the reconstruc-
tion error. The network minimizes the reconstruction error though backpropogation.
The variants of the auto encoder are Sparse Autoencoder (SAE), Denoising Autoen-
coder (DAE), Contractive Auto encoder (CAE) and Variational Autoencoder (VAE)
[18]. Autoencoders are typically used in remote sensing for image denoising, image
compression and image generation. For instance, Xu [19] proposed an end-to-end
SAR image compression convolutional neural network (CNN)model based on a vari-
ational autoencoder. Song [18] utilized the adversarial autoencoder for SAR image
generation.

Generative Adversarial Network

GenerativeAdversarial Network (GAN) can learn interpretation from remote sensing
dataset in an unsupervised manner. GAN generates the new data instances that
resemble the data instances in training data. GAN comprises of two network models,
such as the Generator model and the discriminator model that compete with each
other. The generator network generates the fake images and tries to fool the discrim-
inator. On the other hand, the discriminator network distinguishes between the fake
generated image and real image [20]. Over the years variants of GAN as progres-
sive GAN, Conditional GAN, Image-to-Image translation GANs, CycleGANs, Text-
to-image GANs architecture have been proposed. Among them, Conditional GAN
(CGAN) [21] and cycle-GAN [22] are commonly used for remote sensing data
fusion [23]. Zhao [24] used GAN-based SAR-to-Optical image translation. Apart
from the above mentioned unsupervised learning methods, Self-Organizing Map
(SOM), Restricted Botshaman Machine (RBM) and Deep Belief Network (DBN)
are also employed for remote sensing tasks.
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2.3 Hybrid Deep Networks for Generative Learning

Supervised and unsupervised learning approach is generally used for various applica-
tions. Each learning approach has its own pros and cons. There exists another learning
technique as Hybrid learning that takes advantages of the supervised and unsuper-
vised approach to solve a particular task. The aim of the Hybrid deep networks is to
use an integrated approach. For instance, Zang [25] used the convolutional denoising
autoencoder (C-DAE) to reconstruct the speckle-free SAR images. Yuanyuan Zhou
[26] used Deep Multi-Scale Recurrent Network that includes a unit for SAR image
despeckling.

3 Recent Research Progress in Deep Learning in the Field
of Remote Sensing

In this Section a detailed review of state of the art deep learning methods that are
employed to optical, SAR and SAR-optical fusion-based satellite data from different
perspectives as Image scene classification, Object detection, Semantic segmentation
and Image Despeckling are presented. Table 1 represents the comparative analysis of
various deep learning methods used in literature for the aforementioned tasks. These
tasks are discussed in the following section.

3.1 Image/Scene Classification

Image classification is a way that classifies pixels in satellite image into one of
the classes. For instance, Land use Land cover classification method classifies the
pixels into one of the land cover classes as bare land, water bodies, built up area,
forest, road, grassland and rock based on the spectral reflectance. Scene classifica-
tion is similar to image classification however scene is much larger in contrast to
normal image patch [39]. The image classification method includes the conventional
remote sensingmethods that use spectral indicesmethods for optical data, backscatter
intensity for SAR data, statistical methods, machine learning methods and recent
deep learning methods. Some of the notable deep learning methods used on remote
sensing data are reviewed likewise. The methods like Convolution neural networks,
auto encoders, sparse auto encoder, stacked auto encoder, Generative adversarial
network (GAN) are progressing in optical and SAR remote sensing image scene
classification [40]. In the literature, modern deep learning CNN architectures are
implemented for optical and SAR imagery analysis utilizing different approaches
like training CNNs from scratch, using pretrained CNNs as feature extractors and
fine-tuning pre trained CNN. For instance, Shyamal [41] used UNet architecture for
sugarcane crop classification from Sentinel 2 satellite imagery. Yang-Lang Chang
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Table 1 Comparative analysis of deep learning methods applied on remote sensing tasks-Image
classification, Object detection, Semantic segmentation and sar image despeckling

References Task Method Dataset Evaluation
Index

Limitations

Anas
Hasni [11]

Image
classification

VGG 16 Moving and
Stationary Target
Acquisition and
recognition
(MSTAR)

Accuracy:
97.91%

Deeper
architecture
than VGG16
can be
explored to
improve
accuracy

Yang-Lang
Chang [27]

Image
classification

Consolidated
Convolutional
Neural Network,
C-CNN AUG

Indian Pines (IP),
Pavia University
(PU), and Salinas
Scene (SA)

Accuracy:
99.43%

Impact of
variation of
datasize on
proposed
model is not
explored

Shi and
Zhang [28]

Image
classification

Self-Compensating
Convolution
Neural Network

UCM21, RSSCN7,
AID,
NWPU-RESISC45,
WHU-RS19,
SIRI-WHU

Accuracy:
99.21%

More effective
method of
feature
extraction can
be explored
and accuracy
can be
improved

Liu and
Zhang [29]

Image
classification

Multidimensional
CNN Combined
with an Attention
Mechanism Mode

Salinas (SA),
WHU-Hi-HanChuan
(WHU), and Pavia
University
(PU) datasets

Accuracy:
96.71%

Accuracy can
be improved

Nataliia
Kussul
[30]

Image
classification

Deep Recurrent
Neural Network
LSTM for Crop
Classification Task

Sentinel-1 and
Sentinel-2 Imagery

Accuracy:
97.5%

Generalization
is required

Jiankun
Chen [31]

Semantic
segmentation

Complex Valued
Deep Semantic
Segmentation
Network

Sentinel-1 and
Sentinel-2 Imagery

Accuracy:
94.89%

Usage of
proposed
method on
SAR data

Yanjuan
Liu [32]

Semantic
segmentation

Deep transfer
learning

Sentinel-1 and
Sentinel-2 Imagery

mIoU:
88.21

Performance
can be
improved

Tuan
Pham [33]

Semantic
segmentation

Pyramid scene
parsing network
(PSPNet) for
Semantic Road
Segmentation

Cityscapes Dataset mIoU:
64.75

Experiments
can be done
with other
datasets

Chaojun
Shi [34]

Semantic
segmentation

CloudU-Net for
cloud segmentation

GDNCI data set mIoU:
0.927

Other datasets
can be tested

(continued)
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Table 1 (continued)

References Task Method Dataset Evaluation
Index

Limitations

Morales
et al. [35]

Semantic
segmentation

Convolutional
Neural Network
(CNN) based on
the Deeplab v3+
architecture

CloudPeru2 Accuracy:
97.50%

Haohao
Ren [36]

Object
detection

Active self-paced
deep learning
(ASPDL)

Moving and
stationary target
acquisition and
recognition
(MSTAR)

Accuracy:
94.00%

Accuracy can
be improved

Dong Li
[37]

Object
detection

Multidimensional
domain deep
learning network
for SAR ship
detection

SAR ship detection
data set (SSDD)

mAP:
0.96

Methods can
be evaluated
with other
datasets

Zhang [25] SAR image
despeckling

Convolutioal
denoising
autoencoder
(CDAE)

SAR images PSNR:
40.83

Generalization
of method is
required

Malsha
[38]

SAR image
despeckling

Transformer-Based
encoder

Set12 dataset PSNR:
24.56

Method can be
tested with
more real data

[27] combined 3D CNN and 2D CNN and proposed the Consolidated Convolutional
Neural Network (C-CNN).The proposed method is evaluated on benchmark optical
datasets and results have proved that the proposed method provides better Hyper-
spectral Image Classification in contrast to previous state of the art methods. Cuiping
Shi [28] constructed a lightweight self-compensated convolution by reducing the
number of filters. The authors have proposed lightweight modular self compensating
convolution neural network (SCCNN) for remote sensing scene image classification
based on self-compensated convolution and self-compensating bottleneck module
(SCBM). The model can efficiently classify remote sensing optical images with less
number of parameters and good accuracy as compared to state of art classification
methods.

Small samples in hyper spectral images affect the performance of image classifi-
cation with convolution neural networks. To address this problem Jinxiang Liu [29]
used convolutional block self-attention module (CBSM) with 2D convolution neural
network layer to achieve better performance for hyperspectral image classification.
Further Anil Raj used One-shot learning-based deep learning model and utilized
it for SAR ship classification. Hyperspectral images usually have high dimensions
which affect the performance of image classification. To address this issue, Hüseyin
Fırat [42] used a combination of 3D CNN, 2D CNN and depthwise separable convo-
lution and further combined it with dimensionality reduction methods to improve
classification performance of remote sensing images. Deep learning methods have
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shown significant results on optical data. Few researchers have explored synthetic
aperture image scene classification with deep neural networks. Anas Hasni [11] used
transfer learning approach that uses VGG16 pretrained convolution neural network
as a feature extraction for SAR image classification. Xie et al. [43] employed stacked
auto encoder (SAE) that can automatically extract features from polSAR data. The
features are subsequently fed to softmax. The remarkable results show that deep
learning methods learn feature representations and are effectively used for terrain
surface classification using PolSAR images. Geng [44] proposed the deep convo-
lutional autoencoder (DCAE) method that automatically extracts the features and
perform classification with good accuracy. Most of the methods observed in litera-
ture are based on single image classification. Teimouri [45] used a different approach
of time series of SAR for crop classification. Further Nataliia Kussul [30] used SAR
Optical data acquired from Sentinel-1 and Sentinel-2 and implemented recurrent
neural network for crop mapping. Alessandro Lapini [46] implemented the deep
convolution neural network on optical and SAR data for agricultural area classifi-
cation. The challenges in the said task include large variance of scene scale, low
between class separability and coexistence of multiple ground objects [40].

Hence, it is apparent that deep learning methods for Optical, SAR and PolSAR
data have advanced considerably in past few years. In spite of these progresses, it
has observed that there are many fields that could be explored to achieve lightweight
deep learning models pertaining to remote sensing satellite data.

3.2 Semantic Segmentation

Semantic segmentation refers to the task of grouping the objects related to same class
in satellite images. Over the years several deep learning methods have shown supe-
rior performance in semantic segmentation task. Modern deep learning architectures
like AlexNet, VGGNet, GoogleLeNet are the base for semantic segmentation. Shel-
hamer [47] developed a fully convolutional network by extending AlexNet, VGGNet
and GoogLeNet. Various methods like Fully Convolutional Network, U-Net (2015),
SegNet (2017), DeepLab (2018) and its variants like DeepLab V3, DeepLab V3+
are commonly adapted for semantic segmentation task. Computational complexity
is the major concern for remote sensing image segmentation. To deal with this
researchers have utilized Densely Connected Convolutional Network (DenseNet)
[48], ShuffleNet [49] for building semantics segmentation architecture for remote
sensing data.

Semantic segmentation is implemented for various applications. For instance,
Tuan Pham [33] used the Fully Convolutional Network, Pyramid scene parsing
network (PSPNet) and SegNet for Semantic Road Segmentation using Deep
Learning. Other than satellite image complexity, cloud cover is another hurdle in
optical remote sensing data. The cloud cover limits the usage of such optical data
for various applications. Giorgio Morales [35] proposed an efficient method that
performs cloud segmentation in multispectral satellite images using a Convolutional
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NeuralNetwork. Further, ChaojunShi [34] utilized dilated convolution to build on the
convolutional neural network namedCloudUNet for cloud segmentation. SAR image
is complex valued particularly for multichannel coherent images like polarimetric
SAR. Jiankun Chen [31] attempts to deal with this issue by proposing an improved
semantic segmentation network named complex valued SegNet (CVSegNet). Deep
learning algorithm perform well when huge amount of data is available for training
of the model. Practically, it is difficult to get the labelled data for remote sensing.
This poses certain limitations on usage of deep neural networks in remote sensing.
Yanjuan Liu [32] proposed the deep transfer learning method that transfers improved
Deeplabv3+ from SAR imagery to SAR and optical fusion imagery.

3.3 Object Detection

Object detection is the method of detecting instances of objects of a particular class
of interest within the satellite image and locate the position of those objects in the
satellite image. Object detection in optical remote sensing has been used in wide
range of applications for precision agriculture, Landuse Landcover mapping, hazard
detection etc. In recent years deep learning methods are extensively used for object
detection. It has shown promising results on optical and SAR data. Here, Deep
learning research progress pertaining to optical data followed by SAR is reviewed.
Remarkable progress in deep learning has created a new pathway for large object
detection. The variants of convolutional neural networks like region-based convolu-
tion neural networks (R-CNN) and faster region-based convolutional neural networks
(Faster R-CNN),Single shot detector (SSD),You only look once (YOLO) are widely
used and show promising results on large object detection. However, they are not
able to detect small objects. Several efforts are taken to address this issue. Yun Ren
[50] used modified Faster R-CNN small object detection in optical remote sensing
images. The object detection is further extended to SAR images. Haohao Ren [36]
proposed and implemented an active self-paced deep learning (ASPDL) method on
SAR data for automatic target recognition. The experimental results have shown that
ASPDL outperform state of art algorithms. In spite of initial success, performance of
object detection is affected due to rotations, and the complex background. Dong Li
[37] tackled this issue by proposing the Multidimensional Domain Deep Learning
Network for SAR Ship Detection. In short, object detection from optical and SAR
images can be achieved using deep learning methods.

3.4 SAR Image Despeckling

SAR data is highly contaminated due to speckle noise. This is a challenge in SAR
image interpretation.Researchers have exploredvarious supervised andunsupervised



140 K. Devanand Bathe and N. S. Patil

Fig. 2 Analysis of usage of
deep learning models on
Remote sensing data

methods of deep learning for SAR image despeckling. For instance, the simple convo-
lution network is widely used for image despeckling, however, the texture of image
is lost. Mohanakrishnan [51] proposed the Modified Convolutional Neural Network
(M-CNN) algorithm that uses dilated convolution as convolution and Leaky ReLU as
transfer function. The proposed model provides promising results for SAR despeck-
ling. Shujun Liu [38, 52] used Multi-Weighted Sparse Coding for despeckling.
Further Perera [38], Zhang [25] proposed the Transformer-Based and convolutional
denoising autoencoder (C-DAE) model for SAR image despeckling.

Based on literature review, Fig. 2 depicts analysis of usage of deep learningmodels
for the above-mentioned tasks pertaining to optical data, SAR data and Optical-SAR
image fusion data.

4 Remote Sensing Benchmark Datasets

Deep learning is widely used for remote sensing applications. Deep learning models
need good quality datasets as quality and quantity of labelled training data directly
impacts the performance of the deep learningmodel.Getting goodquality dataset is of
prime importance. Several researchers have published the datasets for remote sensing
data that include optical data, Synthetic aperture radar data (SAR) and optical-SAR
fusion based approach. Figure 3 depicts the datasets that are commonly used to test
the performance of novel deep learning methods and another category used by the
researchers to solve a particular use case in remote sensing task are considered.

5 Evaluation Criteria

The evaluation matrix is a way to evaluate the performance of the deep learning
model. The common evaluation metrics for classification include Accuracy, Preci-
sion, Sensitivity, Specificity, F1-Score, False Positive Rate (FPR), Area Under the
ROC Curve and Kappa. The following are the considerations: Correctly classified
instances are represented as True Positive (TP) whereas the instances which are nega-
tive and predicted as negative are represented as True Negative (TN). The instances
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Fig. 3 Benchmark datasets [39, 40, 53]

which are predicted as positive but are actually negative are represented as False
positive (FP) as well the instances which are predicted as negative but are actually
positive and are represented as False Negative (FN). Table 2 represents the evaluation
metrics used in literature for various remote sensing tasks.

6 Conclusion and Future Directions

In this article, a brief review of the state of the art deep learning methods for optical
and synthetic aperture radar (SAR) satellite imagery has been considered. The discus-
sion is based on relevant deep learning architectures that are used for solving remote
sensing tasks. Further research progress of deep learning is analyzed with reference
to image classification, object detection, semantic segmentation and SAR image
despeckling. Remote sensing benchmark datasets and evaluation criteria are further
discussed. The potential of deep learning methods for the underexplored area of
synthetic aperture radar, SAR-Optical data fusion have been highlighted lastly. The
promising research directions for deep learning and remote sensing are presented in
the section below:

1. Optical-SAR image fusion: Most of the work in remote sensing with deep
learning is limited by optical data. However, SAR is not much explored. There
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Table 2 Evaluation criteria Remote sensing
task used in
literature

Evaluation metrics Mathematical
representation

Classification
[11, 27–29, 30]

Accuracy Accuracy =
T P+T N

T P+T N+FP+FN

Precision Precision =
T P

T P+FP

Recall/Sensitivity Recall = T P
T P+FN

Specificity Speci f ci t y =
T N

FP+T N

F1-Score F1score =
2X PrecisionX Recall

Precision+Recall

Kappa coefficient (k) = Po−Pe
1−Pe

Semantic
segmentation
[31–35]

IoU or Jaccard
Index

IoU = |A∩B|
|A∪B|

Dice Dice(A, B) =
2|A∩B|
|A|+|B|

Object
detection
[54]

Average Precision AP = ∫ 1
0 p(t)dt

mean Average
Precision (mAP)

mAP =
1
N

∑N
i=1 APi

are lots of research opportunities for SAR data and fusion based approach of SAR
and Optical data. Solving remote sensing problems with an integrated approach
may accelerate the research in this area.

2. Inadequate datasets: The survey shows that limited public datasets are available
for SAR and SAR-optical fusion. Building novel dataset for SARmodalities can
unlock limitations of SAR. Building dataset by utilizing deep learning methods
could benefit another research direction.

3. Building up of novel deep learning models: State of the deep learning models are
successfully used for remote sensing task. However, the usage of these models
on mobile devices is challenging due to limited power and memory. Building
lightweight deep learning architecture for next generation mobile devices could
be a novel contribution.

4. Image scene understanding: SAR images are complex in nature. It is difficult
to understand these images without the help of remote sensing experts. Remote
sensing image scene understanding with deep learning can be another future
direction.

Concluding, this review article provides pathway to the budding researchers who
wish to work in the domain of remote sensing and deep learning.
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TSK-Based Type-2 Fuzzy Analysis
of Infrared Spectroscopic Data
for Classification of Touch-Induced
Affection

Mousumi Laha, Dipdisha Bose, and Amit Konar

Abstract The paper introduces a novel approach to categorize the hemodynamic
response of subjects due to arousal of touch induced affection classes such asRespect,
Love, Fondness and Devotion using a TSK-based Type-2 Fuzzy classifier. The main
contribution of the paper is to design the novel TSK-based Interval Type-2 Fuzzy
classifier to classify the finer changes in affective emotions using the hemodynamic
response of a subject, when she comes in contact with her mother, spouse, child
and also conveys her prayer to a model/sculpture of God by holding it with her
palms. Experiments undertaken reveal that the brain activation patterns varies in
different sub-regions over distinct time-windows for individual emotions. Relative
performance analysis and statistical validation confirm the superiority of the proposed
TSK-based Interval Type-2 Fuzzy classifier. Moreover, the proposed scheme has
successfully been applied for assessing subjective sensitivity of healthy as well as
psychiatric disordered people.

Keywords Touch-induced affection · Functional near infrared spectroscopy
(f-NIRs) · Hemodynamic response · Interval Type-2 fuzzy classifier

1 Introduction

Since the beginning of the human civilization, ‘touch’ is adopted as a fundamental
modality of nourishment specially for children and people suffering from psycho-
logical distresses (including stress, anxiety and depression) [1, 2]. However, the role
of ‘soft touch’ in inducing affection is emphasized very recently in scientific publi-
cations [3, 4]. The true understanding of touch perception from the points of view
of changes in activation of different brain regions remained a virgin area of research
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in brain and cognitive sciences till this date. This paper explores the possibility of
inducing 4 different classes of affective emotions by touching one subject’s palm by
her family members (spouse, child and parents). It makes an attempt to assess the
true ‘nature of affection’ (love, fondness, respect and devotion) aroused in a subject
during the period of contact of her palm with her individual family members as
well as a sculpture of God/Goddess she is habituated to worship, directly from the
hemodynamic response of her brain.

Similar works have been undertaken recently [5] using EEG-based BCI. EEG
offers the advantage to responding to instantaneous changes in the input stimuli.
However, due to poor spatial resolution, it is unable to localize the brain activation
regions precisely, and also fail to provide the accurate degree of activations at different
brain regions because of volume conductivity of the scalp [6]. Functional Magnetic
Resonance Imaging (f-MRI) [7] is a good choice to get rid of the above problems.
However, because of excessive cost of the f-MRI device, most of the small BCI labs
in the world cannot afford it. Rather, these labs utilize functional Near Infrared Spec-
troscopy (f-NIRs) [8] to determine the brain activations at different locations in the
brain. In this paper, we would deal with f-NIRs device to capture the brain activa-
tions. These devices measure oxygenated and de-oxygenated blood concentrations,
thus offering the degree of activation in a brain region based on the consumption of
oxygen in the local tissues of the region. It is noteworthy that during arousal of an
emotion, one or more activation regions in the brain are found active. The natural
question that appears immediately: canwe recognize the emotion of a person fromhis
brain activation regions? This paper will ultimately give an answer to this important
question. The approach adopted to handle the present problem is outlined next.

First, the brain regions responsible for a selected affective emotion are identified.
It is important to learn that for the four classes of emotion chosen, the common brain
regions are temporal and pre-frontal lobes. However, there exist temporal variations
in the activation patterns within the sub-regions of an activated region. For instance,
if the emotion refers to love, the affected brain regions show high activations first
in the hippocampus (temporal lobe) and then shifts towards Orbito-frontal cortex
(in the pre-frontal lobe). In case of parental respect, a high activation first appears
in the Orbito-frontal cortex, which has a gradual shift towards the temporal region.
These observations jointly reveal that the training instances to be developed should
include temporal variation in the regions. After the emotions are aroused, we ask the
subject about his/her feeling and thus fix up the emotion as the class and the temporal
variations in the regions as the features to develop the training instances.

Any traditional classification algorithm could be employed to train the classi-
fiers by the generated training instances. However, because of intra-subjective and
inter-subjective variations, a fuzzy classifier is a better choice [9]. In this paper, a
Takagi–Sugeno-Kang (TSK) [10, 11] based Interval Type-2 Fuzzy (IT2F) Classi-
fier is employed to handle the present problem. Takagi–Sugeno-Kang (TSK) based
model is advantageous to its competitor Mamdani based model with respect to struc-
ture of the fuzzy rules. Both the Mamdani and Takagi–Sugeno-Kang (TSK) model
include similar antecedent part, but they differ in the consequent side [12]. While
Mamdani based rules have a fuzzy quantified proposition of the output variable in the
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consequent, TSK-based model employs a linear function of the antecedent variables
as the consequent. So, the variable in the consequent can be obtained in defuzzified
form, and needs no additional defuzzification and type-reduction [13].

There is still a subtle problem that needs to be clarified at the beginning. How do
we ensure that the emotions we capture from the subject are inherently accurate? For
instance, touching wife’s palm by her husband may not ensure transmission of love,
in case the wife is aware of her husband’s psychological involvement with a number
of girl friends. Similarly, a touch by a mother to her daughter may not result in a
glimpse of respect in the daughter, if the latter dislikes her mother. This took a lot of
time to identify individuals for the experiments. The inter-personal relationships of
the subject with spouse, parents and children were asked, and the subject was chosen
after confirmation that she/he has a good relation with his/her family members. So,
now we can ensure that a touch by a spouse at the palm of the subject may yield love,
while a touch by parents results in a matter of respect in the subject, and so on.

The paper is divided into five sections. In Sect. 2, the principles andmethodologies
of the proposed scheme are illustrated using a proposed architecture of theTSK-based
type-2 fuzzy classifier. Section 3 is concerned with the experiments and results.
Experiments undertaken in this section reveal that the classification accuracy of
the proposed TSK-based type-2 fuzzy classifiers yields better performance over the
traditional classifiers. The performance analysis and the statistical validation of this
novel approach are given in Sect. 4. Statistical test undertaken also confirms the
superiority of the proposed technique over others. The conclusions arrived at the end
of the paper are summarized in Sect. 5.

2 Principles and Methodology

This section gives a brief description of the principles and methodologies that
have been undertaken to classify four distinct affection classes from the hemody-
namic response of the subjects. The touch induced affective emotion classification
is performed in five steps: (a) time-windowing and Data acquisition (b) normaliza-
tion of the raw f-NIRs signals, (c) pre-processing and artifact removal, (d) feature
extraction and selection from the filtered f-NIRs data and (e) classification. Figure 1
provides the basic block diagram of touch induced affective emotion classification
using f-NIRs device.

2.1 Time-Windowing and Data Acquisition

In the present context, the f-NIRs data acquisition is carried out over various time-
windows across trials. Each trial includes 4 distinct touch patterns for the arousal of
four emotions such asDevotion,Respect, Love andFondness. The subject arouses her
affective emotions, when she comes in contact (due to touch) with her husband, child,
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Fig. 2 Presentation of touch-induced affection stimuli for a session

mother and model of the Almighty over distinct time-intervals. The hemodynamic
response is acquired from the scalp of the subject for 60 s duration with a time
interval (rest period) of 30 s. Consequently, the total duration of each trial is 330 s
containing (60 s × 4) = 240 s for 4 distinct touch patterns and (30 s × 3)s = 90 s
for 3 rest periods. The experiment includes 10 such trials in a session. Each session
starts with 3 s fixation cross. To overcome the contamination effect between two
successive trials, an interval of 30 s time gap is maintained over a session. Each
session is repeated for 5 times in a day. Figure 2 provides one timing diagram of
trials over a session.

2.2 Normalization of Raw f-NIRs Data

The following principle is adopted for the normalization of the hemodynamic
response. LetCHbOα

(t) be the oxygenated hemoglobin concentration of α-th channel
at time t. Similarly,CHbRα

(t) be the de-oxygenated hemoglobin concentration of α-th
channel at time t. The normalization of CHbOα

(t) and CHbRα
(t) at a given channel

are evaluated by the following 2 parameters:
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maxCHbO = Maxt (CHbOα
(t) : t0 ≤ t ≤ T,∀α) (1)

minCHbR = Mint (CHbRα
(t) : t0 ≤ t ≤ T,∀α) (2)

where t0 and T stand for the starting and the end time points of an experimental trial
for a particular touch pattern of a specific subject [14], respectively.

The cerebral oxygen change in the temporo-prefrontal region is normalized in
[0,1] by the following transformation.

dα(t) = (CHbOα
(t) − CHbRα

(t))
maxCHbO(t) − minCHbR(t)

(3)

The sampling frequency of the particular device used in the experiment is 7.8 Hz.
During the training phase, each touch pattern has 60 × 7.8 = 468 samples/s.

2.3 Artifact Removal from Normalized f-NIRs Data

Due to the non-stationery characteristics of brain signals, the acquired f-NIRs signals
are not free fromartifacts. To eliminate the artifacts from the raw f-NIRs signals, three
individual steps are undertaken. In the first step, the Common Average Referencing
(CAR) [15] has been performed to eliminate the motion artifacts.

Let dα(t) be the normalized oxygen consumption of channel α at time t and
davg(t) be the average oxygen consumption over all channels(=20) at time t. Thus
the common average referenced signalCARα(t) for channel α = 1 to 20 is evaluated
by

CARα(t) = dα(t) − davg(t). (4)

In the second step, theCARα(t) signals are passed through the Elliptical band pass
filter [16] of order 10, to eliminate the physiological artifacts like eye-blinking, heart
rate, respiration etc. The pass band frequency of the Elliptical band pass filter is (0.1–
8) Hz. Finally, the independent component analysis (ICA) [17] has been performed
to determine the highest correlation between f-NIRs signals acquired from other
channels.

2.4 Feature Extraction and Selection

To extract the important set of features from the filtered f-NIRs signals, the 60 s time
interval for each touch pattern is divided into 6 equal time frames. From each time
frame two sets of features (Such as static features and dynamic features) are extracted.
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Static features include mean variance, skewness, kurtosis, average energy and the
dynamic features include the changes in static features between two consecutive time
frames [18].

In the present application, (5× 6= ) 30 static features and (5× 5= ) 25 dynamic
features, altogether (30 + 25 = ) 55 features are extracted for a given channel.
Thereby, 20 channels yield 55 × 20 = 1100 features for each trial of a given touch
pattern. Next, from 1100 features, 50 best features are selected using Evolutionary
algorithm for classifier training. Here, the well-known Differential Evolution (DE)
algorithm has been used for its simplicity, low computational overhead [19, 20].
Now, to classify 4 emotions, each session includes 10 trials and 5 such sessions
are prepared for each touch pattern. Consequently, for 30 healthy subjects 30 × 5
sessions × 10 trials/session = 150 trials are generated for each touch pattern.

Finally, for 4 touch patterns 4 × 150 = 600 training instances are fed to the
proposed TSK based Interval type-2 fuzzy classifier to classify 4 distinct emotions
aroused from the hemodynamic response of a subject.

2.5 Proposed TSK-Based Interval Type-2 Fuzzy (TSK-IT2Fs)
Classifier Design

Anovel TSK based Interval Type-2 Fuzzy (IT2F) classifiermodel has been presented
here to classify 4 affective emotions of a subject from their acquired hemodynamic
responses.

Let, f1, f2, ..., fn be n number of features extracted from the respective channel
positions of the brain of a subject during the experiment. The experiment is performed
over 5 sessions in a day, where each session comprises 10 experimental trials. Let,
fi, j is Ãi, j be a fuzzy proposition used to build up the antecedent part of the fuzzy
rule j. Now to construct Ãi, j both intra-session and inter-session variations have been
considered.

Suppose, fi,h,s, j be the i-th feature extracted on session s in trial h of rule j. The
mean and the variance of the feature i over a session s of that rule are respectively
given by

f i,s, j =
(

10∑
h=1

fi,h,s, j

)
/10 (5)

σ 2
i,s, j =

10∑
h=1

fi,s,h, j − f i,s, j )
2/10. (6)

Now, a type-1 Gaussian MF G( f i,s, j , σ
2
i,s, j ) is constructed to model the intra-

session variation of the i-th feature extracted from rule j.
Now, the upper MF (UMF), of feature i of the j-th rule is considered as
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UMF( fi, j ) = μ Ãi. j
( fi, j ) = Gi, j ( f i,s, j , σ

2
i,s, j ) (7)

where,

G( f i,s, j , σ
2
i,s, j ) = exp[−( fi,s, j − f i,s, j )

2/2σ 2
i,s, j ] (8)

Now, to construct the Lower MF (LMF) of fi, j , we consider the concentration of
the UMF.

Mathematically,

LMF( fi, j ) = Con(μ Ãi, j
( fi, j )) = (μ Ãi, j

( fi, j ))
2. (9)

The TSK model proposed here employs type-2 fuzzy rules, where the j-th rule is
given by.

I f f1 is Ã1, j , f2 is Ã2, j , ..., fn is Ãn, j , Then y j =
n∑

i=1
ai,j ∗ fi + b j . Here,

f1, f2, ..., fn together denotes a measurement point, and y j denotes the signal power
of the temporo-prefrontal region to classify effective emotion classes. The co-efficient
ai,j and b j used in the classifier model are evaluated by classical least min-square
technique [21, 22].

The proposed TSK-based IT2Fs model undertakes the following steps in order
(Fig. 3).

1. Computations of Upper Firing Strength (UFS) and the Lower Firing Strength
(LFS) for the j-th rule at the given measurement point are depicted by Eqs. (10)
and (11) respectively.

UFSj = min[μ Ã1
( f1), μ Ã2

( f2), ..., μ Ãn
( fn)] (10)

Fig. 3 Architecture of proposed TSK based interval type-2 fuzzy classifier
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LFSj = min[μ
Ã1

( f1), μ Ã2
( f2), ..., μ Ãn

( fn)] (11)

2. Next, the firing strength (FSj) of rule j is evaluated by taking the product of the
weighted sum of UFSj and LFSj . The weights lie between [0, 1] hence, one
weight is w j and the other weight is 1 − w j . . Thus, the firiging Strength (FS)
for rule j will be,

FSj = w j .UFSj + (1 − w j ). LFSj . (12)

Finally, Evolutionary algorithm (EA) has been utilized for optimal selection
of the weights.

3. The resulting response of the type-2 TSK- based type-2 fuzzy classifier model is
computed by

yT SK =
∑
∀ j

FS j × y j∑
∀ j

FS j
, (13)

where FSj is the firing strength of the j-th rule.

Now, to classify four emotions classes from the measure of yT SK , we divide the
interval [0, ymax

T SK ] into 4 non-overlapped partitions, where each partition is segregated
from its neighbors by twopartition-boundaries. Thus for 4 partitions,weneed to insert
three partition boundaries. Let α1 through α3 be the three boundaries in [0, yT SK ],
such that yMax

T SK > α3 > α2 > α1 > 0.
Now, the boundaries α1 through α3 are evaluated by an Evolutionary algorithm.

The motivation in the present context is to choose the parameters α1 through α3, so
as to maximize the classification accuracy for a given set of training instances of
affection classification.

3 Experiments and Results

Experiments are undertaken in 2 phases: Training phase and test phase. During the
training phase, the weights: w j and (1 − w j ) for each rule j are tuned in order
to maximize the classification accuracy for training instances of each class. After
the training phase is over, we go for the test phase, where the affection-class of an
unknown instance of brain response is provided as an input, and the class of affection
is determined using the pre-trained IT2 fuzzy classifier.



TSK-Based Type-2 Fuzzy Analysis of Infrared Spectroscopic Data … 155

(b) Source-detector connection of Temporo-prefrontal
cortex 8×8 montage. 

(a) Experimental Set-up

Source (3)

Detector (1)

Data channel 
Of interest

S1

D1

Fig. 4 a Experimental set-up. b Source-detector connection of Temporo-prefrontal cortex 8 × 8
montage

3.1 Experimental Framework and f-NIRs Data Acquisition

The experiment has been conducted in Artificial Intelligence laboratory of Jadavpur
University, Kolkata, India [23]. The experimental setup is shown in Fig. 4a. A whole
brain f-NIRs device, manufactured by NIRx Medical Technologies LLC, has been
used to capture the hemodynamic response of the subject [24]. The f-NIRs device
includes 8 Infrared sources and 8 Infrared detectors, which form 8× 8= 64 channels
and placed over the scalp of the subject. Among 64 channels, 20 nearest neighboring
source-detector pairs are utilized to execute the experiment (Fig. 4b). The experiment
has been performed over ten healthy and normal volunteers (mostly women), in the
age between 25 and 32 years, with her husband, mother and her own child. Each
women volunteer is requested to arouse their emotions, when they come in physical
contact with their husband, mother and their 2 to 4 year-old-children.

3.2 Experiment 1: (Automatic Feature Extraction
to Discriminate 4 Affective Emotions)

The motivation of the present experiment is to discriminate the f-NIRs features for 4
affective emotions aroused by the subjects. Differential Evolutionary (DE) algorithm
has been adopted to select the best possible f-NIRs features from the extracted f-NIRs
features. DE selects the most significant 50 features from a large dimension (=1100
features) feature sets. 12 best features among 50 optimal features are depicted in
Fig. 5 to categorize 4 affective emotions aroused from the hemodynamic response of
a subject. It is observed from the figure that the feature f93 (mean HbO concentra-
tion of channel 4), f107 (mean HbO concentration of channel 12), f206 (mean HbO
concentration of channel 18), f273 (mean HbO concentration of channel 20), f345
(standard deviation of HbO concentration of channel 15), f424 (standard deviation
of HbO concentration of channel 16), f477 (standard deviation of HbO concentration
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Fig. 5 Feature level discrimination between mean HbO concentrations for four affective emotions

of channel 19), f507 (avg. energy of channel 7), f538 (avg. energy of channel 10),
f606 (avg. energy of channel 14), f759 (avg. energy of channel 19), f836 (skewness
of channel 17), have the maximum inter-class separation.

3.3 Experiment 2: Topographic Map Analysis for Individual
Emotions

This experiment aims at identifying the corresponding changes in the topographic
maps for four individual emotions. Figure 6 illustrates the brain activation regions
and their hemodynamic load distribution in brain lobes over different time frames.
To capture the temporal features of the cognitive task, the total duration of acquired
f-NIRs data has been divided into 6 time frames. It is observed from the plot that the
brain activation is shifted from one region to another over different timeframe. For
example, the Orbito-frontal cortex (OFC) is highly activated for the first four time-
frames then it shifts towards Ventro/Dorso lateral Pre-frontal cortex (VLFC/DLFC)
for the emotion aroused due to Devotion. For the emotion of parental respect, the
activation shifts fromOFC to VLFC and finally, the Superior Temporal cortex (STC)
is highly activated in the last two time frames. Similarly, the Insular (INS) and the
Hippocampus regions (HPR) are highly activated for the emotion of love and then the
activation shifts to the pre-frontal cortex (PFC) through Amygdale (AMG). When
the emotion is aroused due to fondness for children, the Amygdale (AMG) region of
the temporal lobe is highly activated in the first two time frames and then it shifts to
the Hippocampus regions (HPR) and the Inferior Temporal cortex (IFC) for the next
time frames.
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Abbreviations:
OFC = Orbito-frontal cortex, VLFC = Ventro-Lateral Pre-frontal cortex, DLFC = Dorso- Lateral Pre-
frontal cortex, STC = Superior Temporal cortex, AMG = Amygdala, HPR = Hippocampus region, 
ITC = Inferior Temporal Cortex,  INS = Insular cortex, PFC = Pre-frontal region.

Fig. 6 Identification of activation regions and their shifts for individual affective emotions in 6
various time frames

3.4 Experiment 3: Variation in Hemoglobin Concentration
for Intra and Inter-Subjective Assessment

The primemotivation of this experiment is to determine the intra and inter-subjective
variations in oxy-hemoglobin concentration (HbO) and de-oxy-hemoglobin concen-
tration (HbR) over a particular time frame (such as 20 to 40 s) of a selected channel
(here, channel 4). It is clearly observed from the experimental results, that the changes
in the hemodynamic load take place in the selected time-window for all subjects.
Figure 7a, b provide the variation in hemodynamic load distribution for two selected
subjects over four distinct emotions. It is apparent from the plot, that the amplitude of
oxy-hemoglobin (HbO) and de-oxy hemoglobin (HbR) concentration of subject 5 is
increased than subject 9 in the same selected time frame. To minimize this intra-and
inter-subjective variations, Type-2 fuzzy classifier is employed in this paper.
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Fig. 7 a Changes in Hemoglobin concentration for four distinct affections of subject 5. b Changes
in Hemoglobin concentration for four distinct affections of subject 9

4 Classifier Performance and Statistical Validation

The section deals with the performance analysis of the proposed classifier at four
distinct levels. First, the percentage value of True Positive (TP), True Negative (TN),
False Positive (FP) and False Negative (FN) have been evaluated for each emotion
class. Table 1 provides the result of the computation of TP, TN, FP and FN values
for a selected (Fondness) class over the existing classifiers. It is apparent from the
table that the proposed TSK-based Type-2 Fuzzy classifier yields better performance
over its competitors. Second, a comparative study has been undertaken in Table 2 to
determine the performance of proposed f-NIRs based classification technique over
the EEG- based classification, on the basis of four metrics: Classification Accuracy
(CA), Sensitivity (SEN), Specificity (SPE), and F1-score [25].

It is apparent from Table 2 that the performance of the proposed f-NIRs based
classifier is enhanced over the EEG-based classification technique by a large margin.

Third, the relative performance of the proposed classifier has been evaluated in
Table 3. It is observed from the table that the proposed TSK-based Interval Type-2
Fuzzy classifier outperforms its competitors by a significant level. Finally, the well-
knownMc-Nemar’s test [32] has been performed for statistical evaluation.According
to the Mc-Nemar’s test, the value of z-score can be defined as

z = (|n01 − n10| − 1)2

n01 + n10
(14)
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Table 1 Comparative study of the proposed classifier over existing ones

Classifiers TP% TN% FP% FN%

LSVM classifier [26] 79.0 78.9 21.1 21.0

KSVM-RBF Kernel classifier [27] 82.7 80.8 19.2 17.3

KSVM- polynomial kernel [28] 83.3 84.6 15.4 16.7

BPNN [29] 87.1 88.8 11.2 12.9

Genetic Algorithm based Type-1 Fuzzy classifier [30] 78.1 76.8 23.2 21.9

Difference Evolution (DE) based IT2Fs classifier [31] 90.0 91.8 8.2 10.0

Type-2 fuzzy-RBF- perception neural net (T2F-RBF-PNN) [14] 98.3 97.0 3.0 1.7

Mamdani-based IT2FS [16] 95.5 96.2 3.8 4.5

Proposed TSK-based IT2FS 98.9 97.7 2.3 1.1

Table 2 Comparative performance of EEG [5] and proposed f-NIRs based classification accuracy
of affective emotions

Affective
emotion classes

EEG based classification accuracy [5] f-NIRs based classification accuracy
(proposed)

CA (%) SPE SEN F1-score (%) CA (%) SPE SEN F1-score (%)

Devotion 78.9 0.78 0.79 78.3 92.6 0.93 0.92 92.5

Respect 79.9 0.85 0.75 79.5 94.7 0.95 0.94 94.8

Love 83.7 0.80 0.85 82.9 95.7 0.96 0.95 96.0

Fondness 82.5 0.85 0.82 82.9 93.5 0.94 0.92 93.7

where, n01 denotes the number of classes misclassified by the proposed classification
algorithm X but not by the other standard classification algorithm Y. Similarly, n10
denotes the number of classesmisclassified by Y but not by X . The result of statistical
validation is omitted here for space limitation. It is confirmed from the above analysis
that the null hypothesis for the standard classifiers are rejected as the z-score of all
the other classifiers exceed χ2

1,0.95 = 3.84.

5 Conclusion

The paper introduced a novel approach to affective emotion classification using
hemodynamic brain response by employing the TSK-based IT-2 Fuzzy classifier.
The proposed design requires adaptation of 2 weights w j and (1− w j ) for each rule
j, which are optimally selected during the training phase to maximize the classifica-
tion accuracy of all the affection classes. In the test phase, the pre-trained classifier
is utilized to classify unknown instances of brain hemodynamic responses corre-
sponding to test data for 4 classes: devotion, respect, love and fondness. Experiments
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Table 3 Mean classification accuracy in percentage (standard deviation) of classifiers for 4 distinct
emotions

Classifier used Classification accuracy (Standard Deviation) for
four affective emotions

Devotion Respect Love Fondness

LSVM classifier[26] 66.7 (0.049) 68.2
(0.042)

66.8 (0.044) 68.0
(0.045)

KSVM-RBF Kernel classifier [27] 71.2 (0.039) 70.9
(0.044)

71.3 (0.034) 70.4
(0.035)

KSVM- polynomial kernel [88] 73.8 (0.039) 74.6
(0.022)

73.3 (0.029) 73.6
(0.055)

BPNN [29] 76.6 (0.049) 77.2
(0.042)

76.8 (0.044) 78.3
(0.045)

Genetic Algorithm based Type-1 Fuzzy
classifier [30]

65.2 (0.069) 65.8
(0.062)

65.1 (0.064) 66.4
(0.064)

Difference Evolution (DE) based IT2Fs
classifier [31]

80.5 (0.029) 81.3
(0.044)

81.7 (0.056) 81.1
(0.055)

type-2 fuzzy-RBF- perception neural net
(T2F-RBF-PNN) [14]

89.2 (0.020) 89.7
(0.022)

90.6 (0.024) 89.5
(0.028)

Mamdani-based IT2FS [16] 91.8 (0.015) 92.7
(0.016)

92.5 (0.011) 92.0
(0.014)

Proposed TSK-based IT2FS 95.2 (0.009) 95.6
(0.008)

95.0 (0.011) 96.3
(0.011)

undertaken confirm the superiority of the said technique over the state-of-the-art tech-
niques, including both classical fuzzy, Type-2 Mamdani based fuzzy and non-fuzzy
standard techniques. The proposed TSK-based fuzzy classifier would find interesting
applications in sensitivity assessment of healthy and psychiatric disordered people.
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Brain–Computer Interface for Fuzzy
Position Control of a Robot Arm
by Mentally Detected Magnitude
and Sign of Positional Error

Arnab Rakshit and Amit Konar

Abstract The paper addresses a novel approach to position control of a robot arm
by utilizing three important brain signals, acquired with the help of an EEG inter-
face. First, motor imagery signal is employed to activate the motion of a robotic
link. Second, the error-related potential signal is acquired from the brain to stop the
motion of the robotic link, when it crosses a predefined target position. Third, the
approximate magnitude of the positional error is determined by steady-state visual
evoked potential signal, acquired by noting the nearest flickering lamp that the robotic
link has just crossed. The novelty of the present research is to decode the approxi-
mate magnitude of the positional error. Once the approximate magnitude and sign
of the positional errors are obtained from the mental assessment of the experimental
subject, the above two parameters are fed to a fuzzy position controller to gener-
ate necessary control commands to control the position of the end-effector of the
robotic link around the predefined target position. Experiments undertaken confirm
a low percentage of overshoot and small settling time of the proposed controller in
comparison to those published in the current literature.

Keywords EEG · Robotic arm · ERD/ERS · ErrP · SSVEP · Fuzzy control

1 Introduction

Brain–computer interface (BCI) is currently gaining increasing potential for its
widespread applications in rehabilitative robotics. Peoplewith neuro-motor disability
such as Amyotrophic Lateral Sclerosis (ALS), partial paralysis, and the like require
assistive support to perform their regular day-to-day works, such as delivery of food
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[1], medicines [2], etc. by an artificial robotic device, where the patients themselves
can control the movements of the robot arm, their pick-up, placements, etc. by mind-
generated control commands. Neuro-prosthesis is one of themost active areas of BCI
research for its inherent advantage to rehabilitate people with degenerative neuro-
motor diseases. Early research on neuro-prosthetics began with the pioneering con-
tribution of Pfurtscheller [3, 4], who experimentally could first demonstrate the scope
of one fundamental brain signal, called Motor Imagery, technically titled as Event-
RelatedDesynchronization followedbyEvent-RelatedSynchronization (ERD/ERS).
This signal appears in the motor cortex region of a person, when he/she thinks of
moving his/her arms/legs or any voluntarily movable organs. Several researchers
have utilized this signal for mind-driven motion-setting to a mobile robot [5], local
navigating device [6, 7], artificial robotic arm [8–10], and many others. However,
using ERD/ERS signal alone can switch on or switch off a device, and thus can only
be used for open-loop applications.

In order to utilize the ERD/ERS in closed-loop position control applications, we
need additional brain signals. Several research groups [11–13] have taken initiatives
to utilize the benefits of Error-Related Potential (ErrP) and/or P300 signals to develop
a generic platform for closed-loop position control applications. It is important to
mention here that the ErrP signal is liberated from the z-electrodes, located at the
midline of our scalp, when a subject himself commits anymotion-related error and/or
finds a second person or a machine to commit similar errors. The ERD/ERS and ErrP
signals have been employed in a number of robot position control systems to set in
motion of the robotic motor on emergence of the MI (ERD/ERS signal) and switch
off the motor of the robot arm, when the robotic link crosses a fixed target position.
However, the primary limitation of such position control schemes is on–off control
strategy, which according to classical control theory results in large steady-state error
[14].

To overcome this problem, several extensions to the basic control strategies have
been proposed in the recent past [13, 15]. In [15], the authors developed a new strategy
to reduce large steady-state error by commanding the robot to turn in reverse direction
at a relatively lower speed than its current speed and also sensing the second, third
P300, when the target is crossed several times by the end-effector. Such scheme can
result in reduced steady-state error but at the cost of extra settling time.

The present research can reduce both steady-state error and settling time as it
happens to be in case of classical control strategy by assessing the sign andmagnitude
of positional error from the subject’s brain. However, as the magnitude of error is
approximate, a fuzzy controller is amore appropriate option in contrast to a traditional
controller. A set of fuzzy rules are proposed to infer the position of the end-effector
from the approximate magnitude and sign of positional errors. Traditional Mamdani-
type fuzzy reasoning is employed to yield the fuzzified end-effector positions. In case
a number of fuzzy rules fire synchronously, the union of the inferences is considered.
Finally, a defuzzifier is used to get back the controlled position of the end-effector.
The proposed approach thus is unique and remained unknown to the BCI research
community.
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The paper is divided into five sections. In Sect. 2,we provide the principles adopted
for position control using magnitude and sign of error, captured from the acquired
ErrP and SSVEP signals. Section3 deals with a discussion on processing of the
acquired brain signals tomake them free from noise and extraction of certain features
from the pre-processed signals for classification. Section4 dealswith fuzzy controller
design. Section5 covers the experimental issues and also narrates the main results
justifying the claims. A list of conclusions is included in Sect. 6.

2 Principles Adopted in the Proposed Position Control
Scheme

This section provides the principles of position control using three brain signals: (i)
motor imagery to actuate the motion of a robotic link, (ii) stopping the robotic link by
sensing the ErrP signal, and (iii) assessing the magnitude of positional error from the
flickering Light Emitting Diode (LED) closest to the stopping position. It is indeed
important to mention here that assessment of the magnitude of error by SSVEP intro-
duced here is novel and primary contribution of the present research. The sign and the
magnitude of positional error together help in generating the accurate control action
for the position control application. The principles of the BCI-based position control
scheme are given in Fig. 1. It is noteworthy from Fig. 1 that the controller receives
both sign and magnitude of error to generate the control signal. However, the exact
measure of the magnitude of error cannot be performed easily for practical limitation
in placement of SSVEP sources continuously along the trajectory of motion of the
robotic end-effector. To overcome the present problem, an approximate assessment
of the positional error is evaluated in five scales: NEAR ZERO, SMALL POSITIVE,

LARGE POSITIVE, SMALL NEGATIVE and LARGE NEGATIVE using fuzzy membership
functions [16]. The control signal about position of the end-effector is also fuzzified
in the same five scales. Such assessment helps in generating fuzzy inferences about
the degree of memberships of control signals in multiple fuzzy sets. It is indeed
important to mention here that a fuzzy system usually is much robust in comparison
to traditional rule-based expert systems as it takes care of aggregation of the infer-
ences obtained from firing of multiple rules simultaneously by taking fuzzy union of
the generated inferences. The defuzzification of the overall inference returns the sig-
nal back in the real domain. There exist several defuzzification procedures. Here, the
center of gravity (CoG) defuzzification is used for its simplicity and wide popularity
in fuzzy research community [17].
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Fig. 1 Overview of BCI-based position control scheme

3 Signal Processing and Classification of Brain Signals

This section provides an overview of the basic signal processing, feature extraction,
and classifier design aspects for the proposed application.

3.1 ERD-ERS Feature Extraction and Classification

For ERD-ERS feature extraction, we need to take as many as 500 offline instances of
motor imagery (MI) signals acquired from the motor cortex regions of the subject.
These 500 instances of MI signals are examined manually to identify around 300
true positive (v-shaped) and around 200 false negative (non-V or V with inadequate
depth) instances. Both the true positive and false negative instances are then sampled
at a fixed interval of time, and the mean and variance of the signals at each sampled
point are evaluated. Let, at a given sample point si , we obtain 300 values from 300
true positive curves. Now a Gaussian model is constructed for each sample point
si , with mean = mi and standard deviation σi . The sample values that lie within
mi ± 3σi are used and the rest are discarded. Thus, for each time position in the
training samples,we accommodate selected values of the existing trials. Similarly,we
undertake selective sample values from a pool of 200 EEG false negative instances.
These true positive and false negative instances of the ERD/ERS signals are used
subsequently to train a classifier. In this paper, Common Spatial Pattern (CSP), which
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is widely used in BCI literature as an optimized spatial filter [18], is employed to
evaluate the data covariance matrices for the two classes to effectively project the
training samples into CSP features. These CSP features are then transferred to a two-
level classifier to recognize the positive and negative motor imagery (MI) signals.

For classification of MI and resting conditions (also called NO motor imageries),
the following steps are followed. Let X1 and X2 be m × n matrices, where m and n,
respectively, denote number of EEG channels and number of time samples. Let C1
and C2 be the spatial covariance matrices given by C1 = X1XT

1 and C2 = X2XT
2

for positive (MI) and false negative classes. The motivation of CSP is to obtain
filter vector w, such that the scalar wC1wT/wC2wT is maximized. Once optimal
value of vector w is evaluated, the variances of CSP projections wX1 and wX2 are
utilized asCSP features of two classes.Any traditional linear classifier, such as Linear
Discriminant Analysis (LDA) or Linear Support Vector Machine (LSVM), and the
like can be used for classification of the MI signals from the resting states. Here,
the authors employed Kernelized Support Vector Machine (KSVM) with Radial
Basis Function (RBF) kernel for its proven accuracy in high-dimensional non-linear
classification [19].

3.2 ErrP Feature Extraction and Classification

Previous research on ErrP feature extraction reveals that the characteristics of ErrP
signal can be better captured by time-domain parameters, such as Adaptive Autore-
gressive (AAR) coefficients [13]. This inspired the authors to utilize AAR features
for the detection of ErrP. In the present research, AAR parameters are extracted from
approximately 500 ErrP instances and 500 resting states in offline training phase. A
q-order AAR expresses each EEG sample as a linear combination of past q sam-
ples along with an error term characterized by zero mean Gaussian process. AAR
coefficients are estimated using Least Mean Square (LMS) algorithm with an update
parameter of 0.0006. For an EEG signal of 1s duration (200 samples), a 6th-order
AAR generates 6 × 200 = 1200 AAR parameters which are used as the feature vec-
tor of the EEG trial. An LSVM classifier is then developed to determine the unique
set of weights of the classifier to classify the ErrP and non-ErrP instances in real
time.

3.3 SSVEP Detection

For detection of SSVEP, the occurrence of the peak power at the flickering frequency
of the stimulus is checked. To test this, the maximum power in the PSD is searched
over the frequency spectrum. If there is a single peak power occurring at the flickering
frequency, then SSVEP is confirmed. In this study, we estimated the spectral power
density through Welch’s modified periodogram method [20]. Power spectral density
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is obtained for each stimulus frequency and their first two harmonics. We considered
an interval 1Hz below and above the stimulus frequency to obtain the PSD. Once the
PSD values associated to each SSVEP stimulus frequency are obtained, we search
for the frequency that has highest PSD value. The frequency having the highest
frequency value is considered as the target stimulus.

4 Fuzzy Controller Design

The novelty of the current paper is to determine the controller response from the
approximate measure of magnitude of error. Here, the occurrence of the error signal
is determined from the occurrence of ErrP signal. Now, to measure the magnitude
of the error signal, a set of flickering light sources are placed at regular intervals. All
these sources flicker at disjoint frequencies. When the subject observes the robotic
arm crossing the target position, he is supposed to yield an ErrP signal from the
z-electrodes. Almost simultaneously, he is supposed to release an SSVEP signal.
Generally, people suffering from neuro-motor diseases have relatively poor reflex,
and so they take longer time to respond to flickering visual signals. In order to
alleviate this problem, light sources flickering at different frequencies are placed
around their trajectory of the end-effector. Here, the subject has to pay attention
to the nearest flickering source, close enough to the terminal position of the end-
effector. Here, the flickering signal of the sources has frequencies in the ascending
order of their distances from the predefined target position. This makes sense in
the way that larger is the distance of the flickering source from the target position,
the larger is the frequency of the source. A set of fuzzy quantifiers is employed
to quantify the measure of the positional error in five grades: NEAR ZERO(NZ),
SMALL POSITIVE(SP), LARGE POSITIVE(LP), SMALL NEGATIVE(SN) and
LARGE NEGATIVE(LN). A knowledge base comprising a set of rules that map the
fuzzified errors into fuzzy control signals is then utilized to derive the control signals
for each fired rule. The union of the fuzzy control signals is taken, and the result is
defuzzified to get back the actual value of the control signal.

4.1 Fuzzy Reasoning in the Control Problem

Consider the fuzzy production rules:

Rule 1: If x is A1 then y is B1

Rule 2: If x is A2 then y is B2
...

Rule n: If x is An then y is Bn
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Fig. 2 Architecture of the proposed fuzzy controller and schematic overview ofmembership curves

Here x ,y are linguistic variables in the universes X and Y , respectively. A1, A2,

. . . , An are fuzzy sets under the universe X and B1, B2, . . . , Bn are fuzzy sets under
the universe Y . Let x = x ′ be a measurement. We compute the fuzzy inference for
the given measurement x = x ′ by the following steps:
Step 1: Compute: α1 = Min(μA1(x

′), μB1(y)), α2 = Min(μA2(x
′), μB2(y)),…,

αn = Min(μAn (x
′), μBn (y)).

Step 2: Evaluate the overall fuzzy inference μB ′(y) = Max(α1, α2, . . . , αn). After
the fuzzy inference μB ′(y) is evaluated, we compute the centroid of it by “center of
gravity” method [21].

In the present control problem, x is error and y is displacement of the end-effector.
The fuzzy rules constructed for the position control systemare triggered appropriately
depending on magnitude and sign of error signal and the selected rules on firing
generate inferences, the union of which is the resulting control signal, representing
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displacement of the end-effector. The fuzzy membership functions involving error
are SMALL POSITIVE, etc. and angular displacement are SMALL NEGATIVE,
etc. which are given in Fig. 2a, b and architecture of the proposed fuzzy controller is
given in Fig. 2c. The list of fuzzy rules used for the generation of control signals is
given below:

Rule 1: If error is SMALL POSITIVE then angular displacement is SMALL NEG-
ATIVE.

Rule 2: If error is SMALLNEGATIVE then angular displacement is SMALL POS-
ITIVE.

Rule 3: If error is NEAR ZERO then angular displacement is NEAR ZERO.
Rule 4: If error is LARGE NEGATIVE then angular displacement is LARGE POS-

ITIVE.
Rule 5: If error is LARGE POSITIVE then angular displacement is LARGE NEG-

ATIVE.

5 Experiments and Results

This section first describes the experimental protocol in a detailed way and repre-
sents the major outcomes of the experiment in subsequent stages. Key details of the
experiment are highlighted below.

5.1 Subjects

Twelve people within a age group of 18–40 years (mean age 32) voluntarily partici-
pated in the study. None of them had any prior experience with BCI training. Out of
the twelve volunteers, 6 were male, 6 were female, and 2 of them were differently
abled (Sub11 and Sub12). The objective and procedure of experiment were made
clear to the volunteers before conducting the experiment and a consent form stating
their willingness to participate in the study was duly signed by them. The experiment
was conducted in adherence to the Helsinki Declaration 1970 later revised in 2000
[22].

5.2 EEG System

EEGdatawere acquired from the volunteers using a 19 channel EEG amplifier device
made by the company Nihon-Kohden. The EEG system has sampling rate 200Hz
and comes with built-in notch filter 50Hz frequency. EEG electrodes were placed
over the scalp by following the international 10–20 electrode placement convention



Brain–Computer Interface for Fuzzy Position Control of a Robot Arm by Mentally … 171

[23]. Out of the total 19 electrodes, we used six electrode positions (C3,C4,Cz over
the motor cortex and P3, P4, Pz over the parietal lobe) to acquire the Motor Imagery
brain signals. For the SSVEP andErrP brain signals, we used {O1, O2} and {Fz, Pz}
electrode positions, respectively.

5.3 Training Session

We conducted the training session throughout the 15d with a repetitions of 3 sessions
in a day for each subject. Inter-session gap of 10min was provided. Each session
consists of 50 trials, resulting 150 trials for a subject in a day. Each trial contains the
visual instruction to be followed by the participating subjects.

Visual instructions are presented before the subject through a robotic simula-
tor. The robotic simulator virtually represents a robotic limb capable of producing
clock/anti-clockwise movement around a specially designed fixed frame. The frame
has markings of various positions over it along with the target position and LEDs are
mounted near the frame against each positional markings. The LEDs flicker with a
constant frequency but are different from each other.

A trial starts with a fixation cross that appears as a visual cue and asks the subject
to remain alert for the upcoming visual cues. It stays on the screen for 2s duration.
The next visual cue contains an instruction to perform either LEFT or RIGHT arm
motor imagery for clockwise/anti-clockwise movement of the robotic limb. The next
visual cue contains a scenario where the moving link commits an error by crossing
the target location, hence the subject develops ErrP brain pattern by observing the
error. The next scenario illustrates a condition where the end-effector of the moving
link crossed the target position. Now, Subjects are instructed to focus their gaze on
the flickering LED nearest to the present position of robot end-effector, focusing
on the flickering source which generates an SSVEP signal modulated by the source
frequency in the subjects’ brain. Timing diagram of stimulus presentation is depicted
in Fig. 3.

LHMI / RHMI Wait For ErrP
release ErrP SSVEP Release REST LHMI / RHMI

3s2s 3s 3s 3s 15s 2s 3s

Fig. 3 Stimuli diagram of training session
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5.4 Testing Session

The major difference between training session and testing session lies in the medium
of operation. In contrast to the training session, which is conducted offline using
a robotic simulator, the testing session is performed in real time with the physical
robot. This session is more complex than training session as the subject participating
in this session does not receive any visual instruction to perform the required mental
task. Hence, the subjects need to plan the three steps of action (viz., link movement,
target selection, and gazing on the nearest flickering source) themselves without any
visual guidance.

A timing diagram presented in Fig. 4 shows the time taken by each module during
real-time operation. During the real-time operation, we used a window of 1s duration
to acquire the MI signal and SSVEP signal, whereas ErrP was acquired through the
windows of 250 ms.

5.5 Results and Discussions

The results of the current experiment are presented in three stages. First, we provide
a comparative analysis between the performance of the proposed feature extraction
and classifier combination and other widely used methods in BCI literature. The
performance is evaluated by averaging the performance of all the subjects over all
the sessions during the testing phase. In the second stage, we provide performance
analysis of all the subjects that participated in the testing session, and the performance
of the proposed fuzzy controller is presented in the third stage.

Performance of the brain signal detectionmethods is evaluated on the basis of four
metrics—Classification Accuracy (CA), True Positive Rate (TPR), False Positive
Rate (FPR), and Cohen’s kappa index (κ) as used in [15].

Performance of MI detection is presented in the first phase of Table1. Along with
the proposed Feature Extraction and Classifier combination (CSP + RBF SVM), we
considered six other combinations to compare the performance. It is evident from
the table that the proposed feature extraction+classifier combination worked best in
our case yielding an average accuracy of 91.31%with average TPR, FPR, and kappa
of 0.89, 0.04, and 0.84, respectively.

MI to move
the Robot

Link

ErrP
Detection Time to reach target

ERD/ERS Detection Check for the
occurrence of

error

Focusing on
nearest Flickering

LED

SSVEP
Detection

Posiional error
correction

1s 1s 900ms 1.5s 1s

Fig. 4 Timing diagram of testing session
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Table 1 Comparative study of different ERP detection methods

Brain
pattern
detection

Feature extraction + classifier Performance metrics

CA (%) TPR FPR kappa

MI
detection

CSP+KSVM-RBF 91.31 0.89 0.04 0.84

CSP+LSVM 90.11 0.89 0.05 0.83

CSP+QDA 87.19 0.85 0.06 0.79

DWT+KSVM-RBF 84.45 0.83 0.07 0.84

DWT+QDA 88.56 0.89 0.05 0.80

Hjorth+KSVM-RBF 82.38 0.81 0.09 0.75

Hjorth+QDA 80.62 0.80 0.09 0.72

ErrP
classifier

AAR+LSVM 92.71 0.91 0.04 0.82

AAR+LDA 90.18 0.85 0.06 0.80

Temporal Feature+ANN 83.13 0.82 0.07 0.76

Temporal Feature+LDA 80.52 0.79 0.08 0.74

SWLDA 91.23 0.90 0.04 0.81

SSVEP
classifier

PSD(Welch)+Threshold 92.89 0.92 0.04 0.86

PSD(Welch)+LSVM 93.80 0.93 0.03 0.85

FFT 88.81 0.87 0.05 0.78

CCA 94.96 0.94 0.02 0.88

CSP = Common Spatial Pattern
KSVM-RBF = Kernelized Support Vector Machine with Radial basis function kernel
LSVM = Linear Support Vector machine, DWT = Discrete Wavelet Transform
QDA = Quadratic Discriminant Analysis, LDA = Linear Discriminant analysis
ANN = Artificial Neural Network, CCA = Canonical Correlation Analysis

ErrP detection and SSVEP detection performances are compared with other rel-
evant methods and results are presented in the second and third phases of Table1.
It is observed that average ErrP detection accuracy is achieved as high as 92% fol-
lowed by the TPR, FPR, and kappa of 0.91, 0.04, and 0.82. Clearly, the present ErrP
detection scheme outperforms the other methods by a significant margin.

We see a similar result in SSVEPperformance,where the present SSVEPdetection
method achieves a moderately high detection accuracy of 93% with the TPR=0.92,
FPR=0.04, and kappa=0.86. Although CCA here performs a little better than our pro-
posed detectionmethod, still we choose the proposedmethod for themajor advantage
of being computationally very inexpensive, hence most suitable for real-time oper-
ation.

Performances of all the subjects participated in the experiment are given in
Tables2, ,3, and 4. Each participant is evaluated through four metrics (CA, TPR,
FPR, and kappa(κ)) described earlier. Average classification time taken by the clas-
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Table 2 Subjectwise motor imagery detection result

Subject Performance metrics (MI Detection)

CA% ± std TPR FPR Kappa(κ) Time(s)

Sub1 92.82±2.39 0.92 0.03 0.86 0.602

Sub2 93.96±1.82 0.92 0.03 0.91 0.549

Sub3 94.39±1.06 0.93 0.02 0.92 0.553

Sub4 89.81±2.21 0.86 0.03 0.81 0.608

Sub5 87.84±1.89 0.86 0.06 0.84 0.574

Sub6 94.49±1.84 0.92 0.04 0.89 0.579

Sub7 92.16±1.95 0.91 0.03 0.81 0.601

Sub8 91.87±1.26 0.89 0.04 0.83 0.583

Sub9 94.23±1.93 0.93 0.03 0.81 0.559

Sub10 93.12±1.28 0.93 0.05 0.84 0.552

Sub11 86.82±4.28 0.87 0.08 0.78 0.548

Sub12 84.23±3.73 0.85 0.07 0.76 0.571

Table 3 Subjectwise ErrP detection result

Subject Performance metrics (ErrP detection)

CA% ±std TPR FPR Kappa(κ) Time(s)

Sub1 94.81± 1.05 0.93 0.03 0.82 0.109

Sub2 94.52±1.01 0.94 0.04 0.90 0.113

Sub3 91.86±2.09 0.90 0.03 0.79 0.108

Sub4 93.47±0.98 0.92 0.04 0.81 0.121

Sub5 94.31±0.77 0.95 0.04 0.78 0.111

Sub6 93.28±1.46 0.92 0.03 0.93 0.107

Sub7 90.63±2.58 0.91 0.03 0.81 0.118

Sub8 89.86±2.81 0.88 0.03 0.85 0.105

Sub9 92.19±1.63 0.90 0.02 0.86 0.118

Sub10 90.25±2.28 0.90 0.06 0.78 0.108

Sub11 89.11±3.13 0.90 0.06 0.79 0.113

Sub12 86.28±2.08 0.85 0.05 0.72 0.110

sifier during the testing time is also reported in the above tables. Table2 reveals that
the highest detection accuracy of MI brain pattern is achieved for the sixth subject
(CA=94.49%) while the third subject shows the highest kappa value of 0.92 indicat-
ing highest reliability. As revealed from Tables3 and 4, the other two brain patterns,
ErrP and SSVEP, were detected with maximum accuracy of 94.81% and 95.27%,
respectively. The highest ErrP accuracy is observed with the first subject while the
fifth subject shows the highest SSVEP accuracy. For the above two categories of
signal, the highest kappa values are achieved as 0.93 and 0.92.
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Table 4 Subjectwise SSVEP detection result

Subject Performance metrics(SSVEP detection)

CA% ± std TPR FPR Kappa(κ) Time(s)

Sub1 93.88±0.89 0.92 0.02 0.91 0.091

Sub2 91.49±0.96 0.92 0.03 0.88 0.082

Sub3 91.90±0.93 0.90 0.04 0.82 0.095

Sub4 95.06±0.18 0.95 0.03 0.91 0.090

Sub5 95.27±0.27 0.94 0.02 0.92 0.086

Sub6 89.26±2.65 0.90 0.03 0.86 0.097

Sub7 92.43±1.03 0.91 0.03 0.87 0.092

Sub8 90.79±1.88 0.89 0.05 0.82 0.089

Sub9 93.72±0.98 0.94 0.05 0.81 0.103

Sub10 90.93±2.15 0.90 0.05 0.81 0.098

Sub11 85.89±5.05 0.84 0.08 0.72 0.089

Sub12 88.21±4.29 0.89 0.05 0.80 0.085

5.6 Comparison of System Performance

The overall position control performance of the system is evaluated using fewpopular
metrics taken from control system literature. The metrics are success rate, steady-
state error (SS error), peak overshoot, and settling time [14, 15].

Overall performance of the system is presented in Table5. Results are averaged
over all the subjects over all the testing sessions. Performance result is compared
with five other relevant strategies. First the result is compared with the open-loop
control strategy solely based on Motor Imagery [24]. Success rate obtained in this
case found to be (76.2%). Next, the proposed method is compared with four hybrid
BCI control strategies, where researchers, instead of relying on a single brain pat-
tern, used multiple brain signals to design a robust interface for mentally controlling
a robot arm. We considered four different control strategies that used four differ-
ent combinations of brain signals (MI+SSVEP [25], MI+P300 [26], MI+ErrP [13],
and MI+SSVEP+P300 [15]). Comparison results are obtained by implementing the
control strategies in our own BCI setup.

It is evident from Table5 that our proposed method achieves highest success
rate (92.1%) among all the control strategies. It also ensured the lowest settling
time (6s), steady-state error (0.15%), and peak overshoot (4.1%) among strategies
under comparison. Although the present scheme shows improvement over all the
fields considered in Table 5, the major improvement is considered to be the drastic
reduction of settling time with simultaneous reduction of steady-state error and peak
overshoot. Hence, the proposed fuzzy BCI controller outperforms the rest of the
control strategies by a significant margin.
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Table 5 Relative performance analysis

Strategies Performance metrics

Success SS Peak Settling

Rate Error(%) Overshoot(%) Time(s)

MI [24] 76.2 6.22 6.2 18

MI+SSVEP [25] 88.5 6.09 5.9 15

MI+P300 [26] 84.3 3.21 4.5 13

MI+ErrP [13] 85.8 2.1 4.9 16

MI+P300+SSVEP
[15]

90.2 0.31 4.2 20

Proposed method 92.1 0.15 4.1 6

6 Conclusion

This paper claims to have utilized mentally generated sign and magnitude of posi-
tional error for automatic control of artificial robotic limb. The principles and real-
ization of the above idea being novel in the realm of BCI are expected to open up new
direction of control strategies, parallel to traditional controllers, as both the (approx-
imate) magnitude and sign of positional error are known beforehand. Because of
approximate estimation of positional errors, the logic of fuzzy sets has been incor-
porated that could handle the approximations and yields good control accuracy with
small peak overshoot below 4.1% and settling time around 6s.
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Social Media Sentiment Analysis
on Third Booster Dosage for COVID-19
Vaccination: A Holistic Machine
Learning Approach

Papri Ghosh , Ritam Dutta , Nikita Agarwal , Siddhartha Chatterjee ,
and Solanki Mitra

Abstract Over a period of more than two years the public health has been expe-
riencing legitimate threat due to COVID-19 virus infection. This article represents
a holistic machine learning approach to get an insight of social media sentiment
analysis on third booster dosage for COVID-19 vaccination across the globe. Here
in this work, researchers have considered Twitter responses of people to perform the
sentiment analysis. Large number of tweets on social media require multiple terabyte
sized database. Themachine learned algorithm-based sentiment analysis can actually
be performed by retrieving millions of twitter responses from users on daily basis.
Comments regarding any news or any trending product launch may be ascertained
well in twitter information. Our aim is to analyze the user tweet responses on third
booster dosage for COVID-19 vaccination. In this sentiment analysis, the user senti-
ment responses are firstly categorized into positive sentiment, negative sentiment,
and neutral sentiment. A performance study is performed to quickly locate the appli-
cation and based on their sentiment score the application can distinguish the positive
sentiment, negative sentiment andneutral sentiment-based tweet responses once clus-
tered with various dictionaries and establish a powerful support on the prediction.
This paper surveys the polarity activity exploitation using various machine learning
algorithms viz. Naïve Bayes (NB), K- Nearest Neighbors (KNN), Recurrent Neural
Networks (RNN), and Valence Aware wordbook and sEntiment thinker (VADER) on
the third booster dosage for COVID-19 vaccination. The VADER sentiment analysis
predicts 97% accuracy, 92% precision, and 95% recall compared to other existing
machine learning models.
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Keywords Holistic approach · NB · KNN · RNN · VADER sentiment analysis ·
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1 Introduction

Social websites which are different forms viz. blogs, icon and forum sharing, video
sharing social networks, microblogs etc. have used several online social media
viz. Facebook, Instagram, YouTube, Linked-in, Twitter. These websites and mobile
applications share various people’s response globally.

In these social sites, different individuals across theworld can express their discus-
sion, comments in various styles like text, image, video, emoji [1, 2]. Social media
with huge source of knowledge can gather user opinion and various polls regarding
the expression. Microblog has become the simplest familiar and therefore the source
of various data [3]. Twitter is one the microblog service that enables users to share,
reply within a short time frame as tweets [4]. It provides a fashionable supply of
knowledge which are utilized in various scientific studies that are using sentiment
analysis to extract and analysis data which are expressed as tweets on various topics
like market, election, share-trade prediction.

Linguistic Inquiry and Word Count (LIWC) is one of the tools of text extraction
[5, 6]. Most of these tolls require programming, here in our work we have used
Valence Aware wordbook and sentiment thinker (VADER), whichwork on sentiment
analysis of tweets on third booster dosage for COVID-19 vaccination among various
countries.

2 Literature Survey

A thorough literature survey containing text mining and sentiment analysis
approaches have been performed in this work. Gurkhe et al. [7] in their paper
have projected twitter information which is collected and processed from numerous
sources and removed the content which does not hold any polarity. Bouazizi et al.
[8] have used a tool SENTA for sentiment analysis of the tweets and calculate score
according to sentiment. Gautam et al. have used a review classification on tweets [9],
where they have used primary algorithms viz. Naïve Bayes, Support Vector Machine
(SVM), Maximum Entropy used from NLTK module of Python. Amolik et al. [10]
have used twitter sentiment analysis on Hollywood movie industry and they have
compared Naïve Bayes and SVM algorithm on accuracy classification. Mukherjee
et al. [11] have used a hybrid sentiment analysis tool TwiSent where spell check and
linguistic handler have already been defined. Davidov et al. [12] have introduced a
supervised sentiment analysis technique on twitter information. Neethu et al. [13]
have used machine learning technique on SVM, Naïve Bayes, Maximum entropy on
MATLAB platform for classification data. A typical design structure of tweets on
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terrorism attack and their possible activities has been represented by Garg et al. [14].
Lots of tweets after the attack with #tag has been used on Naïve Bayes algorithm
which was used on huge data and analysis has been performed for characteristics of
the comments. Hasan et al. [15] have projected a hybrid approach where the tweets
are followed by the #tag on political trend. Several Urdu tweets are translated to
English for analysis, where the Naïve Bayes and SVM approaches are used to build
a structure. Bhavsar et al. [16, 17] have designed and projected a sentiment analysis
method on python platform and the data source were collected from Kaggle. Clas-
sifications on user’s emotions on positivity and negativity were done for accuracy
finding. Otaibi et al. [41] have structured a model both on supervised and unsuper-
vised algorithm. They have used Twitter API for extracting 7000 tweets which are
based on comments on McDonald and KFC quality. The analysis was performed on
R programming language platform.

3 Sentiment Analysis on Twitter

This system primarily consists of the following stages. The stages square measure
mentioned in Fig. 1.

Fig. 1 Different stages of sentiment analysis
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3.1 Data Extraction

For any machine learning model, database is the primary need. These data train
themselves and predict the unseen data. Initially we opt for the topic with associated
subject that will be gathered. The social media responses (tweets) are retrieved in
unstructured, structured and semi structured form.

3.2 Data Pre-processing

In this step, within the collected social media responses (tweets) data pre-processing
is performed. Here the large set of information is filtered by eliminating irrelevant,
inconsistent, and yelling information. It functions by converting these datasets to
lowercase and removing the duplicate values viz. punctuations, spaces, stops etc.,
further need to add contractions and lemmatizations.

3.3 Sentiment Detection

By incorporating data classification and data (tweet) mining the sentiment detection
can be performed [18].

3.4 Sentiment Classification

Algorithmic ruled sentiment analysis is generally classified to two approaches viz.
supervised learning and unattended learning. In the supervised learning, the Naïve
Thomas Bayes, SVM and most entropy square measure accustomed execute the
sentiment analysis [19–28].

3.5 Evaluation

The final output is analyzed to require call whether or not we must always prefer
it or not [29–33]. In this step, within the collected social media responses (tweets)
data pre-processing is performed. Here the large set of information is filtered by
eliminating irrelevant, inconsistent, and yelling information.
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4 Proposed Model Component Description

Twitter may be a social networking platform that enables its users to send and skim
micro-blogs of up to 280-characters called “tweets”. It allows registered users to
browse and post their tweets through internet, short message service (SMS) and
mobile applications. As a worldwide period of time communications platform,
Twitter has quite four hundred million monthly guests and 255 million monthly
active users round the world. Twitter’s active cluster of registered members includes
World leaders, major athletes, star performers, news organizations, and amusement
retailers. It is presently accessible in additional than thirty-five languages.

Twitter was launched in 2006 by Jack Dorsey, Evan Williams, Biz Stone, and
patriarch Glass. Twitter is headquartered in San Francisco, California, USA.

Here in Table 1, the sample dataset collected from social media (Twitter) has been
showcased where the different sentiment categories have been identified by machine
learning algorithms used in the model.

TheNatural LanguageToolkit (NLTK)has been used in ourValenceAwareDictio-
nary for sEntiment Reasoning (VADER) model. NLTK provides free ASCII text file
Python package that hasmany tools for building programs and classifying knowledge
[34, 35]. The VADER model is a rule-based sentiment analysis tool that specifically

Table 1 Sample dataset
collected from social media
(Twitter)

Comments Category

Positive

Negative

Neutral
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attuned to the user emotions expressed in social media [36, 37]. All instances of the
info sets had accents and punctuation marks removed and then different data pre-
processing techniques have been applied, viz. Lemma extraction [38], Stemming,
Part of Speech (PoS) tagging [39, 40] and Summarization. Similar words of received
twitter responses are identified using regular expressions and passed to a dictionary
to label the data that can be used for supervised learning.

4.1 Flow Chart of Our Proposed Model

In this section, the flowchart of our proposed sentiment analysis model is depicted in
Fig. 2. In the mentioned Algorithm 1 below, the steps to carry on the analysis process
on the received texts are further shown in Fig. 3.

In our work, the VADER sentiment analysis tool has been used to get the simu-
lated response. VADER is a lexicon and rule-based sentiment analysis tool which
is specifically adjusted to the sentiments expressed in social media (twitter) and
provides substantial results on texts from other domains.

4.2 Different Machine Learning Models Used
for Performance Comparison

The machine learning models are trained with some data and are used to make
predictions on unseen data. The specialty of machine learning models is that they
can extract and learn the features of a dataset using some feature selection technique
and therefore don’t require human intervention. This section describes the machine
learning models used in our proposed work.

4.2.1 Naïve Bayes

The Naïve Bayes classification is a well-known supervised machine learning
approach that makes predictions based on some probability. It is based on the Bayes
theorem to determine the probability value, calculated as shown below:

P(C |X) = P(X |C).P(C)

P(X)
(1)

where,

P(X|C): likelihood

P(C|X): posterior probability
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Fig. 2 Flowchart of our proposed sentiment analysis model

P(C): class probability

P(X): predictor probability

4.2.2 K-Nearest Neighbor (KNN)

K-Nearest Neighbor is the simplest yet widely used supervised Machine Learning
algorithm. It is widely used in text mining, pattern recognition, andmany other fields.
It groups similar types of data with respect to k neighbors and based on the similarity,
the classification is done. In our work, we have used the grid search technique to
determine the “k” value and it was observed that k = 15 gave good results as shown
in Fig. 4b.
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Fig. 3 Proposed algorithm for twitter comments sentiment classification

Fig. 4 a Sentiment score analysis using NB, KNN, RNN and VADER algorithms, b Accuracy,
Precision and Recall for different sentiment analyzer models

4.2.3 Recurrent Neural Network (RNN)

Recurrent Neural Networks are a type of Neural Network that remember old data
to make future predictions. They analyze the data more efficiently as compared
to other machine learning models as the latter uses the current data only to make
future predictions. The RNN model has a memory that remembers the relevant past
information and forgets the irrelevant information. As the same parameters are used
throughout the layers, the complexity of the model is reduced to a large extent. The
RNN model is widely used in text mining, natural language processing, and many
other tasks. The parameters used in our RNN model are shown in Table 2.
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Table 2 Parameters used in
our RNN model

Parameters RNN

Layers used 4

Fully connected layers used 2

Number of nodes in each layer 128, 64, 32, 16

Number of nodes in fully connected layers 16, 1

Optimization technique RMSprop

Activation function SoftMax

Epochs 100

Learning rate 0.0001

4.2.4 VADER

TheValenceAwareDictionary and sEntiment Reasoner sentiment analysis tool being
an unsupervised learning approach, which is able to detect the polarity of the senti-
ment (positive, negative, or neutral) of a given text when the data is analyzed as unla-
beled. Therefore, our proposed VADER model is less expensive compared to other
existing supervised learning approaches. Orthodox sentiment analyzer models are
given opportunity to learn from labeled training data, which complexes the process.
The VADER sentiment analyzer is smart to get the job done without the label forma-
tion. VADER uses a lexicon of sentiment-related words to determine the overall
sentiment of a given body of text.

4.3 Evaluation Matrix

This section describes the metrics used to evaluate the performance of our models.
The three evaluation metrics incorporated in our work are described below:

Accuracy: It represents the total predictions correctly made.
Precision: It is the ratio of the number of correct positive results divided by the

number of positive results predicted by the classifier.
Recall: It is the ratio of the number of correct positive results divided by the

number of relevant samples.

5 Simulation Results and Discussion

For the result analysis, we have continued by closing computation supported infor-
mation which were collected from social media (twitter) information. The senti-
ment analysis tool incorporates word-order sensitive relationships between terms and
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Fig. 5 Twitter polarity count on third booster dosage using VADER sentiment Analysis

then collected information are processed to identify positive, negative, and neutral
sentiments.

Here in Fig. 4a, a bar chart comparison on sentiment score analysis fetched from
social media (twitter) responses modeled by four machine learning algorithms i.e.,
NB, KNN, RNN and VADER is performed. The performance of these models is
evaluated using the well-known machine learning evaluation metrics viz. accuracy,
precision, and recall as shown in Fig. 4b. The tweeter responses on the usage and
significance of third booster dosage for COVID-19 vaccination have been categori-
cally modeled using four machine learning algorithms, where the VADER sentiment
analyzer shows best accurate results compared to others.

The twitter polarity count on third booster dosage has also been compared between
top five superpower countries using VADER sentiment analysis as shown in Fig. 5.

6 Conclusion and Future Scope

In our paper on the concurrent result of analyzing twitter responses of various coun-
tries on usage and probable significance of third booster dosage to combat COVID-19
infection is recorded. The World Health Organization wishes to speculate into the
medicine market. The machine learning models viz. NB, KNN, RNN, and VADER
were used to analyze the sentiments of the humans portrayed in tweets. This compar-
ative study has proved the results where VADER sentiment analysis was performed
with 97% accuracy, 92% precision, and 95% recall. The results have shown a robust
co-relation between Twitter comments in sentiment polarity. The VADER being an
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unsupervised learning approachhas proposed amodel that is less expensive compared
to other existing supervised learning approaches. This proposed approach can be used
for other contagious infections if needed in future.
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Non-rigid Registration of De-noised
Ultrasound Breast Tumors in Image
Guided Breast-Conserving Surgery

Sanjib Saha

Abstract It’s an article based on medical ultrasound-to-ultrasound non-rigid regis-
tration of breast tumors in image-guided surgery. Firstly, the paper discusses the
challenges behind ultrasound image registration. Secondly, the paper establishes scan
conversion using Lee filters along radial as well as horizontal directions depending
on the minimummean square error (MMSE) is a reasonable choice to convert signal-
dependent or pure multiplicative noise to an additive one and that produces speckle
free ultrasound image. This paper also introduces unique aspects of the registra-
tion framework for non-rigid (elastic) deformations and presents a novel non-rigid
registration associated with a unique basis function where each local control point
strikes the deformed structure of the curve over the range of criterion values. Piece-
wise cubic polynomial form splines (B-splines) are used to get the distortion field
among two ultrasound images and one of the popular similarity measure criteria
on sum of squared difference (SSD) is used to find the dis-similarity among mono-
modal images. The line search approach of the Quasi-Newton Limited-Memory
(LM) Broyden–Fletcher–Goldfarb-Shanno (BFGS) algorithm is used to optimize
the dissimilarity errors. Thirdly, this proposed work for non-rigid registration is
applied in breast-conserving surgery of breast tumors between pre-operative and
intra-operative ultrasound. This novel approach is computationally efficient.

Keywords Non-rigid registration · Ultrasound image registration · Breast tumor ·
Image guided surgery

1 Introduction

Image registration aligns two images i.e., the reference image and the test image.
The images taken by various sensors or at the various time or from various views
are to be compared when a small sub-portion of the image needs to be searched in
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another image, then these images need to align properly into a common coordinate
system to identify the differences and the image with the sub-portion is found. This
is useful in medical treatments. Medical images of a similar scenario are recorded by
various sensors that are used for correct clinical diagnosis. For this, medical images
should be aligned properly for clear monitoring. Medical ultrasound is one of the
important imaging modalities which provides a quantitative way of solving medical
problems and uses it on humans for scientific work. Ultrasound is non-invasive,
non-ionizing, cheaper, and real-time that’s why it is useful for all types of patients.
Ultrasound-to-ultrasound image registration [1, 2] procedure is a challenging task
for having noise, poorly defined image gradients, artifacts, and low image contrast
resolutionwhichmakes it difficult to achieve accuracy in the alignment of images. By
the presence of a signal-dependent or pure multiplicative noise [3] known as speckle,
the usefulness of ultrasound imaging is degraded. The filtering scan conversion is to
convert multiplicative noise to an additive one. Non-rigid transformation [4] function
allows the test image to be disfigured to compare with the reference image. The
alignment of pre-operative actual images and intra-operative deformed images helps
the surgeon in proper guidance at the time of surgery. Medical images captured at
various time from various angles that guide in monitoring the disease over time can
be inferred. This medical image registration can become quite helpful for IGS [5–8]
as it can cure the tumor, and cancer with the best optimization result. The necessity
of better registration techniques can be beneficial for surgeons in IGS with shorter
procedures in the surgical field and improved hand–eye coordination. Visualization
of interesting anatomical areas in medical images is a vital requirement for the
IGS system which is an alternative to conventional surgery. The other parts of the
article are arranged as mentioned: literature survey is discussed in Sect. 2. Section 3
describes background technologies. Section 4 introduces proposedmethod. Section 5
discusses results of the proposed method. Ultimately, Sect. 6 concludes the paper.

2 Literature Survey

In medical science, the ultrasound breast image registration [9–11] in IGS proves the
least fault. Breast cancer is one of the most common diseases related to cancer which
is the greatest cause of cancer-related deaths among women all over the world. In
the USA, it is the second most frequently diagnosed cancer after lung cancer, and
1 out of 8 among women lifetime is at risk of diagnosing Breast Cancer. Breast
cancer and lung cancer are the most common cancer diseases in India now. West
Bengal, Gujarat, Bihar, Odisha, Kerala, Delhi, Tamil Nadu, Maharashtra, Karnataka,
Rajasthan, Madhya Pradesh, and Chhattisgarh are the states of India where several
women are suffering from breast cancer. In West Bengal, about 146 out of 100,000
women are suffering from breast cancer. Breast cancer is a complicated disease with
mono-modal ormulti-modal approaches for treatment. Surgery is the initial treatment
of primary breast tumors. Breast surgical options include lumpectomy (removal of
the tumor) and mastectomy (removal of the breast). Lumpectomy is also known as
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Breast-Conserving Surgery (BCS). The non-rigid registration between pre-operative
actual ultrasound and intra-operative deformed ultrasound can reduce re-excision
rates in breast-conserving surgery [12] which is helpful to the multi-disciplinary
treatment of breast cancer victims. Medical image registration can be divided into
the following process. The distinct features (edges, intensities, constructs) of each
image are to be detected. Different similarity measurement is carried out to get the
correlation between the features of the reference image and the test image. By using
feature comparison, the parameters for the transformation of the test image to the
reference image are estimated. This mapping function obtained from the transform
model estimation uses appropriate interpolation and optimization techniques to get
a better and faster transformation.

3 Background Technologies

3.1 Image Registration Using Transformation Functions

Image registration geometrically aligns two images of a similar scene captured from
similar or dissimilar modalities. Image Registration is the method of plotting points
from one image to respective points in a different image. In the article, the reference
image is indicated by Ir , whereas the test image is indicated by I t . The purpose of
registration is to approximate the optimal transformation T in the image domain �

of two images Ir and I t . The registration optimizes the energy of the form in Eq. (1):

Tr(Ir , It .T ) + Rg(T ) (1)

This objective function in Eq. (1) involves 2 terms. The 1st term, Tr , computes the
level of arrangement among a reference image Ir and a test image I t . The optimization
can be achieved by either minimizing or maximizing the objective function and how
the (dis) similarity criterion is selected. The transformation T (x) at every point x ∈ �

is considered as the sum of an identity transformation along with the displacement
field v(x) is written in Eq. (2):

T (x) = x + v(x) (2)

The second term, Rg, regularizes or normalizes the transformation to get the
required solution by overcoming the difficulty associated with it. Hence, image
registration includes the following steps: deformation or transformation model, (dis)
similarity measure using objective function, regularization, and optimization.

This registration can be rigid (non-elastic) and non-rigid (elastic) [13]. The rigid
registrations are translation and rotation, and preserves length and angle after trans-
formation. Translation, rotation, scaling, and shearing are used as an affine transfor-
mation, and it could not preserve lengths and angles but must preserve parallel lines.
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In 1D, the affine transformation is parameterized by 4 degrees of freedom (trans-
lation, rotation, scaling, and shearing) and 12 degrees of freedom in 3D. But rigid
transformation is restricted by 6 degrees of freedom (translation, rotation) in 3D.
Non-rigid registrations make use of non-rigid transformation functions that involve
a large number of parameters. 2D affine transformation TA using the transforma-
tion order shearing, scaling, rotation and at last translation, a point or location (or
an object) can be written as follows in Eqs. (3) and (4) (by adding homogeneous
coordinate z = 1 to each location):

TA(x, y) =
⎡
⎣
x ′

y′

1

⎤
⎦ = Translation Rotation Scaling Shearing

⎡
⎣
x
y
1

⎤
⎦ (3)

Therefore, the 2D affine transformation is parameterized by sharing in x–y direc-
tion (shx, shy), scaling in x–y direction (sx, sy), clockwise rotation in x–y direction
(sinθ, cosθ), and translation in x–y direction (tx, ty) i.e., maximum 8 degrees of
freedom.

⎡
⎣
x ′

y′

1

⎤
⎦ =

⎡
⎣
1 0 tx
0 1 ty
0 0 1

⎤
⎦

⎡
⎣

cos θ sin θ 0
− sin θ cos θ 0

0 0 1

⎤
⎦

⎡
⎣
sx 0 0
0 sy 0
0 0 1

⎤
⎦

⎡
⎣
1 0 shx

0 1 shy

0 0 1

⎤
⎦

⎡
⎣
x
y
1

⎤
⎦

=
⎡
⎣
1 0 tx
0 1 ty
0 0 1

⎤
⎦

⎡
⎣

cos θ sin θ 0
− sin θ cos θ 0

0 0 1

⎤
⎦

⎡
⎣
sx 0 0
0 sy 0
0 0 1

⎤
⎦

⎡
⎣
x + shx

y + shy

1

⎤
⎦

=
⎡
⎣
1 0 tx
0 1 ty
0 0 1

⎤
⎦

⎡
⎣

cos θ sin θ 0
− sin θ cos θ 0

0 0 1

⎤
⎦

⎡
⎣

(x + shx )sx
(y + shy)sy

1

⎤
⎦

=
⎡
⎣
1 0 tx
0 1 ty
0 0 1

⎤
⎦

⎡
⎣

{(x + shx )sx } cos θ + {(y + shy)sy} sin θ

−{(x + shx )sx } sin θ + {(y + shy)sy} cos θ

1

⎤
⎦TA(x, y) =

⎡
⎣
x ′

y′

1

⎤
⎦

=
⎡
⎣

[{(x + shx )sx } cos θ + {(y + shy)sy} sin θ ] + tx
[−{(x + shx)sx } sin θ + {(y + shy)sy} cos θ ] + ty

1

⎤
⎦

(4)

3.2 Image De-noising Using Lee Filters

Speckle noise degrades the usefulness of ultrasound images. As speckle noise is the
multiplicative and non-white process, and the filtering scan conversion is a reasonable
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choice to convert signal-dependent or pure multiplicative noise to an additive one.
To evaluate the consistent speckle in medical ultrasound images and corresponding
to the model is as in Eq. (5):

I
′
(x) = i(x) + f (x) ∗ g(x) (5)

where I ′(x): the real noise image, i(x): the unobservable actual image, f (x) and g(x)
are the points spreading function of the speckle and the Gaussian noise, respectively.

Mean Square Error (MSE) is to assess the speckle reduction in the case of
multiplicative noise by finding the total amount of differences between the actual
images I ′(xi) and the de-noised images I(xi). Lower MSE values display that the
filtering effect is better, and filtered image quality is much greater. MSE is calculated
as given in Eq. (6):

MSE = 1

n

n∑
i=0

[I ′(xi ) − I (xi )]2 (6)

The scan conversion using Lee filters along the radial and horizontal direction
depends on the minimum mean square error (MMSE), which is producing a speckle
free image managed by the below Eq. (7):

I (x) = i(x)F(x) + i
′
(x)(1 − F(x)) (7)

where i’′ indicates the mean value of the intensity between the filter kernel, and F(x)
is the adaptive filter coefficient taken out by the following Eq. (8):

F(x) = 1 − c2n
c2ni − c2n

(8)

where cni indicates the coefficient of variation of the noised image and cn is the
coefficient of variation of the noise.

Alternatively, filtering scan conversion [14] can be performed by spatial linear
adaptive and nonlinear filters along the radial direction and horizontal direction using
the Lee and Kuan filters, respectively.

3.3 Similarity Measure Using Sum of Squared Difference
(SSD)

The addition of squared differences of bias and scale normalized intensities in every
image is considered for calculating mismatch among these images. There are many
ways to measure insensitive to image contrast, The 1st method is to divide the mean-
normalized intensities in every image by the standard deviation of the intensities
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and another method normalizes the measurement according to image contrast. The
SSD cost function C(v) according to the transformation T (x) with the displacement
field v(x) on the test image I t(x) and the given reference image Ir(x) is calculated as
follows in Eqs. (9) and (10), and shown in Fig. 1:

C(v) =
n∑

i=0

[Ir (xi ) − It (T (xi ))]
2

=
n∑

i=0

[Ir (xi ) − It (xi + v(xi ))]
2

=
n∑

i=0

[Ir (xi ) − It (xi ) − vs]2

=
n∑

i=0

[e − vs]2 (9)

dC

dv
= d

dv
[e − vs]2

dC

dv
= d

dv
[e2 − 2evs + v2s2]

0 = 0 − 2es + 2vs2
(
i f

dC

dv
= 0

)

v = e

s

Fig. 1 SSD cost function for
Ir(x), It(x) and T (x)



Non-rigid Registration of De-noised Ultrasound Breast Tumors … 197

v(x) = Ir (x) − It (x)
d It (x)
dx

= Ir (x) − It (x)

∇ It (x)
(10)

3.4 Non-rigid Transformation Using B-Splines

The transformation is a combination of global transformation (or affine) and local
transformation (or splines).

T (x) = Tglobal(x) + Tlocal(x)

The global transformation model relates to the universal motion of the objects.
This model cannot trade with distortion of the image to be recorded. To perfectly
register the deformation in the image by operating a fundamental network of control
points, the Free Form Deformation (FFD) model using B-spline [15, 16] is popular.
Some other spline methods are globally controlled; altering in control point at one
location, in turn, effecting the location of themost control points.Whereas, B-splines
are locally controlled, change in the control point effects the transformation only in
the local region of the control point. The control points act as factors of the B-Spline
FFD. The degree of freedom for non-rigid deformation can be tuned by changing
the resolution of the network of control points. Huge gapping of control points
tends to be the modeling of global non-rigid transformation. With decreasing in the
spacing of the control points, and transformation permits to modeling of local non-
rigid deformation. The term Penalty is appended to the cost function to smooth the
spline-based FFD transformation. B-spline is a simplification of the Bezier curve.
To increase or decrease the order in the Bezier curve we need to increase or decrease
the number of polygon vertices and there are only global control points but no
local control. B-spline is a spline function that has minimal support according to a
particular degree, smoothness, and domain of partition. The B-spline function is a
union of flexible bands that crosses the number of points that are known as local
control points and create smooth curves. To alter the appearance of a B-spline curve,
one can alter more than one of these control factors: the degree of the curve (k), the
locations of control points (P), and the locations of knots (t). The no. of control points
is n + 1 and the curve is made of n-k + 2 segments. Each segment is influenced
by k points.

The FFD using 1-D cubic B-splines (B) and displacement field v can be written
as Eqs. (11) and (12), and shown in Fig. 2:

TS(x) = x + v(x)
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Fig. 2 B-spline where each local control point affects the deformed structure of the curve over the
range of factors values

v(x) =
n∑

i=0

Pi Bi,k(x) (where 0 ≤ x ≤ n − k + 2) (11)

Bi,k(x) = x − ti
ti+k−1 − ti

Bi,k−1(x) + ti+k − x

ti+k − ti+1
Bi+1,k−1(x) (12)

(t i )
n+k
i=0 is the knot values (0 ≤ i ≤ n + k)

ti = 0 (i f i < k)

ti = i − k + 1 (i f k ≤ i ≤ n)

ti = n − k + 2 (i f i > n)

Bi,0(x) = 1(i f ti ≤ x < ti+1)

= 0 (otherwise)

For example (Fig. 2), the order of the red curve k= 2 and number of control points
n + 1 = 4 (i.e., P0, P1, P2, P3), so, n = 3 as given in Eqs. 13 and 14. Therefore, the
curve is made of n−k + 2 = 3 segments. Each segment is influenced by k points.
Each control point is correlated with a unique basis function. Each point influences
the structure of the curve over a range of parameter values.



Non-rigid Registration of De-noised Ultrasound Breast Tumors … 199

v(x) =
3∑

i=0

Pi Bi,k(x) (where 0 ≤ x ≤ n − k + 2) (13)

v(x) = P0B0,2(x) + P1B1,2(x) + P2B2,2(x) + P3B3,2(x) (14)

Bi,k(x) = x − ti
ti+k−1 − ti

Bi,k−1(x) + ti+k − x

ti+k − ti+1
Bi+1,k−1(x)

B0,2(x) = x − t0
t1 − t0

B0,1(x) + t2 − x

t2 − t1
B1,1(x)

B1,2(x) = x − t1
t2 − t1

B1,1(x) + t3 − x

t3 − t2
B2,1(x)

B2,2(x) = x − t2
t3 − t2

B2,1(x) + t4 − x

t4 − t3
B3,1(x)

B3,2(x) = x − t3
t4 − t3

B3,1(x) + t5 − x

t5 − t4
B4,1(x)

B0,1(x) = x − t0
t0 − t0

B0,0(x) + t1 − x

t1 − t1
B1,0(x)

(t i )
5
i=0 is the knot values (0 ≤ i ≤ n + k) i.e., 0 < = i <= 5.

Therefore, ti = {0,0,1,1,3,3} as
t0 = 0, t1 = 0 (if i < k i.e. 0,1 < 2)
t2 = i−k + 1 = 1, t3 = 1 (if k <= i <= n i.e. 2 <= 2, 3 <= 3)
t4 = n−k + 2 = 3, t5 = 3 (if i > n i.e. 4, 5 > 3)

3.5 Optimization Using Line Search Based Limited-Memory
BFGS

The line search approach finds the direction of the objective function along which
the function is simplified, then it works out the step size to determine how much
it can do more along the given direction. Gradient descent, Newton’s method, and
Quasi-Newton’smethods are used in computing the descent direction. Quasi-Newton
methods are used to find the maxima and minima of objective functions. Limited-
memory BFGS [17] is an optimization algorithm in the family of Quasi-Newton
methods that estimates the Boyden–Flecter–Glodfarb–Shanno (BFGS) algorithm
with the help of a finite quantity of System Storage. This method is particularly
applicable for problems consisting of a huge number of conditions and stores only
very less no. of vectors from which to estimate the current values. As a result, linear
memory need is sufficient for LM-BFGS optimization. It relates to one specific
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application that is known to be quite fast and has performed several iterations of
optimization. LM-BFGS method is specifically convenient for optimization compli-
cations with many conditions. The replacement used in LM-BFGS is to use only
an estimation of the true Hessian (matrix which organizes all the second partial
derivatives of a function used in optimizing multivariable functions), and to build
this approximation up iteratively. The main LM-BFGS algorithm executes one–one
iteration instead of using any Hessian information and then starts the iteration, using
the previous iteration’s slope.

4 Proposed Method

4.1 Proposed Framework

(1) First, to make speckle-free medical ultrasound images using Lee filters scan
conversion in radial and horizontal directions is based on the minimum mean
square error.

(2) The second, is to find out the space transformation of the reference image and
the test image using piecewise cubic polynomial basis splines.

(3) The third, for measuring the similarity degree of the reference image and test
image is using the sum of squared difference; and

(4) The fourth, to perform the similarity measure that reaches the optimal value
(parameter optimization) using the optimization algorithm in the family of
Quasi-Newton methods that estimate the BFGS algorithm with the help of a
limited amount of system memory (Fig. 3).

Here the proposed non-rigid image registration approach can register the two
2D images of the same modality and different sizes. The piecewise cubic poly-
nomial basis spline grid-based local transformation is used to find the deforma-
tion/displacement field to get the deformed image from the reference image and the
test image. The image that will be recorded is the test image and the reference or
instance image is the image on which the test image will be recorded. The image
dissimilaritymeasure between the reference image and test/deformed image is calcu-
lated using one of the popular metrics i.e., sum of squared difference (SSD). The
B-spline control grid is defined or initialized with a uniform 2D grid B-spline knot
spacing in X and Y directions that can be used to calculate maximum refinement and
to transform the test image using the reference image, instead of a central gradient
where the forward transformation field of the pixels in X and Y direction was seen
from the test image to the reference image. The matrix form of transformation output
is converted to a vector for reshaping. The test image which is transformed is multi-
plied by the individual pixel error before calculation of the total (mean) similarity
error. One of the important phases like optimization is done using the limitedmemory
BFGS steepest method. The calculation of derivatives and registration value and
gradient of two images is done using the delta and forward gradient. Interpolation is
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Fig. 3 Block diagram of proposed framework

one of the important steps. The cubic interpolation is used to transform a 2D image in
a backward way. In the basis spline, each interval has different functions that connect
all those points to get a spline function. Splines are used because at each interval we
get an approximate function. The approximate function for example when there is
jumble data in higher-order polynomial. Spline provides a superior approximation
of the behaviour of functions that has local changes. A thin flexible strip connects
the number of points. This strip or spline is also called a knot. To understand spline,
let us draw different lines between the intervals. Now if we want to connect them
in such a way that they are continuous, then they are called the first order spline,
if we connect them in such a way that they are continuous as well as differentially
continuous we call them second-order spline. If we connect them in such a way that
they are first-order continuous and second-order also continuous, indicating their
continuity is maintained and slopes are equal, and curvatures are also equal is called
a cubic spline.

Two images piece wise, each using a linear transformation is registered in a piece-
wise cubic (PC) transformation. The regionsmay differ in shape and sizes—in theory.
Only triangular regions have been used so far. Although the PC plotting is an uninter-
rupted process, it is not so smooth. With the area being less or with small geometric
differences between images, the PC may the sufficient. The respective triangles in
the test image are found to be triangulating the control points in the instance image
by studying the respective control points in the test image. The registration accuracy
will be influenced by the choice of triangulation. Polynomials of higher degrees are
adjusted to the triangles with the coefficients of the polynomials determined in such
a way that the polynomial slopes at two sides of a triangle edge become the same.
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This is to make tangent continuity across triangles. Measures to fit smooth surfaces
piecewise to triangular meshes are suggested. These piecewise smooth surfaces can
be considered as the unit of a transformation while recording images with local
geometric differences. Thus, these can be considered as a unit of transformation.
These keep a local deformation or inexactitude among the control points. Thus, these
are very apt in being used as the unit of transformation function for the registration
images with local geometric differences. For the purpose of non-rigid registration,
PC transformation is equipped with efficiency and sufficiency frequently. Piecewise
cubic functions are also utilized in non-rigid registration. Image regions within the
convex hull of the control points are recorded using piecewise techniques.

4.2 Application of Proposed Method in Image Guided Breast
Tumor Surgery

The medical image registration can become quite helpful for IGS as it can cure the
tumor, and cancer with the best optimization result. The alignment of pre-operative
actual images and intra-operative deformed images greatly helps the surgeon in
appropriate guidance at the time of surgery. The necessity of better registration tech-
niques can be beneficial for surgeons in IGS with shorter procedures in the surgical
field and improved hand–eye coordination. Visualization of interesting anatomical
areas in medical images is a vital need for the IGS system which is a replacement
for conventional surgery. Breast cancer is the most common cancer disease that is a
leading cause of cancer-related deaths in the women population worldwide. Surgery
is the initial treatment of primary breast tumors. This proposed method of non-rigid
registration between pre-operative actual ultrasound and intra-operative deformed
ultrasound images canminimize re-excision rates in breast-conserving surgerywhich
is helpful to the multi-disciplinary care of breast cancer victims.

5 Results and Discussion

5.1 Dataset Description

The proposed method is applied and tested on medical image database [18] for
ultrasound images of breast abnormalities [19] that was acquired by a Philips iU22
ultrasound machine at Thammasat University Hospital.
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5.2 Evaluation Metrics

MSE = 1

n

n∑
i=0

[y(xi ) − y′(xi )]2 (15)

where, n: number of data, y(xi ): actual values, and y′(xi ): predicted values

5.3 Experimental Results

The reference image (Fig. 4) shows the actual breast tumor ultrasound taken before
the operation and the test image (Fig. 5) shows the deformed breast tumor ultrasound
taken during the operation. The scan conversion using the Lee filter is applied on both
the ultrasound images to de-noising speckles before registration. The Speckle Index
(SI) values of the original reference image and test image are 3.5e−6 and 3.6e−6,
respectively. After noise filtering using the Lee filter, the SI values become 3.4e−6
and 3.5e−6 and the MSE become 29.4 and 30.5 respectively for the reference image
and test image. This test image is registered according to the reference image. After
the registration using the proposed methods—SSD, cubic B-spline, and L-BFGS—
the MSE becomes 2.2 between the reference image and the registered test image
as displayed in Fig. 6. But MSE becomes 98.5, after registration using the methods
SSD, affine, and L-BFGS as shown in Fig. 7; Tables 1 and 2.

Fig. 4 Pre-operative actual
breast tumor ultrasound after
de-noising as reference
image
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Fig. 5 Intra-operative
deformed breast tumor
ultrasound after de-noising
as test image

Fig. 6 Proposed Cubic
B-spline method output
(MSE = 2.2): Intra-operative
registered test image using
reference image

Fig. 7 Affine
transformation method
output (MSE = 98.5):
Intra-operative registered test
image using reference image
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Table 1 Result of noise
filtering using Lee filter on
breast ultrasound images

SI of original image SI after noise filtering

Reference image 3.5e−6 3.4e−6

Test image 3.6e−6 3.5e−6

Table 2 Result of ultrasound non-rigid registration using cubic B-spline and Affine

Non-rigid registration between reference image and test image after image de-noising MSE

Registered test image using cubic B-spline 2.2

Registered test image using affine transformation 98.5

6 Conclusion

This proposed method for mono-modal non-rigid registration is applied in breast-
conserving surgery of breast tumors between pre-operative actual and intra-operative
deformed ultrasound that can reduce re-excision rates, least fault, great success rate,
and minimum risk of tissue damage which is helpful to the multi-disciplinary care of
breast cancer victims. The paper also analytically derives the proposed method and
optimizes it. The experimental result shows that the proposed method gives (MSE
2.2) comparable results with state-of-the-art and establishes the cubic B-spline free
form deformation model which is the best in such cases while affine transformation
fails in ultrasound registration.
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Effect of IEEE 802.15.4 MAC Layer
on Energy Consumption for Routing
Protocol for Low Power Lossy Networks
(RPL)

Aparna Telgote and Sudhakar Mande

Abstract Internet of Things (IoT) is the emerging technology responsible for the
Industry 4.0 revolution, for Low Power Lossy network. The overall network lifetime
depends on the power utilization of each node. This paper represents the analysis
of the Radio Duty Cycle Protocol for IoT networks. The duty cycle also affects the
average power utilization and node longevity, because nodes save the most energy
when they are in sleeping mode, the lower the duty cycle, the longer the node’s life-
time. So here are the existing RDC protocols like X-MAC, CX-MAC, ContikiMAC,
Null-MAC are compared for the different RDC channel rates 8,16 and 32 Hz. And
it is found that ContikiMAC reduces the duty cycle as compared to X-MAC, CX-
MAC, and NullRDC as follows, from 22.52% to 6.54% for X-MAC, 27.34% to
6.54% for CX-MAC and 99% to 6.54% for NullRDC for RDC channel rate 32MHz.
As the duty cycle affects the average power utilization of the node and ultimately the
overall network lifetime, the right choice of RDC depends on a protocol that is very
important so ContikiMAC can be applied for real-time applications of IoT.

Keywords RDC · X-MAC · CX-MAC · ContikiMAC

1 Introduction

Small embedded devices with limited power, processing resources and memory, are
rapidly using the Internet Protocol Suite to send the data to the internet, resulting
in constrained-node networks, also known as Low Power Lossy Networks (LLN).
The border router is regarded as an association point between the nodes/sensors and
the internet. The Low Power Lossy Network (LLN) consists of numerous constraint
nodes and the border router. Because of the low processing power and computing
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aptitude of the constraint devices, data transmission to the internet is challenging.
Furthermore, the LLN increases the difficulty of numerous tasks such as routing,
network discovery, and addressing, as well as sensing and overcoming heterogeneity
[1–3]. The Internet Engineering Task Force (IETE) has proposed a solution in the
form of a layered architecture called 6LoWPAN (IPv6 over Low Power Wireless
Personal Area Networks) layer architecture to address these concerns [4]. In this
paper, we have concentrated on the IEEE 802.15.4 MAC layer which consists of the
Radio Duty Cycle as a sub-layer. The duty cycle has an impact on the average power
consumption of node and node lifetime since nodes save the most energy when they
are in the sleeping mode; the minimum the duty cycle, the longer the node’s life and
ultimately network’s life. Along with the MAC layer, routing is a critical aspect that
affects information exchange connection and performance. The selection of routing
protocol and its implementation is important to calculate the overall performance of
a Low Power and Lossy Network (LLN). Also, the success of the routing protocol
for LLNs depends on proper utilization of limited resources, proper control of traffic,
convergence Time, less Energy Consumption, low latency, and packet delivery ratio
(PDR) which are all important factors in the routing protocol’s success. To improve
the average lifetime of the node the proper utilization of resources is very important
and its found that much of the energy is wasted in transmitting and receiving data
as the node needs to be in the wake-up mode to receive and send the data [5, 6].
This paper represents the analysis of the RDC protocol and MAC protocol for RPL
application because the greatest power savings are gained when nodes are sleeping,
and the duty cycle has an impact on average power consumption and node lifetime.
The lower the duty cycle, longer the lifetime of the network.

The paper represents the researchwork as follows, Sect. 2. gives the background of
theMAC layer. In Sect. 3 literature review is discussed.Methodology and experiment
setup is discussed in Sect. 4. Results and discussion are represented in Sect. 5.

2 Background

2.1 Protocol Stack for LLN

Figure 1 shows the 6LoWPAN protocol stack which consists of 5 layers. Layer 1 is
the physical layer(IEEE802.15.4), Layer 2 is the MAC(IEEE 802.16.4 MAC) and
adaptation layer with 6LoWPAN protocol, Layer 3 is the network layer with RPL
protocol, Layer 4 is the transport layer which has TCP and UDP protocol, Layer 5 is
the application layer with CoAP protocol. This research is based on the MAC layer
and protocol related to it
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Fig. 1 To overcome the problems of constrained devices of the Low Power Lossy network IETF
has suggested the protocol architecture which has different protocols as compared to the traditional
TCP/IP network and also between the physical layer and the network layer 3 more protocols exist
called as Framer, Medium Access Control, Radio Duty Cycle

2.2 IEEE 802.15.4 Medium Access Control (MAC)

The medium access control (MAC) layer is responsible for fairness, high throughput
withminimumenergy consumption, and low latency. TheMAC layer is also specified
in IEEE 802.15.4 standard. Long (64-bit) and short (32-bit) MAC addressing are
supported by IEEE 802.15.4. (16 bit). Quadrature phase-shift keying (QPSK) and
binary phase-shift keying (BPSK) are the types ofmodulation used by IEEE802.15.4.
It has a maximum 128-byte frame size, including the (1 byte) MAC header [2, 4, 7].

Framer, Medium Access Control and Radio duty cycle are the sub layers of IEEE
802.15.4 MAC layer. The variables such as NETSTACK framer, NETSTACK RDC,
NETSTACK MAC are used by the network layer respectively. The framer layer is
a set of auxiliary’s function used to form the frame which contains data to be sent
and received. Radio Duty Cycle (RDC): This layer controls the node’s sleep period.
The function of RDC is to check when to transmit the packets to also ensure that the
node should be awake to receive the packet. Finally, the MAC layer is responsible
for packet addressing and retransmission [8].

2.3 RDC Protocol

The following are the types of RDC protocols mentioned in the literature: X-
MAC, CX-MAC, ContikiMAC, NullMac, LPP X-MACAs per paper [9], X-MAC is
TinyOS’ (WSN) well accepted RDC protocol. In this protocol whenever the sender
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wants to send a frame, before sending the actual data it sends a small request frame to
its destination and waits for the ACK from the destination. After receiving this small
frame, the receiver sends the ACK, After receiving ACK, the sender sends the Data
[4, 5, 10]. Effect of IEEE 802.15.4 MAC layer on energy consumption for routing
protocol for low power lossy networks (RPL).

CX-MAC. It’s called Contiki X-MAC. It works on the principle of phase lock-in
where when the sender and receiver are in phase it means that the receiver is in the
listing mode and the sender transmits the probe.

ContikiMAC. The receiver sleeps most of the time, but it wakes up a few times
every second to execute two Clear Channel Assessments (CCA). In between two
CCA pairs, there is a “Wake Up Interval” (WUI) of 125 ms. If no radioactivity is
detected during two consecutive CCAs, the receiver can go back to the sleep mode.
Whenever CCA detects the radioactivity, the receiver remains awake to receive the
frame and sends ACK the frame received, and goes back to sleep. Before going
back to the sleep mode, thereceiver will wait a long time for successive frames to
be delivered in the same time slot and send ACK. The number of retransmissions
should be kept to a minimum to minimize power utilization at the sender. When
a sender receives ACK, it will come to know that the receiver was sleepless, right
before sending the acknowledged frame. Because the wake-up periods are periodic
with an interval of WUI, the sender will create a learning table that specifies the
best time for each destination to begin the transmission of a frame (by locking the
phase of the transmitter and receiver). Once the locking has been set up, rather than
retransmitting the frame, again and again, it will only retransmit a few times because
retransmission begins only when the receiver is about to awake. The phase lock can
work for a long time though tx and Rx clocks are not synchronized by updating the
timing when getting each ACK [10].

NullRDC: Contiki provides NullRDC, a radio duty cycling protocol configured
like the other RDC protocols but this protocol keeps the radio ON all the time.

3 Medium Access Control Protocol for Contiki OS

Contiki supports CSMA, NullMAC as MAC protocols.

3.1 Carrier Sense Multiple Access (CSMA)

Because the two more efficient versions of the Aloha-derived medium access control
protocols (CSMA/CD and CSMA/CA) do not meet the need for constraint devices
because of less memory, and processing power and therefore according to [11]
the author described that “Contiki has implemented a simplified CSMA protocol
that manages a separate FIFO queue for each possible destination and tries to
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transmit each frame multiple times before dropping the frame after three unsuc-
cessful attempts”. In CSMA, the time between two successive transmission attempts
should be kept to a minimum. The time between subsequent transmission attempts in
CSMA should be random, with a mean that grows exponentially. “The exponential
function is simply approximated by a linear function” because the maximum number
of trials is limited [7].

3.2 Application and Router Layers

Above the MAC and RDC layers, Contiki provides two different groupings of proto-
cols. The first is known as Rime. It is a Contiki-specific communication protocol,
while the second, known as uIP, is an adaptation of the IP layer architecture for
constraint nodes [10].

4 Literature Review

The power management of hardware platforms is one of the most difficult difficulties
in deploying IoT applications. Researchers are now employing a variety of novel
technologies to reduce radio power consumption and to open the door of IoT for
real-time applications. The hardest job in IoT systems is to find the power utilization
of Tx and Rx when they are communicating with each other [4]. Because in the
nodes’ communication, when the radio is in a sleepless state, a lot of effort has gone
into developing “power-efficient radio WakeUp models”. Various techniques based
on hardware and software methods to be used to manage the radio WakeUp mode
have been suggested [12–14]. The authors in [15] designed a new IoT node for “long
and short-range networking” using a mix of energy scavenging WakeUp receiver
and “LoRa radio technology”. “BLE technology and WakeUp radio” are combined
with energy scavenging in another approach. Both proposed solutions are hardware-
based, with a “dual-radio mechanism” utilizing different components in the Node
radio structure to form SoC (System on Chip)”, which is costly for IoT devices.
Small hardware size and low cost are critical variables for adopting WSN on a big
scale. Other protocol-based approaches, also [12, 14], have been introduced which
are more reactive to change of the channels [12]. As per literature [16] “The average
power utilization of each device (P) is the sum of the average power utilization in
the CPU state (Pcpu)- is activated whenever the device is active (the CPU is active
without using the radio transceiver is CPU Tx – Rx)”, the Low Power Mode state
(Pump)- is ONwhen the sensor device goes into low power state, the Rx state (PRx)-
the sensor device is ON in the radio receive state, and based on the platform data
sheet, the voltage level (VCC) and current power utilization in the stated condition
are established. The power utilization in each state is determined using the number
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of “CPU ticks” depending on the use of the “microcontroller”, the “current power
consumption” in the stated state, and the “battery” [17, 18].

In this paper, we have analyzed all the RDC and MAC protocols for 30 node
topologies which consist of 30 UDP clients and 1 UDP server. The application is
the Routing Protocol for Low Power Lossy Network(RPL) in RPL as nodes want to
send the data to the root node or sink node to form a DODAG. During this process
lots of control messages are exchanged between the nodes to find the best parents
as per the objective function. And because of this overhead of messages, the power
consumption of the node will increase, and ultimately the life of the network will
decrease. So it is important to choose the correctMACprotocol to improve the overall
life of the network. This paper gives a comparison of all the existingMAC protocols.

5 Methodology

5.1 Contiki OS

The latest version of Contiki 2.7 is used in this investigation. Contiki, as previously
said, is an open-source Internet of Things operating system that enables tiny low-cost,
low-power embedded devices connected to the Internet. We concentrate on Contiki’s
offered features, to give an optimum technique to reduce energy usage, and network
protocols and radio duty cycles were combined. The authors in [11] explain about the
Cooja simulator software, in IoT nodes where the Cooja simulator, which is available
at Contiki OSwestie, is used in this study tomodel the topology and run the proposed
approach on the nodes in the network scenario. During compilation, all three layers
(“Framer, RDC, andMAC”)must be declared. They are defined in theMakefile or the
project-conf.h file. File “core/net/netstack.h” contains the specifications of protocols
used. It binds the “NETSTACK FRAMER, NETSTACK RDC, and NETSTACK
MAC” to a protocol that can be used further [11, 19] (Fig. 2 and Table 1).

6 Result and Discussion

The topologyof 30nodes and1 sinkwas created using theContikiOScooja simulator,
and the power trace code was written to trace the power of each node.
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Fig. 2 Simulation setup: The Cooja simulator in the configuration consists of 30 nodes as a UDP
client node and 1 UDP server node, where all the clients wanted to reach to the root node or server
node to form DODAG. The top left panel shows simulation control that allows us to see the time
lapse, the speed of simulation and start, pause, step and reload button. The bottom window shows
mote output that network layer used Rime, MAC layer used CSMA protocol, RDC layer used X-
MAC protocol with the channel rate of 32 Hz and the message was sent by the UDP client. The
window below the mote output is the power tracker that allows to track the motes radio power with
a seperate transmitter and receiver

Table 1 Evaluation
parameters

Parameters Value

Application Powertrace

Transport Layer Protocol UDP

Network stack rime

MAC protocol CSMA, NullMAC

Radio Duty Cycle (RDC)
Protocol

ContkiMAC, X MAC,
CXMAC, NullRDC

Sleep Cycle 8 Hz, 16 Hz, 32 Hz

No. of nodes 31

Area 100 m × 100 m

Physical Layer 802.15.4

MAC layer IEEE 802.15.4
(ContikiMAC)

Network Layer (Routing
Protocol)

RPL



214 A. Telgote and S. Mande

6.1 How to Read the Output of Powertrace File

The explanation of the output of the powertrace file is given as follows, 60,445 P
0.18 16 118,490 1,847,789 15,413 130,581 135 110,321 118,490 1,847,789 15,413.
130,581 135 110,321 (radio 7.42%/7.42%tx 0.78%/ 0.78%listen 6.64% / 6.64%)
Contiki estimates the nodes’ power usage using the Energest software-basedmodule.
This module measures the amount of time spent by each sensor node in real-time in
phases such as CPU, LPM, Tx, and Rx. When the node is powered on, the “energy
estimation module” is invoked to generate a “time stamp”. The Power utilization of
the node can be calculated by

P = Pcpu + Plmp + PRx + PTx.

Where P = Total power utilization of node.

Pcpu = Power utilization of CPU.

Plmp = Power utilization when the device is in low power state.

PRx = Power utilization when the device is in listen state.

PTx = Power utilization when the device is in transmit state (Table 2).

Table 2 How to read the
output of powertrace file

Parameters of powertrace file Explanation of each parameter

clock time = 60,445 Clock time

rimeaddr = 0,18 Rime address

seq. no. = 16 Sequence number

all cpu = 118,490 Accumulated CPU power
utilization

all lpm = 1,847,789 Accumulated low power mode
power utilization

all transmit = 15,413 Accumulated transmission’s
power utilization

all listen = 130,581 Accumulated listen power
utilization

all idle transmit 135 Accumulated idle transmission
power utilization

all idle listen = 110,321 Accumulated idle listen power
utilization

cpu = 118,490 CPU power utilization for this
cycle

lpm = 1,847,789 LPM power utilization for this
cycle

transmit = 15,413 Transmission power utilization
for this cycle
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Table 3 TmoteSky
parameters and its power
utilization as per data sheet

Parameters Power utilization state Voltage requirement

VCC “Supply voltage” 3 V

P CPU “MCU on, Radio off” 1.8 mW

P LPM “MCU idle, Radio off” 0.0545 mW

P Tx MCU on, Radio Tx 17.7 mW

P Rx MCU on, Radio Rx 20 mW

According to the data sheet for TMoteSky the following parameters need to be
considered (Table 3).

Number of ticks per second for rtime (RTIMER SECOND = 32,768)
The Voltage requirement for TmoteSky is 3 V.
As per [20] the following formula is used to calculate the power consumption for

each mote after getting the rtime ticks in each state is

“Energy (mJ)= (Transmit * 19.5 mA+ Listen * 21.5 mA+ CPU time * 1.8 mA+ LPM *
0.0545 mA) * 3 V / (32,768)”

6.2 Rtimer Arch Per Second

In Figs. 3, 4, 5, the Y axis indicates Rtimer Arch per second indicating the number
of ticks utilized by the nodes when they are transmitting data, receiving data, in ideal
mode or in Low power mode for channel check rate 8, 16, 32 Hz.

6.3 Energy Consumption for Channel Check Rate 8 Hz

From this Fig. 6, it is observed that if we use MAC protocol as CSMA and RDC
protocol as X-MAC, CX-MAC, ContikiMAC, for channel check rate 8 Hz, power
utilization of X-MAC is 149% more, CX-MAC is 218% more and power utilization
of NullRDC is 2800% more as compared to ContikiMAC.

6.4 Energy Consumption for Channel Check Rate 16 Hz

From this Fig. 6, it is observed that if we use MAC protocol as CSMA and RDC
protocol as X-MAC, CX-MAC, ContikiMAC, for channel check rate 16 Hz, power
utilization of X-MAC is 286% more, CX-MAC is 391% more and power utilization
of NullRDC is 2657% more as compared to ContikiMAC.
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Fig. 3 Accumulated energyConsumption ofCPU,LMP,TX,RX, IdleTx and Idle listen for channel
check rate 8 Hz. Y axis indicates Rtimer Arch/sec., means no. ticks /sec, from this figure. Its clear
that more no. of ticks are utilized when the device is in the low power mode and therefore there will
be more energy consumption ad also ContikiMAC power utilization will be less in all CPU mode,
all transmit mode, and all Received mode as compared to X-MAC and CX-MAC but more in all
LMPs CX-MAC utilized less power while CX-MAC needed more power in all CPU mode and all
listen mode

6.5 Energy Consumption for Channel Check Rate 32 Hz

From this Fig. 6, it is observed that if we use MAC protocol as CSMA and
RDC protocol as X-MAC, CX-MAC, ContikiMAC, for channel check rate 32 Hz,
power utilization of X-MAC is 417.4% more, CX-MAC is 554.7% more and power
utilization of NullRDC is 2057% more as compared to ContikiMAC.

7 Conclusion

The Internet of Things (IoT) is one of the emerging technologies responsible for the
Industry 4.0 revolution. For Low Power Lossy network the overall network lifetime
depends on the power consumption of each node. This report represents the analysis
of the Radio Duty Cycle Protocol for IoT networks. The duty cycle also affects the
average power consumption and node longevity, because nodes save the most energy
when they are sleeping lower; the lower the duty cycle, the longer the node’s lifetime.
So here are the existing RDC protocols such as X-MAC, CXMAC, ContikMAC, and
NullRDC compared for RDC channel rates 8, 16, and 32 Hz. And it is observed that
if we use the MAC protocol as CSMA and RDC protocol as X-MAC, CX-MAC,
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Fig. 4 Accumulated energyConsumption ofCPU,LMP,TX,RX, IdleTx and Idle listen for channel
check rate 16 Hz. From this figure it is clear that more no. of ticks are utilized when the device is
in low power mode and therefore there is more energy consumption in the LMP mode. Another
observation is that the ContikiMAC power utilization is less for all CPUmode, all transmit mode, all
Received mode as compared to X-MAC and CX-MAC but in all LMP power utilization of X-MAC
and ContikiMAC is the same, while CX-MAC utilized less power. CX-MAC needs more power in
all CPU mode and all listen mode

ContikiMAC and NullMAC, for channel check rate 8 Hz, power utilization of X-
MAC is 149% more, CX-MAC is 218% more and power utilization of NullRDC is
2800% more as compared to ContikiMAC. Similarly for channel check rate 16 Hz,
power utilization of X-MAC is 286% more, CX-MAC is 391% more and power
utilization ofNullRDC is 2657%more as compared toContikiMAC.And for channel
check rate 32 Hz, power utilization of X-MAC is 417.4%more, CX-MAC is 554.7%
more and power utilization ofNullRDC is 2057%more as compared to ContikiMAC.
So if we use CSMA as the MAC protocol and ContikiMAC as the RDC protocol lots
of power of the individual node can be saved. This can increase the life of network,
so can be considered for real time IoT applications.
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Fig. 5 Accumulated energyConsumption ofCPU,LMP,TX,RX, IdleTx and Idle listen for channel
check rate at 32 Hz. From this figure it is clear that more no. of ticks are utilized when the device is
in low power mode and therefore more energy consumption in the LMP mode another observation
is that the ContikiMAC power utilization is less for all CPU mode, all transmit mode, all Received
mode as compared to X-MAC and CX-MAC but in all LMP power utilization of X-MAC and
ContikiMAC is the same, while CX-MAC utilized less power. CX-MAC needs more power in all
CPU mode and all listen mode

Fig. 6 Energy Consumption for channel check rate 8, 16 and 32 Hz
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mCNN: An Approach for Plant Disease
Detection Using Modified Convolutional
Neural Network

S. Brinthakumari and P. M. Sivaraja

Abstract Plant disease is a persistent problem for farmers, and it is one of the
most serious risks to income and food security. This initiative aims to cultivate the
productivity of agricultural output in the nation by classifying plant leaves into sick
and healthy leaf types. The smart farming system is an innovative technology that
aids in the improvement of agricultural quality and quantity. Deep learning using
Convolutional Neural Networks (CNN) has successfully classified various plant leaf
diseases. It represents a contemporary technique that offers cost-effective disease
diagnosis. CNN presents a simplified version of a much broader image. In this paper,
we proposed a hybrid novel model for detection of plant diseases using mixed Deep
Learning (DL) procedures. The UNET based DL framework was used for disease
detection and classification. In convolutional neural layer feature extractionwas done
and the pooling layer optimized those features, and finally a dense layer classifies
the test object. Numerous synthetic and real time plan dataset have been used for
evaluation. In extensive experimental analysis two ML and two DL classifiers are
implemented such as SVM, PCA, CNN and modified CNN (mCNN). The mCNN is
the collaboration of VGG16 and VGG16 backbone for classification and YOLOv3
model data pre-processing. The mCNN obtains 96.80% detection and classification
accuracy on a heterogenous dataset which is higher than other classifiers as well as
conventional classifiers.

Keywords Plant disease prediction · Deep CNN · Machine learning · Feature
extraction and selection · Supervised classification
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1 Introduction

Our Nation’s Economy is based on agriculture. It supports over 70% of the popula-
tion and the actual GDP. India is the greatest producer of pulses, rice, wheat, spices,
and spice products globally. Any country’s agriculture is dependent on the quality
and quantity of agricultural goods, particularly plants. Numerous researchers used
image processing, the ML and DL approaches to identify plant illness (i.e., aber-
rant growth or malfunction) to make this challenging work easier. Plant and tree
health monitoring and disease detection are crucial for long-term agriculture. Plant
diseases and pests pose a significant threat to agriculture. Plant diseases generate
considerable productivity and economic losses in the agricultural business across
the globe. One of the most critical objectives in overall crop disease management is
to identify plant illnesses at an earlier stage to avert a more significant loss. Plant
disease diagnosis entails a large amount of intricacy, which is accomplished by visual
inspection of symptoms on plant leaves. Even skilled agronomists and plant pathol-
ogists often fail to detect particular illnesses due to this intricacy and the enormous
number of farmed plants and their current issues, leading to incorrect conclusions
and treatments. According to the findings, climatic change may affect pathogen
growth stages and host resistance rates, resulting in physiological alterations in host–
pathogen interactions. The problem is made even more difficult because illnesses are
now more readily transmitted internationally. New diseases may emerge in regions
where they have never been seen before and where there is, by definition, no local
competence to fight them. One of the foundations of exactness breeding is the timely
and precise identification of plant illnesses [1]. Solving the prolonged pathogen resis-
tance improvement problem and avoiding the refusal repercussions of season change
is vital tominimize inefficient waste of financial and other resources, resulting inwell
output. Plant diseasesmay be identified through several approaches. Some conditions
have no evident signs, or the harm becomes apparent too late to intervene, demanding
a comprehensive study. However, as most illnesses present themselves in the visible
spectrum, a qualified professional’s naked eye examination is the most prevalent way
of diagnosing plant diseases in practice. A plant pathologist must have extraordinary
observation abilities to notice specific indicators to diagnose plant diseases properly
[2, 3].

Plant disease symptoms may be noticed in dissimilar areas of the plant. Neverthe-
less, leaves are the most typically encountered components for identifying illness.
Consequently, researchers have labored to automate identifying and categorizing
plant illnesses using leaf photographs. Artificial intelligence, machine learning,
deep learning, image processing, and Graphics Processing Units (GPUs) may aid
in expanding and increasing plant protection and growth. The usage of artificial
neural network topologies with multiple processing layers is called deep learning.
CNN is the principal deep learning technique utilized in this research. The CNNs
are among the most effective algorithms for simulating intricate processes and
performing pattern identification in applications involving massive data, such as
image recognition. The major contribution of this research is listed below.
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• To extract various features from the train or test image data set and build a robust
model for better classification accuracy.

• We also develop a hybrid classification algorithm that collaborates with a CNN
or RNN to detect heterogeneous plant diseases.

• We also support the acceptance of heterogeneous image data set that includes
plant leaf disease and fruit disease for the validation plant dataset.

The rest of the paper describes the literature survey that has been demonstrated in
Sect. 2, alongwith a focus on literature of reviewandSect. 3 demonstrates the planned
implementation strategy with a defined research methodology. Section 4 presented
with algorithm details are used for the proposed implementation. Section 5 discussed
the experimental setup and results achieved on various datasets with the hybrid
classification model. Finally, in Sect. 6, we demonstrate the proposed research’s
conclusion and future work.

2 Literature Survey

Plant diseases diminish crop quality and productiveness, making them a key concern
in agriculture. Plant diseases may cause mild to heavy damage to broad parts of
planted crops, resulting in considerable financial losses and affecting the agricul-
tural economy [1]. To avert huge losses, many disease-diagnosis methods have
been created. Molecular biology and immunology can identify causal agents. Many
farmers can’t apply these tactics since they need specialized knowledge or a lot of
money and resources. According to the UN’s Food most farms are operated by fami-
lies in poor countries. These homes feed much of the world’s population. Poverty,
food insecurity, and limited market and service access persist [2]. Many studies have
been done to produce precise, farmer-friendly processes.

Precision agriculture uses advanced technology to enhance decision-making [3].
Modern digital technology gathers a lot of data in real-time, and machine learning
algorithms are used to make cost-effective decisions. This topic needs advancement,
especially in decision-support systems that convert enormous amounts of data into
useful ideas. Several techniques and approaches may be used for this, numerous
machine learning and deep learning techniques such as ANN, SVM, NB, RF etc.
Deep learning (DL) methods have risen in agriculture. Computer vision and AI may
provide new solutions. These methodologies make forecasts more accurately than
traditionalmethods, improvingdecision-making.Advances in hardware technologies
allow DL to handle complex problems quickly. These discoveries aren’t trivial. DL
is a cutting-edge method for categorizing land cover and may have additional uses.
Deep neural networks (DNNs) perform well in hyperspectral analysis [4]. CNNs
perform well in crop categorization [5, 6], quality analysis disease detection and
classification using computer vision techniques [7, 8]. AlexNet [9] and GoogLeNet
[10] showed existing methods performance in various investigations [11–15]. Pre-
trained networks perform better [13].
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A comprehensive collection should comprise diverse images. Generative adver-
sarial networks (GANs) [16] may produce synthetic data when the training material
is insufficient. Existing DL solutions for plant disease detection are successful, but
there’s need for improvement. Traditional machine learning approaches are used
to identify ailments [17]. The SVM classifiers to identify healthy and Bakanae-
infected rice seedlings. The authors found the recommended procedure to be less
subjective and time-consuming than standard naked-eye assessment. Another study
[18] employed three classifiers: SVM, KNN, and probabilistic neural network to
decrease human involvement. The authors emphasized feature extraction, back-
ground removal, and segmentation. 19 agreed. According to [19] plant disease
detection and segmentation was used using ML and segmentation methods on a
heterogeneous dataset.

Similarly, only a few studies have been observed at sophisticated training strate-
gies; for example, authors in [13] looked at the performance of various deep learning
frameworks that are trained from scratch as well as transfer learning methodolo-
gies. By differentiating the state-of the art DL structures for the categorization of
crop disease; comparison research was done to demonstrate the relevance of the
fine-tuning approach [20]. The most current discoveries in the field of plant disease
categorization are given in detail.

The categorization and location of objects are conducted in a single platform
utilizing deep learning meta-architectures to meet the issue of object identification.
Few DL algorithms have been created in this area. The Region-based Convolu-
tion Neural Network (RCNN) was one of the earliest current algorithms to use
CNN for image detection [21]. Following that, the effective application of regional
proposal approaches demonstrated important advancements in object recognition.
Few researchworks have been undertaken to execute this difficult agricultural activity
using DL approaches in the situation of plant disease identification. Deep learning
replicaswere used to conduct plant disease localization and diagnosis, for example, in
[22]. The authors effectively acquired a greater mean average accuracy by using their
own annotated photos of tomato leaves. Two alternative ways to performing auto-
mated pest identification based on ML/DL learning algorithms were devised and
compared in [23]. The goal of this study was to find the pest in greenhouse tomato
and pepper plants. Their results revealed that deep learning approaches outperformed
machine learning algorithms because of their capacity to conduct detection and clas-
sification tasks in a single step. The Single Shot Detector (SSD) was used in recent
research to identify illness in Cassava leaves, and the findings were good [24]. CNN’s
plant disease identification task was used in another recent study to quantify the
degree of abnormalities in plant leaves [25].

A fewdatasets have been created andutilized for a variety of real-world procedures
with a large number of classes. For example, the ImageNet dataset [26], which
contains an unparalleled amount of photos, has lately achieved achievements in object
categorization and detection research. Similarly, the MS Coco dataset [27] has 91
object classes, 82 of which have over 5 k tagged examples each. In 328 k images,
a sum of 2500 k data instances is flagged. When collated to the ImageNet (3.0) and
Pascal (2.3) datasets, the MS coco dataset includes further object instances. As a
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result, for transfer learning, we employed the MS Coco dataset’s training weights.
Following that, the Plant Village dataset [28] was chosen since it includes photos
that are relevant to the study region.

3 Proposed System Design

This system evaluates plant disease detection and classification using a modified
convolutional neural network-based deep learning algorithm. According to Fig. 1,
initially, we collect the data from numerous sources, such as some synthetic data sets
or a few real-timedata sets. Thepreprocessing has beendoneusingnoise removal, and
misclassified instances have been removed in the normalization phase. In an actual
convolutional neural network, the conventional layer works to extract features, while
optimization is done in the feeling layer. The deep convolutional Framework has been
used with n number of epoch sizes. Finally, according to the trained model, the dense
layer classifies the entire test in instances. In the below section, we determine each
phase of the our model concerning the module.

Image Data acquisition

This module collects plant image datasets from various sources, such as real-time
validated image datasets and some synthetic datasets. The dataset may be imbalanced
sometime, and it contains noisy images. In the second section, we pre-processed and
normalized the entire dataset to achieve the best results for training and testing.

Data Pre-processing

Pre-processing reduces distortion, making post-processing simpler. Pre-processing
includes color space transformation, cropping, smoothness, and enhancement. This
module’s use varies with image quality. Color space converting is accompanied by
filtering and augmentation. If photographs are obtained in an uncontrolled setting
with complicated backdrops, cropping is also necessary. It can be done manually or
automatically with the help of functions.

Segmentation

Along with the items of interest, segmentation separates the image into sections
with strong association. The number of histogram peaks, for example, is one feature
of a correctly segmented picture that aids in the simple identification of healthy or
contaminated samples. Plant disease detection systems have been demonstrated to
function effectively using edge, threshold, location, and color-based segmentation
approaches. As a result of the considerable color disparities between the infected leaf
region and its native color, spot color-based segmentation emerges. In segmentation,
determining a threshold value is critical.
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Fig. 1 Propose mCNN based plant disease detection and classification

Feature Extraction

Different features are available in images such as color, binary, histogram, autoen-
coder for identification of image. Shape and histograms are widely used to determine
color. Texture may have properties including contrast, homogeneity, variance, and
entropy. Diverse datasets need a variety of characteristics; however, texture has been
recognized as the best feature for plant disease diagnosis. For feature extraction, a
variety of approaches are utilized.

Classification or Recognition

In plant disease detection systems, classification is a critical component. The clas-
sification of test image either normal or abnormal has been defined in the testing
phase. The training dataset was used for module training while the trained module
was used for prediction of class label of the test dataset. The hybrid deep learning
classification algorithm is what we used for detection of disease with cCNN and
mCNN collaboration.
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4 Algorithm Design

To implement thiswork,wedesign a newmodifieddeep learning-based convolutional
neural network classifier called mCNN. This algorithm is divided into two phases
such as training and resting. The training module generates the rules for the entire
module, while the testing phase validates disease detection and classification tests.

The (xit, yit) are the training set, and generate background knowledge for the
entire train module. The primary function of the objective is

min (W) = λ

2
‖W‖2 + f

(
W,

(
xit , yit

))
. (1)

Secondly, Eq. 1 calculates the gradient distance which is demonstrated by using
Eq. 2.

�t = λWt − αt yit xit

whereαt =
{
1, if yit

〈
Wt , xit

〉

0, Otherwise
< 1 .

The updated formula of matrix W is as follows.

(2)

where (λt) is the weighted matrix generated by Eq. 2 while Eq. 3 executes on behalf
of itself.

Wt+1 =
(
1 − 1

t

)
Wt + yit xit (3)

In practice, Formula (3) is used to find the minima or maxima by iteration.
The implementation of the proposed model for the training and testing phase are

described in detail in the below section.

Execution of Training.

Input: Train_DB[] as training dataset, set of activation function AF[].

Output: Trained module in.PKL file for the entire splited dataset.

Step 1: Initialize both the algorithms Train_DB[], AF[], epoch_size.

Step 2: Extracted_Features_set &#xF0DF; Extract_Features(Train_DB[]).

Step 3: Selecetd_Features[] &#xF0DF; optimizer(Extracted_Features_set).

Step 4: Train.pkl &#xF0DF; Build_Classifier(Selecetd_Features[]).

Step 5: Return Train.pkl.
The above algorithm executes during the module training, in step 1 initialization

was done with no. of epochs, convolutional layers etc. Step 2 describes an extract
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feature from training data and features are optimized in step 3. The classifier was
trained in step 4 and it returned the trained module with.pkl file return in step 5.

Execution of Testing

Input: Test_DB [] as testing instance set or individual patient record, Training
Background Knowledge Train.pkl, User defines threshold Th.

Output: Output_Map < Predicted_class_label, Similarity_weight > optimized
instance recommend by classifier.

Step 1:Read all test data fromTest_Data[] using the below function for validating
to training rules, the data is normalized and transformed according to algorithm
requirements

test_Feature(data) =
n∑

m=1

(.Attribute_Set[A[m] . . . . . . ..A[n]T est_Data)

Step 2: select the features from extracted attributes set of test_Feature(data) and
generate feature map using the below function.

Test_FeatureMap [t…..…n] = ∑n
x=1(t) &#xF0DF; test_Feature (x).

Test_FeatureMap[x] are the selected features in the pooling layer. The convolu-
tional layer extracts the features from the input that passes to the pooling layer and
those selected features are stored in Test_FeatureMap.

Step3:Nowread the entire taringdataset to build the hidden layer for classification
of the entire test data in the sense layer,

train_Feature(data) =
n∑

m=1

(.Attribute_Set[A[m] . . . . . . ..A[n]Train_Data)

Step 4:Generate the trainingmap using the below function from the input dataset.
Train_FeatureMap [t…..…n] = ∑n

x=1(t) &#xF0DF; train_Feature (x).
Train_FeatureMap[t] is the hidden layer map that generates feature vector for

building the hidden layer. Then evaluate the entire test instances with train data.
Step 5: After generating the feature map we calculate the similarity weight for

all instances in the dense layer between selected features in the pooling layer

Gen_weight = CalcWeight(Test_FeatureMap||
n∑

i=1

Train_FeatureMap[i])

Step 6: Return .Gen_weight
The above algorithm describes the testing phase process of the proposed model

called mCNN. In step 1 the test dataset was read with total attributes and features are
extracted from test data in step 2. Similar process was done for training data in steps
3 and 4 respectively. The similarity calculation was done as like the dense layer in
step 5. The generated weight returns by a similarity function that returns by step 6.
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5 Results and Discussions

The python 3.6 with jupyter notebook opensource source frameworkwas used for the
proposed implementation. The RESNET-100 deep learning framework was utilized
for implementation of CNN. A major modification was done in conventional CNN
according to the algorithm given (Fig. 2).

Figure 3 displays mCNN classification accuracy using the plant image dataset;
similar tests were used with different cross validations and the results are shown.
According to this investigation, this experiment delivers the greatest average
classification detection rate of 93.60% and 94.90% for mCNN utilizing Tanh.

In this experiment, we examined ReLU’s accuracy rate using a plant images
dataset; comparable tests were conducted with varied cross validation etc. According
to this investigation, different cross validation accuracies of the classification for
mCNN are 95.30% and 97.10%, respectively.

AboveFig. 4 describes the resultwith andwithout cross-validation.Wehaveused a
least of three hidden layers for the detection of the disease. Using this experiment, we
conclude mCNN with sigmoid provides better detection accuracy than conventional
ML algorithms.
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Relative Analysis of Existing Deep Learning Algorithms

In another investigation, the probability of disease detection using supervised DL
classification was detected. The system designates numerous evaluations among this
research results and some existing systems results were calculated on the similar as
well as multiple datasets.

Here, on Plant_Village dataset, no one has applied PNN, DNN, LSTM, CNN and
the proposed mCNN based hybrid model. The accuracy achieved here is 96.80%
which is better than other Deep Learning models. Figure 5 compares the proposed
algorithms’ classification accuracy to that of different known machine learning tech-
niques. For data organization or classification, the most recent predicted sample
employs a train and test data. The train dataset of the train model is made up of input
function modules and their respective class labels. This learning set is used to create
a categorization model that organizes the input data into appropriate template files
or labels. The model is then validated using a test set derived from the class labels
in the entire test dataset.

6 Conclusion

This paper describes a plant disease detection and classification using a modified
DL framework called mCNN. The specialized Model was developed using DL and
conventional ML algorithms using image processing to identify plant diseases using
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healthy and infected images of leaves. This can help the farmer for proper production
of good quality crops. According to extensive experimental analysis the proposed
DL model obtains higher results than conventional ML algorithms. DL is the new
approach for detection and the classification of the plant disease in synthetic as well
as real time dataset. We extract various heterogeneous features in the convolutional
module and build a robust train module. The mCNN achieves 96.80% detection
accuracy on heterogeneous plant image datasets, which is much higher than the
conventional classification algorithms. Considering the heterogeneous plant dataset
with various identification of diseases using hybrid DL algorithms will be the future
task of the proposed research.
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Jewel Beetle-Batteryless WSN Eco
Monitoring System

Rajiv Iyer and Aarti Bakshi

Abstract This paper presents a system for monitoring forest fire using wireless
sensor networks (WSN) and the Internet of Things (IoT). Forest fire is an impor-
tant and unsolved ecological problem. Although many solutions are available in the
literature and practice they have not been able to solve the problem effectively. Also,
they have problems in terms of cost and ease of implementation. This paper deals
with the design and development of a batteryless eco monitoring system and it is
used on readily available energy sources. However, improvement of the performance
is needed, therefore methods of harvesting energy around these sensors are imple-
mented to extend the life of the battery or ideally provide an endless supply of energy
to the sensor. To achieve this, we have designed 3 nodes working on the energy that
will be provided from readily available energy from harvesting systems. These nodes
with attached sensors are been used to collect the environmental data. The system is
optimized in terms of reliability and sensitivity as compared to existing systems.

Keywords Arduino · Eco monitoring · Energy harvesting · Forest fire · IoT ·
Temperature sensor

1 Introduction

Forest fire is a problem that is yet not solved which is leading to major environmental
changes all over the world. It is irreparably affecting the flora and fauna. Although a
lot of techniques to detect forest fire are available in literature each has its own chal-
lenges in terms of cost, ease of implementation, complexity, and availability. Further
battery-based systems require replacementswhich are difficult in forest environments
and are not easily accessible to humans Thus there is a growing interest to harvest
ambient energy for the operation of solutions designed for forest fire detection such
as low-power wireless sensors. RF energy harvesting can be used to partially/fully
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supply the energy required for the operation of portable electronic devices such as
wireless sensors, cell phones, Bluetooth devices, medical implants, and hearing aid
devices. The work in this paper presents two energy harvesting techniques that can
be deployed for forest fire detection systems. This paper also shows the three nodes
developed using processors which are low energy, low cost, and have low processing
power suitable for forest fire detection applications. In this paper, we will first review
the work done previously in Sect. 2. Section 3 describes the proposed methodology
and discussed the results obtained in Sect. 4. We conclude in Sect. 5.

2 Related Work

Zigbee-basedmethods are used in forest fire detection systems [1] tomonitor temper-
ature and humidity in the forest more promptly and accurately. The authors have
highlighted the special benefits of data transmission security, network flexibility,
and low cost and energy requirements for a forest fire monitoring system based on
a Zigbee wireless sensor technology that they designed. The system’s topological
structure is a cluster tree adaption. A cluster tree structure is simpler to build than
a reticular one, because the information flow requires less memory. The maximum
range of Zigbee places restrictions on the system.

Also, problems of energy consumption, node location, and clock synchronization
need to be addressed. As described in [2], a mechatronic evaluation of forest fire
monitoring systems based on UAV is implemented. Drone-based systems are also
used for these systems. The requirements are mapped to the mechatronic capabilities
that these systems should possess. The supporting technology for these skills are
succinctly described. The discrete Choquet integral is used to assess the architectural
designs of these systems. Using drones, however, is not cost-effective in scale and
faces regulatory issues in many countries.

In [3] a robotics-based mechanism is used. The authors created a drone-based
unmanned aerial vehicle (UAV) and employed it for various robot mechanism appli-
cations. Magnetometer, temperature, and night vision cameras are all present. To
detect the Earth’s magnetic field, spot magnetic anomalies, and calculate the dipole
moment of magnetic materials, magnetometers are frequently employed in geophys-
ical surveys. A magnetic sensor can assist in the detection of landmines. In order
to record or communicate temperature changes, a temperature detector detects the
ambient temperature and turns the input line into electrical data. The image or
tape-hung night vision camera uses both electrical and graphic camera detectors
to permit moving objects within the monitored environment. Based on this module,
the Unmanned Aerial Vehicle (UAV) will fly throughout the day, at night, in smoky
areas, over uncharted territory, and in search of unknown activities in order to identify
the forest fire for emergency purposes. The temperature will be detected, the forest
fire will be located, and a response notification will be sent to the controller using a
temperature sensor. However, using drones also has issues with the sensors that are
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mounted on them, especially magnetometers. In [4], a drone-enabled wireless sensor
network (WSN) was used.

This article proposes the optimal weighted probability function, taking into
account the remaining node energy, node spacing, and average energy of the network
by the author. This feature helps optimize the clustering process for three levels
of heterogeneity by minimizing the energy of the proposed network. The proposed
method achieves a 29.45% and 52.48% increase in network life compared to existing
algorithms. The reason for this significant increase in network life is to use the
proposed features to select the most powerful node as the cluster head. However, the
system is limited by flight time and complex mathematical modeling of the drone.
In [5] authors establish a geostationary satellite-based forest fire monitoring system
that can monitor areas of the Korean Peninsula 24 h a day for forest fire moni-
toring, and describe how to establish a forest fire monitoring system and use it in
various ways. In order to establish a satellite-utilized forest fire monitoring system,
they have concluded literature research, technical principles, forest fire monitoring
means, and a satellite forest fire monitoring system. The satellite-utilized forest fire
monitoring system can consist of one geostationary satellite equipped with infrared
detection optical sensors and a ground processing station that processes data received
from satellites to spread surveillance information. Forest fire monitoring satellites
are located in the country’s geostationary orbit and should be operated 24 h a day,
365 days a day. Forest fire monitoring technology is an infrared detection technology
that can be used in national public interests such as forest firemonitoring and national
security. It should be operated 24 h a day, and to satisfy this, it is efficient to establish
a geostationary satellite-based forest fire monitoring satellite system. The satellite-
based classical system lags continuous monitoring, requires complex processing and
the information does not reach the ground in real-time though. In [6], the author
reports on a new tag-based WSN that does not use chips and batteries, which funda-
mentally breaks all previous paradigms. Consisting of off-the-shelf components on
a printed board, this WSN can acquire and transmit information without injecting or
collecting DC power, while polling the node with a full-duplex transceiver design,
thus the node itself. Not affected by self-interference. The WSN described does not
require advanced and expensive manufacturing, but its unique parametric dynamic
operation allows for superior sensitivity and dynamic range beyond what is achieved
with on-chip sensors. Batteryless systems for forest fire detection are at a very nascent
stage and are not available widely.

Thus there is a need for a low-cost solution for forest fire detection with a device
that can harvest energy available through renewable sources which can be easily
deployed in harsh conditions. This paper addresses the problems in existing systems
and is easily deployable and cost-effective.



236 R. Iyer and A. Bakshi

3 Proposed Methodology

In order to prove the concept of the proposed system, we implemented a processing
unit with a temperature and humidity sensor on the main circuit board. We inves-
tigated the characteristics of the environmental monitoring applications and clarify
the requirements for designing the batteryless WSN system. The Jewel Beetle (JB)
system is placed in the forest area where it covers the maximum possible area
for monitoring the changes in different physical parameters such as temperature,
humidity, etc. When a sufficient amount of energy is charged in the energy storage
unit, the Jewel Beetle node gets activated. In an event of an emergency, i.e. when the
sensors detect an abnormal situation, the active node informs its control station. The
JB node charges energy obtained from an energy conversion device to a storage unit.
Since light sources will be found in nearly every place, we are using solar cells for
the energy supply of the JB node to support a good variety of monitoring applica-
tions. Additionally, we are using the RF energy within the current implementation.
The solar cell or RF unit is provided with an energy storage unit in order to store
the obtained electrical power temporarily. Further, the energy kept within the energy
storage unit is connected to the processing unit that is integrated with sensors to
observe the environmental parameters. We are using IoT as a communication model.
We have implemented three different nodes with reducing the size as well as cost.

3.1 RF Harvester

The energy harvester will be used by all three nodes being discussed in next section.
Firstly we designed an antenna for harvesting RF energy as shown in Fig. 1. This
circuit is further given to the doublers circuit shown in Fig. 2. To design an antenna
we took a one-sided copper cladding PCB. Then the photoresist mask of that shape
that we want to implement is applied to the PCB. For this photoresist, we used a
permanent marker here. We applied a double coat of photoresist and let it dry. Then
we took FeCl3 (ferric chloride) solution n dipped PCB in it. Shake it well for 10-
20 min. By doing this the part without photo resists on PCB goes off. To remove
the photoresist acetone solution is rubbed on it. In simple words, the marker part is
removed and only the copper substrate remains. Now for the feed line, we need center
feed. For this PCB is drilled at the center and from that, a copper wire is mounted
and soldered. From this, we get to feed, and hence we got our desired antenna. The
RF energy from this is passed through a doublers circuit and then given to the other
devices of the system. To store this energy, we have used an electrolytic capacitor.
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Fig. 1 RF Antenna developed for energy harvesting

Fig. 2 Doublers circuit for RF energy harvesting

3.2 Proposed Models for Forest Fire Detection and Working

We have proposed three different nodes for forest fire detection (FFD); FFD 1, FFD2,
and FFD3. Each model has a different hardware.

Node implementation using Arduino (FFD1).

In the above block diagram (see Fig. 3), the solar energy is extracted and converted
into dc energy. This energy is stored in a rechargeable battery which charges through
the battery charging rectifier circuit that gets the input energy through the solar.
This battery charger is used to provide the power supply to the system. A voltage
sensor is used to measure the battery voltage. Arduino UNO is used as a processor.
Arduino controls the temperature and humidity sensor which is a DTH11 SENSOR
and the Wi-Fi module which is ESP8266P. The program for processing is burnt in
the Arduino using software ARDUINO IDE. Initially, Arduino is connected to the
PC side web application using a Wi-Fi module. DTH11 sensor is used to measure
the temperature and humidity of the environment. It will detect the temperature
and humidity of the environment and Sensor data will be sent to the controller. If the
temperature and humidity increase above a threshold then the controller will send the
alert notification as fire is detected on the web application on the PC side through the
Wi-Fi module. Here the database is created with date and time. This all is processed
through a XAMP SERVER. As shown in Fig. 4, LCD (16 × 2) is used to display
battery voltage status, temperature, and humidity. This node basically uses the RF
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energy as the resource. This energy is extracted using an antenna. The methodology
used is explained in the flowchart as shown in Fig. 5.

Node implementation using Node MCU (FFD2)

As shown in Fig. 6, the Node MCU works as a processing unit as well as a Wi-Fi
module. Moreover, it has an inbuilt web application so there is no need to use the
XAMP server for the webpage. Figure 7 shows the hardware implementation of the
FFD 2 node which has the Node MCU module with an inbuilt Wi-Fi module.

Fig. 3 Block diagram of node1

Fig. 4 LCD display
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Fig. 5 Methodology of FFD node1

Node implementation using ESP01 (FFD3)

Here again in FFD3, as shown in Fig. 8, in the block diagram the RF energy is
extracted using an antenna. The rest working is the same as in FFD2. The only
difference is that Node MCU is replaced with the ESP01 as shown in Fig. 10 which
works as a processor sending the data to the website as shown in flowchart Fig. 9.
This reduces the hardware size as well as the cost much further.
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Fig. 6 Block diagram of node2

Fig. 7 Hardware implementation of FFD2 node

Fig. 8 Block diagram of node3

4 Result Analysis

4.1 Result for Node Implementation Using Arduino (FFD1)

The above figure shows how results will be displayed on the webpage. On the
computer side web application, display of the DTH11 sensor status, voltage charging
status and data log will be available as shown in Fig. 11.
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Fig. 9 Methodology of node2 and node3

Fig. 10 Hardware implementation of node3
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Fig. 11 Web Page displaying the value of temperature, humidity and charging voltage

4.2 Result for Node Implementation Using Node MCU
(FFD2)

Using Things-board open source software the data is sent to the web side and moni-
tored for real-time application. The data is not stored but it displays the present time
values on the screen and displays the data in graphical form. Using the alarms func-
tion in the software, an alarm is created using the threshold value, which then alerts
when the temperature exceeds the threshold value set. This system’s main advantage
is that it reduces programming at a major level. It also has a major reduction in the
cost and the size. Figure 12 shows the results in normal conditions when there is no
forest fire. Figure 13 shows the scenario when a forest fire is detected. As seen by
comparing both the results it can be seen that the temperature and humidity value
varies as soon as a forest fire is detected.

Fig. 12 Normal conditions
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Fig. 13 Fire detection

4.3 Result for Node Implementation Using ESP01 (FFD3)

Using Things-board open source software the data is sent to the web side and moni-
tored for real-time application. The data is not stored but it displays the present time
values on the screen and displays the data in graphical form. Using the alarms func-
tion in the software, an alarm is created using the threshold value, which then alerts
when the temperature exceeds the threshold value set. This system’s main advantage
is that it reduces programming at a major level. It also has a major reduction in the
cost and the size. Figure 14 shows the results in normal conditions when there is no
forest fire whereas Fig. 15 shows the scenario when a forest fire is detected. As seen
by comparing both the results it can be seen that the temperature and humidity value
varies as soon as a forest fire is detected. It is showing the ADC voltage change as
well as compared to node 2 where only temperature and humidity were displayed.

The comparative analysis yields that our proposed Jewel Beetle system’s sensi-
tivity and resolution are improved compared to satellite and drone-based systems
[2–6]. As our proposed system is an on-site system and it can be deployed in the
forest permanently.

Fig. 14 Normal conditions
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Fig. 15 Fire detection

5 Conclusion

The Batteryless eco monitoring system is a specialized system for supporting typical
scenarios of environmental monitoring applications. For environmental monitoring
the IoT-based solutions were designed, developed, and analyzed. The analysis of the
implementations revealed the fact that Wi-Fi technologies are suited for monitoring
applications. As expected,Wi-Fi consumesmore energy but enables the development
of solutions with a reduced total cost of ownership through the use of the existing
infrastructure. It is a system that canmonitor the temperature and humidity level using
Arduino controller that helps to analyze the various patterns in the environmental
parameters while IoT is proposed which can help in data sending on web application
side on PC and accordingly notifies. By the use of DTH11 sensors, the temperature
and humidity can be sensed and according to the sensor status, a fire alert can be given.
The Arduino controller serves as the heart of this module which controls the entire
process. TheWi-Fi module connects the whole process to the internet. The proposed
solution in this paper is low-cost and easily deployable in a forest environment.

References

1. Zhang J, Li W, Han N (2008) Forest fire detection system based on a ZigBee wireless sensor
network. In: Frontiers of forestry in China, vol 3. Springer, pp 369–374

2. Moulianitis VC, Thanellas G, Xanthopoulos N, Aspragathos NA (2018) Evaluation of UAV
based schemes for forest fire monitoring. In: Advances in service and industrial robotics RAAD
2018. Mechanisms and machine science, vol 67. Springer, Cham, pp 143–150

3. Sivabalaselvamani D, Selvakarthi D, Rahunathan D, Munish M, SaravanaKumar R, Sruthi S
(2022) Forest fire and landmines identification with the support of drones surveillance for
better environmental protection: a survey. In: 4th international conference on smart systems
and inventive technology (ICSSIT) proceedings, IEEE, pp 1480–1485

4. SinghS,MalikA,KumarR,SinghPK(2021)Aproficient data gathering technique for unmanned
aerial vehicle-enabled heterogeneous wireless sensor networks. Int J Commun Syst 34(16)

5. Park BS, Cho IJ, Lim JH, Kim IB (2021) Forest fire monitoring system using satellite. J Converg
Inf Technol 11(11):143–150

6. Hussein HME, Rinaldi M, Onabajo M (2021) A chip-less and battery-less sub harmonic tag for
wireless sensing with parametrically enhanced sensitivity and dynamic range. Sci Rep 11:3782



An Interactive Platform for Farmers
with Plant Disease Recognition Using
Deep Learning Approach

I. Aryan Murthy , Niraj Ashish Mhatre , Rohit Vasudev Oroskar ,
Surya Voriganti , Keerti Kharatmol , and Poulami Das

Abstract India’s primary sector is mainly contributed by the agriculture industry.
TheGDP from agriculture in India increased to 6630 billion INR in the fourth quarter
of 2021 from 4076 billion INR in the third quarter of 2021.

Due to the varied conditions of the subcontinent, the farmers may face different
problems affecting the crop yield which ultimately affects the economy. Also, in case
of the crops the decisions need to be immediate since if the crops are affected by a
disease, then it can spread over the whole field affecting other crops.

In order to help the farmers, come up with solutions to these problems, it has been
aimed to create a platform on which the farmers can post their queries and other
individuals can respond to those questions with answers. A deep learning approach
has also been used to detect plant diseases. This will help the farmers to detect the
disease of 14 different plant species with 38 sub-classes and also to post their queries
in the proposed platform.
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1 Introduction

Around the globe, there are approximately over half a billion farms. The agricul-
tural sector is notably the prime industry for the Indian economy, also being a huge
employer. About 60% of the country’s populace works in the agro-based industry,
contributing up to 18% to the nation’s GDP.

Climate emergency, decline of pollinators, plant malady, etc. threaten food secu-
rity. Diseases of plants pose a threat to food safety and additionally have cataclysmic
adversities for farmers. The prevention of plant diseases costs time, cost and different
other resources. Identifying these diseases is the first step toward its prevention. Not
all diseases have visible symptoms. Detecting these diseases requires technology.
Fungicides, disease-specific chemicals, and pesticides are some of the applications.
In this paper, an interactive platform has been proposed where the farmers can upload
the images of the plants and the diseases of the plants get detected by deep learning
approach. Parallel to that, farmers can upload their queries and get answered by the
experts as well as other farmers who have already faced the same problem.

For plant disease recognition, different adaptive versions of Convolution Neural
Network (CNN) have been used. CNN is one of the most influential deep learning
techniques used for pattern recognition of hefty data sets [1]. There is promising
evidence that CNN can detect these diseases. Recognition can be achieved by using
various classification architectures in deep learning. Transfer learningmodels include
AlexNet [2], AlexNetOWTBn [2], GoogLeNet [3], and Overfeat [4]. They piled up
many convolutional layers. Deep learning networks present difficulties, including
degradation and vanishing gradient problems.

The paper gives a detailed analysis of the methodology and ResNet50 in Sect. 3,
the proposed design of the website along with an explanation of the dataset used in
this research is explained. Results and discussionsmentioned provides a comparative
analysis of different CNN models and concludes why ResNet50 is best among all
the other models.

2 Related Work

In the recent years, researchers have discussed plant diseases and found solutions
using many deep learning techniques. They poured their thoughts on how can plant
diseases be detected and how to minimize it.

In 2018, Sardogan et al. [5] derived a model and ‘learning vector quantization’
theorem to successfully detect disease in tomato leaves. In 2019, Suresh et al. [6]
made use of deep learning techniques along with inception_v3 PyTorch framework
for good accurate results. In reference number [7], limited textured feature, for
example, homogeneity and exhaustion were derived. The aim of the presentation
was to recognize the disease in maize leaves.
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In 2017, Pawara et al. [8] analyzed different feature description technologies with
the help of CNN models. The comparative analysis included HOG-BOW blended
with Support Vector Machine and Multi-layer perceptron classifier and Histogram
of Oriented Gradients based features fused with K-Nearest Neighbors. The compar-
ison of these models was done with the help of GoogleNet and AlexNet. In 2012,
Chaudhary [9] made use of different color-based technologies to crop a fixed region
of recognition in the pictographs of crop leaves. In this research, the color models
which were used are CIELB, HIS, etc. Fujita et al. [10] derived a 4-layer CNNmodel
that can detect seven different types of plant diseases and also included cucumber
leaves (healthy). The model accuracy was up to 83%.

Khirade and Patil [11] used few segmentation technologies and derived conclu-
sions from plant leaf pictures and implemented CNN along with back propagation.
Bashish et al. [12] made use of k-means clustering and a pre-trained neural network-
based model for stem and leaves disease recognition. Sankaran et al. [13] derived a
swift and handy plant health observation sensor. For observing plant diseases, they
showcased numerous technologies that were used to spot the crop diseases. Wald-
chen and Mader [14] used computer vision technologies to review different plant
diseases.

In this research, a CNN model is derived by pre-trained ResNet50 architecture.
The extra layers in the model majorly profits from the feature extraction procedure.
Along with the process, fine tuning is performed to increase accuracy of detecting
diseases. The dataset in the research includes 38 sub-classes of different leaf diseases
along with the pictures of healthy crops.

3 Methodology

3.1 Convolution Neural Network

Inspired from the negonitron, the initial work on Convolutional Networks was intro-
duced in 1990s.YannLeCun et al., described the features of aCNNmodel in his paper
[15]. Convolutional Neural Network is a deep learning neural network devised for
filtering data in the form of images. It is composed of multiple layers and computes
the data in a grid-like manner. These are utilized in computer vision and have been
prominent in many visual applications like image stratification and text recogni-
tion. CNN is peculiar at pattern recognition taking input as image and can operate
directly on raw image. CNN is differentiated from rest of the neural networks by
their improved efficiency with image, speech and audio inputs [15].

RestNet – 50.

ResNet50 is a deep learning CNN model which is up to 50 layers. The full form for
ResNet50 is Residual Network in which 50 indicates 50 layers. It is one of the many
neural network models applied in many computer vision tasks. ResNet50 allows us
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Fig. 1 The ResNet50 Architecture

to train deep models of up to 150 + layers. This model was created by Xiangyu
Zhang, Kaiming He, Jian Sun, and Shaoqing Ren in their research paper dedicated to
computer vision, ‘Deep Residual Learning for Image Recognition’ in the year 2015.

CNNs have a drawback of ‘Vanishing-Gradient Problem’. At the time of back-
propagation, merit of gradient decreases gradually, thus change in weights of the
model comes very rarely. To overcome this, ResNet is used.

ResNet50 has residual networks which are 50 layers deep. Figure 1 shows the
architecture of residual network. It has groups of similar layers which is shown by
different pixel in Fig. 1. Identified blocks are indicated by curved lines,which indicate
that previous layers will be used in subsequent group. The main benefit of ResNet50
is that it minimizes the vanishing gradient problem.

From Fig. 1, it is observed that first group has 64 filters with a maximum kernel
of 7 × 7 size, led by a maximum pool group of 3 × 3 size. The first group of
residual network layers comprises three similar blocks. Similarly, 2nd group, 3rd
group and 4th group consist of 4 similar blocks, 4 similar blocks and 3 similar blocks
respectively. There are 38 connected layers used for the classification process. In the
research, we do not use the connected layers because the pre-trained model is used.

4 The Proposed Design

The main aim of the research is to provide farmers a user interface in which they
can upload images of diseased plants and get solutions either through experts regis-
tered on the website or through plant disease recognition. The interface will be easily



An Interactive Platform for Farmers with Plant Disease Recognition … 249

approachable and farmers will be able to operate it efficiently. For a major imple-
mentation, plant disease prediction system using deep learning approach is used by
which the farmer without asking any query can directly use and identify the problem
on his own. The platformwill help farmers to upload the images in a thread format so
that any user can see the problem posted by the farmer and can write down solutions
in comment format. Even in the future, if anyone faces same problem then, with one
search they can find previous solutions posted on the platform. This will make the
work much easier.

4.1 Technology Used

Django. It is awebdevelopment framework that enhances fast development and clean
design. Django’s main aim is to make the database-driven websites simple while
developing it. The framework emphasizes reusability of components, less amount of
code, fast development, and the principle of not repeating itself again. Django only
relies on python.

HTML. HTML is a language use to create display design for the web browser. It
enables users to provide the sections a proper alignment.

CSS. It is a style sheet language that enables the description of the document created
in HTML. CSS is made to divide content and presentation, including colors, fonts.

SQLITE. It is a database engine used to store all the libraries and data.

4.2 Use Case of the Platform

The use case diagram in Fig. 2 illustrates the features provided in the platform for the
user. Registration, Question and answer, upvotes and downvotes, notifications and
plant disease prediction system are the major features of the platform. The prediction
system has been linked to the website which can be redirected by a single click which
makes its use much easier.

4.3 Data Flow

Figure 3 illustrates the data flow diagram level 0 of the platform and how data is
handled by the website in Fig. 4.

The website mainly comprises of 5 major external entities namely, Farmer, plant
expert, coordinator, prediction system, maintenance. The farmer entity posts the
queries and can use the prediction system. Coordinator informs about the regular
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Fig. 2 Use Case Diagram of
the platform

Fig. 3 Data flow diagram
level 0

updated, maintenance provides technical support to the website. The prediction
system provides predictions of up to 14 different plant species. The external entity
offers support to the questions posted on the website by providing technical answers
for the same.

The entire deep learning model making use of CNN for plant disease recog-
nition is elaborated above. The steps involved in the working flow of model is
displayed in Fig. 5. The deep learningCNNmodel initiates by training images further,
pre-processing them, applying augmentation, utilization of pre-trained ResNet50
weights, optimization of model parameters [18]. The test was then carried out with
an extensive conclusive analysis.
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Fig. 4 Data flow diagram level 1

Fig. 5 Work-flow of deep
learning model using
ResNet50 architecture

5 Results and Discussions

5.1 The Dataset

The plant Village dataset taken into consideration for the research was sourced
from ‘spMohanty’s GitHub repository’ [16]. The dataset is composed of images of
healthy crops and plants diagnosedwith disease. The suggestedmodel was trained by
different stratifications of leaves for detection. The set is composed of 54,309 images
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of 14 different plants namely, blueberry, apple, grape, cherry, maize, corn, tomato,
soybean, orange, raspberry, squash, strawberry, bell pepper, potato. It is composed
of images of up to seventeen fungal diseases, two viral-diseases, two molds diseases,
and one disease caused by mites. There are 12 plant species images which have
healthy leaves which do not show visible manifestation of a disease (Fig. 6).

Training of the model was done such that they can distinguish between group of
plant diseases training datasets and validation datasets. The dataset was divided into
80% training dataset and 20% validation dataset from the color images provided in
the dataset. In Fig. 7, it can be observed that the training and validation dataset length
is divided into 80% and 20% respectively.

(i)                                      (ii) (iii)

(iv) (v) (vi)

Fig. 6 Samples of new plant disease dataset: (i) cherry healthy, (ii) blueberry healthy, (iii) apple
healthy, (iv) peach, (v) Orange, (vi) grape healthy

Fig. 7 The dataset is divided into validation and training dataset [17]
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5.2 Image Pre-processing

Image pre-processing enhances the data required for image stratification. In pre-
processing technique, there exists many dimensional modifications of images like
scaling, translation, and rotation. In pre-processing, resolution of all the images is
adjusted into 224 × 224 pixels. It is necessary to make sure that every image have
identical resolution. For finding image easily, it is required to label or stratify by a
keyword-search.Meanwhile, all transcribed imageswere eliminated from the dataset.
The image dataset is classified under a keyword which makes the detection task
easy. Also, due to same size resolved, the image searching and disease classification
becomes faster.

5.3 Pretrained ResNet50

Instead of building thewholemodel from scratch for the similar problem, a pretrained
model of ResNet50 was used. In the research with suggestedmodel, every image was
rescaled into 224 × 224 pixels in image pre-processing. The pre-trained ResNet50
model weights were used for better accuracy. Stochastic gradient descent (SGD)
optimizer, and batch size of 04 was used for better accuracy. In the deep learning
model, ‘learning rate’ was calibrated to 0.001, and ‘momentum and decay’ was
calibrated to default value. By this, it was possible to increment the number of sub-
classes where most of the former works includes low amount of sub-classes [18].
After that, the pretrained ResNet50 framework was applied to the classification on
the dataset and then examined the capability of themodel with the help of test images.
Comparative analysis was performed by changing ResNet50 model weights.

5.4 Test Phase

Many tests were performed in different test setups to analyze the accuracy of the
designed model. Many network variables are updated through the instruction given
to the CNN model. The total dataset was split into 20% for validation purpose and
80% for training purpose as illustrated in Fig. 7. Then, the dataset was observed
using the ResNet50 model [17]. No changes were assumed in the pretrained model
and kept reserved the model as Resnet50 itself for better precision.
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Table 1 Plant disease
prediction system parameters

Parameter Value

Validation steps 1

Batch-size 04

Steps-per-epoch 550

Optimizer 25

Epochs SGD (stochastic gradient descent)

Learning rate 0.001

Decay Default

Momentum Default

5.5 Fine-Tuning of the Model for Better Accuracy

Adjusting is utilized for enhancing the productivity of a method used. It updates
minor modifications to improvise the output required. The refinement procedure is
very important that minor variation influences change in the training phase highly
in regard to the computation time required, the convergence rate and the fining units
used. This procedure of adjusting was performed over multiple times to increase the
precision of the model. The variables are enumerated in Table 1.

The PyTorch model started training along with the trained dataset composed of
both original images and those gained from augmentation. Then validation is carried
out to generalize the model for better accuracy. Figure 8 depicts a fine slope of
suggested network in the trained and validation process respectively. Even though
there is a low-maxima in the validity curve, it displays 1.00 accuracy of validation
for majority of the remaining curve.

Fig. 8 Distribution of accurate results in training process [17]
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Figure 9 depicts the scattering of losses in both the validation and training loss in
regard to number of epochs in validation and training process. In Fig. 9, the curve
illustrates the number of images that were precisely identified in the validation phase.
Initially, the loss was high, but as the number of epochs increases, loss decreases
gradually. Hence, epoch is inversely proportional to the training and validation loss.

Figure 10 illustrates the website homepage and Fig. 11. shows the webpage of
plant diseases recognition.

Lastly, samples were applied in the test phase from 14 crop species and 38 sub-
classes. Sample detected images are depicted in Fig. 12. During the test, the outcome
of the suggestedmodels camewith 100%precision alongwith two other probabilities
of what the species might indicate to be.

Fig. 9 Loss distributed along with epoch, ‘validation phase’ [17]

Fig. 10 User Interface of the webpage
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Fig. 11 User Interface of the prediction system

The intersection generated in the training phase is higher in the deep learning
model. The validation curve also accompany the training curve stipulating even
convergence of the CNNmodel. The model is swift and productive in training. It can
also foretell the test images precisely with less amount of time. For better conclusive
report, the accuracies of all the models taken into consideration were determined.
To achieve this, tests were carried out by varying the number of epoch and tried to
maintain a consistent precision. The outcome is summarized in Table 2.

Table 3 depicts the results which were achieved. The report states that Alex
Net, VGG-19, VGG-16 need more time to provide precision when compared to
ResNet50. The loss experienced from the considered models are relatively higher. In
this scenario, the suggested model depicts better precision and performance-rate for
detection of images. It is a vital model to recognize crop disease since the structure
of leaves show similar anatomy.

A comparative analysis with a former work [18] is depicted in Table 4 as the
prior work considered had same number of sub-classes and images. AlexNet and
GoogleNet were the two models used previously. The ResNet50 is collated with the
outcome of two other models used and received outcome as depicted in Table 4. The
image count in the research was similar to the count in previous work. Hence, it
becomes easy to come to a better conclusion. It provides excellent accuracy.

As a result of the evaluation conducted, a conclusion is achieved that, ResNet50
performs higher than rest of the models with other pretrained networks.

6 Conclusion

In the research, a webpage was created using Django framework, SQLite database
for the backend and HTML, JavaScript and CSS for the frontend. Farmers were able
to easily converse on the website by dropping their questions and gaining answers
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Fig. 12 Some predicted images with the proposed model

Table 2 The model performance of training dataset using CNN Models

Model Training accuracy Validation accuracy Time taken Loss

Alex Net 0.8496 0.8842 191 s 234 ms/step 0.5500

VGG-19 0.9034 0.9263 293 s 456 ms/step 0.2528

VGG-16 0.9563 1.00 246 s 434 ms/step 0.1523

ResNet50 0.9998 1.00 66 s 154 ms/step 0.0080
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Table 3 Difference between the accuracies of different CNN models

CNN Models Percentage (%) Epochs Time-taken Loss generated

Alex Net 95.48 64 227 s
412 ms/step

0.2354

VGG-19 98.27 50 234 s
427 ms/step

0.0646

VGG-16 98.64 48 278 s
489 ms/step

0.0643

ResNet50 99.77 4 298 s
540 ms/step

0.0544

Table 4 Difference Between three models using the dataset

Model considered Number of images Sub-classes Epochs Total-accuracy (%)

Alex Net [17] 54,306 38 30 97.14

GoogLe Net [17] 54,306 38 30 98.46

ResNet50 54,309 38 23 99.86

through the experts signed on the website. A major breakthrough in the project was
the plant disease recognition systemwhich help the farmers to detect the disease of 14
various crop species with 38 sub-classes. The Convolutional Neural Network model
of ResNet50 architecture was successfully trained and applied to obtain comparative
results. The CNN model was able compare 38 sub-classes of healthy as well as
diseased leaves.OtherModel accuracieswere analyzedwith suitable examples. Itwas
successfully proved that whyResNet50 architecture is relevant over othermodels and
why this model should be used. The overall accuracy of the test was higher than other
models.With the recurring time and change, our agriculture sector is progressing and
we aim to solve the problems related to the agriculture to help our fellow farmers.
The research will allow the farmers to get the solution to their problems from others
those who have experienced the same or from the experts.
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Capturing Cross-View Dynamics Using
Recurrent Neural Networks
for Multi-modal Sentiment Analysis

Pranav Chitale , Tanvi Dhope , and Dhananjay Kalbande

Abstract Sentiment analysis throughmulti-modal approaches has shown the poten-
tial to outperform uni-modal approaches. One of the challenges in this domain is to
effectivelymodel cross-view dynamics fromview-specific dynamics. This paper pro-
poses amodel that captures both dynamics, and applies attention over the contributing
features from each modality, to predict utterance-level sentiments. In the model, the
paper introduces a deep learning pipeline called the Cross-view Recurrent Neural
Network Pair to compute cross-view dynamics and integrate themwith view-specific
dynamics, to obtain contextually rich utterance representations. The proposed model
is evaluated on CMUMulti-modal Opinion-level Sentiment Intensity (CMU-MOSI)
and CMU Multi-modal Opinion Sentiment and Emotion Intensity (CMU-MOSEI)
datasets. The model achieves an accuracy of 81.78% on CMU-MOSI and 80.45%
on CMU-MOSEI.

Keywords Multi-modal · Sentiment analysis · Deep learning · Recurrent neural
network · Natural language processing

1 Introduction

Sentiment analysis is a widely researched topic in computer science. Traditional
machine learning-based approaches involve training a model on data of a single
modality such as audio, video, or text. While these approaches may work in general,
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they face shortcomings when the stand-alone modality does not provide sufficient
information to correctly predict the sentiment. In such cases, processing information
fromother availablemodalities helps in obtaining the required context. This approach
is known as multi-modal sentiment analysis.

Multi-modal approaches involve training a model on two or more modalities
to predict sentiments. The key aspect to a multi-modal model is the coordination
between view-specific and cross-view dynamics [1]. Each modality is represented
by its characteristic features such as word embedding vectors for text, facial feature
descriptors for video, and prosody in speech for audio. By processing amodality indi-
vidually, meaningful feature representations, referred to as view-specific dynamics,
can be extracted. On the other hand, cross-view dynamics refers to the interac-
tion between modalities. These interactions facilitate sharing of information across
modalities, resulting in a collective support in favor or against a sentiment.

Some of the recent works explore different techniques in combining the informa-
tion across modalities. Zadeh et al. [1] process modality sequences individually to
obtain embedding vectors for each of them, and then fuse the vectors in uni-modal,
bi-modal, and tri-modal formats. Ghosal et al. [2] propose a pairwise attention mech-
anism for combining utterance-level modality features. Zadeh et al. [3] present a
different approach by taking the view-specific features at each time-step, computing
cross-view dynamics from them through an attention mechanism, and using these
dynamics to process the next time-step. Similarly, [4] uses LSTMs to process each
modality, tracks changes in their outputs with respect to the previous time-step, and
uses a gating mechanism to store the cross-view interactions over time. The cur-
rent approaches treat cross-view dynamics to be common across all modalities by
combining them into a single feature representation. This opens up areas to explore
techniques allowing each modality to have cross-view dynamics specific to itself.

This paper proposes a model employing a novel deep learning pipeline called the
Cross-view Recurrent Neural Network (RNN) Pair for modeling cross-view dynam-
ics, and integrating themwithview-specificdynamics. In this approach, twopathways
are provided, namely, primary and secondary RNNs, for eachmodality to process the
view-specific and cross-view dynamics, respectively. A primary RNN is a recurrent
unit that contains an additional hidden state vector to store cross-view information.
The output of a primary RNN at each time-step is computed by including this cross-
view information, along with other variables of the RNN. The output vectors thus
obtained are taken in pairs of modalities, and then processed by secondary RNNs
to obtain the third modality’s cross-view dynamics for the next time-step. The sec-
ondary RNN processes and updates cross-view dynamics for each time-step, main-
taining information that is relevant. In this way, the paper addresses the following
two challenges—(1) computation of cross-view dynamics specific to each modality
and (2) integrating cross-view dynamics with view-specific dynamics.

The remaining sections of the paper are organized as follows: Sect. 2 gives an
overview of the previous work on multi-modal sentiment analysis. Section3 dis-
cusses the proposed solution and overall model architecture in detail. Section4 pro-
vides dataset details, model parameters, experimental results, and qualitative analy-
sis. Finally, Sect. 5 summarizes and concludes this paper.
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2 Literature Review

Multi-modal approaches for sentiment analysis or emotion recognition broadly
include the following two tasks:

1. Feature extraction for each modality.
2. Effective processing of multi-modal features.

There are many popular tools for feature extraction such as BERT or GloVe
embeddings for textual utterances, FACET [5] for visual features, and COVAREP [6]
for extracting acoustic features like Mel-Frequency Cepstral Coefficients (MFCCs),
pitch, etc. The feature representations obtained from such tools can then be used for
training and prediction.

Previous research on sentiment analysis and emotion recognition can be further
divided into two parts:

1. Uni-modal models—where a single mode (either audio, video, or text) is used.
Since only one mode is involved, the accuracy of these models is fully dependent
on the quality of features in that modality.

2. Multi-modal models—where more than one modes are used in coherence. Since
there are more data points in a multi-modal space, the accuracy of these models
is usually higher than their uni-modal counterpart.

There are various methods used for sentiment analysis and emotion recognition,
both uni-modal andmulti-modal. Cai et al. [7] useBi-LSTMfor high-level contextual
feature extraction, and CNN for feature extraction from video, obtaining an accuracy
of 70.4%. The accuracy of the model may possibly be improved by taking into
consideration textual features as well. Another work along similar lines is [8], which
uses Factorized Bilinear Pooling (FBP) for feature fusion. Febriansyah et al. [9]
use the Toronto Emotional Speech Set (TESS) and Extreme Learning Machine for
feature extraction like MFCC, pitch, and intensity. It was able to classify all the data
points correctly over the small dataset considered.

There are a few noteworthy models which use complex inter-modality and intra-
modality interactions for better accuracy. One such example is MISA [10], which
computes two representations—one specific to modality and other independent of it.
Fusion of modalities is accomplished through transformer network. MISA has been
evaluated for multi-modal sentiment analysis and humor detection. The authors of
[11] extract high-level features from the rawmodalities and process them in two levels
using different types of LSTMs. Fusion of modalities is performed by concatenation
of the outputs from the first LSTM level. [12] factorizes multi-modal representations
intomulti-modal discriminative factors andmodality-specific generative factors. The
work is evaluated over six datasets including CMU-MOSI, the binary accuracy for
the same being 78.1% for sentiment analysis task. The authors of [13] use low-rank
tensors to improve efficiency, enabling their model to scale linearly with number of
modalities. The model was able to achieve a binary accuracy of 76.4% on CMU-
MOSI dataset. References [14, 15] propose using a system of Gated Recurrent Units
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(GRU) to model a conversation, process the state of the speakers, and track the
context. Both approaches are trained to classify emotions, while the authors of [14]
also apply their model for sentiment analysis.

In the previous research carried out, modeling of proper cross-view dynamics
has been the challenging factor for many models. Various methods have been tried
and tested with varying degrees of success. In this paper, Cross-view RNN Pair is
introduced to address this issue and a model architecture around it is proposed.

3 Proposed Methodology

In the proposed model, the aim is to capture the contextual features from the input
utterance sequences to predict the sentiments at utterance level. The input sequences
contain multi-modal (i.e., acoustic, visual, and text) time distributed information
obtained from a video of a speaker. The overall proposed model architecture (Fig. 1)
comprises three parts, each contributing toward learning a particular aspect of multi-
modal features.
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Fig. 1 Overall architecture of proposed model

First, the input sequence of utterances of each modality is processed by a Bi-
directional Long Short-TermMemory (Bi-LSTM), a fully connected layer, followed
by layer normalization [16]. Output of this part is the view-specific representation of
the utterance sequences. The second part of the proposed model aims to learn cross-
view dynamics by leveraging the view-specific dynamics from the first step. For this,
the paper introduces Cross-view Recurrent Neural Network (RNN) Pair (Fig. 2), a
pipeline for processingmulti-modal input sequenceswith themeans for sharing infor-
mation across modalities. In this pipeline, for each modality, a pair of primary and
secondary RNNs are used to process view-specific and cross-view dynamics, respec-
tively. A primary RNN is any recurrent unit with an additional hidden state vector
to store cross-view information. In this paper, Long Short-Term Hybrid Memory
(LSTHM) [3] cell is used for the primary RNN. LSTHM is an extension of LSTM,
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with an additional memory component to store cross-view dynamics. It takes two
inputs,where themodel provides the view-specific dynamics, and a component called
cross-view context that accounts for cross-view dynamics. The cross-view context
for a given modality and time-step is computed from LSTHMoutputs of the previous
time-step, by combining and processing them using secondary RNNs. For the sec-
ondary RNN, LSTM [17] is used in this paper. The approach starts by pairing up the
LSTHMoutputs of the previous time-stepmodality-wise (i.e., acoustic-visual, visual-
text, acoustic-text), and performs an element-wisematrix sum operation on each pair,
to obtain view-complement for the third modality (e.g., acoustic view-complement
is derived from visual-text pair). For a given modality, its view-complement contains
information from other modalities at a given time-step. The view-complements are
then passed to the secondary RNNs of the corresponding modality. The outputs of
secondary RNNs are used as the cross-view contexts for the LSTHM in the next
time-step. Finally, the output of each modality’s primary RNN is collected at every
time-step, and then passed through layer normalization, a fully connected layer, and
a dropout layer to obtain the final utterance representations. The last part of the
proposed model takes the final utterance representations and applies Multi-Modal
Multi-Utterance-Bi-Modal Attention (MMMU-BA) [2] over them. TheMMMU-BA
framework puts focus on contributing features across modalities and utterances. The
attended utterance sequences from theMMMU-BA framework are concatenatedwith
primary RNN’s output sequences at the utterance level. This concatenated matrix is
passed through a fully connected layer, whose outputs are used for predictions. The
softmax activation function is applied on these outputs to obtain class probabilities
in classification tasks, whereas the fully connected layer’s output is directly used as
predicted value in regression tasks.

The following subsections provide more details about the flow of the proposed
model.

3.1 View-Specific Utterance Representation

The input utterance sequences are denoted by Xm = {xm1 , xm2 , ..., xmT : m ∈ M, xmt ∈
R

dm
in }, where T is the total number of time-steps/utterances, set M includes the three

modalities—acoustic (a), visual (v), and text (t). The dimensionality of an input
utterance xmt of modality m is dm

in . Each of the M modality sequences—Xa , Xv ,
and Xt—is fed to a Bi-LSTM, and the outputs of all time-steps are collected. The
utterance-level output sequences are then passed through a fully connected layer with
dFC1 hidden units, followed by layer normalization, resulting in view-specific utter-
ance representation Um = {um1 , um2 , ..., umT : m ∈ M, umt ∈ R

dFC1}. The representa-
tions thus obtained capture the view-specific dynamics.
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3.2 Cross-View RNN Pair

For the next part, the paper uses a system of LSTHMs and LSTMs (Fig. 2) to model
the cross-view dynamics from the view-specific dynamics. LSTHMcells are used for
the primary cross-view RNNs, to extract the view-specific utterances and to integrate
with cross-view dynamics. As inputs to LSTHM of modality m at time-step t , the
view-specific utterance representation umt and the cross-view context of the previous
time-step zmt−1 ∈ R

dCR2 are provided, to obtain outputs at , vt , and tt as follows:

at = LSTHM(uat , at−1, z
a
t−1) (1.1)

vt = LSTHM(uv
t , vt−1, z

v
t−1) (1.2)

tt = LSTHM(utt , tt−1, z
t
t−1). (1.3)

The view-complements a∗
t , v∗

t , and t∗t are then computed by taking element-wise
matrix sum (denoted by ⊕) on modality pairs (vt , tt ), (at , tt ), and (at , vt ), respec-
tively. A view-complement represents for a modality, the context provided by other
modalities. It is defined as follows:

a∗
t = vt ⊕ tt (2.1)

v∗
t = at ⊕ tt (2.2)

t∗t = at ⊕ vt . (2.3)
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The view-complements thus obtained are passed as input to a secondary cross-view
RNN. For this, an LSTM of output dimensionality dCR2 is used, to model the cross-
view context sequence Zm = {zm1 , zm2 , ..., zmT : m ∈ M, zmt ∈ R

dCR2}. Inputs to the
secondary RNNs at time-step t are a∗

t , v
∗
t , and t∗t .

zat = LSTM(a∗
t , z

a
t−1) (3.1)

zv
t = LSTM(v∗

t , z
v
t−1) (3.2)

ztt = LSTM(t∗t , ztt−1). (3.3)

zat , z
v
t , and ztt are then taken as the cross-view context in primary RNNs for the next

time-step, and the process continues for all T time-steps.
Finally, as outputs of the Cross-view RNN Pair, the obtained matrices contain

acoustic, visual, and text utterance representations [a1, a2, ..., aT ], [v1, v2, ..., vT ],
and [t1, t2, ..., tT ], respectively, each of dimensionalityRT×dCR1 . These threematrices
are then passed through layer normalization, a fully connected layerwith dFC2 hidden
units, and a dropout layer. The resulting matrices Ha , H v , and Ht ∈ R

T×dFC2 are the
final utterance representations.

3.3 Attention Layer

In order to attend to contributing features within the final utterance representations,
the model uses an attention mechanism proposed by [2]. The approach computes
attention over utterance sequences in a pairwise manner, for which the matrix pairs
(Ha , Hv), (Hv , Ht ), and (Ha , Ht ) are used. The pairwise attention for (Ha , Hv) is
obtained as follows:

P1 = Ha ·(H v)T & P2 = H v ·(Ha)T (4.1)

Q1(i, j) = exp(P1(i, j))
∑T

k=1 exp(P1(i, k))
for i, j = 1, ..., T (4.2)

Q2(i, j) = exp(P2(i, j))
∑T

k=1 exp(P2(i, k))
for i, j = 1, ..., T (4.3)

R1 = Q1 ·H v & R2 = Q2 ·Ha (4.4)

A1 = R1�Ha & A2 = R2�H v (4.5)

Aav = concat[A1, A2] (4.6)
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where P1, P2 ∈ R
T×T ; Q1, Q2 ∈ R

T×T ; R1, R2 ∈ R
T×dFC2 ; A1, A2 ∈ R

T×dFC2 ; Aav ∈
R

T×2dFC2 ; and� denotes element-wise matrix product. Similarly, attention is applied
over the pairs (Hv , Ht ), (Ha , Ht ) to obtain pairwise attentions Avt , Aat ∈ R

T×2dFC2 ,
respectively. A detailed explanation for the working of attention mechanism and the
equations involved is provided by [2].

3.4 Predictions

Predictions are made at the utterance level, for each utterance in the multi-modal
input sequences. The pairwise attentions Aav , Avt , and Aat are taken along with
sequences Ha , H v , and Ht to compute matrix C , comprising concatenated vectors
for T utterances, as follows:

C = concat[Aav, Avt , Aat , Ha, H v, Ht ], (5)

where C ∈ R
T×9dFC2 , and ct ∈ C denotes the concatenated vector for the utterance

at time-step t .
The model’s predictions are computed differently, depending on whether the task

is classification or regression.

3.4.1 Classification

In classification tasks, such as emotion recognition or sentiment classification, taking
N as the number of classes, ct is passed through a fully connected layer with N
output units, followed by the softmax activation function to obtain class probabilities
yct ∈ R

N . yct represents the output for an utterance at time-step t .

yct = softmax(FC(ct )). (6.1)

3.4.2 Regression

In regression tasks, a fully connected layer with a single output unit is used to obtain
the sentiment intensity prediction yrt ∈ R

1, for an utterance at time-step t .

yrt = FC(ct ). (6.2)
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4 Results and Discussion

4.1 Datasets and Features

For the purpose of evaluating the proposed model, the following two benchmark
datasets for multi-modal sentiment analysis are used—CMUMulti-modal Opinion-
level Sentiment Intensity (CMU-MOSI) [18] and CMU Multi-modal Opinion Sen-
timent and Emotion Intensity (CMU-MOSEI) [19].

4.1.1 CMU-MOSI

The CMU-MOSI dataset comprises 93 videos. Each video is segmented into a
sequence of utterances. There are 1151, 296, and 752 utterances in train, validation,
and test set, respectively, and 2199 utterances collectively. A sentiment intensity
score in the continuous inclusive range of -3 (strong negative) to +3 (strong positive)
is provided for each utterance. For CMU-MOSI, the utterance-level features pro-
vided in [11] are used, where the dimensions of utterance-level inputs are 73, 100,
and 100 for acoustic, visual, and text, respectively.

4.1.2 CMU-MOSEI

The CMU-MOSEI dataset has 3229 videos, with 22676 utterances in total. The train,
validation, and test set splits contain 16216, 1835, and 4625 utterances, respectively.
CMU-MOSEI provides for the sentiment intensity scores in the same range as CMU-
MOSI. In addition, it includes labels to represent the presence of the following six
emotions—happiness, sadness, anger, surprise, disgust, and fear. For CMU-MOSEI,
the features provided in [14] are used, where the dimensions of utterance-level inputs
are 384, 35, and 300 for acoustic, visual, and text, respectively.

4.2 Methodology Setup

In the proposed model, number of hidden units in Bi-LSTMs are set as 128, 128,
128 (MOSI) and 384, 35, 300 (MOSEI) for acoustic, visual, and text sequences. The
size of fully connected layer for view-specific utterance representation is set as dFC1

= 128 (MOSI) and 256 (MOSEI), and for the final utterance representation dFC2

= 64 (MOSI) and 100 (MOSEI). In Cross-view RNN Pair, the primary cross-view
RNN’s output size is set as dCR1 = 128 (MOSI) and 256 (MOSEI), and the secondary
cross-view RNN’s output, i.e., cross-view context size is set as dCR2 = 128 (MOSI)
and 128 (MOSEI).
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Themodel is trained for 50 epochs usingAdam optimizer [20] with learning rateα

= 0.0001 for both datasets. The batch size is set as 32 for MOSI and 128 for MOSEI.
The dropout used for MOSI and MOSEI sentiment classification is 0.5, and 0.3 for
MOSEI sentiment score prediction.

4.3 Experimental Outcome

The proposed model is evaluated for binary sentiment classification on CMU-MOSI
and CMU-MOSEI using accuracy (A2) and F1 score. To obtain the two classes, the
sentiment intensity score labels ≥ 0 are taken as the positive sentiment class, while
labels < 0 represent negative sentiment. The model is also evaluated for regression
on sentiment intensity score labels on CMU-MOSEI using Mean Absolute Error
(MAE). Results of the proposed model are compared with other models in their
tri-modal setup.

Table 1 Comparison of the proposedmodel’s results on CMU-MOSI with other models (following
[14])

Model A2 F1

bc-LSTM 80.30 –

MMMU-BA 82.31 –

DialogueRNN 79.80 79.48

Multilogue-net 81.19 80.10

Proposed model 81.78 81.58

Table1 presents the comparison of the proposed model’s performance on CMU-
MOSI with the models bc-LSTM [11], MMMU-BA [2], DialogueRNN [15], and
Multilogue-net [14]. A2 is reported for all five models. The proposed model obtained
a binary accuracy of 81.78%, an improvement of 0.59% over Multilogue-net, but
1.12% lower than MMMU-BA, which achieved the highest accuracy at 82.31%. In
terms of F1 score, the proposed model obtained 81.58%, an overall improvement as
compared to 79.48% of DialogueRNN and 80.10% of Multilogue-net. F1 score was
not reported for bc-LSTM and MMMU-BA in [14] for CMU-MOSI.

Table2 shows the performance of the proposed model on CMU-MOSEI in com-
parison with Graph-MFN [4], MMMU-BA [2], DialogueRNN [15], andMultilogue-
net [14]. Binary accuracy A2 is reported for all five models. The proposed model
achieves 80.45%, an improvement compared to othermodels, but falls short by 1.65%
with respect to Multilogue-net, which achieves the highest accuracy at 82.10%. F1
score and MAE were reported for Graph-MFN, DialogueRNN, and Multilogue-net.
The proposed model achieved an overall improvement in these metrics with an F1
score of 81.20% and 0.58 MAE.
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Table 2 Comparison of the proposed model’s results on CMU-MOSEI with other models (follow-
ing [14])

Model A2 F1 MAE

Graph-MFN 76.90 77.00 0.71

MMMU-BA 79.80 – –

DialogueRNN 79.98 79.82 0.69

Multilogue-net 82.10 80.01 0.59

Proposed model 80.45 80.20 0.58

4.4 Result Analysis

This section analyzes the performance of the proposed model on sentiment classifi-
cation task. On CMU-MOSI, the proposed model obtains a precision and recall of
83.40% and 88.22% for positive sentiment and 78.68% and 71.23% for negative sen-
timent. For CMU-MOSEI, on the other hand, the precision and recall are observed to
be 87.42% and 88.71% for positive sentiment and 47.61% and 44.57% for negative
sentiment. The proposed model struggles on CMU-MOSEI sentiment classification
task, as opposed to a fair performance on CMU-MOSI. Class imbalance is theorized
to be the impeding factor affecting the performance of the proposed model. This is
backed by the fact that CMU-MOSI has well-balanced binary sentiment labels, while
CMU-MOSEI is skewed toward positive sentiments; the ratio of positive to negative
sentiments is approximately 2.3:1.

5 Conclusion

In this paper, a model with recurrent neural network-based architecture for multi-
modal sentiment analysis was proposed. The model learns from utterance-level
acoustic, visual, and text sequences. Through the proposed Cross-view RNN Pair
pipeline, the model effectively formulates cross-view dynamics and integrates them
with view-specific dynamics to obtain contextually rich utterance representations.
Evaluation of the proposed model on benchmark datasets, such as CMU-MOSI and
CMU-MOSEI, has shown that it performs fairly well compared to recent works.

The future scope ofworkwill be to exploremechanisms that detect the presence of
multiple emotions,while keeping themodel relativelymore robust to class imbalance.
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