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Editorial

Constantinos Antoniou, Fritz Busch, Andreas Rau, and Mahesh Hariharan

“Mobility Innovations forGrowingMegaCities”—was the topic ofmobil.TUM2022,
International Scientific Conference on Mobility and Transport. Based on a historical
review on the developments in transportation engineering, we wish to contribute to
the ongoing transformation processes in this field. More than 60 peers joined this
event held online in April 2022.

This twelfth edition of the mobil.TUM was co-organized by TUMAsia in Singa-
pore and theTUMprofessorships of theMobilitySystemsEngineeringDepartment to
organize a truly interdisciplinary event. In particular, the conference aimed to invoke
debates among keynote speakers from diverse and multi-faceted research back-
grounds, enabled through strong bonds between thewide range of topics andmethods
such as data analytics, activemobility solutions, transportation demandmanagement,
cloud computing and internet of things applied in ITS, transport impacts on climate
change, traffic microsimulation etc.

Selected papers of the conference are published in the book series, Lecture Notes
in Mobility, in the form of full papers. We are grateful to all participants for three
inspiring and conversation-stimulating days. Given the times that we live in, the
decision to host mobil.TUMonline was an extremely difficult, but necessary one.We
have observed intense in-depth discussions about highly specialized methodologies,
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exchange between the disciplines in cross-cutting sessions,where a common research
subject (e.g.V2V,V2X,TODetc.)was analyzed fromdifferent viewpoints (planning,
modelling, traffic management), and also interactions between different generations
of researchers.

We would like to express our deepest gratitude to all participants of mobil.TUM
2022. We are grateful that you contributed to making this conference a very special
one, especially in the year that marks TUM Asia’s 20th Anniversary. Finally, we
would like to thank our entire team who made this digital conference possible,
including the Scientific Committee who supported the review process to ensure
the quality as well as the organizational team, who did all the hard work in the
background.

To a better future.



The Impact of Autonomous Vehicles
and Their Driving Parameters on Urban
Road Traffic

Bernd Kaltenhäuser, Sascha Hamzehi, and Klaus Bogenberger

Abstract Traffic congestion might be partly solved by using autonomously driving
vehicles which are expected to enter the market at a significant rate within the next
years (Kaltenhäuser et al. in Transp Res Part A: Policy Pract 132:882–910, 2020, [1];
Bansal and Kockelman KM in Transp Res Part A: Policy Pract 95:49–63, 2017, [2];
Nieuwenhuijsen et al. in Transp Res Part C: Emerg Techno 86:300–327, 2018, [3]).
Several studies have been undertaken to examine the impact of autonomous vehicles
(AVs) on road traffic.Also, autonomous vehicles and connected autonomous vehicles
(CAVs) have been simulated in the literature with different operational parameters,
leading to different results. Hence, in our studywe examine how different parameters
for the operation of AVs and CAVs influence urban traffic in the case of Munich,
Germany. Furthermore, the impact of different percentages of AVs and CAVs on
urban traffic is studied. For this, the traffic will be studied for the whole city, as
well as for certain travel routes, e.g. in the main travel direction (into the city in the
morning), in opposite direction or along the highway surrounding Munich. Last but
not least, future scenarios with an enhanced travel behaviour will be studied. The
results show that the headway and reaction times of the vehicles have the largest
impact on urban traffic. Here, vehicles with large reaction times have a negative
impact on urban traffic while short reaction times have a positive one. The results
can be used to configure future AVs such that they reduce congestions and optimize
urban traffic flow.
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Keywords Autonomous Vehicles (AVs) · Urban traffic · Driving parameters ·
Road network capacity

1 Problem Statement

At present, the automotive industry is undergoing a significant change, mainly due
to the large-scale introduction of electric and hybrid drives, shared mobility and
individual mobility offers. The biggest social changes, however, will arise from the
development of autonomous driving. Initially, it will be just an optional feature where
the driver is still in control of the vehicle, but, on the contrary, with the introduction
of autonomous taxis without a steering wheel, as proposed e.g. by Waymo, the
technology will soon have a key influence on daily life. Besides the usage prediction
of all these types of mobility, the impact of autonomously driven vehicles on urban
and intercity traffic is a major field of investigation. Most authors focus on single and
double lane traffic as it is found on highways, where to our knowledge, only three
publications have studied urban traffic: Bailey [4], Yeola et al. [5] and Mavromatis
et al. [6].

2 Research Objectives and Motivation

Hence, in our study we examine how different parameters for the operation of AVs
and CAVs influence urban traffic in the case of Munich, Germany. These parameters
are as different as the headway time, the acceptance of speed limits, or the acceptance
of small (risky) gaps for overtakingmanoeuvers. The influence of the parameters will
be studied for the traffic in total as well as for certain travel routes, e.g. in the main
travel direction (into the city in the morning), in opposite direction or along the
highway surrounding Munich. The used key performance indicators are the travel
time, the harmonic average speed and the delay time. Furthermore, the impact of
different percentages of AVs and CAVs on urban road traffic will be studied. The
results might be used to configure future AVs such that they reduce congestions and
optimize urban traffic flow.

3 Literature Review

Several studies that examine the impact of autonomous vehicles on traffic have been
undertaken. Table 1 shows a summery of the literature. As most studies focus on
highways or straight road strips, these are shown first, followed by the three studies
examining urban road traffic and then two studies examining platoons in urban traffic.
As the headway time (HWT] chosen for the AVs is the most important parameter in
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Table 1 Survey of the relevant literature

Topic Parameters and results Literature

Single and double lane traffic Longer HWT leading to
reduced traffic flow or
capacity

[8–11, 23, 24]

Lower HWT or higher HWT
variance leading to increased
traffic flow or capacity

[4, 8–11, 13, 14, 17, 19]

Urban traffic Lower HWT leading to
increased traffic flow or
capacity

[4–6]

Platoons in urban traffic [34, 35]

The parameters of autonomous
driving

Using single values single
values for the HWT or
reaction time

[4, 8, 13, 14, 20, 23, 25]

Using a range of values for the
HWT or reaction time

[7−11, 19, 26−28]

Further parameters defining
the behaviour of AVs

[7, 8, 13, 14, 29]

Literature on KPIs [4, 5, 7 − 9, 13, 20, 30−33]

most publications, the studies are sorted according to this parameter first. Afterwards,
studies using different parameters for the simulation of AVs are shown, followed by
studies using different KPIs.

It can be seen that a lot of studies simulated AVs and CAVs on single and double
lane roads. Also, lots of parameters have been used for the definition of AVs and
CAVs and the parameters could be used in this study. Furthermore, the literature on
KPIs is thorough and the KPIs can be used for this study. However, as the literature
on the impact of autonomous driving vehicles on urban road traffic is quite sparse,
this will be the main topic of the traffic simulation.

In the following, a more detailed survey of the literature is given, following the
order of Table 1.

Studies showing increasing and decreasing traffic flow according to the headway
time

Krause et al. [8] and Hartmann et al. [9] examined the impact of AVs and CAVs on
highway capacity using VISSIM. Compared to AVs, human drivers were simulated
with a higher variance in the HWT, centered for both around 1.1 s. In contrast,
CAVs used a lower HWT (0.5 and 0.9 s), but only to other CAVs, while AVs used a
longer HWT (1.8 s). The simulations have shown that AVs reduce highway capacity
while CAVs increase it, mainly due to the modified HWT. The effects increased
with a higher percentage of the respective vehicles, with CAVs increasing the road
capacity by up to 30%.
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Also, Papamichail et al. [10] have shown that the HWT (0.8–2 s) has an impact on
road capacity on a single lane road. Here, a shorter HWT resulted in a higher capacity
and vice versa. Ntousakis et al. [11] found that highway capacity increases linearly
with the penetration rate of adaptive cruise control (ACC) vehicles with desired time
gaps less than 1.1 s. Likewise, the capacity decreased for desired time gaps exceeding
1.5 s. Here, the car-following model proposed byWang and Rajamani [12] was used.

Studies showing an increasing traffic flow, most of them due to short headway times

Aria et al. [13] have used VISSIM to simulate a 3 km long highway including drive-
ups. With the usage of CAVs with a HWT of 0.3 s, the average speed increased and
in return the travel time was reduced. Due to the higher velocity, less vehicles were
using the road at the same time.Motamedidehkordi et al. [14] have simulated a 8.5 km
strip on the German highway A5. Here, the road capacity increased with a higher
percentage of AVs using a HWT of 0.5 s. Arnaout and Arnaout [15] have simulated
a multi-lane highway with a mix of cooperative cruise control (CACC) vehicles and
manually driven ones. At lowmagnitudes of the vehicle flow, which reflect moderate
traffic conditions, there was not found any significant statistical difference between
cases with varying amounts of CACCvehicles. In contrast, in heavy traffic conditions
an increase in CACC vehicles was found to increase the traffic flow significantly.
However, for CACC penetration rates of less than 40%, the effect was minimal.

Bailey [4] has simulated AVs with a reaction time of 0.1 s in Aimsun. The
scope was one road with a crossing using different traffic light parameters. Here,
an increasing number of AVs leads to a higher traffic flow and shorter travel times.
Vanderwerf et al. [16] have used an own car-following model to study the impact
of ACC- and CACC-equipped vehicles on freeway operations. They have concluded
that at 100% penetration, ACCs increased highway capacity and CACCs-equipped
increased it even further. Kesting et al. [17] have used the Intelligent Driver Model
(IDM) by Treiber et al. [18] to examine a 13 km long three-lane freeway section.
The parameters used are a safe time of 1.6 s (instead of 1.5 s) and higher accelaration
values. Already with 25% AVs, traffic jams were non-existent anymore when using
AVs with low time-gaps, which was found to be the most important factor. Shladover
et al. [19] have used ACC parameters from Nissan and CACC and manual vehicle
parameters from Chinese literature. For the HWT they used 31.1% of all vehicles
with 2.2 s, 18.5% with 1.6 s and 50.4% with 1.1 s for ACCs; and 12% with 1.1 s,
7% with 0.9 s, 24% with 0.7 s and 57% with 0.6 s for CACCs. Here, ACCs did not
have any impact on the road capacity as the headway times were similar to human
drivers. In contrast, the road capacity increased steadily with an increasing number
of CACCs.

Studies showing a reduced traffic flow, mainly due to larger headway times

Fountoulakis et al. [20] have used Aimsun with the modified Gipps driving model
[21, 22] to study mixed traffic under congested as well as free-flow conditions. They
have simulated a 10 km long 3-lane strip and the reaction time of all vehicles was
set to 1 s. Here, the ACCs lead to more congestion. Van Arems et al. [23] have
used a HWT of 1.5 s which resulted in a reduced traffic flow when the percentage
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of ACCs exceeded 40%. Also, Bierstedt et al. [24] have concluded that cautiously
programmed AVs with conservative headways could reduce flows, densities and
capacities on highways.

Publications showing an increased traffic flow or capacity in urban traffic due to
lower HWTs

Bailey [4] has simulated the city of Lausanne, where more AVs with a reaction time
of 0.1 s lead to a higher traffic flow (reaction time of 0.1 s). Yeola et al. [5] used
Vissim to simulate the impact of CAVs in the Urban area of Singapore. The used key
performance indicators (KPIs) were travel time, average speed and the queue lengths
at junctions. The latter ones are expected to be decreased by 47%with respect to their
future base scenario of the year 2030 (0% CAVs). Similarly, the average delay at the
junctions is likely to decrease by 30%, resulting in an increasing average speed of
the CAVs by 36%. Likewise, the link flow capacities on the Singapore expressways
are expected to increase from 2,500 up to 3600 vehicles per hour with 100% CAVs.
However, as the paper was just submitted, the used parameters are not known to us
yet.

Mavromatis et al. [6] simulated the road networks of Manhattan, Paris, Berlin,
Rome and London. Here, AVs with a headway time of 0.5 s (instead of 1.69 for
human driven vehicles) and CAVs with a HWT of 0.1 s had a positive effect on traffic
flow. However, solely randomly inserted vehicles were used instead of calibrated OD
matrices.

Literature on platooning in urban traffic

The reduced headway or reaction time is often used to form platoons of CAVs.
With a lower distance between the vehicles, they can cross traffic intersections (the
bottlenecks in urban traffic) at a higher rate [34]. Thus, with platooning, urban traffic
might be optimized as well. This has been shown by Lioris et al. [35] who simulated a
road network with 16 intersections and 73 links. Here, the throughput doubled when
forming CAV platoons.

The parameters headway and reaction time

In the studies shown above, mainly the HWT and the reaction time have been used
to define the behaviour of AVs. A longer HWT as well as a longer reaction time both
correspond to a larger distance to the vehicle in front and it can be easily shown that
in a simple breaking model with a constant deceleration, equal headway and reaction
times lead to exactly the same results, although differently defined. However, they
are not always comparable as they are differently used in different car following
models.

A huge range of headway times has been used throughout the literature:

• 0.3 s [13, 25]
• 0.5 s [14]
• 1.1 s [8], where human drivers use the same value, but with a higher variance, and
• 1.5 s [23].
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Other papers study a range of values here:

• Papamichail et al. [10]: 0.8–2 s (instead of 1.1 s for human drivers).
• Hartmann et al. [9]: 0.5, 0.9 and 1.8 s (instead of 1.1 s for human driven vehicles

(HVs)).
• Ntousakis et al. [11]: less than 1.1 and more than 1.5 s.
• Stogios [7]: 0.5–2.1 s.
• Van Arem et al. [26]: 0.5 s when following another CACC equipped vehicle and

1.4 s when following a non-CACC equipped vehicle.
• Gouy et al. [27]: 0.3 s and 1.4 s.
• Kesting et al. [28]: 0.9 – 2.5 s.
• Mavromatis et al. [6]: 0.5 s for AVs and 0.1 s for CAVs.

In contrast, Shladover et al. [19] used a distribution of parameters: 31.1% of all
vehicles with 2.2 s, 18.5% with 1.6 s and 50.

Studies using the reaction time instead of the HWT have been conducted by

• Bailey [4] with 0.1 s and
• Fountoulakis et al. [20] with 1 s for all vehicles.

Both use the Gipps driving model.

Further parameters defining the behaviour of AVs

Aria et al. [13] have used the speed limit±2 km/h as target speed. AVs change lanes
at crossings and turns earlier than human drivers. CAVs were cooperating with each
other when changing lanes. Krause et al. [8] have defined AVs to move faster back to
the right driving lane. When changing lanes, AVs were defined to accept less delays
for the following vehicle and smaller gaps between the cars on the target lane. And for
CAVs, smaller gaps to other CAVs were allowed. Krause et al. [29] have defined AVs
to keep a higher standstill distance (2.0 instead of 1.5m; the distance the vehicles keep
to front vehicle when stopping at crossings), have added more safety time (reacting
10 s instead of 8 s before reaching the safety distance), did not vary the distance
to the vehicle in front, have used the same accelerations as human driven vehicles,
but monitored one vehicle in front (instead of two). Furthermore, their acceleration
when changing lanes was equal to HVs, except the vehicle was not able to break fast
enough; also, they have used a higher minimum distance when changing lanes (1 m
instead of 0.5), and kept a constant velocity when driving idle (HVs with varying
speed). Motamedidehkordi et al. [14] have used a standstill distance of 1 m.

Stogios [7] has varied the standstill distance, the threshold for entering ‘Following’
(controls the start of the deceleration process when a driver identifies/senses a
preceding slower vehicle), the negative and positive ‘Following’ thresholds (control
the speed differences during the following state: smaller values lead to a more sensi-
tive reaction to accelerations or decelerations of preceding vehicles), the oscillation
acceleration (the fluctuations in acceleration during the acceleration process), the
standstill acceleration (the desired acceleration when starting from standstill), the
acceleration at 80 km/h, the min. headway (front/rear) and the safety distance reduc-
tion factor (this factor reduces the safety distance during a lane change). Calvert et al.
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[36] have used the desired gap of the vehicle to distinguish between human driven
vehicles, AVs and CAVs. The values were statistically distributed.

Literature on KPIs

Throughout the literature, several KPIs, mainly depending on the methodology and
the research design, have been used to study the impact on traffic. Themost important
KPIs are the

• average travel speed [5, 7, 8, 13, 20, 30, 32]
• the (average) travel time [4, 5, 13, 30, 36],
• the average delay [7],
• the total network delay [30],
• the queue lengths at junctions [5, 30],
• the average vehicle density [13, 30, 31],
• the road capacity [8, 9] and
• the traffic flow [30, 33, 36].

Other study designs used more specific KPIs, e.g.

• the inflow on highway segments [20],
• emissions [7] and
• platoon sizes [33].

4 Methodological Approach

A road network model of Munich including the „outer ring “-highway is used with
calibrated origin-demand matrices, all implemented in Aimsun. As a warm-up, the
network is filled with vehicles from 5.30 to 7 am and the simulation is then run from
7 to 10 am Fig. 1.

For the evaluation of the total traffic, the whole time window of three hours is
used. Additionally, 150 tracked vehicles are placed into the simulation at 7 am and
another 150 at 8 am. Of these, respectively 30 are driving inside the inner city, 30
around the middle part of the city, 30 into the city, 30 out of the city and 30 along the
„outer ring “ (a highway surroundingMunich). Each of the 30 vehicles is split into 10
human driven cars, 10 AVs and 10 trucks. Each simulation is run with 10 replications
and the base scenario (no AVs) with 30 replications for statistical significance. 10 of
these routes are exemplary shown in the Figure.

However, today it is still unclear how the AVs driving algorithms will be designed
in detail as only fewAVs are available on themarket and driving details are not public.
To give the users a safe feeling, it is likely that they will simulate the behaviour of
human drivers. For this, we use themodified version of the Gipps driver model (1981,
1986), which is implemented in Aimsun.

The general rule for changing parameters is that they are usually distributed for
human drivers, while for AVs they are set to fixed values.
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Fig. 1 The scope of the road network and its main OD entry and exit points

• The headway time is the most often discussed parameter in the literature. In the
Gipps model it is represented by the reaction time following. Furthermore, it
determines the minimum of the reaction time at stop and the reaction time front
vehicle (reaction to green traffic lights). For human drivers they are set to 0.8,
1.2 and 1.6 s, respectively. For AVs, several values have been discussed in the
literature, ranging from 0.1 to 2.2 s. Here, we use a value of 1.2 as this results in a
headway to the front vehicle that equals German driving laws (distance in meters
= half value of the tachometer in km/h) in the Gipps model. For CAVs, it’s
also likely that these will keep a distance according to traditional laws to ensure
safety. However, it might also be possible that they will be able to reduce their
distance to the front vehicle significantly due to the inter-vehicle communication,
so their parameter is set to 0.1. Thus, they will differ here from AVs. However,
this value can only be applied if all cars are CAVs.

The following parameters are applied to AVs and CAVs likewise:

• Aggressiveness level: this parameter determines if the vehicle accepts small gaps
between vehicles when changing lanes (0 for normal gaps, 1 for smaller gaps).
For human drivers it is distributed between 0 and 1, for AVs it’s set to 0, as AVs
will likely drive safely [11].

• Margin for Overtaking Manoeuvre: this adds an additional safety factor when
estimating if an overtaking manoeuvre can be finished in time due to oncoming
traffic. Human drivers: 3–7, for AVs it’s set to 7 to give the users a safe feeling [11].
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• Distance zone factor: this determines if lanes are changed in advance when lining
up at red traffic lights. For human drivers it’s distributed 0.8–1.2, for AVs it’s set
to 1.

• Speed acceptance: this determines if the vehicle accepts the speed limit. For human
drivers it’s centred around 1.1, i.e. human drivers usually drive faster than allowed.
For AVs it’s set to 1.

• Clearance: this determines the distance to the front vehicle when stopping, e.g. at
traffic lights. For human drivers: 0.5–1.5, for AVs: 1.

• Maximumgiveway time: if a vehicle waits longer than this time at an intersection,
it accepts shorter gaps for crossing. Human drivers 4–14 s, AVs 14 s to give the
user a safe feeling [11].

Other vehicle parameters like the length of the vehicle or itsmaximumacceleration
and deceleration are left unchanged, as it is still unclear if AVs will be designed
differently from traditional cars. Also, further parameters where AVs are unlikely to
differ from human driven vehicles are left unchanged.

Furthermore, the future of urban traffic was studied, using the scenario described
by Kaltenhäuser et al. [1]. They predicted the total vehicle miles travelled (VMT)
in Germany to increase from 100% in 2015 to a maximum of approx. 123% in
2036. Afterwards, the total vehicle miles are expected to decrease slightly. In 2036,
about 55% of the VMTs are driven by HVs and the remaining 45% by AVs, while
trucks remain unchanged. Here, the main KPIs are studied again: the mean queue
(representing the delay times), the density, the total travel time and the harmonic
speed.

Beyond the parameters used here, the main features of CAVs are the communica-
tion with each other and with infrastructure. The first one is applied here indirectly
with the usage of short reaction times which can only be realised with communi-
cation. The latter one is beyond this study as the communication can be simulated
solely with single intersections and not yet for a whole city so far. For this topic, see
e.g. [37, 38].

5 Results

First, the impact of the driving parameters on the total traffic was studied, using the
KPIs described above. The results are summarized in Table 2.

Here, it can be seen that both the driving aggressiveness and the margin for
overtaking manoeuvre have only a low and not significant impact on the KPIs. In
contrast, the distance zone factor, speed acceptance, clearance and maximum give
way time all have a negative impact on urban traffic flow. When modifying the
reaction times, it must be generally distinguished between AVs and CAVs. Using
a reaction time of 1.2 s, associatedwithAVs, the traffic flow is decreased significantly,
whereas using quick reaction times of 0.1 s, associated with CAVs, the traffic flow
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Table 2 Results of the parameter study. Numbers marked with * are not significant at a 95% level.
Note He “reaction time at stop” and the “reaction time front vehicle” require the basic reaction
time to be lower or equal (here: 0.1 s). Thus, the results shown for these two KPIs are relative to a
reaction time of 0.1 s

Parameter Value
(s)

Mean
queue
(%)

Stop time
(%)

Delay
time (%)

Density
(%)

Travel
time (%)

Harmonic
speed (%)

Aggressiveness 0 −0.7* −0.8* −0.6* −0.2* −0.2* 0.3*

Margin for
overt.
manoeuvre

7 0.8* 1.2* 1.0* 0.4* 0.2* 0.5*

Distance zone
factor

1 15.8 6.9 6.8 7.9 2.2 −3.7

Speed
acceptance

1 8.8 6.5 2.2* 5.3 1.9 −4.9

Clearance 1 10.7 6.5 5.5 4.6 1.0 −2.9

Maximum give
way time

14 13.8 9.9 8.4 5.7 2.4 −4.4

All reaction
times

1.2 45.1 39.5 38.7 24.7 9.5 −19.8

Reaction time 0.1 −21.5 −21.0 −27.2 −15.8 −5.9 19.1

Reaction time at
stop

0.1 −65.4 −57.6 −52.4 −31.2 −23.0 37.1

Reaction time
front vehicle

0.1 −21.0 −17.4 −15.8 −9.8 −4.9 8.8

gets enhanced. Thus, these parameters have a similar effect on urban traffic as it is
studied here and intercity traffic as it is studied in the literature.

Then, the impact of autonomous vehicles on urban traffic was studied, using the
parameters described above.

Total traffic

The impact of an increasing percentage of AVs on urban traffic is shown in Fig. 2.
It can be seen that all KPIs (except the harmonic speed) are steadily increasing

with an increasing percentage of AVs. Here, especially the waiting times (queue,
stop time, delay) are increasing significantly by 72, 60 and 54%, respectively, while
the density and travel time are increasing by just 36% and 12%, respectively. This
corresponds to a decreasing harmonic speed (−22%).

Traffic in specified travel directions

Here, 300 additional vehicles were placed in the simulation as described above.
Of these, 20 HVs, 20 AVs and 20 trucks travelled around the inner city, and the
same amount respectively around the middle part of the city, along the highway
surrounding Munich, into the city and out of the city. Their travel behaviour was
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Fig. 2 Relative KPI change with an increasing percentage of AVs

studied depending on the percentage of AVs. First, Fig. 3 shows that the relative
travel time increases almost linearly and similarly for all types of vehicles with an
increasing percentage of AVs (exemplary shown for the traffic in the inner city, but
equally for the other travel directions). For 100% AVs, it increases by around 20%.

Thus, the relative travel time is averaged for the three types of vehicles and shown
in Fig. 4 for the five specified travel directions.

It can be seen that the travel time increases also almost linearly for all directions,
except the traffic around the middle city. Here, the travel time decreases first, before
the linear increase starts at an AV percentage of 40%. Furthermore, the time increase
in the main travel directions (such as into the city a along the outer ring in the
morning) is with 28 and 47% significantly larger than the increase in the sparsely
travelled directions (out of the city and around the middle city) with 6 and 15%.

These results reflect the fact that all AV driving parameters have a negative impact
on urban road traffic, as shown in Table 2. Combining all effects together must then
necessarily have an increased negative impact on urban road traffic. In return, human
drivers “optimize” the trafficflowbynot following regulations and recommendations.

The impact of connected autonomous vehicles

In contrast to AVs, CAVs were designed with very short reaction times of 0.1 s. First,
their impact on the total traffic was studied by comparing the penetration rates of 0
and 100%. Table 3 shows the relative changes.

The table shows that especially the waiting times (mean queue, stop and delay)
get significantly reduced by about 70%. Also, the vehicle density and the travel time
get reduced by 42 and 28%, respectively. This corresponds to an increased harmonic
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Fig. 3 Impact of an increasing AV percentage on the travel time of HVs, AVs and trucks around
the inner city

Fig. 4 Impact of an increasing AV percentage on the travel time along specified routes. As the
travel time of HVs, AVs and trucks increases similarly (see Fig. 3), the relative travel time is shown
as an average of these vehicles
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Table 3 Relative KPI change due to 100% CAVs (compared to 100% HVs)

KPI Relative change (%)

Mean queue −76

Stop time −70

Delay time −70

Vehicle density −42

Total travel time −28

Harmonic speed +62

Table 4 Relative change in the travel time with 0 and 100%CAVs. All vehicle types feature almost
the same changes

Vehicle type Inner city (%) Middle city
(%)

Into the city
(%)

Out of the city
(%)

Outer ring (%)

HVs −26 −28 −31 −22 −53

CAVs −25 −23 −32 −21 −52

Trucks −24 −24 −29 −21 −52

speed (+62%). Thus, the reduced reaction times (increasing the flow) have a much
higher impact than the other driving parameters (decreasing the flow). This is in
accordance with Table 2 where the impact of the single parameters is shown and the
reaction times have a far higher impact.

Also, the directional traffic was studied using the 300 additional HVs, CAVs and
trucks. The relative change in the travel time between 0 and 100% CAVs is shown
in Table 4.

It can be seen that most travel times are being reduced around 21–32%. Here,
especially the less travelled direction out of the city (in the morning) shows a lower
reduction, while the reduction along the outer ring with high velocities shows a rela-
tively large reduction of about 52%. These results reflect the fact that the reaction
time dominates all other studied AV driving parameters, as shown in Table 2. The
traffic might be further optimized with CAVs communicating with infrastructure like
traffic lights.

Predicted future traffic with AVs

Furthermore, the simulation was run for the scenarios described by Kaltenhäuser
et al. [1]. Their predicted AV and HV miles travelled and the resulting KPIs are
shown in Fig. 5.

It can be seen that the mean queue, the traffic density and the total travel time will
increase significantly in the future. The total travel time, which might be regarded
as the most important variable, increases to a maximum of about 124% (compared
to 2015) in 2036 and will slightly decrease afterwards due to a declining population.
The increased travel time corresponds to a lower speed, which is being reduced by
approx. 39%.
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Fig. 5 Predicted vehicle miles travelled by HVs and AVs and the resulting KPIs mean queue,
density, total travel time and harmonic speed. For a better clarity, the stop and delay time are not
shown

However, due to the increased usage of autonomous driving vehicles, the extended
travel timemight be used for activities like reading, working or sleeping, which could
compensate it at least in parts.

6 Conclusions

In previous studies, the impact of autonomous driving vehicles and their driving
parameters on urban road traffic were examined. However, these studies focussed
mainly on single and double lane traffic as it is found e. g. on highways, while the
impact on urban road traffic is still unclear.

For this, a traffic simulation using a calibrated city model of Munich was run with
several features of AVs. With this, the AV driving parameters influencing urban road
trafficwere examined.Here, especially the reaction times had an impact, where larger
values used for AVs had a negative impact on traffic flow, while shorter values used
for CAVs had a positive effect. This is in accordance with the literature, although
the results are barely comparable as mainly single and double lane traffic was used,
while in our study a complete city network was used and results could have been
different for example due to vehicle behaviour at crossings or traffic lights. In our
study, the impact is highest when traveling along the main travel directions (into the
city in the morning) and it is higher for highways than for (slow) urban traffic.
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A similar result was produced when the impact of AVs and CAVs, simulated with
their respective driving parameters, was simulated. Here, AVs, associatedwith longer
headway times lead to reduced traffic flow while CAVs, associated with shorter
headway times, lead to an increased traffic flow. Thus, it could be seen that the
headway times dominated the other features associated with autonomous driving
that were identical for both types of vehicles.

Hence, it is important to reduce the reaction and headway times of AVs and CAVs
to reduce travel times, traffic and thus emissions. This will not just be a technically
difficult task, but also a policy issue, as road safety must be ensured at all times.
This topic will gain in importance when looking at future scenarios that predict an
increased traffic.

As the effects are higher in the main travel directions, an intelligent and
collaborative routing of AVs could as well to reduce traffic.
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Enhancing Robustness Against
Component Failures in Intelligent
Transportation Systems Through
Self-diagnosis Functionality

Christian Creß, Lukas Rabe, and Alois Knoll

Abstract The intelligent transportation systems (ITS) are part of possible solutions
to the problems in transportation. Current systems generate digital twins of traf-
fic participants. The traffic can be interpreted, and control signals can be sent to
vehicles. Malfunctions could have disastrous consequences. Therefore, we present a
self-diagnosis functionality for ITS which enhancing robustness against component
failures. First, we identified sources of failures. Then, we compared existing failure
detection approaches in use case of ITS. Based on this, we developed the methods
Heartbeat, Sensor Metadata Checking, Process Pipeline Checking andMeasurement
Point Cross-Checking. To react to malfunctions, we introduce a remediation compo-
nent. For testing, we used the real environment test bed Providentia++. The unique
setup enables novel approaches for enhancement of robustness. In particular, Mea-
surement Point Cross-Checking was tailored to our unique sensor setup. During the
experiments, we verified the effectiveness of ourmethods. In future work, we suggest
more plausibility checks.

Keywords C-ITS · Intelligent transportation systems · Intelligent infrastructure
systems · Robustness · Self-diagnosis · Failure detection

1 Introduction

The problems in transportation segment are omnipresent. These include, for example,
traffic accidents due to human error, air pollution and traffic congestion. Intelligent
traffic concepts can make an effective contribution to solving the mentioned issues.
Therefore, the intelligent transportation systems (ITS) has become a very relevant
research topic in the previous years. The current systems are increasingly using high
precise sensors, such as cameras, radars and LiDARs. With sufficient computing
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power, these systems allows the generation of a digital twin of each individual traffic
participant in real-time. Therefore, common value-added services, such aswarning of
slippery road, construction sites and traffic accidents, can be extended tomore safety-
critical value-added services, which needs more information density [1]. The ITS of
today are able to interpret the traffic flow as well as specific traffic situations. Based
on this, the systems can send control signals to the vehicles, which are connected via
V2X technology.

Alternatively, electronic gantry bridges can also send instructions to road users
who have no connectivity functions. This development allows higher optimization
of the road traffic in terms of safety and efficiency, especially when autonomous
vehicles become part of the automotive landscape [2, 3]. For sure, the malfunctions
in the ITS could have disastrous consequences for the road traffic. For this reason,
these systems also count as critical infrastructure and need protection.

This drives the following research question: How to protect and secure ITS from
malfunctions and external attacks? First, we need to analyze against which specific
failures or threads we have to protect an ITS. Therefore, we create a list of possible
failure scenarios which could produce wrong output, and rate their impact factor in
terms of stability:

• Breakdown of a sensor: An easily identifiable failure scenario is the breakdown
of a sensor. When a sensor does not generate data, in the best-case scenario, we
lose accuracy. In the worst case, a digital twin of a road user can no longer be
generated.

• Breakdownof ameasurement point:Acompletemeasurement point has a break-
down or the connection to this node is broken. The ITS cannot generate digital
twins in a specific road section anymore. Furthermore, in case of distributed edge-
computing, the overall system loses computing power.

• Misbehavior of a software component:Asoftware component, such as the object
recognition module or tracking software, can misbehave. In the best-case failure
scenario, the component produces no output. In the worst-case, the software pro-
duces wrong data output, which leads to faulty and contradicted data streams in
the processing pipeline. These anomalies can be assigned to the more complex
failure scenarios and may only be recognizable in the global context over several
measuring points.

The reasons for the failure scenarios can be defective software or hardware com-
ponents, as well as external attacks. In any case, the system has to recognize the
mentioned scenarios and generate a corresponding response. This is the only way to
avoid potentially fatal decisions based on incorrect data.

In this paper, we present a self-diagnosis functionality using methods of Heart-
beat, SensorMetadataChecking, Process PipelineChecking, andMeasurement Point
Cross-Checking. Thesemethods detect malfunctions and therefore, they can increase
the security and robustness of the overall system. For testing in real environment,
we implement these methods on the Providentia++ test bed. The unique structure of
the test bed is the overlapping field of views with different kind of sensors, and it
enables new approaches for enhancement of the robustness. In particular, the method
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of Measurement Point Cross-Checking is a novel approach which is tailored to our
unique sensor setup.

We organized the paper as follows. First, Sect. 2 explains well-known concepts
for increasing the robustness of safety-critical software. The Sect. 3 describes our
methods for self-diagnosis functionality in ITS. The Sect. 4 discusses the results
which we achieved with our presented methods on the Providentia++ test bed. Last,
a conclusion and outlook are given in Sect. 5.

2 Related Work

The software of safety-critical systems have to be robust. The survey [4] describes
failsafe techniques in safety-critical automotive applications. These techniques can
be summarized into the groups 1.) redundancy, 2.) hardware integrity checks, 3.)
program execution checks and 4.) output monitoring. For example, the autonomous
underwater vehicle described in [5] improves the safety with an additional hardware
module that detects critical situations. According to the authors from [6], robust-
ness with failure detection systems can be achieved with two approaches, which are
usually used in software testing: 1.) An external component observes the output of
another software component and handles it as a black box. 2.) A diagnosis component
monitors internal states of the observed component. Thus, this approach treats the
software module as a white box. A deviation from the expected output or in internal
state can be recognized as failure.

The author from [7] presents a white box method for monitoring the internal
state of a software module including the concept of self-healing. Here, each module
has a service layer and a healing layer. If an unexpected state transition occurs or
expected messages have not arrived in reasonable time intervals, the healing layer
presumes a failure. In detail, aliveness-indication-routines are added to the code
which notify an external observer about the current internal state of the process.
If the process changes to an unexpected state, the observer becomes aware about
a malfunction. The mentioned aliveness-indication-routines are used in automotive
software applications [8] and can be implemented with a watchdog timer. Here, an
external device resets the monitored system, when a specific amount of time has
passed. The system can only avoid the reset by requesting a restart of the timer. In
case of malfunction, this request is not possible. Therefore, the watchdog performs a
system reset. Thiswhite boxmethodhas twodisadvantages. First, the implementation
of existing software modules has to be modified for submission of their internal state
to a monitoring system. Second, duplicating a logic into the monitoring system has a
risk of duplicating undetected errors too. According to Parnas et al. [9], the preferred
approach for evaluation of safety-critical software is to treat the whole system as a
black box.

Black box methods detect failures without the knowledge of the internal state of
the software. Here, key performance indicators can be analyzed. For example, the
frame rate of a video stream module can be an indicator. When the actual value is
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out of range in comparison to the expected value, the observer method detects a
failure. The name of this approach is reasonableness test [4]. For implementation,
the author [10] suggests checking a component with defined test data which leads
to known associated output. This check can be executed, for example, in the start
routine. Unfortunately, when a component has no external inputs, this procedure is
not possible. The analysis of the network traffic is another black box method. Here,
the monitoring of software modules is possible without modification of existing
components. This approach is a watchdog [11]. The authors in [12] offer an example
of such a network-centric watchdog approach. For example, when a node generates,
less traffic than expected, a failure is assumed. The monitoring focuses on data
quantity. Therefore, incorrect content cannot be detected. A watchdog, with focus on
the data content, is presented in [13]. Here, the algorithm extracts statistical features
from consecutive packets. A fuzzy logic system decides about any malfunction.

As mentioned before, the ITS are safety-critical systems and require protection
against malfunction and cyberattacks. Therefore, we need to ensure their function-
alities with the mentioned methods. The ITS developed in [14] optimizes the traffic
flow with methods of data analytics automatically. Unfortunately, the generated data
is not used for anomaly and failure detection. The authors [15] have proposed a
fully decentralized multiagent system. From a technical point of view, each sensor
or measurement point of the ITS, is an agent. The low-level agents, such as sensors
and acturators, are architecturally separated from high-level agents, such as object
classification and tracking. The focus lies on the architecture and the communication
between the agents. Furthermore, the system does not address robustness.

The system described in [16] contains elements for enhancing robustness. Even
though the main focus of the video surveillance system is not the optimization of
the traffic, the technical challenges are similar to an ITS. Distributed nodes with
cameras as sensors send data over the network to a central cloud unit. Even in case of
malfunction, a computing node or the central cloud goes offline, the system tolerates
the failure and the other nodes continue operating. Interestingly, resource and image
processingmonitoring recognize overloaded or stopped computing nodes. Therefore,
the system can restart the elements. Although, the system checks if nodes are running,
it does not check the data content quality.

3 Methodology

Using the example of the ITSProvidentia++ [17–19],wepresent in thisworkmethods
for self-diagnosis functionality, which detect malfunctions and thus increase the
robustness and security of the overall system. First, background knowledge of the
test bed Providentia++ is necessary to understand the developedmethods:On a length
of 3.5 km, the Providentia++ system is located at the autobahn A9 and highway B471
near Munich. The test bed consists of seven measurement points having overlapping
field of views distributed over the entire test bed. The purpose is creating digital twins
of the road traffic. For this, each measurement point has multi-modal sensors. These
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Fig. 1 Overview of the test bed Providentia++ (Graphics made with Google)

include cameras, event-based cameras, radars and LiDARs. Eachmeasurement point
creates a local digital twin. These local partial results are merged into a global digital
twin, which could be imported into vehicles via V2X technology or made accessible
to third parties via the internet. However, external applications such as traffic control
or autonomous driving currently do not use this digital twin. Figure 1 shows all
measurement points. The software on the Providentia++ system,which creates digital
twins, is based on the ROS-framework. This framework enables a publish-subscribe
mechanism between the individual hardware and software components. Because of
this fact, the necessary software components of the ITS, such as device drivers,
components for object detection and tracking, as well as data fusion, are ROS nodes.
They are written in object orientated languages, such as C++ and Python.

At the time ofwriting, thementioned softwarewas used at themeasurement points
S40 and S50. These two measurement points are equipped with cameras and radars.
The Fig. 2 shows the network between the backend component and the measurement
points, which is realized using optical fiber. Based on this system, we implement
conventional methods Heartbeat, Process Pipeline Checking and Sensor Metadata
Checking for self-diagnosis functionality. Furthermore, we propose Measurement
Point Cross-Checking, which detects complex failure scenarios in the program flow.
It should be highlighted thatMeasurement Point Cross-Checking is a novel approach
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DFU1 DFU2

Backend

Fig. 2 Top-down view to the backend, DFU1 (S40) and DFU2 (S50). Each measurement point
consists of a data fusion unit (DFU) and sensors which are installed on a gantry bridge
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Fig. 3 This diagram gives an overview about the links between the existing components in the ITS
Providentia++ and the self-diagnosis functionality for the measurement point S40. The outputs of
the component are the digital twin and its heartbeat signal. The inputs include the digital twin and the
heartbeat signal of the adjacent measurement point S50. The existing data flow for generating digital
twins is shown by the black arrows. The self-diagnosis methods receive the data streams (green
arrows) and check the components for wrong behavior. In the event of an error, a remediation
mechanism can be triggered. This was implemented as proof of concept for the camera driver.
Theoretically, all other components could also trigger a reaction (orange arrows). The measurement
point S50 has the same structure

that is tailored to our unique sensor setup. The Fig. 3 illustrates the links between the
presented methods of the self-diagnosis functionality and the existing components
of the ITS Providentia++. Here, the outputs of the various software components are
evaluated by the self-diagnosis component.

According to our mentioned methods, we record each detected malfunction of
the system into a database. In the event of malfunction, this SQLite database enables
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better analysis of the reasons. Furthermore, we can trigger a reaction in the over-
all system. It is to be emphasized that the remediation logic must be specifically
designed per component. Hence, we provide an interface which offers access to the
broadcasted signals from the self-diagnosis functionality and implement interfaces
for remediation. In this way, the specific components can define the customized
remediation logic. However, the failure remediation is not the main focus of this
paper, we implement a rudimentary reaction in case of failure as proof of concept.
We describe this reaction as follows:

1. The camera sends images to the process chain at irregular intervals. The method
Sensor Metadata Checking detects this misbehavior.

2. The software component, which implements Sensor Metadata Checking, reports
this downtime into a database and publish a remediation request as a broadcast
into the complete ROS-Network.

3. All components, which implement the mentioned remediation interface, receive
the remediation request. In case of our implementation, the camera device driver
receives the request and can reset its internal state.

4. The method Sensor Metadata Checking recognizes that the camera is back in
normal operation. It stops sending remediation requests.

After the description of the remediation mechanism, we would like to present in
detail the methods, which detect malfunctions and misbehavior in the safety-critical
ITS.

3.1 Heartbeat

The method Heartbeat is able to detect downtimes of complete measurement points
or the backend. When the instance of the self-diagnosis functionality goes offline,
this method detects the malfunction. For implementation, each measurement point
sends a signal about its own internal status to the network periodically. All others
measurement points receive and evaluate the signals. As soon as ameasurement point
has a downtime, this can be recognized by other measurement points. The overall
system is thus able to restart a complete measurement point. Therefore, the Heartbeat
method serves the error scenario of total breakdown.

3.2 Sensor Metadata Checking

To deal with the scenario of a sensor breakdown, the method analyses the metadata
of sensor outputs. Therefore, we measure the metadata, such as the frequency of
data, of the radars and cameras and calculate the average data frame rate. Then, we
evaluate the values in terms of plausibility. It is known from the Providentia++ sys-
tem that the cameras and radars feed their data into the processing pipeline usually
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at 25Hz and 13Hz respectively. Ideally, the latest message should have arrived just
a few milliseconds ago. As soon as a significant deviation is registered, the subse-
quent components in the process pipeline, such as object detection and tracking, are
informed about the anomaly. However, scheduling buffers at the threshold, such as
20% from the target of 25FPS, avoids false positives.

3.3 Process Pipeline Checking

The method Process Pipeline Checking analyses the data flow in the data processing
components of the overall system. Here, we compare the data outputs of a specific
component with the data inputs of the subsequent component. Therefore, we realize a
verification of the correct data consumption in the various components in real-time,
so a possible malfunction in the process chain can be detected. In this work, we
implement such a plausibility check with the pipeline of the radar sensor. Here, a
software component is responsible for tracking the objects, which are detected by
the radar. For this reason, we compare the number of detected objects reported by the
sensor with the number of actively tracked objects. Also, the algorithm compares the
input of the pipelinewith its output. A detected failure could indicate themodification
of data in an unintended way. Furthermore, large delays in the processing pipeline
would be interpreted as malfunction too.

3.4 Measurement Point Cross-Checking

Another complex failure scenario is the output of faulty data streams from a complete
measuring point. Because all traffic participants pass through the field of views of
both measurement points, a comparison with surrounding measuring points can be
helpful. For this reason, the method of Measurement Point Cross-Checking was
developed. In this algorithm, the movement of each detected traffic object in one
direction is simulated in real time based on the recorded speed. Since the positions
of the measurements points are known, the arrival timestamps of the simulated twins
at the neighboring measurement point can be calculated. Therefore, we introduce the
formula

ttarget = tdetection − d

vavg
× α, (1)

where d is the distance between the measurement points, vavg the average speed
and tdetection the current timestamp of the measured digital twin. The sensors do not
look perpendicularly to the ground, instead they look into the distance. Therefore the
required distance for a detected object between the measurement points is slightly
less than d . This fact can be taken into account using the parameter α, which was
determined empirically.



Enhancing Robustness Against Component Failures … 29

direction of travelMP 1 MP 2

(a) First, the system stores the number of detected vehicles on the left measurement
point in a buffer. This information will later be accessed for verification.

direction of travelMP 1 MP 2

(b) Then, the system records the number of currently detected vehicles on the measure-
ment point on the right and calculates their average speed. Then, the system estimates
the timestamp of the traffic at the previous measurement point. This estimation can
be compared with the measured values. Ideally, those indicators are similar.

Fig. 4 Principle of the measurement point cross-checking

Then, the simulated twins can be compared with the measured real digital twins
at the respective measurement point. Because objects cannot suddenly appear or
disappear on a closed route, a failure can be assumed, when there is a relevant
deviation between the simulated and real traffic flow. The Fig. 4 gives an overview
about the method. It should be noted, that the method makes a statement about
plausibility only of the entire traffic flow. The method does not require personal data.
If the vehicle speeds diverge significantly, the prediction will not be highly accurate.

4 Results

For evaluating the results, we have simulated downtimes on the Providentia++ sys-
tem. Here, we have recognized that the presented self-diagnosis methods work effec-
tively. The method Heartbeat has detected the downtime of a measurement point,
and Sensor Metadata Checking as well as Process Pipeline Checking have detected
malfunctions in the camera respectively the radar. Lastly, the Measurement Point
Cross-Checking method has identified complex failures in the content of collected
digital twins. Because the methods can initiate corrective actions, such as restart of
the specific component, an increase in the stability and the robustness of the overall
system has been achieved. This section describes the detailed findings, thresholds
and limitations of the individual methods.
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(a) An illustration of the large variance in the raw FPS metadata of the camera video
stream.

(b) By averaging the FPS of the last 50 video frames, outliers no longer erroneously
trigger the downtime detection.

Fig. 5 Graphical representation of the sensor metadata checking, performed on the video stream
of the camera during a 60-s interval. The dashed lines represent the 20% threshold tolerance around
the target FPS value of 25

– Heartbeat: The method Heartbeat is a fundamental sanity check. Any failures
detected by this module would indicate a downtime of the complete measurement
point. During normal operation, all measurement points broadcast a heartbeat
signal every second. We found three seconds to be an a propriate threshold value
in order to trigger a failure event without false positives. Since this method only
checks the responsiveness of a component, there is no connection between the
described threshold and traffic situations. The most important limitation is the
event of a total downtime of all system components. In this case, there are no
opportunities to initiate corrective measures to restore the system.

– Sensor Metadata Checking: The method Sensor Metadata Checking monitors
the camera and the radar. First, a threshold defines the maximum allowed time to
wait for a data packet. After this time, an error event will be triggered. We have
used 5 s for the camera and radar. In addition, we have considered the average
frame rate over the last 50 received camera images, shown in Fig. 5. When a value
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is 20%above or belowof this target, themethod triggers an error. Since thismethod
only checks the performance parameters of a component, there is no connection
between the threshold value and the traffic situation. The limitation of the method
is the evaluation of metadata itself. If a sensor delivers wrong content, such as the
camera always sends the same image, this could not be detected.

– Process Pipeline Checking:We have implemented this method to verify the data
flows in the ITS, demonstrated on the radar process chain. Since the algorithm
compares the input of the pipeline with the output, a threshold for an erroneous
deviation must be defined. Normally, the data processing for the radar takes a
few milliseconds, so that the deviation between input and output should be zero.
Due to non-guaranteed time synchronization, we set the threshold to one. With
this threshold, we should prevent false-positives. There is no relation between this
parameter and specific traffic situations. The limitation of the current implementa-
tion is the comparison of metadata: We compare the number of tracked objects. A
comparison of specific content, such as the speed and the exact position of traffic
participants, would be better.

– Measurement Point Cross-Checking: The Measurement Point Cross-Checking
reports a failure when the actual number of detected objects deviates highly from
the predicted value. As mentioned before, the sensors do not look vertically to
the ground. Thus, we have to determine a suitable threshold α. Figure 6 shows
the results with several thresholds. With a suitable value, the two curves, which
describe the number of detected objects and the number of predicted objects over
the time, should look similar. The threshold value depends on thefield of viewof the
sensors and not on the traffic situations. Therefore, according to our experience,
the value α = 0.5 was a suitable value under all tested traffic situations. The
Fig. 7 shows the number of detected objects as well as the predicted values in
several traffic situations. There were no disruption observered in the sequences.
For our experiments, we set the threshold α = 0.5. According to our experience,
a deviation of less than 10 objects are in the tolerance range. Higher deviations
can be interpreted as a failure. Our method works well in normal traffic as well
as in dense traffic scenarios. The limits are in special traffic situations, such as
traffic jams or accidents between the measurement points. In case of accident or
traffic congestion, detected vehicles would be recorded at the first measurement
point, but they would probably not arrive in time at the neighboring station. So, the
actual number of objects would not match with the predicted number of objects.
The system would assume an error falsely. Furthermore, there is logically a lack
of traffic movements: No meaningful predictions can be generated. This can be
observed very well in the fourth scenario.

In total, we have tested the methods in the productive system from 22.05.2021,
00:00 to 25.05.2021, 05:00 UTC. The results are summarized in Table 1 and they
correspond to our observations on the real system. Interestingly, our self-diagnosis
functionality uncovered a systematic weakness in the ITS Providentia++. The radar
sensor has faced irregular failures during the night. Every few minutes between
9:00 pm and 4:00 am, the radar has stopped transmitting messages. According to
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(a) α = 0.0,
Avg. deviation = 2.96

(b) α = 0.3,
Avg. deviation = 2.41

(c) α = 0.5,
Avg. deviation = 1.92

(d) α = 0.7,
Avg. deviation = 2.8

(e) α = 1.0,
Avg. deviation = 3.22

(f) α = 1.5,
Avg. deviation = 4.85

Fig. 6 The blue line represents the number of vehicles over the time, detected by the local measure-
ment point. The red line is the corresponding prediction at the remote measurement point. The more
similar the lines, the better the method can detect faulty sensor data. The value α = 0.5 gives the
smallest deviation and thus the best result. Higher values would represent a higher distance between
the measuring points. Logically, with values >1.0 no meaningful similarity can be achieved

the collected data, this behavior was at least 500 times per night with a duration of
around 10 s. According to the metric

availability = total time− total downtime

total time
, (2)

the radars achieve 95.03%. With support of the presented methods, we have identi-
fied this problem. Since the system is designed redundantly with other sensors, this
availability cannot be classified as critical. A total breakdown of the system would
have been detected by the heartbeat method and fortunately did not occur. So, the
digital twin of road traffic could be reliably generated in the specified time. In sum-
mary, the methods provide an important contribution to the security and stability of
the safety-critical ITS Providentia++.

5 Conclusion

In this paper, we have developed a self-diagnosis functionality which uses methods
for failure detection. For this purpose,we have first identified potential sources of fail-
ures in the test bed Providentia++ and then, we have compared previous approaches
to their detection.

Based on this knowledge, we have developed the methods Heartbeat, Sensor
Metadata Checking, Process Pipeline Checking as well asMeasurement Point Cross-
Checking: 1.) The method Heartbeat detects a total breakdown of a measurement
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Fig. 7 Graphical representation of the analysis performed by themeasurement point cross-checking
module in several traffic situations. Although, strong correlation exists between the curves, we also
notice minor deviations. The blue line represents the number of vehicles, detected by the local
measurement point, the red line the corresponding prediction. Predictions cannot be performed
correctly during traffic jams

point. 2.) The Sensor Metadata Checking detects failures based on the key perfor-
mance indicators of the sensors without interpreting their data content. 3.) The Pro-
cess Pipeline Checking analyses the data flow between the software components.
4.) The Measurement Point Cross-Checking interprets the data content between
surrounding measurement stations. These methods follow a decentralized network-
basedmonitoring approach. Furthermore, we have implemented a rudimentary reme-
diation mechanism, which resets the camera driver in case of malfunction.

During our experiments in the real environment of the Providentia++ test bed, we
were able to verify the effectiveness of our mentioned methods. For example, we
uncovered aweakness in our radars. In addition,we also showed the limitations of our
methods: For instance, Measurement Point Cross-Checking has difficulties during
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Table 1 Number of failures detected by the self-diagnosis functionality between 2021-05-22 and
2021-05-25. The method of Sensor Metadata Checking detects a high number of failures in the
radar

Module name Downtime (h) # Failures Availability (%)

Heartbeat 0 0 100

Sensor metadata
checking (Camera)

0.023 28 99, 97

Sensor metadata
checking (Radar)

3.82 1375 95.03

Process pipeline
checking (Radar)

0 0 100

Measurement point
cross-checking

0.0016 1 99.99

traffic jams or accidents. In summary, the methods and the remediation mechanism
contribute to protect the ITS Providentia++ from malfunction and external attacks.

For future work, we propose to explore smart recovery methods. This would
enable specific failure correction and remediation. Further checks for plausibility
would be conceivable. Here, we propose the semantic evaluation of a traffic scene
using deep learning. This would further increase the stability of the overall system.

Acknowledgements This work was funded by the Federal Ministry for Digital and Transport,
Germany as part of the research project Providentia++. The authors would like to express their
gratitude to the funding agency.

References

1. Creß C, Knoll A (2021) Intelligent transportation systems using external infrastructure: a
literature survey. In: ArXiv. https://arxiv.org/pdf/2112.05615

2. WiegandG (2019)Benefits and challenges of smart highways for the user. In: IUIWorkshops’19
3. Buechel M, Schellmann M, Rosier H, Kessler T, Knoll A (2019) Fortuna: presenting the

5g-connected automated vehicle prototype of the project PROVIDENTIA. In: Researchgate.
https://doi.org/10.13140/RG.2.2.24402.91842. https://www.researchgate.net/publication/
337285135_Fortuna_Presenting_the_5G-Connected_Automated_Vehicle_Prototype_
of_the_Project_PROVIDENTIA?channel=doi&linkId=5dcea3d3299bf1b74b43abcc&
showFulltext=true

4. Leaphart EG, Czerny BJ, D’Ambrosio JG, Denlinger CL, Littlejohn D (2005) Survey of soft-
ware failsafe techniques for safety-critical automotive applications. In: SAE transactions, vol
114. SAE International, pp 149–164. https://www.jstor.org/stable/44682414

5. Ortiz A, Proenza J, Bernat G, Oliver G (1999) Improving the safety of AUVs. In: Riding the
crest into the 21st century. Marine Technology Society and IEEE Service Center, Washington,
DC and Piscataway, pp 979–984. https://doi.org/10.1109/OCEANS.1999.805005

6. Mohan KK, Verma AK, Srividya A (2010) Software reliability estimation through black box
and white box testing at prototype level. In: 2nd ICRESH-2010, pp 517–522. https://doi.org/
10.1109/ICRESH.2010.5779604

https://arxiv.org/pdf/2112.05615
https://doi.org/10.13140/RG.2.2.24402.91842
https://www.researchgate.net/publication/337285135_Fortuna_Presenting_the_5G-Connected_Automated_Vehicle_Prototype_of_the_Project_PROVIDENTIA?channel=doi&linkId=5dcea3d3299bf1b74b43abcc&showFulltext=true
https://www.researchgate.net/publication/337285135_Fortuna_Presenting_the_5G-Connected_Automated_Vehicle_Prototype_of_the_Project_PROVIDENTIA?channel=doi&linkId=5dcea3d3299bf1b74b43abcc&showFulltext=true
https://www.researchgate.net/publication/337285135_Fortuna_Presenting_the_5G-Connected_Automated_Vehicle_Prototype_of_the_Project_PROVIDENTIA?channel=doi&linkId=5dcea3d3299bf1b74b43abcc&showFulltext=true
https://www.researchgate.net/publication/337285135_Fortuna_Presenting_the_5G-Connected_Automated_Vehicle_Prototype_of_the_Project_PROVIDENTIA?channel=doi&linkId=5dcea3d3299bf1b74b43abcc&showFulltext=true
https://www.jstor.org/stable/44682414
https://doi.org/10.1109/OCEANS.1999.805005
https://doi.org/10.1109/ICRESH.2010.5779604
https://doi.org/10.1109/ICRESH.2010.5779604


Enhancing Robustness Against Component Failures … 35

7. Shin ME (2005) Self-healing components in robust software architecture for concurrent and
distributed systems. Sci Comput Program 57(1):22–44. https://doi.org/10.1016/j.scico.2004.
10.003. www.sciencedirect.com/science/article/pii/S0167642304001893

8. Chen X, Feng J, Hiller M. Lauer V (2007) Application of software watchdog as a dependability
software service for automotive safety relevant systems. In: 37th Annual IEEE/IFIP interna-
tional conference on dependable systems and networks, pp 618–624. https://doi.org/10.1109/
DSN.2007.14

9. ParnasDL, van SchouwenAJ,Kwan SP (1990) Evaluation of safety-critical software. Commun
ACM 33(6):636–648. https://doi.org/10.1145/78973.78974

10. Mori K (1993) Autonomous decentralized systems: concept, data field architecture and future
trends. In: Proceedings ISAD 93: international symposium on autonomous decentralized sys-
tems, pp 28–34. https://doi.org/10.1109/ISADS.1993.262725

11. Beningo J (2010) A review of watchdog architectures and their application to Cubesats. https://
www.beningo.com/wp-content/uploads/images/Papers/WatchdogArchitectureReview.pdf

12. Ramanathan N, Chang K, Kapur R, Girod L, Kohler E, Estrin D (2005) Sympathy for the
sensor network debugger. In: Redi J (ed) Proceedings of the 3rd international conference on
embedded networked sensor systems, ACM conferences. New York, p 255. https://doi.org/10.
1145/1098918.1098946

13. Vollmer T, Manic M, Linda O (2014) Autonomic intelligent cyber-sensor to support industrial
control network awareness. IEEE Trans Indust Inf 10(2):1647–1658. https://doi.org/10.1109/
TII.2013.2270373

14. Morrissett A, Eini R, Zaman M, Zohrabi N, Abdelwahed S (2019) A physical testbed for
intelligent transportation systems. In: Arxiv. https://arxiv.org/pdf/1907.12899

15. Abreu B, Botelho L, Cavallaro A, Douxchamps D, Ebrahimi T, Figueiredo P, Macq B, Mory B,
Nunes L, Orri J, Trigueiros MJ, Violante A (2000) Video-based multi-agent traffic surveillance
system. In: Proceedings of the IEEE intelligent vehicles symposium2000. IEEEServiceCenter,
Piscataway, pp 457–462. https://doi.org/10.1109/IVS.2000.898385

16. Limna T, Tandayya P (2016) A flexible and scalable component-based system architecture
for video surveillance as a service, running on infrastructure as a service. Multimedia Tools
Appl 75(4):1765–1791. https://link.springer.com/article/10.1007/s11042-014-2373-8. https://
doi.org/10.1007/s11042-014-2373-8

17. Technical University of Munich: Project Providentia++ (2022). https://innovation-mobility.
com/projekt-providentia/

18. Krämmer A, Schöller C, Gulati D, Lakshminarasimhan V, Kurz F, Rosenbaum D, Lenz C,
Knoll A (2022) Providentia - a large-scale sensor system for the assistance of autonomous
vehicles and its evaluation. J Field Robot. https://elib.dlr.de/135631/

19. Hinz GM, Buechel M, Diehl F, Chen G, Krämmer A, Kuhn J, Lakshminarasimhan V, Schell-
mann M. Baumgarten U, Knoll A (2017) Designing a far-reaching view for highway traffic
scenarios with 5G-based intelligent infrastructure. In: 8. Tagung Fahrerassistenzsysteme, TÜV
Süd, Munich, Germany. https://mediatum.ub.tum.de/doc/1421303/1421303.pdf

https://doi.org/10.1016/j.scico.2004.10.003
https://doi.org/10.1016/j.scico.2004.10.003
www.sciencedirect.com/science/article/pii/S0167642304001893
https://doi.org/10.1109/DSN.2007.14
https://doi.org/10.1109/DSN.2007.14
https://doi.org/10.1145/78973.78974
https://doi.org/10.1109/ISADS.1993.262725
https://www.beningo.com/wp-content/uploads/images/Papers/WatchdogArchitectureReview.pdf
https://www.beningo.com/wp-content/uploads/images/Papers/WatchdogArchitectureReview.pdf
https://doi.org/10.1145/1098918.1098946
https://doi.org/10.1145/1098918.1098946
https://doi.org/10.1109/TII.2013.2270373
https://doi.org/10.1109/TII.2013.2270373
https://arxiv.org/pdf/1907.12899
https://doi.org/10.1109/IVS.2000.898385
https://springerlink.bibliotecabuap.elogim.com/article/10.1007/s11042-014-2373-8
https://doi.org/10.1007/s11042-014-2373-8
https://doi.org/10.1007/s11042-014-2373-8
https://innovation-mobility.com/projekt-providentia/
https://innovation-mobility.com/projekt-providentia/
https://elib.dlr.de/135631/
https://mediatum.ub.tum.de/doc/1421303/1421303.pdf


Can Carsharing Reduce Car Ownership
and Emissions? An Analysis Based
on an Intermediate Modelling Approach

Joren Vanherck , Santhanakrishnan Narayanan , Rodric Frederix,
Athina Tympakianaki , Ferran Torrent , Constantinos Antoniou ,
and Georgia Ayfantopoulou

Abstract As cities grow larger, they often struggle in finding sustainable and live-
able mobility solutions to accommodate this growth. Many alternative modes of
transport—such as public transport, carsharing systems, bikesharing systems—exist
next to private car travel. The effects of expanding those alternatives are often chal-
lenging to model. This is in particular the case for small and medium sized cities,
which often use straightforward and easy-to-use four-step trafficmodels. The alterna-
tivemodes of transport could bemodelled using extensive agent-based trafficmodels.
However, these are expensive to make and require a lot of data and expertise. In the
context of the EU H2020 project “MOMENTUM”, we developed an intermediate
modelling approach that aims to reconcile the user-friendliness of four-step traffic
models with the predictive power of agent-based models to investigate the effects
of alternative modes of transport. In this paper, we demonstrate the modelling of a
policy plan—away from private transport towards durable modes of transport such
as shared mobility and public transport—in the city of Leuven, Belgium. We focus
particularly on the developed disaggregate car-ownership model, induced demand
model, and link-level emission model. It was found that an improved carsharing
supply can significantly reduce the car ownership of a city’s households. The largest
reduction is seen in households that own several cars and decide they can do with one
fewer. These households can use the carsharing system for the occasional trip they
would make with the additional car. Moreover, policy measures for the promotion of
alternative modes of transport—which might increase the travel times to reach the
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city for privately owned cars—were found to be able to reduce the city’s mobility-
related emissions. In conclusion, we demonstrated that the developed intermediate
modelling approach is versatile and applicable to the cities like Leuven, such that they
can also account for new modes of transport. The developed models and concepts
can help other small- and medium-sized cities to shape their mobility plans.

Keywords Shared mobility · Travel demand modelling · Transportation planning ·
Carsharing · Transport emissions modelling · Car ownership modelling

1 Introduction

Shared mobility services are slowly penetrating European cities. This includes
services such as carsharing, bike-sharing, scooter-sharing, on-demand ride services
and ride-sharing. These services can enable cost savings, provide convenience, and
reduce vehicle ownership [20]. The growing interest in these new mobility solutions
is a result of advancement in Information and Communications Technologies (ICTs),
which has enabled personalised and convenient usage of these services through
mobile applications. Introduction of such services in cities calls for proper evalu-
ation of them, to avoid inefficiency and ineffectiveness. Hence, transport models that
are capable ofmodelling them are a necessity to support the policymakers formaking
informed decisions.

Many European cities, especially small and medium sized ones, continue to use
the traditional strategic four-stepmodelling approach, and there is an inertia to change
due to several reasons, including but not limited to, insufficient data, deficit of tech-
nical expertise and the convenience of simpler models [10]. While cities continue
to use the traditional strategic models, modelling of shared mobility calls for agent-
based approaches. This can be observed in the existing pertinent literature, which
are mostly based on agent and activity-based modelling approaches (e.g., [7, 14]).
Considering the aforementioned reality, an intermediate modelling framework—
adopting the disaggregate principle from the agent-based approaches and integrating
it into the traditional aggregate four-step models—has been developed in the EU
H2020 project “MOMENTUM” [15]. Besides the integration of the disaggregate
principle, modules for estimation of emissions, car ownership and induced demand
are also accommodated within this framework.

The intermediate modelling framework combines benefits of the four-step
modelling approach with some advantages of agent based-models. The latter are
based on a synthetic population of individuals, which is meant to represent the popu-
lation living in a region by having socio-demographic attributes that agree statisti-
cally with the actual population. The synthetic population is believed to accurately
mimic the behaviour of the actual population. The intermediate modelling frame-
work consists of a subset of the existing steps from the four-step approach, such
as trip generation and trip distribution. The OD (Origin-Destination) matrix from
these steps is disaggregated using socio-demographic data to generate a synthetic
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population. A discrete mode choice model is used to assign modes of transport for
the synthetic population. On the one hand, the disaggregate demand can be used
in a set of fleet management algorithms that assign vehicles to the users and simu-
late the operations of the fleet operators. On the other hand, the car ownership of
the synthetic population can be influenced by changes in carsharing supply. This
has in turn effect on their mode choice, which can be aggregated again into OD
matrices. Then, traffic assignment is performed and once an equilibrium is reached,
post processing is carried out to calculate emissions and induced demand. For more
details about the framework and the interactions between the aforementioned steps,
the reader is referred to [15].

This paper elucidates the results of the application of this framework in the city of
Leuven, after performing suitable adaptations required for the case study. The main
contribution of this research is the evaluation of shared mobility services and the
insights obtained, through the use of the (adapted) intermediate modelling approach
and within the limits of available data. Besides the evaluation per se, this case study
can also be an example to other cities, to adapt the intermediate modelling approach
for their use case. The remainder of this paper is structured as follows: First the case
study is detailed, including a discussion on the available data (Sect. 2). Next, the
general methodological approach is discussed in Sect. 3 and the results of applying
themethodology on the case study are consolidated in Sect. 4. Finally, the conclusions
are summarized in Sect. 5.

2 Case Study Description

Leuven is a small city with approximately 100 000 inhabitants located in Flanders,
Belgium, in the direct vicinity of Brussels. In cities like Leuven, carsharing systems
can help reduce the demand for parking spaces, meanwhile freeing up public domain
for non-motorised transport modes such as bikes and pedestrians.

Leuven has round-trip carsharing systems with stations all over the city that are
operated by several companies, and is interested in analysing the effects of a further
expansion of these carsharing systems on the cities inhabitant’s car ownership. This
expansion would be combined with supporting policy measures to reduce private
car use and promote public transport. We will demonstrate in Sect. 4. how such
policies to further promote sharedmobility services can be evaluatedmore accurately
using an induced demand model, which, apart from simple rerouting through traffic
assignment, also estimates induced traffic flows. The combinedmeasures will further
affect the vehicle pollutant emissions [6]. The latter again contributes to evaluating
the effect on living quality in the city.

Apart from the above points, the Leuven case study demonstrates how quantitative
predictions and analysis on the effects of a growing shared-mobility ecosystem are
possible, notwithstanding only having a limited amount of additional data on shared
mobility services available. The carsharing data at our disposal is the carsharing
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supply in each district (Fig. 1 and Table 1) and a mobility survey conducted in the
city [1].

Apart from carsharing-specific data, we made to a large extent use of open data
sources, such as OpenStreetMap [8], traffic counts on main roads and Telraam [22].
The latter is a unique, open citizen science project that allows to fill blind spots in
traffic count. It employs new technologies in innovative ways for measuring traffic
in a continuous, multimodal, dense and efficient way. Finally, we make use of a
full synthetic population of agents, performing trips that pass through Leuven. This
synthetic population was obtained from the Flemish strategic traffic models [9] and

Fig. 1 Districts of the city
of Leuven

Table 1 Carsharing supply
(css) for each city district in
Fig. 1. This is the number of
carsharing cars available in
2017 (base case)

District css

Heverlee Oost 18

Heverlee West 7

Kessel-Lo Noord 12

Kessel-Lo Zuid 18

Leuven Centrum 8

Leuven Noord 16

Leuven Zuid 15

Wilsele Wijgmaal 12
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includes all trips of the agents, together with their mode shares (car, public transport,
bike, foot).

3 Methodological Approach

The flowchart in Fig. 2 shows the main modules of the modelling approach applied
to the city of Leuven. The synthetic population and its trips are here assumed to be
inputs. If they are not available, they can be generated using the techniques described
in [15]. The components in focus in this paper are the disaggregate car-ownership
model, the emission model and the induced-demand model, which are all interlinked
through a disaggregate mode-choice model and static stochastic traffic assignment.
The light green parts indicate modules and data at disaggregate level, while the dark
green parts indicate aggregated modules. The transition is made when aggregating
trips with a mode choice into OD matrices that are used for the traffic assignment.

In scenarios, the carsharing supply can be changed to simulate and assessmeasures
that are expected to promote the use of alternative modes of transport. The carsharing
supply is one of the main inputs for the car-ownership model.

The following sections briefly describe the key modules of the modelling frame-
work that is applied in this paper. A much more extended description, including
information on the calibration process and parameters, as well as exact formulae,
can be found in Deliverable 5.3 of the MOMENTUM project [9]. Henceforth, we
will refer to this document as Momentum D5.3.

3.1 Synthetic Population and Mode Choice

Fig. 2 Main model modules and their interactions in the model for Leuven. The light green colour
indicates modules at disaggregated level, while dark green parts are aggregated models
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The synthetic population and the individual trips theymake are one of themain inputs
to the model. It is used both for the car-ownership model and for the mode choice
model. For the Leuven case study, a full synthetic population of agents, making trips
that pass through the study area, is readily available from the Flemish government
[9]. Nevertheless, if no synthetic population is available, it can be generated by the
techniques of [15] or the open-source tool PopGen [17].

The disaggregate mode choice model uses the socio-demographic properties of
the synthetic population together with trip-related properties (such as travel times) to
predict mode shares for each of the trips. The possible modal choices are car, public
transport, bike and foot. To propagate effects of a changing car ownership to other
parts of the modelling framework, it is of key importance that car ownership is one
of the parameters accounted for in the disaggregate mode choice model.

For Leuven, the synthetic population and its trips also include indicative mode
shares for the base case. This provides a wealth of information to calibrate a custom
disaggregate mode-choice model. As such, a multinomial logit mode choice model
was iteratively calibrated using PandasBiogeme [4]. The variables that were found to
be relevant for the modal choice are: mode-specific travel time (determined through
traffic assignment), possession of a company car, the agent’s occupation, e-bike
availability and the number of cars in the household. The exact result for the model
and its parameters can be found in Momentum D5.3. If there is not enough data in a
city to calibrate a custom disaggregate mode-choice model on a reference scenario,
it is advisable to use a mode-choice model that was calibrated on a city with similar
characteristics.

The disaggregate mode-choice model allows to account for changes in the
synthetic population, such as a reduced car ownership that results from an increased
carsharing supply, in other parts of the model. It is difficult to have those kinds of
dependencies in classical four-stage models. After applying the disaggregate mode-
choice model, the trips and calculated mode shares are aggregated into ODmatrices.
From there on, the typical assignment step of four-stage models can be applied to
estimate traffic flows on the network.

3.2 Car-Ownership Module

The car-ownership model is a multinomial logit model that estimates for each house-
hold whether it owns (i) no household private car, (ii) one car, (iii) two cars, or (iv)
three or more cars. Instead of using a multinomial logit model, one could opt for
an ordered choice model since the response variable can be considered as ordered.
However, existing literature shows that multinomial logit models are more appro-
priate than ordered logit models for studying household car ownership [3, 19]. For the
envisioned application of the model, it must be dependent on the carsharing supply
in the living area of the synthetic population. The details of the car-ownership model
are in [16] and Momentum D5.3.
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The car-ownership model was estimated based on a local travel survey [1]. An
analysis of the local travel survey showed that themost important variables in the car-
ownership utility specification are: household size, age, income, cargo bike owner-
ship, public transport pass availability, carsharing subscription, carsharing supply
(number of vehicles per district) and commute travel distance. While other deter-
minants of private car ownership may exist, they cannot be modelled here due to
their absence in the local travel survey. One such determinant that is not included
here, would be a sudden policy change on local pollution that could render people’s
currently owned private cars useless. In such a scenario, they would be immediately
given the choice to buy a new car with electric traction or to use a shared alternative.

Along with the car-ownership model, a carsharing subscription model was cali-
brated using PandasBiogeme [4]. The details are once again given in Momentum
D5.3. In this case, the local travel survey showed that the estimated model depends
on: the carsharing supply in a region, the number of cars in a household, whether the
household owns a cargo bike, the number ofmembers of a household and a parameter
measuring the willingness of households to use a carsharing system.

The car-ownership model depends on the availability of a carsharing subscription.
Vice versa, the carsharing subscription model depends on the car ownership of a
household. This means that the two models can be applied iteratively to reach self-
consistency. We refer to the combination of these two models as the car-ownership
module.

Not all utility variables in the car-ownership module are readily available in the
existing synthetic population. The missing values are, of course, present in the local
travel survey [1]—by definition, since the module used the survey as calibration
dataset. Since the local travel survey contains other variables in common with the
synthetic population, it can be used to enrich the latter. For the enrichment procedure,
a random forest regressionmodel [18] is developed to estimate the conditional proba-
bility of the unknown attributes with respect to a set of predefined common attributes.
Random forests are ensembles of decision trees, which expand themselves using the
explanatory variables (common attributes) to obtain leaves as simple as possible for
the target variables (unknown attributes). Random forests are chosen instead of single
decision trees as they reduce variance, by averaging weak decision trees (trees that
are not fully expanded), and hence, reduce overfitting and improve generalization.
The final random forest had a size of 1000 decision trees.

The car-ownership module can be applied to the part of the synthetic population
that lives in one of the regions for which the module was calibrated. For these
households, the effect of an increase in carsharing supply on the car ownership can be
calculated. These changes propagate, through the disaggregate mode choice model,
into the traffic assignment results. Since the car-ownership module operates at the
disaggregate level, it allows cities to conduct a further detailed socio-demographic
analysis of the impact of their policies. This helps to reach the targeted groups and,
possibly, to install measures to make the policy more socially just.
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3.3 Emission Model

While policies that reduce private car ownership lead, in the first place, to tactile
improvements—such as reduced congestion and freeing up of public space that was
formerly reserved as parking—they may also have secondary, less tactile benefits.
One of the key invisible elements that make a city healthy to live in, is its air quality
[6]. Our emission model helps cities to evaluate the contributions of mobility on
this key metric. It is designed to be a one-stop-shop to calculate traffic-generated
emissions, once assignment results are available.

In particular, the developed emission model merges the benefits of a detailed
emission model with the spatial-detail benefits of a traffic model to produce a better
estimate of traffic emissions. It allows to calculate emissions (CO, CO2, NOx, PM
and VOC) on a link-specific basis using static assignment results. It accounts for the
car flows for each link, the corresponding lengths and average speed for these links.
Importantly, the model uses one-off fleet projection at EU-member state level for
detailed fleet data [6]. The model was calibrated for 31 EU member countries for all
years between 2016 and 2050. One must note that the future is inherently uncertain,
and the model should be updated with the latest information to remain as precise
as possible. Importantly, the emission model also accounts for speed-variations of
emission factors at link level. Overall, the effect of a carsharing supply change on
emissions can thus be evaluated by comparing the emission levels of the different
scenarios.

The details of the model and its calibration can be found in Deliverable 4.1 [6].

3.4 Induced Demand

Cities that want to evaluate new policy measures—promoting a more prominent role
for shared-mobility services, such as opening part of the regular car infrastructure to
other transportmodes—donot have the tools to do so at thismoment.The traditionally
used four-step transport assume demand to be constant, while this is unrealistic
when, for instance, travel times increase heavily. On the contrary, fully activity-based
models inherently account for such variability. However, they are very intensive on
the computational side and require a lot of data. In contrast, our elasticity-calibrated
induced demand model aims to partially correct for the effects of induced demand,
without paying a large computational and complexity burden.

The induced demand model is based on a nested logit formulation, where the
choice to travel or not to travel are balanced against each other. Doing so, and
assuming that the utility of not travelling remains constant, new demand figures
can be calculated as

D = Pt

Pt
0

D0 = eU

eU 0

K + e
U 0

K + eU
D0
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In this formula, D0 is the known demand in a reference scenario and P t/P t
0 is

the ratio of the new share of travellers as compared to the share of travellers in the
reference scenario. In the second equality, this is expressed in terms of the logsum
travel utility in the new scenario (U) and the reference scenario (U0). These can be
calculated using the scenario’s travel times. The quantity K is the exponent of the
unknown constant utility of not travelling and is the subject of themodel’s calibration.
After calibration of the induced demand model, it only requires new travel times to
calculate the new logsum travel utility U and the original demand D0.

The induced demand model is calibrated by tuning the parameter K. The
calibration is based on.

• The calibrated od demand matrix of the selected reference scenario;
• Arepresentative car travel time-elasticity of car demandηcar. The short-termdirect

time–cost elasticity for car travel demand is set to ηcar = − 0.6 [13];
• The disaggregate mode choice calibration parameters. These are obtained during

the calibration of the disaggregate mode choice model. Specifically, we use the
utility coefficient for the mode travel time.

The detailed calibration procedure is described in Momentum D5.3.

4 Results

The framework of Sect. 3 was applied to the case study of the city of Leuven (Sect. 2).
The city wants to investigate the effects of promoting alternative modes of trans-
port. This promotion will be accomplished by increasing the carsharing supply and
freeing up public space that can be used by the alternative modes of transport. The
city wants to get insights in the changing traffic patterns, sociodemographic conse-
quences and non-tactile effects on the traffic-induced emissions. We will refer to
the reference situation without any changes as the ‘base case’. The possible future
situation, where alternative modes of transport are further promoted, will be referred
to as the ‘alternative case’.

The road network has 19,734 links and 8327 nodes. The results of an assignment
of the base case between 7 and 8am for the cars is shown in Fig. 3.

Using the emissionmodel, the emission of all pollutants andCO2 can be calculated
on a per-link basis. As an example, Fig. 4 shows the CO2 emissions per link that
correspondswith the abovepresented assignment. The calculationof pollutants yields
similar results. The total cumulative emissions for the single modelling hour over
the entire network are summarized in Table 2 for CO, CO2, NOx, PM and VOC.

The effects of increased carsharing supply and policy measures were studied by
implementing two changes in the alternative case as compared to the base case:

• The carsharing supply was doubled in most city regions, and tripled in the Kessel-
Lo regions (cf. Fig. 1 and Table 1);
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Fig. 3 Assignment results for car traffic on the central part of the Leuven network between 7 and
8 am in the base case. Note the logarithmic scale for the indicated flows

• New traffic light control schemes—that promote alternative modes of transport
and that limit the inflow of private vehicles into the network—were implemented
on the two main eastern entrance roads (Diestsesteenweg and Tiensesteenweg).
This leads to a travel time increase for private vehicles entering the network
through these roads.

Self-consistent application of the car-ownership module leads to changes in the
number of cars of the households in the synthetic population (Fig. 5). Note that
the modules can only be applied in the areas on which they are calibrated. The
number of cars can be calculated as a function of sociodemographic variables. For
the alternative case, the result of such calculations is shown as function of the net
disposable monthly household income (Fig. 6) and household size (Fig. 7).

The total number of cars of the affected population went down from
42,788 to 38,880,while the total number of carsharing cars increased from106 to 242.
This means that every new shared car replaced, on average, 29 privately owned cars.
This number has the correct order of magnitude, but is slightly too high according
to general pertinent literature [5, 21]. Two possible reasons for this deviation arise:

• The context of the city of Leuven is rather unique as it has a very large carsharing
uptake: 5% of its inhabitants have a roundtrip carsharing subscription, compared
to only 3% for other cities in Flanders [2].
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Fig. 4 Co2 emissions on the central part of the Leuven network between 7 and 8 am in the base
case. To normalize the emissions with respect to link lengths, they are expressed per meter of link
length

Table 2 Total emissions over the entire Leuven network between 7 and 8 am. The emissions are
given both for the base and the alternative case. For convenience, the realized reduction is calculated
(positive when the alternative case has lower emissions)

Emission Base Alternative Reduction

CO2 (ton/h) 131.13 130.36 0.77

CO (g/h) 241.43 240.01 1.42

NOX (g/h) 76.62 76.17 0.45

PM (mg/h) 3.644 3.623 0.021

VOC (mg/h) 15.222 15.133 0.089

• The number of households that start off with three or more cars is nearly halved
in the alternative case, which is probably not realistic. We hypothesize that
possessing such a large number of cars is in reality not directly related to a practical
necessity, hinting at behaviour that is difficult to capture directly by the model.
This hypothesis is corroborated by the results in Fig. 7. The car-ownership model
should thus not be expected to yield realistic results for households owning three
or more cars.
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Fig. 5 Evolution of the
number of cars per
household from the base case
to the alternative case with
increased carsharing supply
(css). The quantities always
represent the number of cars
and the number of
households with this number
of cars

Fig. 6 Distribution of the
number of cars in
households, grouped by net
disposable monthly
household income.
Households with lower
incomes tend to have fewer
cars

Themodel, includingmode choice and induced demand,was further applied to the
alternative case. The assignment differences are shown in Fig. 8. Themain difference
in the results is due to the induced demand model that works on the increased travel
times for external travellers entering the network through the twomain eastern roads.
Notice that the effect of the reduced car ownership is negligible in the results. This
can be explained by the fact that the shift in car ownership is mainly from households
owning two cars to households owning a single car. Typically, the second car is used
less frequently, such that it can be substituted by a shared car (which is, in turn, used
even less frequently). As such, the reduced car ownership only has a small impact on
the observed traffic flows. However, the reduced car ownership will have an impact
on the number of parked cars. Reduced private car ownership will free up public
space for other activities or mobility solutions.
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Fig. 7 Distribution of the number of cars in households, grouped by the household size. The single
households are rather more likely not to have a car. In absolute terms, the number of households
owning three or more cars is rather constant over all household sizes. It is unlikely that one-or
two-person households need this many cars out of pure practical necessity, hinting at behaviour that
is difficult to capture directly by the model

Fig. 8 Difference plot for the car traffic on the Leuven network between the base case and the
alternative case between 7 and 8 am. The traffic volumes in the alternative case were lower than
in the base case. The main effect is due to the travel time increase on the eastern entrance roads
(which are clearly visible in the figure) and corresponding induced demand
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The assignment results of the base case and the alternative case were both used
to calculate emissions on the entire network. The total cumulative emissions for
car traffic on the network between 7 and 8 am are presented in Table 2. There is
an appreciable reduction of all pollutants by taking the measures that make up the
alternative case.

5 Conclusions

Cities want to assess the potential of alternative modes of transport for solving
their mobility-related problems. However, they lack the essential tools for doing
so, without resorting to full activity-based models. We adapted an intermediate
modelling approach, combining some of the benefits of agent-based modelling with
a classical four-stage model. The adapted framework allows cities to model the effect
of policy measures such as an increased shared mobility supply and the promotion
of alternative modes of transport by transferring parts of the public domain that were
previously mainly occupied by private cars. Next to the immediately visible effects
such as reduced congestion, also the consequences for mobility-related emissions
can be assessed. This is important, as it is an important driver for the quality of living
in cities.

The model was applied in a case study that simulates an increase of carsharing
supply, to evaluate the marginal effect of carsharing supply on car emissions and
car ownership per household. For the latter, a further sociodemographic analysis
was performed. It was found that an increase in roundtrip carsharing supply can
effectively reduce car ownership. Especially households owning more than one car
reduce their car ownership as the carsharing supply increases. Their second or third
private cars might not be used as frequently as their first private car, which renders
a shared car to be a good substitute. Using the induced demand model, the effect of
policies for the promotion of sharedmobility services wasmore accuratelymodelled.
The adopted policies had a larger effect on the city’s traffic volumes than the increase
of carsharing supply. This can be explained by the fact that shared cars often replace
privately-owned cars that were not used that much in the first place. The combination
of measures resulted in an overall decrease of traffic-induce emissions.

Obtaining those quantitative results proves that evaluations of carsharing systems
and related policies are possible with scarce data, even for small-and medium-sized
cities, such as Leuven. Moreover, the calibrated parameters of the models are invalu-
able for comparable cities [11, 12]. Overall, it is important to note that carsharing
is typically limited in terms of penetration, since many car owners will not abandon
their private car (for instance, because they use it very intensively) and that people
using carsharing services might still have a privately-owned car as well. In this
sense, carsharing can also be complementary to private car use, for example within
the context ofMobility as a Service (MaaS). On the other hand, some peoplemight be



Can Carsharing Reduce Car Ownership and Emissions? An Analysis … 51

forced into using carsharing services when policies on local pollution are applied—
pushing towards the use of electric traction—and they cannot (yet) afford the substi-
tution of their conventional non-electric car. This latter situation is not included in
the current model and is suitable for further research.
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Optimizing Passenger Flows
in a Multimodal Personal Rapid Transit
(PRT) Station Using Microscopic Traffic
Simulation

Oytun Arslan , Max Reichert , Eftychios Papapanagiotou ,
and Silja Hoffmann

Abstract Personal rapid transit (PRT) systems are on-demand transport systems
in which small autonomous vehicles travel on their own dedicated infrastructure.
Passengers travel alone or in small groups in a vehicle without intermediate stops
to their requested destination. Typically, they are considered as medium capacity
systems of 5,000–20,000 passengers/h. This paper sets the focus on the optimal
passenger guidancewithinPRTstations tomaximize station capacity and in particular
in the queue formation for the passengers within the PRT station. The queueing
processes aremodelledwith amicroscopic traffic simulation software. The examined
scenario is a train station at which the passengers form queues before boarding to
the PRT system. Two types of queues are examined: An S-shaped and a funnel-
shaped queue. To determine the maximum number of the dispatched passengers of
the PRT station, the percentage of the passengers alighting from the train is increased
incrementally. The results of the simulation show that both queue types reach the
samemaximumnumber of dispatched passengers per hour. This indicates that there is
a certain likelihood that station capacity is independent of the shape of queues within
the station, but it depends rather on availability of vehicles within the station. We
draw this conclusion from a visual observation of the model and a rough comparison
with values from a previous study. Therefore, there is more potential to increase PRT
system capacities in the optimization of the PRT vehicle-side processes in the station,
rather than in the optimization of passenger-side queues in the station.
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1 Introduction

Assurance of mobility has been one of the most important issues in urban areas
in recent years, where different measures such as traffic management, intelligent
transportation systems, improvement of public transport, travel demandmanagement
or parking management are applied. Recently, on-demand systems have gained a lot
of popularity and many private companies as well as municipal authorities offer this
type of transport as an intermediate solution between individual and public transport.

Personal Rapid Transit (PRT) is a promising on-demand transport mode that often
enables individual mobility, yet has many similarities to public transport. In a PRT
system, fully autonomous electric vehicles (also known as pods) are deployed on
their dedicated guideways, grade-separated from the rest of the traffic [1]. Vehicles
are very small, with a capacity of 2−6 passengers, travelling with a maximum speed
of around 60 km/h [2].

A PRT system essentially consists of a main guideway and stations. Advanced
communication capabilities between vehicles can lead to very small headways, even
as low as 0.5 s on the main guideway [1]. Passengers travel from one station to
another as in public transport, though the main difference is that a trip does not
have to include in-between stops which is common in public transport. Despite the
dedicated guideways, this is possible thanks to two characteristics: The first feature
is the off-line stationing of PRT stations.

The second characteristic is that PRT vehicles are occupied either individually or
by a small group of people who travel to the same destination and usually know each
other already (e.g. a family). This allows a direct service from A−B, but at the same
time indicates the difference from popular ride-pooling services, where individuals
with different destinations are “pooled” together in a ride. Traffic flow on the main
guideway is not disrupted by stopping vehicles at stations, because stations are not
located on the main guideway and rather off-line. This enables a non-stop travel
from origin to destination as well as a high operational speed, since accelerations
and decelerations for each and every stop are avoided. Another advantage of off-line
stationing is that many stations with relatively short distances are possible especially
in high-dense urban areas where the travel demand requires it, which in turn leads
to short walking distances and a better accessibility [3].

From a passenger point of view, PRT systems allow a very limited to no waiting
time at stations and act as an on-demand transport system [1, 2]. Vehicles travel only
if there is a demand for it, there is no fixed timetable. Furthermore, to ensure an
attractive system, the aim is to keep the waiting times as low as possible. Passengers
are ensured to get a seat in the vehicle and are not obliged to rideshare, therefore an
exclusive use of the vehicle during the trip is possible which can be seen as another
positive aspect during pandemics. Thanks to fully autonomous electric vehicles, no
direct vehicle emissions are exposed and operational costs (such as driver costs) are
minimized, even though a 24/7 service can be provided at the same time [3].
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Another essential aspect of PRT is the flexibility of the system. Different station
sizes according to the local demand are possible, which differentiates it from rail-
based public transport. Moreover, stations can be theoretically located in existing
buildings which results in an effective use of urban space, less construction costs
and better access of stations. Besides, narrow vehicles need narrow guideways that
require less infrastructure space. The system is easily scalable since adding new
stations or extending the main guideway with certain loops is mostly possible with
a relative low complexity [3].

Unfortunately, not many PRT systems have been in operation around the world,
yet. Some examples are the London Heathrow Airport Terminal 5 connection (UK),
Morgantown at West Virginia University (USA), and Masdar City in Abu Dhabi
(UAE) [1]. Yet, in these systems capacity was not taken as a crucial issue. Until now,
the designs were made mostly for passenger comfort rather than high capacity offer.
On the other hand, system capacity is an indispensable feature if a wide spread of
PRT comes into question in the future.

Compared to other public transport modes, PRT systems offer a higher capacity
than typical urban bus systems but a lower capacity than mass rail transit. This
constraint positions it to a level of tram system or bus rapid transit (BRT), where a
system capacity of 5,000−20,000 Passenger/h per direction is generally accepted.
Typically, the capacity of a PRT system is affected by three factors: Capacity of the
main guideway (constrained mostly by the allowed headways), number of vehicles
in the system and station capacity [4]. Hereby, we focus on the station capacity and
analyze the optimization of passenger flows in the station to maximize the number of
dispatched passengers from a typical PRT station. Other factors as well as aspects,
such as empty vehicle management or vehicle routing, is beyond the scope of this
paper.

2 Related Work

The existing literature in the topic consists mainly of simulation studies of PRT
networks as a whole [5–8] with limited focus on PRT stations. Modelling tools are
developed specifically for PRT networks and sometimes even for a specific project.
An analytical approach was carried out in [9], in order to calculate station capacities
and compare different layouts. They investigate not only the capacity itself, but
also length and area efficiency for serial, saw-tooth and saw-tooth high capacity
stations.Moreover, different operationmodes such as synchronous and asynchronous
operation are investigated.

Some studies focus on developing alternative station layouts where a capacity
gain is expected [1, 4, 9, 10]. Typical alternatives include avoidance of reversing of
vehicles leaving berths, or suggest movement of vehicles in platoon for less vehicle
interaction and hence less capacity loss. However, these alternatives have not yet
been applied to real life PRT systems.



56 O. Arslan et al.

A recent study has investigated the impacts of different station layouts on the
station capacities [9]. Five different layouts are modelled in a microscopic traffic
simulation software for different numbers of berths and different boarding/alighting
behaviors by using the autonomous vehicle car following models. The results show
that the loosened design of a serial station with an additional station guideway offers
the highest capacity among other layouts. The station layouts, where vehicles need to
reverse or require time for using the 90° parking module, result in a considerable loss
in capacity.Another finding is that increasing number of berths increases the capacity,
but the relation is not directly proportional as the capacity increase. In particular, the
capacity increase slows down per additional berth. However, in that study [3] the
focus is set only on the vehicle side, and not on the passenger side. Only the effect
of the number of vehicles served by the station is examined. Passenger interactions
such as queueing in the station are not explored.

On the analogy of simulations for vehicles, also pedestrian simulations have
macroscopic, mesoscopic or microscopic simulation approaches which vary in their
level of detail [11]. Microscopic simulations have the highest level of detail and are
meaningful when it comes to simulating individual behaviours of passengers, staff or
other pedestrian groups which are of relevance [11, 12]. Applications of microscopic
simulations for optimization tasks in airport can be found in literature. There are opti-
mization tasks on passenger flows, passenger experience or minimizing passenger
queue times in combination with non-passenger related indicators (mostly related
to operational cost or revenue aspects) [11–13]. Although [11, 13] use mesoscopic
approaches for their optimization tasks, microscopic models are applied to simulate
the queueing processes in a detailed manner, which allows to utilize the detailed
nature of microscopic models.

This paper aims to analyze the passenger interactions considering queue forms in
a PRT station, as well as their impact on the station capacity. The Key Performance
Indicator (KPI) used is the number of passengers that can be dispatched from a PRT
station and is calculated with a microscopic traffic flow simulation tool.

3 Methodology

Taking also the passengers into consideration, we define PRT station capacity as the
number of passengers that a station is able to handle in one hour.Based on the previous
study [3], we selected the loosened serial station with an additional station guideway
for our further investigations, since this has clearly given the highest capacity among
different layouts. For the number of berths, 6 berths were chosen as the magnitude of
capacity gain per additional berth decreased substantially after that. Taking the area
efficiency into account as well, here we decided to use a layout with 6 berths, and
not a larger one. Regarding the boarding/alighting behavior, we assumed a boarding
type station, namely a station where passengers only board vehicles in these stations,
for instance a station at a factory at the end of a work shift. Readers can refer to
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Fig. 1 PRT station layout selected for this study. Gaps between the stopped vehicles allow them
to enter/leave their berths independently of other vehicles

Fig. 2 Overview of the transfer station with suburban train stop and the PRT stations at the opposite
side

the previous study [3] in order to get a deeper insight about these three parameters
(station layouts, number of berths and boarding/alighting behavior). The selected
station layout is shown in the following Fig. 1.

The scenario presumed for the simulation study is a suburban train station where
passengers can transfer from the suburban train to the PRT vehicles located on the
opposite side of the same platform. For example, employees working in a large
commercial area in the vicinity of this station travel by suburban train in the morning
peak and change here to the PRT vehicles to reach their final destinations. This
scenario therefore depicts a situation of PRT integration into the existing public
transport network. Following assumptions were made for the simulation model:

• The suburban train has a total length of approximately 195 m, which corresponds
to the length of the station platform. For the whole length of the platform, 6 PRT
station units (each having 6 berths) were designed (see Fig. 2).

• The train possesses 36 doors in total and passengers are distributed evenly in the
train, which ensures a balanced usage of all train doors.

• Trains arrive at the station every 10 min, which means a peak demand is reached
in every 10-min interval.

• PRT vehicles are used only by passengers that transfer from the suburban train,
no other passengers start their journey from this station.

• Suburban trains are fully utilised, with 1.800 passengers per arrival. Number of
actually alighting passengers was used as a parameter during the simulation study.

• 80%of the alighting passengers transfer to the PRT vehicles. 10% leave the station
using the left-hand stairs as well as the other 10% leave using the right-hand stairs.
Stairs are located at the very ends of the station. Passengers leaving the station
are included in the model too, in order to observe their impact on the transferring
passengers at the platform.
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• The station is divided virtually into 6 parts, where each part has exactly 6 train
doors and one PRT station unit. Passengers transferring to the PRT vehicles stay
within the virtual part, but they can select one of the six berths according to the
train door locations they alight.

• For the simplicity, only one virtual part of the suburban train station and the
associated queueing situation of the PRT station was simulated since all other
parts are identical.

As mentioned before, which passenger can use which PRT station berth depends
on the location of the suburban train door where passenger alights. Here the six doors
are classified in three types:

• Type 1 door is the one located at the left-most. Passengers alighting here can use
the two left-most berths in the PRT station unit.

• Type 2 doors are located in the middle. Passengers alighting here can use the berth
directly opposite as well as the neighboring berths (hence 3 alternatives in total).

• Type 3 door is the one located at the right-most. Passengers alighting here can use
the two right-most berths in the PRT station unit.

Selection of a certain berth is carried out by comparing the waiting passengers
at the queues. Each passenger reaching the decision area checks which queue has
fewer passengers at the time of the decision and makes its decision accordingly. In
this way, an even distribution of passengers to berths is ensured (see Fig. 3).

After selection of the PRT berth, the passenger moves forward and waits for
his turn in the queue to board a PRT vehicle at that berth. As soon as a vehicle is
present at the berth for boarding, the passenger is allowed to board. For the vehicle

Fig. 3 Door-berth assignment of transferring passengers based on the train doors they alight
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occupancies, it is assumed that 75% of the trips are made with 1 passenger and 25%
with 2 passengers, as considered in the related study [3].

During the simulation it was observed that some queues dissolved faster than
others due to certain stochasticity in the model. This sometimes led to waiting areas
with no passengers, but still with an available PRT vehicle at the concerned berth.
In order to avoid this inefficiency, an algorithm was developed that allows boarding
from the longest queue to an available vehicle at another berth.

In case a vehicle is not available at the concerned berth, it is checked if the queue
in which the passenger is waiting is the longest queue. If this is true, then it is checked
if there is another berth where no passengers are present in its queue. If this is also
fulfilled and there exists a PRT vehicle available at that berth, the passenger can board
this vehicle, hence boarding a vehicle of another berth is enabled in those cases. The
boarding process is explained in Fig. 4 by a flow diagram in more detail.

We select in that methodology the assumption that only passengers in the longest
queue board the vehicle in which the waiting area of the concerned berths is empty.

Fig. 4 Boarding process of transferring passengers at the PRT station
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Fig. 5 Different passenger queue forms for the boarding in PRT stations: (a) S-shaped, (b) funnel-
shaped

This procedure has the advantage that passengers in the longest queue are able to
board a vehicle faster than passengers in the other queues due to the additional berth
at which these passengers can board. In that way it is an element to reduce differences
in the queue lengths. Nonetheless, other procedures are imaginable.

One aim of this study is the analysis of different queue forms and their impacts
on station capacity. For this purpose, two queue forms are constructed as illustrated
in Fig. 5. The first one is an S-shaped queue where passengers go along an S-shaped
corridor to reach their vehicles. Passengers wait behind each other and constitute a
queuewithin this corridor. Since the corridor is just as wide as passengers, overtaking
is not possible, basically a first-come-first-serve process prevails. In the second alter-
native, a funnel-shaped queue is designed where passengers do not have a discipline
to form a queue. Here, passengers can overtake each other while waiting and apply
to each other a “social force” to move forward. Compared to the S-shaped one, this
queue is rather disorganized and a first-come-first-serve process does not have to
apply.

PRT vehicles have to wait at the berths for a certain time during passenger
exchange. This time is defined as dwell time and has a substantial impact on station
capacity. A boarding type behavior is selected here, which means passengers only
board vehicles in these PRT stations. Based on the available literature [14] durations
of sub-processes assumed in this study are as follows: Door opening (1.8 s), boarding
of first passenger (1.5 s), boarding of second passenger–—if necessary−(1.125 s),
ticket scan (2 s, own estimate) and door closing (1.8 s). Furthermore, an extra duration
for trips with luggage (5 s) was added for 10% of the cases as an assumption. Using
these values, two probabilistic distributions were generated, one for 1-passenger
boarding and the other for 2-passenger. For stochastic reasons, some extreme values
were also added to the distribution and dwell times used in the simulation span from
4 to 30 s, as seen in Fig. 6.

To determine how many passengers can be dispatched from a PRT station, a
two-hour simulation was conducted with an increasing number of passengers. The
procedure used here is as follows: A 60% alighting percentage from the suburban
train is taken as starting point. Just before the next suburban train arrives (in 10 min),
it is checked if there are still any passengers that wait for boarding a PRT vehicle,
remaining from the previous train. If not, then the alighting percentage of the next
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Fig. 6 Cumulative probability distributions of dwell times: a one passenger boarding, b two
passengers boarding

train is increased by 2% and the simulation continues till the next train arrives.
If on the contrary there are still remaining passengers, the alighting percentage is
held constant. This process goes on until the end of the simulation. The alighting
percentage value leading to no remaining passengers within a suburban train arrival
cycle is noted down. By extrapolating this value, the number of passengers that can
be dispatched from the PRT station is calculated as:

CPRT = CRail ∗ x ∗ SPRT ∗ SSim ∗ fRail (1)

where:

• CPRT−Number of dispatched passengers in one PRT station [passengers/h];
• CRail−Capacity of the railway vehicle [passengers/rail-vehicle];
• x−share of passengers which alight the train, based on the simulation results;
• SPRT−Alighted passengers transferring to the PRT vehicles, here 0.8 (80%);
• SSim−Reduction factor due to the simulation of only one virtual PRT station, here

1/6;
• fRail−Frequency of rail arrivals per hour, here 6 railway-vehicles per hour.

On the vehicle side of the simulation, some rules were defined in order to ensure
a seamless traffic flow in the PRT station, similar to the previous study [3]. The
input traffic flow was regulated at the start of berth areas in order to avoid possible
breakdowns in the station. A vehicle was able to enter the berth areas only if there
existed a free berth to stop. An asynchronous mode was selected as the operation
mode, which means that occupying the berths did not take place in a synchronous
mode (such as odd berth numbers are filled together and then the even ones), rather
free berthswere occupied by the next available vehicle as soon as possible.Moreover,
vehicles leaving the station without stopping at a berth were avoided, hence all
vehicles were forced to stop at berths. Vehicles moved at berth areas with amaximum
speed of 5 km/h due to safety reasons, whereas a maximum speed of 50 km/h was
allowed elsewhere. Desired acceleration and decelerations rates were assumed to be
1.5 and −1.5 m/s2, respectively.
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Fig. 7 Box plots to compare the number of passengers dispatched for PRT stations with an S-queue
and a funnel queue

The simulations were performed in the microscopic traffic simulation software
Vissim (Version 2020) from the company PTV AG [15]. For passenger movements
and interactions, the pedestrian simulation add-on Viswalk was utilized. Passengers
interactions were based on a social-force model developed by Helbing and Molnar
[16]. Regarding the car following behavior which needed to represent the behavior
of fully autonomous vehicles, the output parameters of the research project CoExist
were used [17].With the help of programming interfaces, characteristics such as PRT
vehicle behavior and vehicle-passenger coupling mechanism were modelled.

To achieve statistically significant simulation results, the necessary sample size
was estimated according to the German recommendations on microscopic traffic
simulation studies [18]. With a confidence level of 0.95 and confidence interval of
2, the selected sample size was 20 for all simulation models. Mean and percentile
values of these 20 runs were calculated and plotted in box-plots for both queue forms
(see Fig. 7).

4 Results and Discussion

The results of the simulation are shown in Fig. 7. The figure displays the boxplots
for the number of dispatched passengers in the PRT station with two different queue
types. The results of a PRT station with an S-queue are shown in the first plot.
The data of a PRT station with a funnel queue are visualized in the second plot.
Interestingly, the results are nearly identical although the design of the queue types
are very different (see Fig. 5).Most of the results are exactly the same or very similar:
Data shown in the upper and the lower quartiles, the median values and the upper
whiskers are exactly the same. A slight variation is existing in the mean values and
the lower whiskers. But the difference between the queue types is within the selected
confidence interval of 36 and is therefore negligible.
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Considering the differences in queue designs, this gives a first impression that the
queueing processes do not have a significant influence on the dispatching process.
From a visual observation of our model, we see that the bottleneck is the dwell time
of the vehicles in the station itself. The time which the passengers spend in the queue
to wait for the vehicle is much longer than the time which passengers lose due to the
processes in the queue themselves.We think that this effect masks the influence of the
queues and therefore the dispatching process is rather limited by vehicle availability
than by the queueing processes.

Further, the results from [3] support this conclusion. As already mentioned, in
that paper we simulated three different boarding/alighting behaviors: Boarding Type
Behavior, Alighting Type Behavior and 50/50 Type Behavior with the corresponding
behavior of the passengers in the station. For the sake of brevity, [3] discussed only the
50/50 type behavior. Recapitulate, in this paper the boarding type behavior is relevant.
But, unpublished simulation results from [3] for the vehicle capacity of a station with
a boarding type behavior exist, too. The unpublished values for the capacity are in
the order of magnitude of 800 vehicles per hour. These values are multiplied with the
average number of passengers per vehicle of 1.25, the average value in the current
study. From that we gain information that roughly 1000 passengers per PRT station
and hour are processed. This is in the same order of magnitude as the results based on
the number of alighting passengers from the railway vehicle (see Fig. 7). Nonetheless
it is worth mentioning that the dwell times changed slightly in our current study.
Furthermore, the current model has been neither calibrated nor validated due to a
lack of empirical datasets. Therefore, we assess only a comparison in the order of
magnitude as meaningful, and not a comparison of the exact numbers.

In our view, the visual observation and the comparison with the unpublished
results from [3] strongly supports the conclusion that the limiting factor in PRT
station capacity is the vehicle availability and not the passenger queuing processes
themselves. We suggest therefore, for increasing PRT station capacity, focusing on
optimizing the vehicle processes in the PRT station.

Literature on such detailed simulations of the processes in stations is not available.
In addition, other researchers use different methodologies to model the PRT systems,
as already discussed in the sections above. Therefore, we do not compare our current
results with other research.

5 Summary and Conclusion

Continuously building on our previous research on an optimal PRT station layout, the
focus of this study are pedestrian movements and queueing processes within the PRT
station. Therefore, the current model considers two types of queues: S-shaped and
funnel shaped queues. Applying microscopic traffic simulation for such purposes is
a novel approach. The simulation setup models passenger interactions amongst each
other as well as their behaviour within the station. Together with previous models
[3], it considers on the vehicle side optimal operation processes and layouts of PRT
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stations. Combining detailed models on passenger and PRT vehicle issues with the
focus on PRT stations is currently a unique characteristic of this approach.

The results of the simulation experiments with the queue types are shown in Fig. 7.
With both queue types, the number of dispatched passengers per hour is on the same
level. Bymultiplying the vehicle capacity of the PRT station from a previous study [3]
with the average occupancy rate of the vehicles in the current study, a capacity value
in the same order of magnitude as the results of our current simulations is received.
This indicates with a certain likelihood, that queueing processes of the pedestrians
within PRT stations are not decisive for the capacity of PRT stations. Instead, this
denotes that the actual decisive factor is PRTvehicles and their interactions in stations.
Nonetheless, for a concluding answer to that question an examination of other queue
forms would be necessary.

We see in our simulation that a state-of-the-art microscopic traffic simulation is
feasible to model the passenger flows in PRT stations. In doing so, the wide range
of functionalities for different modes enable a detailed modelling process of the
multimodal transport relations. A PRT system is in its behaviour neither a classical
individual transport system nor a public transport system and a rare use case for
microscopic simulations. Therefore, there are no dedicated functionalities to model
PRT systems. However, there are a variety of processes which we could utilize
to generate a similar functionality. In combination with an external programming
interface, we were able to generate the expected behaviour. Last but not least, there is
still no empirical data for calibration and validation of themodel available.Hence, our
results allowonlyqualitative statements andweadvise against quantitative statements
based on the current model.

This limitation also shows one field for further research: There are so far no
empirical data for the calibration and validation of such microscopic models avail-
able. Data sets on actual vehicle dwell times in the station are necessary. Interesting
would be to examine if parameters in the model fit to real-life PRT systems. Further-
more, our results emphasize the importance to optimize the operational processes
of the vehicles in PRT stations. Such optimisations could be either implementa-
tion of already mentioned synchronised operation modes of vehicles in a station or
a dynamic assignment of vehicles to their berths within a station, while they are
already driving within the station. Another aspect which shows clear potential for
further research would be the application of a sensitivity analysis on the existing
models and their model parameters. This would enable to examine the influence of
these parameters on station capacity. Generally, an examination of two classes of
parameters is meaningful: On the one hand those which are related to the passenger
side of the microsimulation, such as the arrival frequency of the suburban trains. On
the other hand, there are those parameters which are related to the vehicle side, for
instance vehicle car following model parameters or vehicle dwell times in the PRT
station.
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Building a Multi-sided Data-Driven
Mobility Platform: Key Design Elements
and Configurations

Andrea Carolina Soto , Marc Guerreiro Augusto , and Søren Salomo

Abstract Digital mobility platforms vary with respect to their design and configura-
tions. Depending on the specific design choices, such platforms offer different value
creation and value capture mechanisms. Building on research in the field of platform
and existing data-driven mobility platforms, we develop an understanding of the
elements and facets in which platforms are configured and construct a morpholog-
ical box with these constitutional elements. To validate and exemplify our findings
we draw on existing mobility data platforms and their configuration.

Keywords Multi-sided platforms · Platform design · Platform governance ·
Mobility data platform · Value creation · Platform economy

1 Introduction

Six in ten of the world’s most valuable public companies are digital platforms with
data-driven business models [37]. These platforms essentially leverage their network
to enhance the matching between sides, for example, users derive more value from
Amazon as more products are available to them. As Van Alstyne et al. [54] explain,
greater scale generates more value, which attracts more participants, which in turn
creates more value—thus creating a positive feedback loop or the so-called positive
indirect network effects.

This new paradigm is transforming the global economy with both new entrants
disrupting traditional industries such as Uber did with the taxi industry, and incum-
bents moving from pipeline business models into platforms [54], such as Apple
before it turned the iPhone product into a platform with the introduction of various
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connected products and especially the AppStore for allowing new services to be
added to the Apple platform ecosystem.

The automotive industry is also experiencing this paradigm shift. With the advent
of cooperative connected and automated mobility (CCAM) and the increasing
amount of data generated by both vehicles and the infrastructure, the car is no
longer seen as a pipeline product but as a platform for digital products. The race
to become the dominant player to monetize this data for future mobility solutions
is tighter than ever. Nowadays, world-leading digital platform players are investing
billions in the automotive industry [11] and established OEMs are making strategic
alliances with tech companies to reconfigure their business around the car as a digital
product. On the one hand we see internet giants such as Google with Waymo devel-
oping AI-driven/based solutions for autonomous driving, as well as Baidu creating
an open-source autonomous driving platform called Apollo [20]. On the other hand,
we see established OEMs like Volkswagen and Ford with Argo AI to quickly deploy
self-driving technology.

Moreover, new dedicated data-driven mobility platforms are entering the scene
and providing the digital infrastructure for the exchange and brokerage of mobility
data. Platforms such as Caruso dataplace, a marketplace for multi-brand in-vehicle
data of different vehicle manufacturers; HERE platform, for building, deploying and
scaling location solutions; and mCloud, a German government’s research platform
for open data from the field of mobility and related topics are just three examples
which leverage platform architecture to facilitate cross-side interactions [10] and
orchestrate data matching amongst several players in the automotive industry.

While the three platforms mentioned above share core design principles, and so
is the case for all digital platforms, we identified that they also vary with respect
to their design and configuration. That is, the mechanisms used by platform owners
for creating and capturing value. Scholars have provided the central concepts of
platform strategy such as pricing mechanisms [25], regulation [8], governance [52],
launch strategies [17], platform boundaries [21], network effects [44], competition
[41], interfaces [23] and evolutionary dynamics [52].

When looking to understand the multiple design elements and facets platform
owners are faced with, we found no single framework that would accommodate all
choices into a single box. For instance, Choudary [10] proposed a “platform stack”
which consists of a unified architectural framework to explain the different configu-
rations of platforms by dividing their architecture into three different layers: network,
infrastructure and data; albeit this framework is useful for understanding the differ-
ence across platforms and the similarities in their businessmodel, it fails to pinpoint at
individual design choices. Another example is [49] who developed a morphological
analysis for platform design but whose scope only applied to marketplaces, delib-
erately leaving platforms with more than two sides out of the equation. Lastly, [53]
propose a design framework involving four elements: platform architecture, value
creation logic, governance, and platform competition, while this overarching frame-
work for platform design facilitates a general understanding of design dimensions it
lacks the available individual choices for platform owners.
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The field of mobility was deliberately chosen given the combination of increasing
mobility data being generated by vehicles and traffic infrastructure, and the impor-
tance of the collection of this data for optimizing the flow of traffic, increasing safety
and protecting the environment. One example is the research project BeIntelli—AI in
Mobility based on PlatformEconomy– emphasizing the conceptualization and devel-
opment of a data platform and new ecosystems for autonomous mobility solutions
in urban environments, which motivated this study (“BeIntelli” 2022). We identified
several platform designs in this field with varying levels of data access, available
interfaces, monetization strategies, amongst others, which support our conceptual
model of the design space of platforms.

By developing amorphological box, we expect to show the relevance of platforms
and exemplify that they vary in their configurations.

2 Problem Statement

As outlined above, our study addresses the need to understand the different platform
design parameters by constructing a morphological box with these constitutional
elements. To develop our model, we draw on conceptual underpinnings seeking case
information in mobility data platforms that supports and extends our model.

The paper addresses two research questions addressing the key design elements of
platforms:

RQ # 1: What are the available design choices and configurations when estab-
lishing/designing a platform?

RQ #2:What are the interdependencies in the platform design parameters? i.e., some
fundamental design choices define the space, in which other parameters become
viable?

Starting with the three dimensions of business model design defined by Teece
[50], who describes a business model as “the design or architecture of the value
creation, delivery, and capture mechanisms it employs”, we review existing platform
literature and extract individual design elements into one of the three categories (i)
value creation, (ii) value delivery and (iii) value capture. This paper considers only
those elements that appear to be of high relevance for digital multi-sided platforms.

The selection of elements and variables follows the design principles of morpho-
logical analysis. This approach has been identified to be suitable to accommodate
multiple configurations of platform design elements given its flexibility to choose
different combinations of attributes. The resulting morphological box can serve as
an artifact to identify different platform business models.

This paper employs a systematic literature reviewas themethodology to extract the
individual design elements of multi-sided platforms and coded the identified papers
according to the three previously identified dimensions. The tool MAXQDA20 was
employed during the coding process.
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To validate and exemplify our findings, we draw on three mobility data platform
use cases and match their business model to the proposed morphological box. The
selected use cases havebeen identifiedvia desk researchusingGoogle’s search engine
with the term “mobility data platforms”. From the available results, we selected three
use cases that complied with the following criteria: (1) data-driven platforms, (2) in
the field of mobility, (3) with a growing user base and (4) comparably different from
each other.

3 Theoretical Framework

3.1 Multi-sided Platform: Designs and Mechanisms

What is a platform?

The notion of platforms refers to different things depending on the theoretical stream
it derives from. Scholars from various disciplines take different perspectives on how
platforms create and capture value, these includemanagement and economic scholars
with a market-based perspective and information systems scholars with a technical
perspective.

Management and economics literature characterizes the term “platform” as prod-
ucts, services, firms, or institutions that mediate transactions between two or more
groups of agents [44, 16, 13, 22].

These can be further distinguished from traditional businesses, named “pipelines”
or single-sided businesses [54] with a linear value chain from platforms. In pipeline-
type businesses, there is a straight line between the company which makes a product
or service and the customer who purchases or uses the product. In contrast, platform
businesses enable complex interactions between several producers and consumers.
More importantly, the value proposition greatly differs for both types.While pipeline
businesses create value by orchestrating the value chain to transform an input into
an output that’s worth more, platform businesses create value by facilitating the
interaction between users where each user’s value increases due to adoption by
further users [18] and so does the value of the platform.

This higher valuation on the user base over financial revenues has been reflected
in the past decades on the market capitalization of platforms such as Google
(Alphabet), Amazon, Facebook, Microsoft and Alibaba which are now considered
within themost valuable public firms in theworld [42] alongside platform “unicorns”
(i.e., $1B+ ) such as Netflix and Shopify. These platforms essentially leverage their
network to enhance the match quality between sides, for example, users derive more
value from Amazon as more products are available to them. As Van Alstyne et al.
[54] explain, greater scale generates more value, which attracts more participants,
which creates more value. Nevertheless, the multi-sidedness of platforms has an
inherent chicken-and-egg problem where no side will join without the other [26],
making it one of the most difficult challenges for platforms to overcome.
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Information systems literature defines “platform” as a set of stable components
that provides core functionalities in a system by constraining the interfaces through
which they operate [3, 6, 52]. For communication between components and interac-
tion between users, application programming interfaces (APIs) are used. APIs also
enable third parties to provide additional services [23] which create value for the
platform.

Depending on the openness of interfaces, platform owners can restrict access to
resources and information [53] which can influence the degree of innovativeness in
the platform–themain value generating activity. In a study, [6] compared 21 handheld
computing systems over a 14-year span and found that granting greater levels of
access to complementors produced up to a five-fold acceleration in the rate of new
handheld device development, but this effect was diminished as platform owners
further opened their platform giving up ownership, thus jeopardizing innovative
performance.

Researches in this field have specifically focused on digital platforms, seen as a
major outcome of digitalization [56] and the rise of telecommunication technologies
as these have driven innovation via lower costs, faster speed and larger scope of
connections between platform sides [18].

There is a unified view in the research community that sees platforms as sociotech-
nical constructs that incorporate elements both from economics literature and infor-
mation systems literature [39]. Platforms are market intermediaries between two or
more sides and digital, modularly-architectured entities.

The platform design choices

Digital platforms vary with respect to their design and configuration. That is, the
mechanisms used byplatformowners for creating and capturing value in their specific
industry. Although payment systems, ride sharing applications, data marketplaces
and social networks are different on the surface, they are essentially all platforms
which share crucial design principles to facilitate cross-side interactions [10].

Platform scholars have provided constitutional elements of platform strategy,
clarifying platform success factors in terms of pricing [25], governance [8, 52],
boundaries [21], network effects [44], and interfaces [23]. Yet, a holistic framework
encompassing the multiple design elements of platform business models is lacking.

We see the opportunity of developing an understanding of the platform design
elements by constructing a morphological box with these constitutional elements. To
develop our model, we draw on conceptual underpinnings seeking case information
in mobility data platforms which supports and extends our model.

Conceptual foundation for developing the design space

Building on the business model framework defined by [50], who describes a busi-
ness model as “the design or architecture of the value creation, delivery, and capture
mechanisms it employs”, this paper aims at identifying the core elements of plat-
form design, clustered under (i) value creation, (ii) value delivery and (iii) value
capture. The purpose of using this framework is to be able to capture the complexity
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Table 1 Platform design elements

Dimension Design element Sources

Value creation Market structure (Täuscher and Laudien 2018; Hagiu 2013; G. Parker
and Van Alstyne 2014; Evans and Schmalensee 2016;
K. J. Boudreau and Hagiu 2008; Evans 2012; Gawer
2021; Otto and Jarke 2019; Hein et al. 2020;
Eisenmann, Parker, and Van Alstyne 2006; Choudary
2015; Strahilevitz 2005; Rochet and Tirole 2003;
Cusumano, Gawer, and Yoffie 2019)

Platform ownership

Platform type

Key activity

Price discovery

Access control

Trust system

Value delivery Key value proposition (G. G. Parker, Van Alstyne, and Choudary 2016; Gawer
2021; Evans and Schmalensee 2016; Hagiu 2013; K.
Boudreau 2017; Evans 2012; G. Parker and Van Alstyne
2014)

Transaction content

Digital interface

Participants

Geographic scope

Value capture Key revenue stream (D. McIntyre et al. 2021; Evans and Schmalensee 2016;
Evans, Hagiu, and Schmalensee 2008; Gawer 2021;
Osterwalder 2004; Hagiu 2009; Eisenmann, Parker, and
Van Alstyne 2006; Rochet and Tirole 2003; Tiwana,
Konsynski, and Bush 2010)

Pricing Mechanism

Revenue source

Subsidy

Multihoming

Switching costs

of designing business models in multi-sided markets, where the key activity of trans-
acting across sides requires a more complicated and dynamic approach than that of
a pipeline business model [54].

The selection of elements follows the design principles ofmorphological analysis.
This approach has been identified to be suitable to accommodate multiple configu-
rations of platform design elements given its flexibility to choose different combina-
tions of attributes. Table 1 gives an overview of the selected business model elements
that are derived from the literature review and the key authors for each dimension.

The first seven elements are part of the value creation dimension (value architec-
ture and mechanisms), the subsequent five are part of the value delivery dimension
(value proposition and boundaries), and the final four represent the value capture
dimension (revenue and pricing model).

3.2 Value Creation

The value creation dimension refers to the value architecture and mechanisms that
allow for creating the value proposition of the platform [49] and clearly affect the
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value of its ecosystem. Thus, a key part of the platform owners’ strategy should be
some regulation of third-party actions [26] and the orchestration of resources and
processes.

For digital platforms, the value creation lies in facilitating exchange across sides
[10, 26] and ensuring that there are enough agents of each type to make participation
worthwhile for all [19]. Thismakes them subject to negative externalities arising from
network effects, information asymmetry, uninsured risks, and congestion [8, 15].

The attributes of platform value creation identified are market structure, platform
ownership, platform type, key activity, price discovery, exclusivity, access control
and trust discovery.

Market structure (number of sides)

Defining the number of sides is an essential step in building a platform business
[21]. There are two basic forms of digital platforms: two-sided platforms and multi-
sided platforms [39]. Two-sided platformsmediate between two groups of users, e.g.,
buyers and sellers, and multi-sided platforms (MSP) bring together multiple sides or
groups of users, e.g., developers, buyers, sellers and advertisers.

The decision of the number of sides to associate to the platform can have a great
impact on the value creation of the platform’s business model. Hagiu [26] argues
that, while more sides lead to potentially larger cross-side network effects, larger
scale and potentially diversified sources of revenues, there is a risk of too much
complexity which can cause a ‘lowest common denominator issue’, i.e., pleasing
many heterogeneous platform sides greatly constraints an MSP’s ability to innovate.

Platform ownership

Whether the platform is owned by a single organization (also referred to as keystone
firm), multiple organizations [39] or decentralized by peer-to-peer communities [27]
it will affect the governance mechanisms, distribution of power and decision-making
processes taking place among the different actors.

The implication of selecting a shared ownership versus. an individual ownership
extends to having two different sets of governance frameworks: one for internal
governance which is concerned with the group of collective platform owners and
another one for external governance which coordinates the interaction between the
platform owners, platform users and platform complementors [39].

Platform type

Broadly speaking, multisided platforms (MSPs) are technologies, products or
services that create value primarily by enabling direct interactions between two or
more customer or participant groups [13, 26]. This definition includes platforms such
as Uber, eBay, Xbox, Facebook and Amazon which do not necessarily have much
in common aside from their ability to create value by facilitating connections across
multiple sides, subject to cross-side network effects [21]. In their assertion that not all
platforms are the same, [22] distinguish between transaction platforms, innovation
platforms, and hybrid platforms.
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Transaction platforms are those which facilitate transactions of goods, services
and data across sides. They are intermediaries, or online marketplaces or social
networks [21]. As the more participants, functions, and digital content is available
in transaction platforms, the more value is created. Transaction platform owners aim
at increasing the volume of players on each side of the platform.

In contrast, innovation platforms act as the technological foundation upon which
the members of one side can develop new complementary goods and services such
as apps for the AppStore or video games for the Xbox. The complementary inno-
vations developed add functionality or grant access to assets that make the platform
increasingly useful [11, 52].

Hybrid platforms are the combination of both innovation and transaction plat-
forms, as they not only facilitate transactions across multiple sides, but also enable
the creation of complementary innovations. A good example of a hybrid platform
is the HERE platform, where developers can create applications based on location
data and monetize these innovations via its marketplace where buyers and sellers of
location data and services transact [28].

Platform type is driven by the strategic decisions of business model, value
proposition and number of sides [21].

Key activity

A platform’s key activity can be distinguished between data services, network-
community building and complementary innovations. Based on the platform stack
proposed by [10], platforms can function across these three layers, but the degree to
which each layer dominates can vary.

For instance, an innovation platform such as Android has a dominant key activity
layer of complementary innovations, and a not so dominant data services layer which
feeds the Google PlayStore recommendation algorithm to match consumer prefer-
ences with available apps. Another example is the transaction platformAirbnb with a
dominant network-community layer enabling interactions between hosts and guests,
and a not so dominant data layer which helps hosts analyze and visualize their
transactions to better tailor their offering.

Price discovery

Building on the marketplace morphological box of [49], price discovery on digital
platforms can either be set by the platform provider, the demand side or the supply
side. When the price is not fixed by either of the platform participants it can arise
from competitive pricing mechanisms such as auction, where the service or product
is awarded to the highest bidder –mirroring the mechanism of financial markets, and
negotiation, where both supply and demand agree on a price [2].

Access control—regulating negative network effects

For the platform, property rights are necessary for governance as they reduce the risk
of negative network effects by limiting access to certain actors. Evans [15] describes
the tools which multi-sided platforms use to optimize the value of their property to
deal with platform access.
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Platform owners may selectively exclude participants from their platform using
the Bouncer’s Right, and /or discourage unwanted participants from joining the plat-
form by using social and psychological sanctions and club goods to sort undesirable
entrants (also referred to as Exclusionary Vibe and Exclusionary Amenity). Selective
exclusion and discouraging participants via social and psychological cues are often
used conjunctively by a platform owner [47].

Trust system—regulating information asymmetry

Once the platform owner has decided the number of sides to include, the type of
players to allow and the key activity to be performed, building up trust to ensure
high quality within the platform is next. Platform users are encouraged to signal trust
through a review system which can be enforced either between members or by the
platform itself [44].

By providing a system of reviews, the platform owner limits the ability of bad
users to take advantage of other users by exploiting asymmetric information [15].
For instance, Amazon and eBay provide ratings on sellers as buyers can rate their
experience after they have made a purchase.

3.3 Value Delivery

The value delivery dimension refers to the elements which generate value for the
platform sides. Platforms generate value by reducing economic friction [41] and by
acting as “matchmakers” across sides supporting the transaction. This impliesmaking
strategic decisions over the platform’s scope and digital interfaces to identify and
exploit transaction opportunities and innovation complementarities [21].

The attributes of value capture identified are value proposition, transaction
content, digital interface, participants and geographic scope.

Value proposition

Platforms generate value for all sides when they reduce transaction costs [41], search
costs by acting as matchmakers [19], product development costs via programming
interfaces and digital resources [26] or both. Platform owners may incorporate a
great variety of features to reduce these costs.

More specifically, depending on the type of platform (i.e. innovation, transaction
or hybrid) and key activity, platform owners need to make the decision whether to
include many or just some of the features based on a cost–benefit analysis: balancing
value created vs. cost of implementation [26].

Transaction content

Afirmwishing to build a transaction platformwill, therefore, aim to populate its sides
with members that will exchange or transact goods, services, and/or data amongst
themselves via the platform [21].



76 A. C. Soto et al.

Digital interface

Technological or digital interfaces refer to how the 2-way exchange of data between
the platform firm and each of its sides is specified. It both delimits the economic
activities between sides [7] and specifies the characteristics of the connection.

Gawer [21] notes that scholars in strategy, innovation, and information systems
research agree that decisions made on the type and openness (i.e., which data will
be shared or withheld, and to and from whom) of technological interfaces play
an important role in the degree of complementary innovation. It is not only about
opening up the platform architecture, but considering the ease of development to
encourage creativity and innovation while maintaining control over the evolution of
the platform Vittorio Dal [55].

Typical digital interfaces are Application Programing Interfaces (APIs) which
forge the relationship between application developers and users, and SoftwareDevel-
opment Kits (SDKs) that facilitate the efficient development of software that works
on the platform [15].

Participants

The platform owner should specify the user segments that it primarily connects as
participants, includingConsumer-to-consumer (C2C); Business-to-Consumer (B2C)
and Business-to-Business (B2B).

Given the multi–directionality of business relationships within a platform, the
user segments are expected to be of mixed nature, meaning more than one segment
is possible. For instance, Facebook connects its users amongst each other (C2C) but
also connects advertisers with users (B2C).

Geographic scope

The platform’s geographic scope could be broken down into local, regional and
global coverage. Given the low geographic boundaries of digital goods, we expect
most platforms to fall into the regional and global clusters. In his study onmarketplace
characterization, however, [49] note that as ventures grow, it is likely that they will
expand their geographic scope.

The decision to limit the geographic scope at the beginning or launch of a plat-
form has been further explored by Parker and Van Alstyne [41] with micro-market
launch strategies. Limiting coverage to small, targeted communities can help achieve
stronger network effects and, once adoption is reached, the platform can be expanded
to include adjacent groups dragging new users into the platform. For instance, Face-
book started connecting students within Harvard and eventually evolved to a global
platform connecting more than 2.912 billion users by December 2021 [35].
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3.4 Value Capture

The value capture dimension explains how the platform owner achieves the
conversion of the benefits that users perceive in a platform into profitable revenue
streams [33].

Pricingmulti-sided platforms ismore complex than traditional pipeline businesses
[19], as the demand by one of the sides depends on the number of members on the
other sides the platform serves. Platforms create and capture value once positive
cross-side network effects are achieved.

By facilitating the interaction across sides, platform owners are able to regulate
other aspects of the platform participation such as which side to charge pricing
mechanisms, switching and multi-homing costs [33].

Key revenue stream

The key revenue stream specifies the platform’s mode of generating revenues.
Depending on the type of platform, the way to capture value may vary.

On one hand, transaction platforms primarily capture value by collecting transac-
tion fees, charging for advertising or both [21], consequently, platform owners should
aim at increasing members on each side who transact amongst themselves. Innova-
tion platforms on the other hand generate revenues mostly by charging for access,
usage or both and should carefully balance the optimal level of fees to overcome the
chicken-egg problem of end-user and complementor skepticism at launch [16].

Pricing mechanism

Taking the pricing model proposed by Osterwalder [38], the mechanisms are
characterized by fixed pricing, market pricing or differentiated pricing.

Firstly, a fixed pricing mechanism encompasses pricing strategies that do not vary
depending on customer characteristics, are not value dependent and are not based on
real-time conditions. This definition includes platforms which are sponsored by the
platform provider and charge virtually zero for the services, data or products offered.
Secondly, differentiated pricingmechanism depends on customer characteristics or is
valuedependent; for instance, a datasetwhichvaries on the level of granularity.Lastly,
amarket pricingmechanism is dependent on real-time data ofmarket conditions such
as auctions or the stock market.

Revenue and subsidy sides

To maximize profits, platform owners need to make the decision on which side
to subsidize and which to monetize [25]. Generally, multi-sided platforms have a
‘subsidy side’ which is a group of users who pay less than marginal cost and is
highly valued by the ‘money side’ –who pays above the marginal cost [13]. This
means, as more subsidy-side users join the platform, more money-side users join
too, resulting in strong cross-side network effects.
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The decision about the number and nature of the sides affects directly the pricing
structure and the ability of the platform to capture value [21]. Some characteristics
that can play a role in this decision are the ability to capture cross-side network
effects, price-sensitivity (subsidize the most price-sensitive side), quality-sensitivity
(subsidize the most quality-sensitive side), and output cost [13].

Multi-homing

When a user is affiliated with more than one platform, it is referred to as multi-
homing [44]. When users multi-home, it diminishes the ability of platform owners
to capture value. For example, when a driver is subscribed to Uber and other ride-
hailing platforms simultaneously, Uber loses out on transaction fees when the driver
drives customers on competing platforms instead.

Essentially, limiting a user’s ability to multi-home is a widely used competitive
strategy and can affect the platform’s evolution. Tiwana et al. [52] define homing costs
as the aggregate of adoption, operating, and opportunity costs incurred to maintain
participation in a platform. When these are high, users are less incentivized to be
affiliated with multiple platforms, and vice versa. Multi-homing is either allowed,
partially allowed or forbidden.

Switching costs

To avoid platform users from leaving the platform, platform owners build up
switching costs to make it costly for them to switch [33]. Take for example user
reputation built from rating systems on one platform to signal trustworthiness [44].
If a seller on eBay, for example, would start selling on a competing platform she
would need to start from zero as all her user ratings are left on her profile on eBay–
thus signaling trustworthiness to buyers would be much harder than if she had stayed
on eBay.

Building switching costs is important for the platform owner’s ability to capture
value.

3.5 Mobility Data Platforms

With the advancing digitization of means of transport, transport infrastructure and
the continuous development of application-based mobility products and services,
the fundamental and indispensable importance of the data platform component is
becoming apparent Guerreiro [24]. Transport operators are challenged by today’s
services of integrated mobility, namely information provision, booking, ticketing
and payment, all oftentimes converged from multiple discrete services in one single
platform [36, 46].
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Mobility as a Service (MaaS) can be seen as an on-demand model incorporating
various discrete services in one place [36], thus multi-sided platforms can act as
a model for MaaS [30]. The platform’s attribute is the one as provider of basic
functions and aggregator used for products and services. Basic functions are real
time information, trip planning, booking or ticketing while not limited to those [30].

Bolt, FreeNow, and Uber, all operate a mobility platform addressing above intro-
duced indirect network effects. The core challenge is to reach a critical mass and to
attract users on both sides [27]. While organizations can act as owners and operators
of the platform and as providers of the basic functions outlined above, they could
also take on a different role by acting solely as data providers and processors them-
selves. This is to allow other sides to use these resources to test and validate existing
solutions and develop new MaaS or autonomous mobility solutions Guerreiro [24].

Mobility data platforms have become central to enabling new mobility services
and products–in particular, the development of entirely new mobility approaches
such as cooperative, connected and automated mobility (CCAM) has the potential to
reinterpret the mobility landscape. Guerreiro [24] then identified three core enablers
for building autonomousmobility solutions: (1) digitalized and intelligent infrastruc-
tures, (2) scalable and adaptable software-stacks for mobility solutions, and digital
platforms as the central mean for providing data a different granularity, AI models
and services.

4 Methodology

Starting with the three dimensions of business model design defined by Teece [50],
who describes a business model as “the design or architecture of the value creation,
delivery, and capture mechanisms it employs”, we review existing platform literature
and extract individual design elements into one of the three categories (i) value
creation, (ii) value delivery and (iii) value capture. This paper considers only those
elements that appear to be of high relevance for digital multi-sided platforms.

The selection of elements and variables follows the design principles of morpho-
logical analysis. This approach has been identified to be suitable to accommodate
multiple configurations of platform design elements given its flexibility to choose
different combinations of attributes. The resulting morphological box can serve as
an artifact to identify different platform business models.

This paper employs a systematic literature reviewas themethodology to extract the
individual design elements of multi-sided platforms and coded the identified papers
according to the three previously identified dimensions. The software MAXQDA20
was employed during the coding process, where the output is a database of 49 articles
and 627 coded segments.

To validate and exemplify our findings, we draw on three mobility data platform
use cases and match their business model to the proposed morphological box.
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4.1 Morphological Box for Building Data-Driven Mobility
Platforms

BM
Dimensions

Design
Elements

Specifications

Value
creation
dimension

Market
structure

Two-sided Multi-sided

Platform
ownership

Single firm Alliance/consortium Decentralized

Platform
type

Transaction Innovation Hybrid

Key activity Data services Network-community
building

Complementary
innovations

Price
discovery

Fixed priced Set by
sellers

Set by
buyers

Auction Negotiation

Access
control

Selective exclusion Social
behavior

Both None

Trust system User reviews Review by platform None

Value
delivery
dimension

Key value
proposition

Product
development costs

Transaction
costs

Search
costs

Both

Transaction
content

Data Service Goods

Digital
interface

API SDK Both None/other

Participants C2C B2C B2B None/other

Geographic
scope

Global Regional Local

Value
capture
dimension

Key revenue
stream

Membership/access
fee

Usage fee Transaction
fee

Advertising None

Pricing
mechanism

Fixed pricing Market pricing Differentiated pricing

Revenue side Provider Consumer Third party None/other

Subsidy side Provider Consumer Third party None/other

Multihoming
costs

Allowed Partially allowed Forbidden

Switching
costs

Low High
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5 Testing the Morphological Box—A Case Study Analysis

5.1 Case 1: HERE Platform

HERE is a geodata service provider jointly owned by a consortium of automotive
OEMs, their suppliers, and technology companies. It features a location data sharing
platform, a marketplace and development platform where businesses can exchange
and monetize their data, services and algorithms as well as build applications.

HERE platform creates value for its multiple sides, namely, application devel-
opers, data providers and data consumers by allowing location data to be transacted
and innovated upon, resulting in a hybrid platform. Furthermore, the automotive
sector represents the largest income stream for HERE platform through licensing
map content and traffic services to car OEMs, thus most efforts are put into the
data services layer. Yet, in the past years the company has been expanding its plat-
form encouraging complementary innovations by investing in the development of the
HERE platform, HEREworkspace, HEREmarketplace and HERE Studio. The price
discovery is set by sellers, independently if it is a third-party data provider or HERE
as a data provider –not acting as platform owner. The platform employs a selective
exclusion approach to controlling access to the platform and encourages trust in the
platform by only allowing data providers who have been previously approved as map
data distributors. There is no peer review system with regards to data quality as it is
solely the platform owner’s job.

When it comes to value delivery, the platform’s key value proposition is primarily
reducing search costs via the HERE platform, and on a secondary basis, reducing
product development and transaction costs viaHERE studio andHEREmarketplace.
The key transaction content in the platform is location-related data. Developers can
access location data and services, such asmaps, routing, geocoding, search and create
new services or applications via the software development tools (HERE SDK) and
HERE REST APIs. The platform is targeted at B2B customers on a global level
who are usually the owners of large, high-quality data and want to monetize it, such
as AccuWeather, BMW, Continental and Mercedes Benz, and other businesses who
would benefit from accessing it, such as Volta Trucks and what3words who partnered
with HERE Technologies to deliver a tailored last-mile electric vehicle navigation
system.

HERE platform captures value from usage fees. It offers two different plans
depending on the number of transactions or the so-called ‘pay-as-you-grow’ mech-
anism. The price of the data is fixed as it is independent from market conditions or
customer characteristics. The main revenue source for the platform lies on the third
parties, in this case developers, who use the data provided to build new applica-
tions and pay for software development tools and data. The subsidized side are data
providerswho are critical to the platform’s success in attracting developers who inno-
vate with the data. Multi-homing is allowed and switching costs in the location-data
platform ecosystem are high.When app developers look for location-related services
such as maps, navigation, data, location intelligence, and other location services it is
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not easy to find all key resources in one platform and coupled with a vibrant devel-
oper ecosystem. While there are alternative players such as Google and TomTom,
their offerings differ in terms of data types, e.g., Google Maps strength lies on POIs,
location-based services integrated with its advertising platform for businesses, and
available development tools.

5.2 Case 2: CARUSO Dataplace

CARUSO Dataplace is a neutral vehicle data platform born from an Independent
Automotive Aftermarket (IAM) initiative. It provides open access to in-vehicle data
across different brands.

CARUSO configures its value creation as a multi-sided platform where auto-
motive brands, developers and data consumers come together. It is owned by a
consortia of mobility players who have a vote on the platform’s strategy and busi-
ness model. CARUSO acts, essentially, as a reseller of automotive data and connects
data providers with data consumers, which makes it a transaction platform. With
regards to the key activity layer, data services are the key component of the plat-
form, although complementary innovations are also encouraged by the platform to
showcase use cases and signal usefulness. Prices for data points are set by sellers.The
access control is based on the selective exclusion policy, while on the provider side
only those who have previously signed a partnership with the platform can publish
data, on the consumer side only those who have signed up to the platform and agreed
to the terms and conditions are able to use the data via CARUSO’s API. Any misuse
of the data is handled by the platform owner. When it comes to trust between the
parties, there is no review system to rate either side; platform users trust each other
based on the previously signed agreement with the platform provider. For example,
it is disclosed in advance that the Data Supplier does not guarantee a certain quality
of requested In-Vehicle Data, the data is supplied on an “as-is” and “as available”
basis and without any warranty or representation for quality, quantity, completeness,
accuracy, availability, error free and fitness for any particular purpose [9].

On the value delivery dimension, CARUSO enables the reduction of search costs
via its marketplace, transaction costs via the easy-to-use API, and product develop-
ment costs by unlocking previously unavailable data to innovators on the consumer
side. As previously mentioned, the platform features an API which allows data
consumers to request in-vehicle data items, but only legal entities (B2B) can have
access to the platform. CARUSO operates on a regional basis in several European
countries.

CARUSO captures value by charging a usage fee depending on the level of in-
vehicle data requested. This usage fee is further discriminated by a differentiated
pricingmechanism where data fees vary depending on data volume and subscription
package. As a data brokering platform, CARUSO monetizes its consumer side and
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subsidizes the provider side. Multihoming is allowed and switching costs are high as
the data types available at CARUSO are not widely available in competing platforms.

5.3 Case 3: mCLOUD

The German Federal Ministry for Digital Affairs and Transport (BMVI) owns,
governs and provides the “mCLOUD”: platform. It offers open-source data in the
domain of mobility and related fields, which is provided by institutions from the
government, industry, research and others.

In terms of the value creation dimension, it can thus be interpreted as amulti-sided
platform with single-organization ownership. Also, mCLOUD is a great example of
a hybrid platform type. One of the mCLOUD’s principles is “easy accessibility to
data”, such as the abandonment of mandatory user accounts. This policy facilitates
data transactions across all user groups. Furthermore, a related support program
“mFUND” uses mCLOUD in order to provide the data base for innovations to a
large variety of stakeholders coming from different domains. When it comes to the
key activity layer, clearly data services are the main driver of a dataset-providing
platform, though certainly also value for the other two dimensions community and
innovation is created indirectly. Price discovery does not happen in this use case, due
to the platform being a free-to-use public service funded by tax money, the platform
provider sets a fixed price of 0e. In the access control layer, the platform runs on a
selectively exclusivepolicy.Data providers only get data publishing access rights after
a successful review of their requested contribution by the platform administrators.
Concerning this matter, the fit of the proposed dataset to BMVI-related topics is
evaluated. In addition, the administrators urge thepublishers to follow their guidelines
in termsofmetadata anddata qualitymanagement.Noadditional trust system in terms
of reviews is used. The publications are hand-picked by the platform but cannot be
publicly commented on.

Related to value delivery, the key value proposition of mCLOUD is both search
and transaction cost reduction. The platform acts as amatchmaker between instances
that need and provide certain mobility-specific data. Furthermore, it enables their
easy integration into automated systems by providing information about the involved
APIs for getting and posting data [34].

Furthermore, as already mentioned, the user base of such a platform is manyfold
and covers both B2B and B2C applications, while the latter might mainly use it in
case of a general informative interest. The geographic scope of mCLOUD is local,
as most data providers offer data from inside Germany and the whole webpage is
only available in German language. However, in the future data from other countries
could join the portfolio, especially since the BMVI very much focuses on topics that
affect the whole European Union [5]. Hence, in the long run the focus could shift
towards providing a global platform.

Finally, value capturing barely happens in this example. Due to its non-profit
orientation, a key revenue stream, revenue source and pricing are simply not present.
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The subsidy side is characterized by a complete funding by the platform provider,
thus indirectly by all taxpayers. Multihoming is allowed as the interfaces are easy to
access and to integrate and users can access other mobility platforms without having
made a large investment on mCloud. Switching costs are presumably low, because
it is not costly for a user to switch to a different platform with a similar offering in
terms of data types.

6 Conclusions and Limitations

6.1 Scientific Contributions

This paper addresses data-driven MSPs (multi-sided platforms) and their key design
elements and configurations. Literature has investigated the central concepts of plat-
form strategy and individual elements, but a lack of a holistic approach for platform
design is evident. Furthermore, an empirical test with a focus on data-drivenmobility
platforms has been neglected. Therefore, our research attempts to bridge this gap by
providing three main contributions.

First, based on the literature analysis this paper provides a comprehensive picture
of data-driven mobility platform design and categorizes design choices in a morpho-
logical box. Second, by using [50] business model design framework comprising
value creation, value delivery and value capture, we were able to allocate individual
design elements to these three dimensions and find interdependencies between those
elements. Lastly, by testing the morphological box with the data-driven mobility
platforms CARUSO, Here and mCloud, this paper contributes to illustrating a newly
arising type of platform and its key design choices.

Regarding RQ #1 (i.e., available choices for platform design), this study identified
eighteen elements which are key to platforms (see Table 1) and further clustered them
into three dimensions (i) value creation, (ii) value delivery and (iii) value capture. The
first seven elements are part of the value creation dimension and describe the value
architecture and mechanisms to orchestrate resources and processes. The subsequent
five elements are part of the value delivery dimension and define the components
which create value for the platform sides as well as the interfaces to deliver it.
The remaining six elements represent the value capture dimension and explain the
conversion from value proposition into revenues for the platform.

As for RQ #2 (i.e., interdependencies between platform design elements), we
found the ‘key activity’ layer in the value creation dimension to be fundamental in
the design of a platform. Whether a platform’s key activity is data services, comple-
mentary innovations, community building or a combination of the three, it dictates
the transaction content and digital interfaces. For example, if the platform special-
izes in data services, then data is the content of the transaction for which there must
be a digital interface available (API / SDK). Moreover, when faced with the choice
on how to monetize i.e., ‘key revenue stream’, platform providers need to critically
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assess which side they are charging and which side they are subsidizing as it will
impact their ability to capture value. We see that, for data-driven mobility platforms,
the most common monetization is ‘usage fee’.

Furthermore, we identified data-driven mobility platforms to bemulti-sided. New
data-driven business models in the mobility space require resources from many
different players, such as car manufacturers, infrastructure providers, part suppliers,
etc., which come together in a single platform and unlock the value of previously
siloed data. Also, while the underlying activity of data-driven mobility platforms is
facilitating data transactions, we see that when an innovation layer is added to the
platform it promotes complementary innovations and acts as a differentiator factor
from other similar platforms.

In addition, in these platforms the access and usage rules are partly limited by
the platform owner, unlike in two-sided markets where anyone who signs up to the
platform can provide and consume data, goods or services.

6.2 Managerial Implications

This research can aid practitioners in designing platform businesses. The proposed
morphological box formalizes the key design elements of digital multi-sided plat-
forms which is useful to both companies looking to change their pipeline business
model into a platform, and for new companies creating a platform business model
from scratch. Moreover, the morphological box may be used by platform providers
as an evaluation tool to visualize different configurations of competitor platforms
and adapt their business model to remain competitive.

As platform practitioners use the proposed morphological box to design their
platforms’ value creation, delivery and capture mechanisms, we expect new business
models to arise and platform owners to adjust their business strategy according to
the design choices.

6.3 Future Research and Limitations

The research agenda on digital platforms is at a decisive point. The digital economy
is increasingly being driven by platforms and further research on this phenomenon
is relevant both to platform practitioners, policy makers and society at large.

This study has focused on specific design elements of digital platforms configured
under a business model perspective taking value creation, delivery and capture as
clustering categories. We believe, however, that there are other ways to structure
platforms when using a different theoretical lens which may add valuable insights to
platform practitioners.
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We empirically tested our box with selected cases in Germany, but further
research is needed into other geographies which may result in different configu-
rations. Furthermore, data-driven mobility platforms are still a new phenomenon
which makes gathering a large sample more complex, to which we suggest taking a
wider approach and empirically test the framework using data-sharing platforms at
large.

This paper does not intend to evaluate which platform configuration is superior
but instead show the available choices that platform owners have when designing
a platform. With the case studies, we illustrate how these design choices result in
varied business models without favoring one or the other.

Data sharing platforms are still in their early stages of their development, but
we expect more players to enter the scene in the coming years as they realize the
monetization and innovation opportunities that platforms offer. For the specific case
of mobility, as the industry digitizes and more cars are equipped with telematic units
and V2X communication, more opportunities will arise.
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Generating Standardized Agent-Based
Transport Models in Germany

Torben Lelke, Lasse Bienzeisler, and Bernhard Friedrich

Abstract The paper presents a standardized method to generate agent-based trans-
port models. In this context, the paper depicts an approach to processing multiple
public and nationally available datasets and illustrates how they can be fused to
create a synthetic population of agents. We then present a methodology to supply the
generated agents with individual attributes and assign a schedule of activities as well
as individual mobility behavior. Subsequently, we apply the methodology to the city
of Hanover, and the resulting model is compared to and evaluated with real-world
data. In the course of this evaluation, it becomes apparent that the pipeline generates
a sufficiently accurate model that can be used to study the traffic in the city.

Keywords Scenario creation · National dataset · Data fusion ·Modeling pipeline ·
MATSim

1 Introduction

In recent years, agent-based transport models have gained popularity because these
models allow microscopic modeling and analysis of traffic that is continuous in
space and time. Additionally, agent-based simulation facilitates modeling individual
decisions of travelers. The agent-based simulation method is therefore beneficial for
modeling new mobility solutions such as Mobility-as-a-Service or micro-mobility.
In these approaches, personal decisions on the utility of different opportunities are
essential to the participants’ choices, which traditional macroscopic models cannot
replicate in enough detail. However, agent-based models are not yet widely used in
planning practice. This is, at least partly, due to the complex and extensive process
that is necessary to create these models [11].

Agent-based transport models rely on a synthetic population of the specified
planning area. A synthetic population is a simplified microscopic representation
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of the actual population in which only attributes of interest are reproduced. Each
person living in that area has to be represented in the model, including the location
of this person’s residence and characteristics such as sex, age, or other information
about the person’s standard of living. In most synthetic populations, these attributes
match aggregated statistical measures of the actual population rather than precisely
reproducing each individual [2]. In addition to these attributes, each agent is assigned
a travel schedule holding information about the facilities the person visits during
the modeled day and which activities are performed there. Additionally, the modes
the agents use to travel to the specified locations are usually included. Due to the
richness of information in such agent-based transport models, the necessary amount
of data and the effort to process this data are comparably high. Especially data about
attributes of interest is challenging to collect and will often represent only a subset
of the actual information. Therefore, modelers need to find ways to expand on the
available data.Another problem is a lack of consistency amongdata formats, resulting
in a necessity to harmonize data from different sources [2].

2 Literature Review and Research Objective

There have been several case studies dealing with the creation of agent-based trans-
port models with different approaches to generating agents and assigning travel
behavior in the form of daily schedules using openly available data [1, 6, 12, 16].
However, most of these existing approaches are often focused on just one specific
planning area and use data that is, at least in part, unique to this area. Therefore, these
methods are transferable to other planning areas in terms of their methodologies but
not directly applicable elsewhere.

To further facilitate agent-based modeling, Hörl and Balac recently presented a
consistent modeling pipeline for agent-based transport models [9] and applied it to
the Île-de-France region around Paris [10]. Their equasim pipeline is structured into
sequential stages and delivers a complete methodology from processing input data
to a simulation in the open-source simulation framework MATSim [8]. The core of
this approach is the Population Pipeline, which creates the synthetic population and
travel demand. To generate the synthetic population, Hörl and Balac apply direct
sampling from a local census to distribute the agents within a defined spatial zoning
system. The agents in the resulting synthetic population contain attributes such as
age, sex, and information about their employment status. Following these attributes,
each agent is assigned a fitting activity schedule from an available household travel
survey for the Île-de-France region. The authors then estimate the locations for
these activities with dedicated algorithms for primary activities such as home,
work, and education as well as secondary activities such as leisure or shopping.
The methodology presented by Hörl and Balac was already successfully applied to
California, Sao Paulo, and Zurich [9].

The objective of the research presented in this paper is to generate a lightweight
approach capable of generating a synthetic population for agent-based transport
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models for the entirety of Germany in a standardized way. Our approach is similar
to the one taken by Hörl and Balac. However, we focus not only on a standardized
methodology but also on standardized data input for all models created with this
methodology. This means that the underlying data should be the same for every
conceivable planning area. Naturally, the models resulting from such a methodology
would be less precise due to a lack of detailed information about inner-city particular-
ities. However, we argue that it is not always necessary to aim at the greatest possible
detail for all aspects of the model and invest substantial work into model creation.
It is essential to find a trade-off between the required model detail and the amount
of work necessary to achieve this detail. For example, for preliminary studies or
small projects, it could be sufficient to have a slightly less detailed population model
capable of approximately reproducing traffic conditions. Additionally, we wanted to
generate a methodology that is easy in application to allow less experienced users
of agent-based simulations to build the necessary models and facilitate agent-based
modeling in planning practice.

After presenting the underlying data sources and the resulting methodology in the
first part of this paper, we evaluate the approach. To do this, we apply the methods
to a planning area and investigate the quality of the synthetic population and the
resulting modeled traffic conditions. In addition, we want to explore whether our
model can sufficiently approximate the traffic conditions inside the chosen planning
area.

3 Data Sources

Theproposedmethodology for generating standardized agent-based transportmodels
is based on a selection of public datasets that are available on a national scope. These
datasets must include information for every possible planning area inside Germany.
In the following section, we describe these datasets briefly.

The main data source we use to generate the synthetic population is the german
national census [15]. In the census, which was last performed in 2011, the number of
inhabitants for each home address in Germanywas counted. These persons were then
aggregated into households. Each home address was assigned to a 100× 100 m grid
cell to comply with data privacy regulations. Additionally, data privacy regulations
mandated the issuing of cells with just one inhabitant as empty cells. The grid cells
are all identified with a unique identification number consistent with the European
INSPIRE directive [5]. Through this dataset, precise statements about the number
of inhabitants and households in a resolution of one hectare can be given for the
entirety of Germany. In total, the dataset contains over 36 million grid cells, of
which approximately 3.2 million are inhabited.

The assignment of travel behavior to the agents is based on the German national
mobility survey Mobilität in Deutschland (MiD) [14]. This survey, which was last
conducted in 2017, is a representative data source on Germany’s transport demand
and everyday mobility. The study consists of a nationwide household travel survey
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Fig. 1 Datasets and linking variables included in MiD 2017

and a total of 60 regional top-up samples and thus comes to a total number of
more than 300,000 respondents, who documented more than one million trips. The
data consists of several subsets. These subsets are provided with key variables that
enable the individual data records to be linked. Thus, with the help of a household’s
identification number, it is possible to infer its occupants, which in turn are provided
with an identification number appearing in the dataset of the recorded trips. These
linkage possibilities allow the reconstruction of the mobility behavior of an entire
household. Only the datasets on households, persons, and trips are used in this work.
The various datasets of the MiD 2017 and their linking options are shown in Fig. 1.
In the datasets for households and persons, each entry is weighted by how many
entities it represents in Germany. Therefore, an exemplary household with a weight
of 150 represents 150 households with the same structure in Germany.

To differentiate regions inside of Germany in terms of mobility behavior, we
use the German Regional Statistical Spatial Typology for Mobility and Transport
Research (RegioStaR) [7]. This spatial typology assigns each German municipality
with different regional types that state how urban or rural the region is and how it
is placed in relation to other central places around it. In the first step, urban regions
are defined as all municipalities located within the surrounding area of large cities
with more than 100,000 inhabitants or of larger metropolitan regions such as the
Ruhr region. All municipalities outside these areas are considered rural. The further
differentiation of the urban and rural regions is based on the central place theory (e.g.,
[3]). By considering the various municipal functions, this spatial planning concept
defines so-called central places, which take on hierarchically increasing supply and
development functions. Thus, metropolises within urban regions or central cities of
rural regions are captured. For statistical evaluations, as they are also carried out in
this work, the developers of RegioStaR recommend using the summarized regional
statistical spatial type (RegioStaR7).

We use spatial shapes tagged with information about the land use in the corre-
sponding area to locate the activities. In the CORINE Land Cover (CLC) dataset [4]
for Germany, these areas are defined through automated classification based on aerial
images. The CLC data distinguishes land use into 44 classes, which can be amalga-
mated into five overarching superclasses. Since only the CLC classes in settlement
areas are relevant for the location of activities in urban transport models, we consider
solely these areas in our methodology. We use the newest CLC version of 2018 with
a resolution of five hectares. Additionally, points of interest inside the planning area
are identified through standardized OpenStreetMap (OSM) queries.
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The presented data sources are all centrally stored in aSQLdatabase that allows for
dedicated queries of individual parts of each dataset. Therefore, all data processing
steps only need to be performed once.

4 Methodological Approach

Our methodology consists of three consecutive steps: population generation, plan
assignment, and activity localization. The only external input needed for our pipeline
is a geometry defining the planning area. The following section will explain each
step and the data we used to perform the necessary computations.

The first step in the standardized modeling approach is the generation of a basis
for the synthetic population by creating the households and persons in the defined
planning area. To do this, we created a new national dataset by fusing the aforemen-
tioned data. The spatial reference structures in this new dataset are the grid cells taken
from the census dataset. This spatial reference is then used to assign a RegioStaR
regional type and a CLC land use to each cell. Finally, we use an OSM query to
identify whether an education facility (school or university) is located in each cell.
The result is a national enhanced census dataset of grid cells containing the total
number of inhabitants and the number of households along with information about
the land use, the region type, and geometry.

We generate the base population from this dataset by extracting all grid cells
that lay inside of the geometry of the defined planning area. For each of these grid
cells, we then generate the corresponding number of households. Each household
is assigned the regional type of the cell and a random coordinate within the cell
as the concrete location of residence of the household members. Afterward, we
sequentially assign the specified number of persons living in the cell to one of the
households until all inhabitants are distributed. When distributing the agents to the
households, we set the maximum number of inhabitants in a household to seven. We
use this limit to avoid statistical outliers in the distribution of household sizes and the
subsequent compilation of individuals based on MiD households. A particular case
in the distribution of residents among households are cells in which the census data
does not contain information on the number of households. In such cells, a separate
household is created for each agent. The agents created in this step are, however,
not yet the complete representation of a person as they have not been assigned any
attributes or an activity schedule to define their travel behavior.

The second step of our pipeline is the plan assignment. To generate and assign the
activity and travel patterns for the agents in the synthetic population, we use a direct
sampling method regarding the weights associated with each household and person
in the corresponding MiD datasets. In a preliminary step, we use the same data to
assign individual attributes to the agents in the synthetic population. To do this, we
take the number of agents assigned to a synthetic household and this household’s
corresponding regional type and select an equivalent household from theMiD-dataset
matching these values. Afterward, we extract all persons linked to his household in
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Fig. 2 Direct samplingmethod used for the creation of the synthetic population and the assignment
of attributes

the dataset and directly copy their attributes and the reported activity schedule to the
agents in the synthetic household. This process is presented in Fig. 2.

The extracted schedules consist of all trips the person has performed during the
reporting day and information about the activities at the start and end of these trips.
Additionally, the data fromMiD includes a distance range for each trip and informa-
tion about the used mode of transport. The reported activities are aggregated into five
different activities we consider for our methodology. These activity types include the
primary activity types home, work, and education, as well as the secondary activity
types shopping and leisure. For some households in the MiD dataset, not all inhab-
itants participated in the travel survey. Therefore, it is impossible to sample their
activity schedule directly. In such cases, we still copy all attributes of the original
person from theMiD survey to the agent.We then use these attributes to find a person
with similar characteristics and the same household type within the MiD data. To
choose the most fitting one, we again use a weighted selection and assign the corre-
sponding activity schedule among the identified possible replacement persons. At
the end of the plan assignment step, the model contains all agents in the specified
planning area with individual attributes and a matching schedule of activities and
trips. In addition to the generated agents, we also create a specific number of vehi-
cles for each household that matches the reported number of available vehicles from
the MiD survey.

The trips assigned to the agents are not yet localized to the planning area. Since
the schedules do not necessarily all originally stem from the planning area, we can
not directly adapt travel distances from the survey. To realistically model the traffic
demandwith the standardized agent-basedmodel,we need to assign a location to each
activity in an agent’s plan. We use the reported trip lengths from the MiD survey to
generate a maximum movement radius in which the activities can occur. This radius



Generating Standardized Agent-Based Transport Models in Germany 97

is defined by all trips between two activities at the agent’s location of residence. We
sum all the reported travel distances of these trips and divide the resulting value by
two. Through this process, we consider the hypothetical case that the person drove
in a straight line to one activity, and all other activities were situated directly along
this line. We search for cells whose associated land use and points of interest allow
the performance of the targeted activity. To obtain such a location, we first search
for a suitable cell within the distance range specified in the MiD. Missing values are
imputed so that no values are missing and a corresponding distance can be assigned
to each trip. If no suitable cell is available in the defined distance range, a cell within
the movement radius of the trip closest to the reported trip length is selected instead.
If no cell suitable is found within the movement radius either, we then search for a
cell in the entire planning area and select the one closest to the movement radius.
A random coordinate is then chosen within the identified cell and used to create
the activity. We also assign the reported mode and the start and end times for the
activities from the MiD directly to each of the agent’s trips.

5 Methodology Application and Evaluation

To analyze the validity of models created with our standardized methodology, we
generate an agent-based transport model for the city of Hanover and evaluate it
against locally available data. We split this analysis into two steps. In the first step,
we analyze the capability of our methodology to generate a synthetic population of
the city that reflects the population as a whole as well as spatial inhomogeneities
of population groups inside the city. Selected values from the generated synthetic
population are compared to the matching statistical data from Hanover [13]. In the
second step, we analyze the validity of the transportation model itself. This analysis
includes an evaluation of aggregated values such as the modal split and a more
detailed look at the simulated traffic flows on individual streets.

Figure 3 depicts a visual comparison of population densities in the model and
Hanover, where darker shades of blue indicate high densities. As can be seen, the
city of Hanover is very diverse regarding the population distribution inside the city
boundaries. The city core, which is mainly a mixed-use of commercial and resi-
dential, is surrounded by primarily residential areas with a high population density.
Additionally, the city of Hanover includes small agglomerations with a low popu-
lation density, similar to rural towns. As shown, our methodology can recreate this
diversity within the city in terms of population density.

Not only the placement of the agents’ home locations is essential for an agent-
based transport model, but also the distribution of the agents’ other attributes. To
analyze how well our methodology performs in this regard, we focus on the distribu-
tion of the agents’ ages. First, we collect all age values from the generated synthetic
population and then compare the age distribution with the statistical reports from
Hanover [13]. This comparison can be seen in Table 1. It shows that the distribution
from the standardizedmethodology overall matches the one fromHanover. However,
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Fig. 3 Comparison of population densities in Hanover and the standardized model

it is also evident that the survey-based attribute assignment is not able tomodel the age
distribution of Hanover with complete accuracy. The number of agents aged between
18 and 30 is too low, and in contrast, the number of agents aged older than 45 is
too high. These differences become even more evident when analyzing the average
age per district. The aforementioned spatial diversity within Hanover also leads to
differences in the average age of particular districts. Some districts, especially the
ones near the university, have a population that is on average younger, while other
districts have an older population. Comparing the average age of the districts with
the values from the standardized methodology, we find that these inhomogeneities
are not included in the generated synthetic population (see Fig. 4).

In the second evaluation step, we aim to analyze the capabilities of our method-
ology to recreate the traffic conditions in Hanover correctly and thus generate a
valid transportation model. To evaluate how well the model represents the mobility
behavior of people and the resulting traffic, we perform a simulation with MATSim.
The necessary input network is automatically generated with data from Open-
StreetMap. For this, we export all links with the keys ‘highway’ for the roads and
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Fig. 4 Average age per district in Hanover and the generated model
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Table 1 Age distributions
for Hanover and the
generated model

Age group Share Hanover
[%]

Share model
[%]

Deviation [%]

0−3 2,90 3,39 0,49

4−6 2,80 2,45 −0,35

7−10 3,40 2,92 −0,48

11−18 6,60 5,06 −1,54

19−30 17,80 12,05 −5,75

31−45 21,60 21,57 −0,03

46−60 20,30 21,94 1,64

61−65 5,90 6,67 0,77

66−75 8,80 13,14 4,34

Older 10,00 10,81 0,81

‘railway’ for the railway tracks of public transport. We then assign fixed values for
capacity and free speed to all road links in the network, which depend on the specified
OSM road type. The public transport in Hanover and long-distance train connections
passing through Hanover central station are also implemented using GTFS through
standardized methods. As with the road links, we assign a free speed to the public
transport links in the network to realistically reproduce the hierarchy of long-distance
and regional travel routes through Germany. A capacity value is not assigned to the
public transport links, since the capacities here are defined through the vehicle types,
which travel in a fixed timetable. Since this evaluation aims to investigate the quality
of the model, we do not allow the agents to change their.

Modes of transport or the start and end times of their activities. The simulation
is run over 250 iterations to allow the agents to determine their optimal route in the
network. After completing this simulation, the output files generated byMATSim are
evaluated concerning specific parameters,which characterize the city’s transportation
system.

Figure 5 depicts the modal split, which results from the agents’ travel schedules,
in comparison with the modal split of Hanover. The presented data for Hanover is
taken from the MiD top-up sample for Hanover and thus presents the status quo in
2017. It can be seen that the standardized methodology can reproduce the modal split
in the planning area, although an exact match with the modal split in Hanover is not
achieved.

Additionally, we evaluated how well the simulation matches real-world traffic
volumes. Therefore, we compared the simulated traffic volumes with traffic counts
from 59 roads spread across Hanover. Figure 6 shows this comparison in a scatter
plot. The results show that while the counts are generally met well in the simulation,
the real-world values are still underestimated by 16% on average. This fact can be
explained by the focus of the methodology on individual traffic only. The missing
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Fig. 5 Modal split in Hanover and the standardized model

16% of cars on the specified roads can be assumed to be commercial and freight
vehicles, which are not considered in the model.

The application of the methodology to Hanover and subsequent evaluation has
shown that the model is generally valid but still presents some deviations in compar-
ison with real-world data. These recognized deviations can be explained by the
survey-based direct sampling method we used within our modeling pipeline due to
the lack ofmore detailed datasets available on a national scope.However, further anal-
ysis of the simulated traffic showed satisfactory results. Even though the synthetic

Fig. 6 Comparison of counted and simulated traffic volumes
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population is somewhat lacking in detail, the traffic in Hanover is still simulated
realistically.

6 Conclusion and Outlook

In a general conclusion, it can be stated that our standardizedmethodology is capable
of generating realistic agent-based models for any planning area within Germany.
Therefore, using the presented methodology, it is possible to create an agent-based
model for any conceivable area inside of Germany without the need for additional
input data. The application of the method to the city of Hanover and the subsequent
evaluations showed that the modeling of the population does not reach the accuracy
a model with specific data for the respective planning area would achieve. However,
the analysis of traffic parameters from the generated transport model has shown that
despite the deviations in the population model, the reconstruction of traffic volumes
and other traffic parameters in the city is nevertheless sufficient.

The presented methodology contributes to the existing works in that it offers a
lightweight solution to the generation of generally valid agent-based transportmodels
that is easily applicable to different planning areas. Based on the conducted eval-
uation in this paper, we consider the pipeline suited for basic studies focusing on
the transportation system as a whole and especially for comparative studies between
several cities.Wecannot conclusively state the applicability of our presentedmethod-
ology to more rural regions within the scope of this work. However, a preliminary
application and evaluation of the methodology in the smaller city of Gifhorn have
presented similar results to the ones shown in this paper. Additionally, the method-
ology allows inexperienced users an easier introduction to the topic of agent-based
transport modeling. Experience from working with students has shown us, that a
straightforward and easy-to-understand model creation process allows users to focus
on the agent-based simulation process at first. When these users then need a more
detailed model for in-depth analysis, the other established methods offer a range of
methods to work with city-specific data.

In the future, we also want to address some of the presented methodology’s short-
comings to further improve the accuracy of the population model and the resulting
transport model. To make the synthetic population more detailed and implement
some of the spatial diversities regarding personal attributes inside of cities, we aim
to integrate locally available data sources into the modeling process. Therefore, we
need to study the availability of such data in different municipalities to stay in line
with the direct applicability to other planning areas themethodology currently offers.
While performing such an evaluation of municipal data availability, we also want to
research data sources that can be used to assign additional attributes to the agents in
the population model that may improve the assignment of fitting activity schedules.
The implementation of commercial and freight traffic is also be targeted as a future
development for the methodology to model all types of traffic. However, the issue
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of data availability is even more prevalent in this regard because of lacking central
data collection efforts for commercial data.
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Simulation of Car-Sharing Pricing
and Its Impacts on Public Transport:
Kyoto Case Study

Yihe Zhou, Riccardo Iacobucci, Jan-Dirk Schmöcker, and Tadashi Yamada

Abstract The wide-ranging implementation of car-sharing has led to many posi-
tive impacts but also has been a controversial issue as it can cause congestion if it
replaces public transport trips. Therefore, we are aiming to investigate the compe-
tition and cooperation between car-sharing and public transport with a focus on
the car-sharing pricing policy. We consider shared autonomous vehicles (SAVs) for
which a range of pricing scenarios are possible and simulate different scenarios with
a given public transport networks. An important aspect of SAVs is the relocation
strategy to cater future demand optimally and this is considered in our simulation.
We consider distance specific pricing, as well as origin–destination specific pricing
for car-sharing.We create amodel of Kyoto city with the real-world subway lines and
trip data and simulate choices between public transport and SAVs. The performance
of the whole network is evaluated by the cost for passengers, profit for the car-
sharing operator as well as the spatial distribution of car-sharing prices and its modal
share. Results show that if a car-sharing service is introduced in the network, cost for
passengers can be decreased. The benefit is spatially heterogenous and depends on
the public transport network. A main result is that the benefit is significantly reduced
if the SAV operator can pick prices for all ODs freely instead of being bound to a
distance-based fare. Hence, it is necessary for city planners to introduce some pricing
regulation, in order to balance and maximize the benefits for both passengers and
car-sharing operators.

Keywords Shared autonomous vehicles · Mode choice · Transit network · Pricing

1 Introduction

Car-sharing services have expanded rapidly during recent years worldwide.
According to an estimation of the global car-sharing market trends, the global fleet
size of car-sharing has increased from 11,501 to 198,418 vehicles, that is increased
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17 times, during 2006−2018 [1]. In Japan, the fleet size of car-sharing was estimated
at about 33,000 vehicles in 2018 [2] and these are mainly sharing services where the
vehicles have to be dropped off at the same location where they have been picked
up. After the emergence of car-sharing services, the impact on public transport has
been a critical issue which has been studied by many researchers. Some studies
concluded positive effects while others take the opposite point of view (e.g. [3, 4,
5, 6]). With regard to positive effects, a car-sharing service can complement public
transit as it can solve last mile problems and take over some non-profitable trips
from public transport. Car-sharing can also increase ridership of public transport
by attracting users from private cars to mixed mode trips such as combining car-
sharing and metro lines. On the other hand, competition between public transport
and car-sharing is regarded to be a negative effect since car-sharing attracts regular
users of public transport leading to the reduction of public transport ridership and
the increasing number of vehicles can exacerbate congestion and cause longer travel
times for public transport [7]. The impact of car-sharing and other on-demand public
transport services varies with different city types [8, 9]. Moreover, some researchers
stated that increasing car-sharing usage causes congestion. It has been found that ride
sharing services such as Uber and Lyft add mileage to city streets, which in some
cases can be signficant [7].

Therefore, we are aiming to investigate the competition and cooperation between
car-sharing and public transport, especially to reduce the travel cost of passengers.
Further, the effect of different pricing strategies of car-sharing is investigated by
considering both fixed distance-based pricing and flexible origin–destination (OD)
based pricing. In our work, car-sharing vehicles are considered as relocated shared
autonomous cars which means vehicles can pick up users anywhere in the service
area and users do not need to return the vehicles to the parking station. Hence, this
service is similar to taxi but the cost will be lower [10]. Our study will show that
the pricing flexibility of the shared service can have a profound impact on public
transport usage as well as user benefits.

2 Literature Review

There is a large body of literature studying factors determining car-sharing demand
(e.g. [11, 12, 13]). A comprehensive literature review of methods used to study car-
sharing systems is presented by Jorge and Correia [14]. Among others it is found
that population size and the share of car-sharing members have positive feedback
impacts on car-sharing usage [11]. Also relevant for our work is the finding that
passengers with discretionary trips are more willing to use free-floating car-sharing.
Compared to station-based car-sharing, free-floating car-sharing can better bridge
gaps in the public transport network. Ogata et al [13] conducted a survey on mode
choices between car-sharing, public transport and private cars with the option to also
combine the modes. Then they develop a choice model combining revealed prefer-
ence and stated preference information. The results show that greater transportation
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inconvenience and less cost of car-sharing are important characteristics. Moreover,
user experience also has a positive impact on mode choices. Zhang et al. [15] inves-
tigate the dynamics of car-sharing service adoption during the initial years with a
focus on new adopters. The potential demand of stations is also forecasted consid-
ering the synergistic effect between stations and the importance of strategic locations
in the city. A spatial difference in the adoption process is found depending on the
predominant land-use in the area.

Also, the impact of car-sharing on private car usage has been broadly investigated.
The early-stage impact of free-floating car-sharing (FFCS) on private car ownership
is investigated through a survey in the FFCS service area in London [16]. The impacts
include deterrence of buying a car and disposal or sale of the owned car. Customers
who use the FFCS service as a substitute for other transportation modes are less
likely to own a car, whereas users whose trip purpose is to attend business meetings
are more likely to remain car owners. Furthermore, high bus service frequency and
FFCS usage has a positive relation with car ownership impact, while the opposite
result is found for national rail trains and private cars. The survey-based study by
Haustein [17] also concluded that there is a positive impact of FFCS membership on
car ownership decline.

There are less studies discussing public transport network issues and car-sharing.
The relation between public transport and car-sharing is investigated by Jin and
Schmöcker [8] considering shuttle and feeder modes of car-sharing in a relatively
simple virtual network with a north–south and east–west public traffic line. Their
study showed how shared modes contribute to lower social cost. Further, as for the
difference between two shared modes, they discussed that a feeder mode can be
beneficial in most newly developed commuter towns, including dense towns, while
shuttle services are more appropriate in larger towns. A limitation of their study is
the assumption of a uniform demand distribution. There are also several studies of
the impact of car-sharing on public transport based on usage statistics. According to
the studies of US cities, the introduction of Transportation Network Companies such
as Uber and Lyft induce a decline of rail and bus ridership [3, 4]. Further, the effect of
shared autonomous vehicles (SAV) on private car and public transport is investigated
by Iacobucci et al. [18]. The results show the decline of both car ownership and public
transport ridership if the SAV service is unregulated.

The performance of a car-sharing system highly depends on the imbalance of
vehicles, thus a proper relocation strategy is crucial. An integrated framework is
proposed for investigating the effect of temporal and spatial flexibility on the system
performance which suggests that flexibility has positive impact on the profitability
of the system [19]. There are studies focusing on the optimization framework of one-
way car-sharing considering relocation operations [20, 21]. A user-based relocation
by incentives is developed by Stokkink and Geroliminis [22].

Further, a proper pricing strategy is crucial for attracting more users. It is found
that the price structure has an impact on the car-sharing demand as theminimal usage
occurs in the scenario of normal price; i.e., current price in the carsharing service
area, while half-price leads to maximal usage [12]. Particular pricing strategies of
car-sharing services also have been explored in recent contributions. There are several
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studies focusing on the pricing schemes with the aim of improving the spatial vehicle
distribution [23, 24]. The price of ride sourcing services is optimized by considering
its negative impact caused by congestion inmultimodal transportation networks [25].

The potential of using autonomous vehicles (AVS) in sharing mode is highlighted
by Mounce and Nelson [26]. The development of AVS has been happening since
the 1980s as many companies such as Google and Volvo have started testing AV
systems [27]. The advantages of AVS are that they can ameliorate waiting time and
parking, as well as lead to a more regulated and predictable urban traffic network. De
AlmeidaCorreia and vanArem [28] suggest thatAVswill lead to reduced generalized
transport costs, more trip satisfaction with increased traffic congestion. Moreover,
SAVs can be used as the link to public transport particularly for rural area. The cost
advantages of car-sharing over taxi are investigated by Dong et al. [10] since these
two modes are highly similar and compete for the same market. The study finds that
formedium and long trips, the travel-cost advantages of car-sharing over taxi is larger
than for short trips and that car-sharing is most attractive for neither very long nor
very short trips. Moreover, the travel-cost advantages of car-sharing are primarily
observed before rush hours on weekdays evenings and on weekends except after
21:00.

In the subsequent study we aim to pick up on some of the gaps that we perceive
exist in the literature. For one, the impact of free-floating car-sharing with relocated
autonomous vehicles needs to be evaluated from the viewpoint of passengers, car-
sharing and public transport operators by using a mode choice model including the
public transport network and the car-sharing service. Moreover, there is a lack of
simulations with real trip data on the above-mentioned aspects. In addition, our main
contribution is that we compare two pricing strategies for the car-sharing service.
Origin–destination specific pricing is the unregulated pricing option whereas in the
distance-specific pricing option, the SAV pricing follows taxi regulations.

3 Methodology

3.1 Notation

The notation used in this study is shown in Table 1.

3.2 Base Model

3.2.1 Model

The simulation is conducted based on the model used in Iacobucci et al.’s research
and in this section we summarize the main features of this base model [29]. There
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Table 1 Notation

Notation Unit Meanings

pi jC (t) % Probability of choosing car-sharing from node i to j in the coming time
horizon t

Ci j
P $ Cost of public transport of one trip from node i to j

Ci j
C (t) $ Cost of car-sharing of one trip from node i to j in time period t

ni j (t) trip Predicted demand for car-sharing from node i to j in time period t

n̂i j (t) trip Latent demand from node i to j in time period t

b $/min Static base tariff of car-sharing

r $/min Operational cost of a car-sharing vehicle

bij (t) $/min Dynamic price of car-sharing for a trip from node i to j in time period t

b0 $ Minimal fare of car-sharing

dij min Distance between nodes i and j

qij (t) trip Predicted relocation flow of cars from node i to j in time period t

VOT $/h Value of time

Fi j
s $ Subway fare from node i to j

Fb $ Bus fare (assumed to be a flat fare)

T i j
s hour Travel time by subway from node i to j

T i j
b hour Bus travel time from node i to j

T i j
w hour Walking time from node i to j

TCp $ Total cost of passengers who take public transport

TCc $ Total cost of passengers who take car-sharing

TC $ Total travel cost of all passengers

TC $ Average total travel cost

R $ Revenue of the car-sharing operator

L $ Total relocation cost of the car-sharing operator

P $ Total profit of the car-sharing operator

NC trip Total number of trips choosing car-sharing

N trip Total number of trips

MC % Modal share of car-sharing

Ni
C trip The number of trips at node i choosing car-sharing

Ni trip The number of trips at node i

Mi
C % Modal share of car-sharing at node i
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are mainly three modules, pricing optimization, relocation optimization and trip
assignment. In the model, trip demand is integrated into nodes, and the model uses
OD trip demand data as inputs includingODnode pairs and starting time of trips. The
distance between each node is calculated in advance. The model uses a relocation
strategy based on [18] and the relocation optimization is performed every 10 min.
The model uses predicted demand and vehicle locations in a given time slot as input
data and outputs relocation actions for future time slots. The strategy decomposes
the problem into three simpler stages. The first stage is the prediction of inventory
imbalance which means the difference between the needed numbers of vehicles
and the available number of vehicles, aiming to transfer vehicles from nodes with
positive imbalance (feeder nodes) to nodes with negative imbalance (receiver nodes)
to maintain balance between nodes. The second stage is using an optimization model
to design thematching pairs of feeders and receivers aswell as to decide the number of
vehicles needed to be relocated with the aim of reducing the imbalance of inventory
and minimizing relocation distance. In the final stage, the simulator conducts the
relocation tasks assuming that the vehicles can be transferred as soon as they are
available at feeder nodes.

Dynamic prices of car-sharing for the next time interval are optimized based on
expected demand as relocation costs need to be considered. The detailed pricing
strategy will be discussed in Sect. 3.2.2. The simulator will provide prices of public
transport and car-sharing as well as estimated waiting times of the passenger and
if the request is accepted by passengers, the trip assignment module will allocate
vehicles to each trip.

Mode choice of each trip is based on the probability which is calculated using a
binary logit model according to the cost of each mode. The probability of choosing
car-sharing for one trip is shown as Eq. (1).

pi jC (t) =
exp

(
−Ci j

C (t)
)

exp
(
−Ci j

C (t)
)

+ exp
(
−Ci j

P (t)
) (1)

Here, CC is the cost if a passenger chooses car-sharing while Cp is the cost of public
transport. We note that due to the logit structure the model becomes stochastic even
though a unique optimal re-location strategy is found. From the choice probability,
expected demand of car-sharing, nij, can be calculated by multiplying the probability
with latent demand n̂i j , that is, the total trips in the coming time horizon t are:

ni j (t) = pi jC (t)n̂i j (t) (2)
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3.2.2 Pricing Strategy of Car-Sharing

In general, a range of pricing structures are possible. The prices can differ depending
on time of day, traffic conditions or be use specific and depending among others
on when and how a trip was booked. We consider only temporal as well as spatial
aspects, with a focus on the latter. Within spatial pricing there are mainly two pricing
strategies of interest for car-sharing. The first one is distance specific pricing as
common for taxi services. Here the price of car-sharing is calculated by multiplying
the distance between OD nodes with a static base tariff as shown by Eq. (3).

Ci j
C = bdi j (3)

Carsharing operators might have, however, additional flexibility. This leads to a
second type of strategywhichwe call “dynamic pricing”.Here the price per kilometer
for each OD pair depends on the time of day and the OD node as in (4) where t is
the time and i, j are origin and destination node respectively.

bi j (t) = f (t, i, j) (4)

Dynamic price is optimized to maximize the net profit, P, between total revenue,
R, and total relocation cost, L, in the coming time horizon with the constraints of
vehicle distribution based on the imbalance of each node. The optimization problem
is shown as Eq. (5). The first two terms describe the revenue by subtracting the cost
of moving vehicles from the total revenue. The third term describes the relocation
costs.

max
B(t)

P = R − L =
∑
i, j

bi j (t)ni j (t)di j −
∑
i, j

rni j (t)di j −
∑
i, j

rqi j (t)di j∀t (5)

In Eq. (5) B(t) = [
bi j (t)

]
is denoting the matrix of optimal prices to be found

for each zone pair ij. If the entries of B (t) are not restricted this describes the
(spatially) dynamic pricing and the case where B(t) is restricted to a multiplier of the
distance between zones this describes the fixed “distance-based” pricing. ni j (t), and
qi j (t) denote the time dependent predicted demand and relocation flows respectively.
Relocation cost per min, r, as well as travel distance dij are considered to be time
independent. We also set a fixed base fare b0 so that all entries in B are larger than
this minimal fare.

Further, it is assumed that demand depends on the price as higher pricing leads to
lower demand and lower price increases demand. Hence, besides OD pair and time,
the optimized price also depends on the price of the alternative mode. This means
if the alternative mode price is higher, the model can adjust the car-sharing price to
be higher in order to increase revenues. For the price optimisation model, in order
to reduce the difficulty and to obtain a scalable method, the estimated demand for
each OD pair is approximated as a linear function of the price. In our study, price
optimization is performed every 10 min.
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3.3 Extension to Non-uniform Public Transport Network
and Improved Choice Model

In the study with the base model [29], besides car-sharing service, alternative modes
are presumed to be spatially uniformly distributed and the cost is calculated by
multiplying distance with a unit price. In this study the public transport network and
choice model are improved by explicitly describing the public transport.

We consider a nested choice structure where passengers first inform themselves
about the best public transport option for their OD relation. Then a binary logit
model is applied for the choice between carsharing and the best public transport
option considering on-board costs, walking time, waiting time and fare. As to the
mode choice, we consider subway, bus and walking besides car-sharing. In this
study our main purpose is to investigate the spatial difference of car-sharing pricing
impacts on the traffic network considering the inequalities of public transport access.
For instance, travel may be inconvenient in peripheral area of a city and on contrary
travellingwithin the city center are ismuchmore convenient. Therefore, adding other
mode choices such as taxi would weaken the inequalities we show in this paper.

The distance between each node and between nodes and subway stops are calcu-
lated and the closest subway stop for both origin node and destination node of one
trip is found. Passengers can either take bus or walk from the origin/destination node
to the subway stop. Then, based on these settings, we can obtain the generalized
cost of two public transport choices with Eq. (6). We select the one with minimal
cost for passengers as the best public transport option. Then the cost of this public
transport mode is substituted into Eq. (1) and compared with the car-sharing cost.
The procedure of mode choice is shown in Fig. 1.

CP =
{
Fs + Fb + (Ts + Tb) ∗ VOT subway + bus
Fs + (Ts + Tw) ∗ VOT subway + walking

(6)

Here, Fs and Fb mean subway fare and bus fare respectively. Total time needed for
traveling by subway and bus are represented by Ts and Tb respectively. Tw indicates
the walking time from an OD node to a subway stop if passengers choose to use
subway with walking.

Fig. 1 The two-step mode choice model
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3.4 Evaluation

Firstly, we evaluate the generalized cost of passengers. We consider the total cost for
travellers based on the mode they chose. To do so, we obtain the public transport cost
TCp as the total cost for those who chose public transport as their traveling mode,
as well as the total cost of car-sharing TCC for those who chose car-sharing. The
overall cost for all passengers is then obtained as the sum as in Eq. (7). Based on
mode choice, we can estimate the average travel cost TC as in Eq. (8). Moreover,
we consider the outcomes from the car-sharing operator perspective by evaluating
revenues, relocation cost and profit for two types of pricing strategy. Profit is calcu-
lated by subtracting relocation cost from revenue as in Eq. (9). In addition, we also
estimated the modal share of car-sharing Mc as Eq. (10). Furthermore, we consider
the spatial difference of car-sharing price Ci j

C and modal share Mi
C based on average

value of trips originating from each node as shown by Eqs. (11) and (12).

TC = TCP + TCC (7)

TC = TC

N
(8)

P = R − L (9)

MC = NC

N
(10)

Ci j
C =

∑
j C

i j
C

N i
(11)

Mi
C = Ni

C

Ni
(12)

To sum up, the framework of our methodology is shown in Fig. 2. To note is
that we consider the public transport costs as fixed. The inputs of the model are
further trip data including OD pair and starting time. This information is used for
estimating latent demand of the coming time horizon and based on the latent demand,
the optimized dynamic price of car-sharing can be obtained with Eq. (5). Also,
iteratively price affects demand as shown by Eqs. (1) and (2). Then the costs of
public transport and car-sharing are substituted into the mode choice module and
accordingly trip assignment is conducted. Based on the needed vehicles of each
node, relocation is employed which is also the constraint for the price optimization.
After the assignment is completed, the performance is evaluated by the measures
derived with Eqs. (6)−(12).
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Fig. 2 Simulation
framework

4 Kyoto City Case Study

4.1 Introduction

The model is applied to Kyoto city. A map of Kyoto city with its main landmarks
indicated as blue diamonds is shown in Fig. 3. The city is surrounded bymountains in
the north as well as East and West meaning that the city boundaries are fairly clearly
defined. As to the public transport system, there are two subway lines, Karasuma
line in north–south direction and Tozai line in east–west direction. The bus system
is the main public transport mode and spreads over the whole Kyoto area. Moreover,
we note that currently there is no car-sharing service operated.
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Fig. 3 Kyoto city with some of its main landmarks (diamonds) and subway stops (triangles)

4.2 Data

4.2.1 Mobile Spatial Statistics

“Docomo” is a major mobile phone service provider in Japan and we obtained aggre-
gated spatial statistics regarding flows between different mesh areas. The data infor-
mation includes date and time of departure and arrival, as well as the OD node. The
data consists of the number of trips moving between areas for each hour, however,
if there are only a few trips from one mesh, the data are not provided for privacy
reasons. The data available to us includes trips moving between grid meshes of size
500 m2. We also note that only those trips are recorded where the stay time at the
destination is more than one hour so that short time, and often short distance, trips
will be underestimated.
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Fig. 4 Number of trips originating from each node

4.2.2 Preparation of Demand Data

The 1057 meshes that constitute Kyoto city are aggregated into 196 nodes for which
we have data (large parts of the area are mountainous with few trips). We take the trip
data of a “normal” Wednesday in 2016 (19.10.2016) and consider the trips between
these nodes. This means that through traffic and trips to other nodes is omitted.
Furthermore, we also remove the trips which start and arrive at the same node. As a
result, there remain in total 199,840 trips. The data record the amount of movements
every hour, however in this model the time interval is in minute, thus it is needed to
convert the starting time to minute by dividing trips within each hour into minutes
uniformly. It is noteworthy that since we have removed some trips there are 57 nodes
from which there is no trip originating. Therefore, in the following discussion, we
only consider 139 nodes. The number of trips originating from each node is shown
in Fig. 4. As can be expected we can find that there are more trips in the central part
of Kyoto.

4.3 Network

We now describe the remaining simulation settings. The base tariff of the car-sharing
service is set as $0.3 perminwhich is lower than the taxi tariff of Japan, and relocation
cost is set as $0.1 per min. Minimal fare b0 is assumed as $5. In the network, we
consider two public transport lines which are the subway system of Kyoto city,
Karasuma line in north–south direction and Tozai line in east–west direction. In total,
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there are 31 stops shown as red triangles in Fig. 5 and passengers can transfer between
two lines. Given the latitude and longitude of nodes and stops, distance between each
node aswell as between nodes and stops are calculated by theHaversine formula. The
fare is referring to the actual value between stops according to the fare table of Kyoto
city. Note that we only consider single ticket fares for public transport. Travel time is
also obtained from published information and includes waiting time considering an
average service of headway of 7 min and random passenger arrivals. With regard to
the bus system, there is a flat fare system in the central part of Kyoto with a charge of
Yen 230 (around US$2.3). Travel time is determined by distance given an estimate
of 8 km/h taking boarding/alighting times into consideration. We presume the bus
system equally spreads over the whole area thus, passengers do not need to wait or go
to bus stops which is reasonable due to the extensive bus network in Kyoto. Hence,
the bus system in our study is more similar to walking with a higher speed and fare.
Therefore, this assumption is favorable to public transport. Walking speed is set as
4 km/h. All parameters for public transport mode are summarized in Table 2. With
regard to value of time, we set it as 15$/h which is reasonable considering the income
and salaries in Kyoto. Figure 6 shows the average cost of public transport for all trips
originating from each node. It can be found that along two public transport lines, the
price is relatively lower. And the highest cost happens at left bottom corner and top
side which are far from stops. In the right bottom, there is a green dot whose price is
higher than surrounding nodes. In the trip data, trips originating from this node only
arrive at one node which locates at the left bottom; hence, the price is higher.

4.4 Results

We firstly consider the general evaluation from the viewpoint of passengers as shown
in Table 3. As described in Sect. 3.2.1, the model is stochastic due to the logit model,
thus we show the results with a range in Tables 3 and 4 by running the program
for six times. From the result we can conclude that both pricing scenarios with the
car-sharing service can decrease the total cost of passengers compared to the base
scenario which means passengers can save cost if the car-sharing service is operated
in the network. Especially, distance-specific pricing of the car-sharing service ismore
beneficial for passengers despite lower modal share which enables the cost to reduce
significantly due to its lower price.Dynamic pricing is far less beneficial to passengers
compared to distance specific pricing. The reason is that the objective function is to
maximize the profit of the car-sharing operator, so that some non-profitable trips,
such as trips in the periphery which are likely inducing relocation movements, will
not be served at a beneficial price for travelers. The general evaluation for the car-
sharing service is shown in Table 4. The table confirms that the profit of dynamic
pricing is higher than that of distance-specific pricing since this strategy prices each
OD just below the general cost of a public transport trip.

The spatial distribution of costs encountered by travelers for car-sharing are illus-
trated in Figs. 7 and 8. We remind that for distance pricing the price/km is the same
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Fig. 5 The 196 nodes and 31 subway stops considered in the study

Table 2 Parameters of public transport modes

Fare (F) Total time (T) Access

Subway (s) Real fare between stations Real travel time +
Assumed waiting time

Find the closest station

Bus (b) $2.24 (JPY230) 8 km/h Equally spread over the
whole area

Walking (w) 0 4 km/h

independent of location so that the effects shown in Fig. 7 reflect the distanced trav-
elled by carsharing. Costs along the subway lines are in generally lower, reflecting
that passengers near to the subway do not benefit as much from carsharing but gener-
ally the differences in carsharing usage and cost are fairly homogeneous except for
some location at the peripheries where travel distances to most destinations are long.
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Fig. 6 Cost of public transport

The situation is different in Fig. 8. With dynamic pricing the south-west corner of
Kyoto experiences high cost for carsharing. The area is not well served by public
transport and the carsharing operator is taking advantage of this by charging more.
Further, along the subway lines the price is particularly low, so that the car operator
does not lose all demand for trips starting from these nodes.

To illustrate these points further, Figs. 9 and 10 show themodal share in terms car-
sharing usage. In the distance-based pricing car-sharing usage is very low along the
subway lines. In the dynamic pricing case the market share is slightly higher, as the
operator wants to secure some market share for this attractive market since these are
often trips within the city center that do not require relocating the vehicles. Further,
in the south-west corner the carsharing usage is particular high as it is an attractive
alternative to the bus. In many nodes the car-sharing percentage even exceeds 90%.
In the dynamic pricing the residents in this part of Kyoto do not benefit as much from
the introduction of car-sharing. To note is also that in both scenarios nodes that are too
far, such as the outlier in the north of Kyoto, do not use carsharing much confirming
some of the discussing in the literature review regarding appropriate distances for
carsharing being those of “mid-size distances”.

4.5 Sensitivity: Demand Distribution, Base Tariff and Fleet
Size

To investigate the sensitivity with respect to the demand distribution, we modify the
real trip data (Scenario R). We compare this case to the case of uniform demand
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Table 4 Revenues, relocation costs, profits and model share of the car-sharing service

R($) L($) P($) MC

Distance-specific 254,686−259,771 25,096−25,330 229,557−234,545 28.6−29.18%

Dynamic 591,770 − 606,609 17,231−17,441 574,505−589,185 34.41− 35.69%

Fig. 7 Distance specific price of car-sharing

Fig. 8 Dynamic, origin–destination specific price of car-sharing
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Fig. 9 Modal share of CS for distance specific pricing

Fig. 10 Modal share of CS for dynamic, OD specific pricing

(Scenario U). The latter case is constructed by randomly distributing the origins
and destinations of all trips. We further create an “intermediate case” where we use
half the randomly created trips and half the observed trips (Scenario (R + U)/2).
Table 5 shows the average trip length which increases as demand becomes uniform
distribution. This indicates that uniform distribution tends to have longer average
trip length, and as a result average cost of passengers will also increase.
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Table 5 Average trip length depending on demand distribution

Distance specific pricing Dynamic pricing

R (R + U)/2 U R (R + U)/2 U

3.1994 4.3533 5.5763 1.4463 1.8946 3.4500

We test these trip data with different fleet sizes and base tariffs of car-sharing.
However, with the strategy of dynamic pricing, the price of car-sharing depends on
the alternative modes and the time, therefore with regard to the sensitivity of the base
tariff case we only investigate its impact for the distance specific pricing scenario.
We set the three levels for fleet size as 500, 1000, 2000 and the four levels for the
base tariff as 0.3, 0.5, 1, 2 $/min. The resulting average travel cost of passengers for
the three types of demand distribution are shown in Table 6 and for different base
fares in Table 7.

If we compare the average travel cost for different fleet sizes, we can find that a
larger fleet size tends to reduce the travel cost. A reason is that larger fleets mean
shorter waiting time which means time cost can be reduced. Table 7 shows that a
higher base tariff in general increases average cost but interestingly we observe a
price increase when the base traffic reduces from 0.5 to 0.3. On closer inspection we
find that this is due to the fact that longer trips are less sensitive to the base tariff.
Hence, when the base tariff is low there will be more long trips choosing car-sharing
which take more time and leads to longer waiting time. Overall, we conclude hence
that a too low base fare can lead to an inefficient use of the car-sharing fleet from a
social welfare perspective.

Table 6 Average generalized cost depending on demand distribution and fleet size (b = 0.3$/min)

m Distance specific pricing Dynamic pricing

R (R + U)/2 U R (R + U)/2 U

500 13.349 15.574 18.173 14.215 16.594 19.026

1000 11.802 14.764 17.534 14.062 16.508 19.010

2000 9.807 13.363 16.397 13.836 16.388 19.005

Without CS 14.126 16.550 18.974

Table 7 Average generalized
cost depending on demand
distribution and base tariff (m
= 1000)

b Distance specific pricing

R (R + U)/2 U

0.3 11.802 14.764 17.534

0.5 11.666 14.637 17.467

1 11.772 14.511 17.518

2 12.482 15.083 18.369
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5 Discussion and Conclusion

We investigated the competition and cooperation between a car-sharing service and
public transport by testing a range of scenarios. We implemented our model to Kyoto
citywith the real-world subway lines and trip data. Our focuswas the effect of the two
kinds of car-sharing pricing strategy, distance-specific pricing and dynamic pricing.
We firstly evaluated the generalized performance of the whole network from the
perspective of passengers and the car-sharing operator. Then we estimated how the
price and modal share of car-sharing varies in different areas of the city.

Our main findings are as follows: Firstly, we show how much the car-sharing
service can reduce the generalized travel cost for passengers. Especially, distance
specific pricing can largely reduce the total travel cost for travelers. Instead, from
the perspective of a car-sharing service provider, who would like to maximize the
profit, the additional flexibility of dynamic pricing can lead to significantly higher
profits. The operator can use dynamic pricing to charge passengers according to their
public transport (in-)accessibility. Therefore, in order to balance and maximize the
benefits for both passengers and car-sharing providers, a proper pricing regulation is
necessary.

Furthermore, the case study illustrated how car-sharing can be used as a substitute
for public transport in areas with less accessibility, even though the effect is minor for
places too far from the center.Generally, car-sharing does not attractmany passengers
along nodes with good public transport which is encouraging from a sustainability
perspective. In conclusion, also from a sustainability perspective, in order to obtain
collaboration instead of competition between car-sharing and public transport, a
regulated car-sharing and a good public transport network is required. We finally
suggest that our “paradoxical” finding that a lower car-sharing fare can lead to higher
generalized cost is worth considering in policy. If an operator is forced to provide
services at a too low fare, it can have the effect that trips that are also relatively easy
to make by public transport are replaced by car-sharing and take capacity away to
serve trips for which the usage of car-sharing is more beneficial.

Clearly, in future we hope to validate our simulation by using cities where car-
sharing has already received a significant market share. Another limitation of our
study is that trip chaining as well as sociodemographics and other factors influencing
willingness to take car-sharing are not considered. Such data could help to add more
realism to themode choicemodel used in our study. Our work could also be advanced
by considering the role of private cars.
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1 Introduction

E-commerce is one of the fastest growing market segments and online shopping has
increased steadily over the last years [1]. This trend has accelerated even more since
the start of the Covid-19 pandemic, as policy measures included temporary closings
of retail stores and general stay-at-home recommendations to decrease the spread
of the virus. While many of the behavioural changes induced by the pandemic are
expected to return to normal, the sudden disruption of daily routines may have lead
people to change their habits which are usually hard to break out of [2]. In the case
of e-commerce, this entailed that user groups such as older people who previously
only shopped in-store were incited to shop online to reduce risk of infection leading
some to switch to online shopping as their main shopping channel [3, 4]. While the
Covid-19 pandemic has highlighted generational differences in consumer shopping
behaviour [5], it forced consumers to adopt new technologies in order to reduce the
risk of infection [6]. Although many studies highlight managerial implications of
the changes in consumption patterns, no study has analysed the effect of shifts in
e-commerce activity induced by the pandemic on parcel delivery demand.

This study analyses the long-term effects of increased online shopping and sub-
sequent delivery demand due to the Covid-19 pandemic using the agent-based travel
demand model mobiTopp [7, 8] and the urban logistics model extension logiTopp
[9, 10]. To analyse the long-term effects of the Covid-19 pandemic on e-commerce
demand and subsequent delivery traffic, we simulated two scenarios for the model
area Karlsruhe, Germanywith a synthetic population of 303,809 agents: one scenario
simulates the parcel delivery demand before the pandemic and the other scenario
simulates the demand during the pandemic. The travel demand for both scenarios is
based on pre-pandemic data.

The rest of this paper is structured as follows: We first provide an overview over
the data on which our analyses are based. Subsequently, we present the modelling
framework mobiTopp and it’s last mile logistics extension logiTopp. We go on to
present and discuss the results of the scenario simulations and conclude the paper
with overarching implications.

2 Materials and Methods

In this section, we provide an overview over the data used to model the behavioural
differences in online shopping behaviour before and during the Covid-19 pandemic.
Subsequently, we describe the modelling framework we used for our analyses.
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2.1 Data

The data for the parcel order and destination choice models was collected using a
survey among participants in Germany. Participants were recruited through an online
access panel and the sample was stratified by age, gender, and population of the place
of residence. The survey was completed by a net sample of 1,002 participants. The
survey included questions regarding

• socio-demographic information,
• mode choice behaviour,
• weekly activity patterns, and
• online shopping.

For all questions except those regarding socio-demographics, we asked partici-
pants to reflect on their behaviour during the Covid-19 pandemic and retrospectively
provide information of the time before the pandemic. For the purpose of this study,
we focused on the socio-demographic variables and changes in online shopping
behaviour.

Figure 1 shows the changes in online shopping frequency from the time before
the pandemic to the time during the pandemic. From the graph we can see, that
respondents considerably increased the frequency with which they shopped online.
Overall, only a minority (8%) of respondents decreased the frequency of online
shopping, whereas a third increased the frequency. While the share of respondents
shopping online on a daily basis only increased by 1%, a considerable change can
be detected for those who shopped online on a weekly basis: Before the Covid-19

Fig. 1 Changes in online shopping frequency before and during the Covid-19 pandemic
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Table 1 Socio-demographic information of online shoppers (OS) versus non-OS pre-covid and
during covid

Survey (%) Pre-covid During covid

OS (%) Non-OS (%) OS (%) Non-OS (%)

Gender

Female 50 38 62 49 51

Male 50 38 62 51 49

Age

Under 25
years old

10 53 47 62 38

25—under 45
years old

31 47 53 61 39

45—under 65
years old

41 33 67 44 56

Over 65 years
old

18 25 75 38 62

Income

Below 2,500
e

45 33 67 44 56

2,500—below
4,000 e

26 38 62 52 48

4,000 and
more

28 45 55 57 43

Work status

Not working 41 31 69 44 56

Working 59 58 42 54 46

pandemic, 13% of respondents attested that they shopped online 1–3 times a week.
This share almost doubled to 25% during the pandemic.

The summary of socio-demographic information of the entire survey sample and
grouped by online shoppers versus non online shoppers is presented in Table 1. The
results show that there was a shift in all socio-demographic characteristics of online
shoppers, with the most prominent changes in the ratio of those aged between 25
and 44 years and over 65 years.

2.2 Estimation of Online Shopping Demand

The survey data is used to create the online shopping demand as the number of
parcels per week and modelled agent using a poisson regression model. To account
for the overdispersion in the data, we opted for a negative binomial generalised
linear model. For the estimation, we used the function glm.nb from the R package
MASS [11].
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To simulate and analyse these shifts between the two scenarios, we estimated two
sets of parameters based on the responses regarding online shopping frequency before
and during the Covid-19 pandemic. While the modelling framework is designed
such that activity patterns can be regarded in the online order model, the Covid-19
pandemic induced changes in activity patterns of participants to a degree where it
is insensible to account for them in a model aimed at simulating the post-pandemic
state. We therefore only included socio-demographic characteristics as independent
variables to determine online shopping frequency as the dependent variable. As this
study focuses on the application of the model and the effects that can be discerned,
presentation of the parameters is outside the scope of this paper, however, we intend
to present the underlying behavioural models of logiTopp in a later publication.
Currently, the parameters are available upon request to the corresponding author. The
integration of the model of online shopping demand into the modelling framework
is described in the following section.

2.3 Modelling Framework

To analyse the changes in online shopping behaviour induced by the Covid-19 pan-
demic on last-mile deliveries, we integrated the behavioural changes into the mod-
elling framework mobiTopp and it’s last-mile logistics extension logiTopp [9, 10].
This section provides a concise overview of the modelling framework.

mobiTopp
The travel demand modelling framework mobiTopp [7, 8] consists of two modules:
a long- and a short-term module. In the long-term module, a synthetic population of
households and their individual agents are generated. Each agent is assigned socio-
demographic attributes including: age, gender, work status, highest degree of educa-
tion, income, place of work/education, drivers license, commuter ticket andmember-
ship to mobility service providers like bike-sharing or car-sharing. Households are
assigned household-attributes accordingly including: a number of household mem-
bers, a number of cars, a home location and a net income. To ensure intrapersonal
and intra-household consistency, households and persons are drawn from a popula-
tion pool provided by the GermanMobility Panel [12] which is a national household
travel survey. Additionally, activity schedules are generated for each agent includ-
ing work, business, education, shopping, leisure, service and home activities. These
activity schedules contain activities for the entire simulation period of one week [13].

All trips towards these activities are simulated in the short-term module. For
each new activity, a destination and a travel mode are chosen. The simulated travel
times may differ from the estimated travel times used in the long-term module when
planning an activity schedule. Therefore, the activity schedule can be updated before
each trip to consider the actual travel times. These steps are repeated for each activity
and are simulated for all agents simultaneously.
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logiTopp
We integrate last-mile deliveries into the mobiTopp framework in the form of the
logistics extension called logiTopp [9, 10]. logiTopp takes advantage of mobiTopp’s
agent based approach and the simultaneous simulation and interaction of these agents
to model parcel orders of individual agents and simulate their last-mile delivery. log-
iTopp is implemented in Java and available as an open-source extension ofmobiTopp
onGitHub [14]. logiToppmostly extends the short-termmodule ofmobiTopp. Before
the simulation of the short-term module starts, delivery agents are selected from the
population and assigned to one of the modelled distribution centres (DCs). In this
way, both the delivery agent’s private and commercial trips are simulated.

To determine the parcel demand and the specific attributes of these parcels, a parcel
demand model is applied to each potential recipient. logiTopp supports both private
persons and businesses as recipients, however, in this paper we will focus on the
demand of private parcels (b2c). As a first step, the parcel demand model determines
the number of parcels expected by an agent for the simulated time period of one
week. The specific attributes of these parcels are determined by the following steps:
Selecting a delivery location (home, work or parcel locker); selecting a “Courier,
Express and Parcel” service provider (CEPSP); selecting a DC from where it will be
delivered and selecting an arrival date at the DC.

Themodel steps used in this study are shown in Fig. 2 on the left. The step ‘choose
number of parcels’ is implemented by the means of the model described above (Sect.
2.2). The delivery location is selected based on a discrete choice model similar to the
one described in [9, 10] The DC and the corresponding CEPSP are selected based on
their relative share in the survey area. The arrival date is selected equally distributed
throughout the week, except for Sundays, on which no parcels are distributed in
Germany.

The parcel demand and the delivery agents are generated before the actual simula-
tion of trips and activities. This simulation is carried out by themobiTopp framework.
The logiTopp extension comes into play, once a delivery agent arrives at their work-
place (a DC). The model components used during the simulation are shown on the
right in Fig. 2. Upon arrival at the DC, the agent’s delivery tour is planned. We use
a route first, cluster second heuristic [15] to approximate optimal delivery tours by
using a 2-approximation TSP (travelling salesperson problem) algorithm provided
by the JGraphT library [16]. The delivery agent’s work activity is split into multiple
delivery activities in the planned order. They are enclosed by an initial ‘load’ activity
and a final ‘unload’ activity. These activities and the intermediate trips are simulated
simultaneously to those of private agents.

EachDC specifies two rules to define under which conditions parcels can be deliv-
ered andwhat happens if a parcel cannot be served. In ourmodel, home deliveries can
be received by the recipient themselves, an other household member or a neighbour.
Deliveries to parcel lockers are always successful, while work deliveries can only be
received personally. Checking the presence and absence of the recipient as well as the
other household members or neighbors is possible due to the agent based nature of
mobiTopp and the simultaneous simulation of all agents and their activities. In case
of an unsuccessful delivery, the DC can decide to update the parcel’s destination to
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Fig. 2 Steps of the parcel demand model on the left; Steps of the delivery process on the right

a parcel locker. A common policy in our survey area are three delivery attempts,
however, two CEPSP only perform one delivery attempt, which is reflected by the
individual policies per DC in our model.

3 Results and Discussion

In this section, we describe the model results of the two simulation scenarios. We
applied the previously described modelling framework to Karlsruhe, a city in the
Southwest of Germany. The synthetic population includes 303,808 agents in 170,013
households. The results of the two simulated scenarios are summarised in Table 2.

From the table we can see that in the scenario based on the Covid-19 data, both
the number of online shopping participants and the number of parcels increased. The
number of simulated parcels increased by 9.94%, while the number of agents partici-
pating in online shopping increased slightly less by 8.36%, indicating that the online
shopping frequency per online shopper changed. These changes are discernible in
the distribution of parcel order frequency: Regarding all online shopping partici-
pants, the number of those who only ordered one parcel during the simulated week
decreased by 2% in the Covid-19 based scenario, while those ordering two or three
parcels increased slightly. The number of vehicles needed to deliver the simulated
parcels increased by 2%.
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Table 2 Simulation results by scenario

Pre-covid Covid

Number of parcels 211,284 232,291

Online shopping participants 121,436 131,593

Distribution of parcel order frequency

1 parcel 59% 57%

2 parcels 24% 26%

3 parcels 9% 10%

4 parcels 4% 4%

5 parcels 2% 2%

6 or more parcels 1% 1%

Number of delivery vehicles 196 200

The magnitude of the increase in parcel demand between the two scenarios is
consistent with the report presented by the German federal association parcel and
express logistics who reported an increase of 10% in delivered parcels induced by
the Covid-19 pandemic [17]. The relatively small increase in delivery vehicles is
somewhat surprising, but can be explained by the fact that the capacity of the vehicles
is–as of yet–not based on shipment sizes and thus does not necessarily reflect the
actual number of vehicles but rather a magnitude of vehicles needed.

Becausewe account for socio-demographic variables in the parcel ordermodel,we
are able to analyse these characteristics for agentswho order parcels in the simulation.
Figure 3 shows the socio-demographic variables gender, age group, income group
and work status for the pre-Covid simulation, the scenario based on Covid-19 data
as well as the entire synthetic population (online shoppers and non-online shoppers).
Overall, the shifts between socio-demographic variables of online shoppers in the
simulation are similar to those from the survey data (see Table 1) confirming the
general validity of the choice models.

Considering the gender of online shoppers, there is no discernible difference
between the two simulations as in both cases males are slightly more likely to order
and receive a parcel in the simulation week compared to the entire population. The
barplot considering the distribution among the different age groups shows that in the
Covid-19 based scenario, especially those over the age of 65 years are more likely
to shop online compared to the pre-pandemic scenario. By contrast, the opposite
holds true for the age group of those under 25 years old. Considering middle two
age groups, no considerable changes in their percentage shares can be identified.
This indicates, that new online shoppers are older and previously did not feel the
need to shop online instead of in-store. Considering the income group of online
shoppers, the graph shows that the Covid-19 pandemic shifted towards those with a
lower income. For both scenarios but for the pre-pandemic scenario especially, those
shopping online are present with a disproportional high income compared to the rest
of the population. The graph considering the work status of agents who ordered and
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Fig. 3 Socio-demographics of online shopping agents by scenario: gender (top left), age group
(top right), income group (bottom left), work status (bottom right)

received a parcel in the simulated week shows that there is neither a difference in
distributions between the scenarios nor the overall population.

To assess if the changes in socio-demographics of online shoppers also result
in different delivery areas, we also analysed changes in the spatial distribution of
deliveries. Figure 4 shows the absolute difference of parcel orders and subsequent
deliveries in the travel analysis zones (TAZs) between the two scenarios. A positive
value (bright green to yellow) means that more parcels were ordered in the Covid-
19 scenario. From the graph we can see that especially in the North, the Northeast
and the South of the city there are several TAZs in which deliveries increased in
the Covid-19 scenario compared to the pre-pandemic scenario. Considering the age
distribution of the respective city districts, the delivery increase in the Northern and
Southern parts of the city can be traced back to the fact that in these city districts,
there is a high prevalence of older inhabitants. Analysis of the Northeastern part of
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Fig. 4 Absolute difference of parcel orders and deliveries between the two scenarios. Positive
values represent an increase of deliveries in the Covid-19 scenario

the city revealed that the increase in online shopping activity is most likely explained
by the distribution of the net household income in the city district.

Our results show that there have been shifts in both socio-demographic character-
istics of online shoppers and spatial distribution of parcel delivery demand induced
by the Covid-19 pandemic. Results of the pre-pandemic scenario are consistent with
studies on socio-demographic influence on consumers’ e-commerce activity. Liter-
ature shows that prior to the pandemic, income has had a positive effect on online
shopping behaviour [18, 19]. The results of our scenario analysis based on data
collected during the pandemic show that the pandemic has somewhat shifted this
interaction towards lower income groups. Considering the influence of e-commerce
on consumption equality, previous research has shown that e-commerce can reduce
consumption inequality [20]. Our results indicate that this effect has been positively
influenced by the pandemic as people with a lower income have started or increased
e-commerce activity. The scenario simulation based on the pandemic related data
shows that not only the influence of income has shifted but also the effects of age
on e-commerce activity has changed due to the pandemic. While the pre-pandemic
scenario is consistent with previous literature suggesting that age has a negative influ-
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ence on e-commerce [19], our results indicate that with the pandemic, also people
aged 65 and older started or increased their use of e-commerce. The presented shift in
socio-demographic characteristics is especially interesting considering that previous
findings have highlighted that the influence of these factors on e-commerce activity
cannot be changed through policy measures [19]. These findings were contradicted
in times of the Covid-19 pandemic and we could observe that severe policy measures
can have an effect on socio-demographic profiles of online shoppers. However, these
measures were unprecedented and will not be imposed under regular circumstances.
Nevertheless, the temporary closings of retails shops and the increased risk of infec-
tion during shopping trips lead a lot of people to switch shopping channels even if
they had not (frequently) shopped online before.

While the previously discussed results could simply be studied through analysis
of the survey data alone, the application of our model allows us to assess the results
on a spatial level as well. The need to do so has been highlighted in previous studies,
most recently Cheng et al. [21] analysed variables influencing the spatial distribution
of parcel delivery demand. Among other variables, household characteristics play
an important role for the correct prediction of spatial distribution of delivery trips.
Taken together with the results of the scenario simulations of our study, our findings
suggest that with the shift in socio-demographic profiles also came a change in spatial
distribution of parcel delivery demand.

Many studies havehighlighted the impact of accessibilitymeasures on e-commerce
activity and parcel demand [21–26]. Due to the fact that the accessibility to in-store
shopping was reduced rather by policy measures to decrease the spread of the virus
than geographical or transport related factors, we did not account for accessibil-
ity in our study. However, as data becomes available from times with fewer or any
pandemic related policy measures, we will update the model accordingly in future
work. Another limitation of our study is the restriction of online shopping of durable
goods. Online grocery shopping has accelerated during as a result of the pandemic
[4]. Because of the different mechanisms of delivering durable versus non-durable
goods, simulating online grocery shopping behaviour and deliveries not only requires
additional data but also an extension of themodelling framework. This extension will
be part of future versions of logiTopp.

4 Conclusion

This study examines the effect of behavioural changes in online shopping induced
and parcel delivery demand induced by the Covid-19 pandemic.

The scenario-based analysis shows an increase in parcel delivery demand changes
consistent with surveys. The results of this study shows that the increase in demand
can be traced back to people shopping online at higher frequencies and more people
shopping online. There are two overarching implications of our findings: First, the
extension of user groups of e-commerce by older people and those with a smaller
income could lead to an acceleration of increase in e-commerce demand and that
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projected numbers will be reached faster than anticipated. And second, considering
that the model area is a relatively small city, these results are disconcerting for larger
cities and especially so for mega-cities. In population-dense areas, public space is
scarce and the involvement of multiple providers delivering parcels uncoordinated
in regards to their competition can lead to redundant delivery trips. Future research
should thus focus on possible solutions to mitigate these problems, e.g. white-label
deliveries in certain areas. The presented model framework and simulated scenarios
help to assess future e-commerce demand and possible solutions to mitigate the
problems caused by delivery traffic.

These findings are of interest to transport planners and delivery service providers
as they highlight the importance of recognising that the Covid-19 pandemic not only
induced a shift in socio-demographic profiles of online shoppers but that this shift
also entails a change in the spatial distribution of parcel deliveries.
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How Far Are We From Transportation
Equity? Measuring the Effect of
Wheelchair Use on Daily Activity
Patterns

Gregory S. Macfarlane and Nate Lant

Abstract The mobility needs of individuals with travel-limiting disabilities has
been a transportation policy priority in the United States for more than thirty years,
but efforts to model the behavioral implications of disability on travel have been
limited. In this research, we present a daily activity pattern choice model for multiple
person type segments including an individual’s wheelchair use as an explanatory
variable. The model results show a strong negative impact of wheelchair use on
out-of-home travel, exceeding the impact of other variables commonly considered
in such models. We then apply the estimated model within an activity-based model
for the Wasatch Front region in Utah; the results suggest a shift in tour making of
sufficient scale—among both wheelchair users and those in their households—to
warrant further scrutiny and analysis.

Keywords Transportation equity · Travel behavior · Transportation equity ·
Travel behavior

1 Introduction

In 1990, the United States Congress passed the Americans with Disabilities Act
(ADA), seeking to protect individualswith qualifyingdisabilities fromdiscrimination
while using public services including transportation systems (Title II), in public
accommodations (Title III), and various other specific situations. For transportation
service providers, ensuring equal access for wheelchair users is a critical design
constraint for vehicles as well as stations and the surrounding areas [14]. Buses and
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trains had to be redesigned with low floors and access ramps; elevators and ramps
needed to be installed in stations alongside escalators and stairs. Even today, most
traditional automobiles remain inaccessible to wheelchair users—at least without
substantial modification. This last challenge is a particular concern for emerging
mobility providers—who often use private vehicles owned by individual operators—
and for public transit agencies who are beginning to cooperate with such providers
to operate first/last mile services [20, 27].

Though the ADA only requires agencies to provide reasonable accommodation
on public conveyances and does not try to establish equity in outcomes, the passage
of 30 years provides a convenient time to consider what gaps and challenges persist
for wheelchair users in accessing and using the transportation system. Specifically,
what gap exists in the observed travel behavior outcomes of wheelchair users vis
a vis the non wheelchair using population, all else equal? And more importantly,
how should this gap be applied within travel forecasting models and related planning
activities?

In this paper, we investigate the degree to which daily activity patterns are influ-
enced by an individual’s use of a wheelchair. This involves two separate analyses:
first, we model daily activity pattern choice using responses to the 2017 National
Household Travel Survey [30], incorporating the individual’s wheelchair use as an
explanatory variable. Second, we apply the behavioral estimates obtained from the
choice analysis in a modified activity-based model for the Wasatch Front metropoli-
tan region in Utah to estimate the population-level effects of introducing wheelchair
status in a regional travel demand model.

The paper proceeds in a typical fashion. A literature review discusses prior
attempts to evaluate and quantify the travel behavior of users with disabilities. A
section describing the methodology of the choice analysis and model application is
followed by a discussion of the results from both analyses. The paper concludes with
a discussion of limitations in this analysis and associated avenues for future research
and policy intervention.

2 Literature

Recent analysis [7] of the 2017NHTS [30] suggests there are 13.4million individuals
in the US with travel-limiting disabilities—as defined by a specific question in the
NHTS and encompassing sight, ambulatory, hearing, and other disabilities. Of these
individuals, 20% (or 2.7 million) self report as using wheelchairs. With the relative
aging of the U.S. population, the share of Americans with all disabilities as well as
those usingwheelchairs is likely to rise substantially [17, 28]. The question of how the
travel behavior of individuals with travel-limiting disabilities varies from the travel
behavior of individuals without these disabilities has been addressed previously in a
number of studies.

With regards to travel patterns, surveys of the general population and surveys
specifically targeted at individuals with disabilities both reveal significant and mean-
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ingful differences compared to individuals without disabilities. Specific findings
include that individuals with disabilities leave their homes on fewer days if they
leave at all [28], make fewer daily trips [7, 26] make fewer work trips and more
healthcare maintenance trips [13], rely more on others for their travel [28] and have
considerably restricted mode choices [24, 25]. These differences in mobility and
activity patterns have important and observed negative implications for the individ-
ual’s access to opportunity for employment [18, 24] and social interaction [3, 32].
Some recent studies have also looked at the meaningful role of developmental [34]
and intellectual [15] disabilities on travel patterns.

The underlying reasons why wheelchair users and others with disabilities exhibit
different travel patterns than other individuals are varied, but are likely to include both
technical and attitudinal barriers. Technical barriers include poor access to private
vehicles [31], poorly maintained sidewalk and pedestrian infrastructure [16], lack
of physical access to TNC vehicles [25], bus ramp complication and malfunction
[32], and numerous other problems across many modes. Attitudinal barriers include
feeling embarrassment, for instance when a safety tone alerts all passengers that the
wheelchair ramp is being deployed drawing attention not only to the user and his
or her disability, but also to the fact that the transit vehicle is being delayed [32].
Additionally, some wheelchair users and others with disabilities have faced outright
discrimination from private transportation service operators [3].

In spite of this relatively mature literature and the variety of findings on the topic,
the research to date might be described as fragmented in both scope and application.
That is, the literature reviewed here typically considers a single specific disability
within the wide variety of relevant disabilities manifested in the NHTS results. But
more importantly in the context of this research, the literature consists largely of
ad-hoc studies conducted on specially collected datasets rather than holistically
considering how disability manifests within an established transportation decision-
making process. Specifically, there has not to our knowledge been a rigorous evalu-
ation of the travel behavior of individuals with disabilities within the framework of
a travel activity model.

As a result, recent attempts to simulate or model services aimed at this population
have needed to make simplifying assumptions. In an attempt to model demand for a
modern mobility system targeted at wheelchair users in Berlin, [5] simply assumed
demand for this servicewouldbe similar to current demand for the regional paratransit
system, augmented by a mode shift from taxi. Though paratransit patrons in the
United States, Germany, and other similar contexts may use wheelchairs, the use of
a wheelchair alone does not usually qualify a user for paratransit service. Further, in
the initial modeling by [5] there was no link between the trips and the daily activities
of the wheelchair users; there was not even a good understanding of likely trip origin,
destination, or length distribution.

Including wheelchair users or wheelchair use status in a regularized travel model
framework would help to fill two important gaps in the current literature. First,
the comparison would help to illuminate the travel behavior characteristics of this
important populationwithin a framework that is readily understandable vis a vis other



144 G. S. Macfarlane and N. Lant

population segments. Second, researchers engaged in policy and planning work for
this population could replace simplifying assumptions with plausible daily activity
patterns rooted in observed behavior.

3 Methods

To begin the process of evaluating the effect of wheelchair use on travel behavior,
we have developed a two-stage methodology. First, we estimate a daily activity
pattern choice model using data from the 2017 NHTS.We then apply the coefficients
obtained from that model in an activity-based model representing the Wasatch Front
Region in Utah.

Activity-basedmodels are a relativelymature construct in travel behavior research
and in practical demand forecasting [23]. Activity-based models attempt to recreate
the long- and short-term decision patterns of synthetic individuals using a chain of
econometric and statistical choice models. The specific sub-models included in this
chain can vary between specific implementations, but a recent open-source project—
ActivitySim [1]—implements a popular set of models developed by [9]. Specifically,
theActivitySim demonstrationmodel is a implementation of the “TravelModel One”
model for the Metropolitan Transportation Commission (MTC, San Francisco Bay)
[12]. For simplicity and potential future comparison with other models, we apply the
ActivitySim model in this research.

3.1 Choice Model

The first step in the ActivitySim model chain is a daily activity pattern model of the
type described by [6]. This model allows individuals to choose one of three daily
activity patterns:

• Mandatory (M) daily patterns revolve around school and work activities that are
typically considered non-discretionary. These activities and the travel to them
anchor an individual’s daily schedule, though other tours are possible.

• Non-Mandatory (NM) daily patterns involve only discretionary activities: shop-
ping, maintenance, etc.

• At-Home (H ) daily patterns describe the schedule and activities of individuals
who never leave the home during the travel day.

The choice between the daily patterns is described with a multinomial logit
model [10], where the utility functions for each option are determined by an individ-
ual’s socioeconomic characteristics and person type segment. The specific innovation
of the [6] model is that the daily activity patterns are coordinated, or that the choice
of one individual in a household influences the choice probability of other household
members.
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Data for this study comes from the 2017 NHTS [30], which includes responses
from across the United States involving rural, urban, and suburban areas. We restrict
the data to households residing in anmetropolitan statistical area (MSA) between one
and three million in population. There are 76,367 individuals in 36,497 households
that responded to the NHTS from these areas, though not all of these records are
useful due to missing or incomplete data in key variables.

TheNHTS releases public data in separate tables for persons, households, trips and
vehicles; to determine the daily activity pattern for a given individual it was necessary
to transform the trips table into a table of activities. We did this by reconstructing
a schedule for each person from the reported trip origin and destination activity
codes. We then determined whether each reported tour (a chain of activities away
from the individual’s home) contained a mandatory school or work activity. If any
tour contained a mandatory activity, the person’s entire daily activity pattern was
classified as “mandatory”; if not, the daily activity pattern was “non-mandatory.” By
identifying respondents in the persons table without records in the trips table, we can
determine individuals with a “home” daily activity pattern.

The NHTS has a number of questions where respondents can indicate a disability
for themselves or other household members. Each respondent is asked “Do you have
a condition or handicap that makes it difficult to travel outside of the home?” If
the answer is yes, several follow-up questions are asked, including “Do you use
any of the following medical devices? Select all that apply.” The list of medical
devices respondents can indicate includes canes, walkers, seeing-eye dogs, crutches,
motorized scooters, manual wheelchairs, motorized wheelchairs, or something else
(other). For this study, we identify wheelchair users as respondents who report using
a manual wheelchair, mechanical wheelchair, or motorized scooter.

The specific variables included in the daily activity pattern choice models are
based initially on the variables used in MTC Travel Model One [12]. The variables
available in theNHTS include the age of the person and the household income treated
as categorical ranges; gender, work, and college degree status are treated as binary
values. Automobile availability is included via a binary “sufficiency” variable where
a household with at least as many vehicles as adults is considered “auto sufficient.”
Descriptive statistics of the model variables are given in Table 1.

We adopt the person type segmentation strategy employed by ActivitySim; seg-
mentation allows for heterogeneity in available alternatives and utility coefficients
between individuals with highly divergent expected behaviors. For example, full time
workers and pre-driving age school children will have strongly different responses to
income, automobile availability, and other variables in determining their most likely
daily pattern. ActivitySim classifies persons into seven person segments, though we
only consider four types in this study, defined as follows:

• Full-time workers (FW)—reported working “full-time” at their primary job.
• Part-timeworker (PW)—reportedworking “part-time” at their primary job, aswell
as any person who reported being a “non-worker” or “retired” who nevertheless
reported a work or school activity.
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• Non-working adults (NW)—reported “unemployed” as their primary activity of
the previousweek, aswell as individuals over 18whowere not classified elsewhere.

• Retired (RT)—reported “retired” as their primary activity of the previous week,
or who are over the age of 65 and reported that they were not workers.

The other three person types are university students, schoolchildren under driving
age, and driving-age schoolchildren. A limited number of individuals who could
plausibly be considered university students responded to the NHTS, so we cannot
estimate reliable choice models. Among schoolchildren of any age, too few report
using wheelchairs to justify including these segments in this study.

3.2 ActivitySim Implementation

After obtaining an estimate for the relationship between wheelchair use and daily
activity patterns, we wish to understand the impact of this variable on overall trans-
portation demand forecasting. To do this, we can place the enhanced daily activity
pattern model including this relationship within an Activitysim implementation. In
this case, we use an implementation of ActivitySim in the Wasatch Front region of
Utah; this implementation includes the Salt Lake City, Provo, and Ogden metropoli-
tan areas.1

The synthetic population for this implementation is generatedwith PopulationSim
[21], which uses American Community Survey Public Use Microdata Sample (ACS
PUMS) [29] as seed table. Any variables from ACS PUMS can in principle be
included in synthetic population and therefore in themodel. TheACSPUMS includes
a “disability” variable but not specific information on wheelchair use. The NHTS,
however, does explicitly contain a wheelchair use variable as described earlier.

Using the NHTS data, we estimated a binary logit regression model where the
probability for wheelchair use was determined to be a function of age,

Pwheelchair|disability = −2.59 + 0.014 ∗ age (1)

Other specifications of this regression equation did not result in substantively differ-
ent model fit. For each person in the synthetic population with a disability as sampled
from the ACS PUMS seed table, we determined the probability they would use a
wheelchair based on the model in Eq. (1). A random draw allocated these individuals
into using or not using a wheelchair. Of the total synthetic population, those using a
wheelchair consisted of 0.8% of all individuals.

With the synthetic population described above, wemodified the ActivitySim daily
activity pattern model to consider wheelchair use. We then compared two complete
runs of ActivitySim on the same synthetic population of 2.47 million individuals,
with and without the wheelchair use variable activated. As described earlier, the

1 This implementation is not the official regional travel demand model; the calibration and devel-
opment of this model is described in [19].
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daily activity pattern model in ActivitySim is coordinated, meaning that when an
individual has an increased likelihood of choosing an at-home tour, other members
of the household will have an increased likelihood as well [6]. Thus it is important
to evaluate not only the daily activity patterns of individuals who use wheelchairs,
but also their household members.

4 Results

4.1 Choice Analysis

We estimated the daily activity pattern choice models using mlogit for R [8, 22]. As
described above, the alternatives for daily activity pattern choice are a Mandatory
pattern where the individual’s day involves a work or school tour, a Non-Mandatory
pattern where only discretionary trips are taken, and a Home pattern where the
individual does not leave home during the day. In the models estimated for this study,
the Home pattern serves as the reference alternative with a utility of zero. Retired
and otherwise non-working individuals choose only between Non-Mandatory and
Home daily activity patterns.

The model estimates are presented in Table 2. The estimated coefficients are of
the expected sign, though not all are significant. Some predictors that proved to be
insignificant, such as automobile availability for full-time workers, were excluded
from the estimated models. The overall model fit—as indicated by the McFadden
ρ2 with respect to a market shares (constants only) model—is not strikingly high.
Were the purpose of this research to identify the best fit model of activity pattern
choice for each person segment we would undertake an exercise to include, exclude,
and identify potential transformations for different sets of variables. In this case,
however, the goal of these models is simply to provide a plausible comparison point
for the behavior of individuals using wheelchairs against the behavior of individuals
in other person type segments.

The model coefficients indicate expected behavior for most included variables.
All else equal, the model intercepts imply that full- and part-time workers are more
likely to choose amandatory daily pattern than either a non-mandatory home pattern.
Men of all person types are less likely to choose non-mandatory patterns, and college
graduates are more likely to choose any kind of out-of-home pattern. The effect of
age group and income are less impactful for most trip purposes, with the exception
of non-mandatory patterns being more likely to be chosen by individuals between
the ages of 65 and 79. The strong coefficient seen on the choices of full-time workers
over 79 years old is not significant, and is rather a relic of very few full-time workers
of that age in the data set.

The use of a wheelchair is strongly significant for all person segments, and indi-
cates wheelchair users are substantially less likely to make mandatory tours even if
employed. For non-workers and retirees who use wheelchairs, their propensity to
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Table 2 Daily activity pattern model estimates
Full-time worker Non-worker Part-time worker Retired

(Intercept) Mandatory 2.083 (15.207)** 1.545 (10.300)**

Non-mandatory 1.137 (7.854)** 0.591 (6.359)** 0.338 (2.088) −1.169 (−1.506)

Uses wheelchair Mandatory −1.851
(−3.328)**

−3.315
(−3.906)**

Non-mandatory −0.625 (−1.315) −0.721
(−3.647)**

−1.866
(−3.560)**

−1.258
(−11.924)**

Male Mandatory 0.008 (0.140) −0.040 (−0.347)

Non-mandatory −0.148 (−2.378) −0.271
(−3.477)**

−0.219 (−1.828) 0.235 (4.798)**

College graduate Mandatory 0.353 (5.716)** 0.360 (3.033)**

Non-mandatory 0.648 (9.834)** 0.501 (6.028)** 0.584 (4.815)** 0.349 (6.521)**

Income
$25,000–$50,000

Mandatory −0.055 (−0.373) 0.169 (0.876)

Non-mandatory −0.371 (−2.344) −0.167 (−1.506) 0.444 (2.196) −0.095 (−1.358)

Income $50,000–
$100,000

Mandatory −0.175 (−1.272) −0.160 (−0.971)

Non-mandatory −0.312 (−2.146) −0.052 (−0.506) 0.190 (1.096) 0.115 (1.643)

Income >
$100,000

Mandatory −0.206 (−1.495) −0.326 (−1.994)

Non-mandatory −0.233 (−1.610) −0.088 (−0.844) 0.127 (0.737) 0.036 (0.444)

Age 40–64 Mandatory −0.006 (−0.104) 0.669 (5.094)**

Non-mandatory 0.026 (0.386) 0.433 (5.788)** 1.055 (7.805)** 2.241 (2.886)**

Age 65–79 Mandatory 0.179 (1.147) 0.395 (2.614)**

Non-mandatory 0.801 (5.081)** 1.690 (2.998)** 0.721 (4.647)** 2.132 (2.752)**

Age 80+ Mandatory 17.592 (0.004) 2.067 (2.293)

Non-mandatory 17.247 (0.004) 14.648 (0.008) 2.154 (2.391) 1.536 (1.980)

Works from home Mandatory −1.542
(−18.502)**

−1.340
(−9.830)**

Non-mandatory −0.044 (−0.558) 0.112 (0.869)

N 15 895 3648 3912 9482

AIC 26 550.18 4470.948 6965.196 10 689.72

Log likelihood −13 253.09 −2225.474 −3460.598 −5334.858

ρ2 0.031 0.019 0.055 0.026

Coefficients represent utility change relative to stay at home pattern
t-statistics in parentheses, * p < 0.5, ** p < 0.01

make non-mandatory tours is also substantially diminished. As a note, we consid-
ered making wheelchair use an independent person type segment; the results suggest
that full-time workers who use wheelchairs are more similar to other full-time work-
ers than they are to non-workers who also use wheelchairs. This justifies including
wheelchair use as a variable within each person type segment. More notable than
the significance of this variable alone, however, is the fact that its magnitude is so
strong. Indeed, wheelchair use appears to be more influential on the choice of daily
pattern than any other variable included in these models.
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4.2 Activity-Based Model

At the individual level, wheelchair use appears highly predictive. It still remains to
be seen, however, what the effect of including this variable in a forecasting model
will do to aggregate trip making. To examine this question, we placed the wheelchair
use variable coefficients shown in Table 2 into the ActivitySim daily activity pattern
model. We allowed the other coefficients to retain their values as originally specified,
assuming that wheelchair use is orthogonal to the other variables.

Overall, 8,886 individuals of the 2,487,002 in the region changed their daily
activity patterns changed from the base scenario after including wheelchair use as a
utility variable. Though this is only 0.357% of individuals, it is worth considering the
distribution of this change in more detail. Table 3 presents an aggregate summary of
individuals who kept and changed their plans. Individuals with no wheelchair users
in their household are not affected, other than through some random simulation
error. For wheelchair users themselves however, the changes are relatively large.
For example, 43% of the wheelchair users who were modeled as making mandatory
tour patterns in the base scenario are now expected to make non-mandatory or stay-
at-home patterns. Similarly, wheelchair users who previously chose non-mandatory
patttens are considerably more likely to stay at home.

The coordinated nature of the ActivitySim daily activity patternmodel also allows
household members of wheelchair users to be affected. For these people, the changes
are smaller in proportion but potential meaningful in aggregate: 30.7% of the house-
hold members who stay at home in the new scenario incorporating wheelchair use
previously made out-of-home tours in the base scenario.

In addition to these aggregate numbers, it is also worth considering where the
affected households are concentrated. Wheelchair use and disability in general is not
distributed evenly through the region. Figure 1 shows the concentration of households
where at least one member changed its chosen daily activity pattern between the

Table 3 Daily activity pattern change

Group Base Considering wheelchair use

Home Mandatory Non-mandatory

Wheelchair users H 3369 20 459

M 932 1642 308

N 3584 23 10261

Household
members

H 4511 213 631

M 759 15409 301

N 1235 415 13119

Not affected H 309965 2

M 2 1460582

N 2 659258



How Far Are We From Transportation Equity … 151

10

20

30

Percent changed DAP

Fig. 1 Percent of households with changed daily activity pattern between two scenarios
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scenarios by traffic analysis zone. Though most areas of the region experience little
if any alteration, some zones see as many as 20% or 30% of their households change
activity patterns.

5 Discussion

Disability status is almost never included in travel demand forecasting efforts for a
number of reasons. First is a practical issue; each element of a population included
in a model requires additional effort to not only catalog and calibrate in the base
year, it requires forecasting that variable out into the future planning years. Limiting
the variables considered to the typical set of age, employment status, household
size, and income (among potentially a few others) reduces burden on planners and
simplifies the data management pipeline. Second, the variety of possible travel-
limiting disabilities and the perceived small size of the affected population might
make understanding the travel behavior impacts of all potential disabilities a high-
cost, low-impact proposal in the large scheme of a travel model.

There is an important philosophical argument to be had about the equity implica-
tions of considering disability within travel forecasting efforts. On one hand, exclud-
ing disability from travel behavior models might reinforce the “invisibility” of this
population when developing transportation plans and other public policies. If a pop-
ulation is not modeled, it is difficult to evaluate how various policies would impact
them within a model. Thus household income is left as virtually the only equity con-
sideration in travel forecasts [4]. On the other hand, current travel modeling practice
assumes constant behavioral impacts into the future. Is is correct or fair to assume
that the travel costs and obstacles currently faced by individuals with disabilities will
continue unabated twenty or thirty years from now? Many of these same philosoph-
ical questions also apply to other variables that might be observed to affect travel
behavior, such as race or ethnic group or religious affiliation [e.g., 33].

This study suggests that omittingwheelchair use is not without cost. The impact of
wheelchair use on individual travel behavior appears to be substantial, and is poten-
tially of a scale to affect travel forecasting results in particular areas. Further research
is required, but it is possible that wheelchair use could result in different outcomes for
transit ridership and local trip production at least. The daily activity pattern model
presented in this research is only the first step in a typical travel activity model-
ing process. Future research should undertake a rigorous evaluation of the effect of
wheelchair use on vehicle ownership, tour frequency, activity location choice, and
travel mode. It is possible that other disabilities will need to be investigated as well.

TheNHTSprovides a sufficiently large sample of individualswho usewheelchairs
to undertake the analysis presented here. It is unlikely, however, to be useful for
some of the other travel activity models just described. Activity location choice
models require substantially more precise geographic detail—including detail on
non-chosen alternative locations—than is provided in the NHTS. Local household
travel surveys are unlikely to sample enough individuals who use wheelchairs to
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estimate robust effects without targeted oversampling techniques. The results of this
study raise a question as to whether planning agencies ought to consider conducting
this oversampling to enable future research.

The model specifications presented in Table 2 each consider wheelchair use inde-
pendently from other variables. It is likely however, that there could be some inter-
action effects among the various individual attributes. To wit: do wheelchair users
who hold bachelor’s degrees behave differently with respect to activity pattern than
wheelchair users with less education?

This study used information from all United States metro areas between one and
three million in population. It is possible that the obstacles wheelchair users face in
some of these metro areas are larger or smaller than others. It is also possible that
larger or smaller metro areas would present different challenges or provide different
resources to wheelchair users. The same logic extends to other countries besides the
United States. Examining the role of wheelchair use on daily activity pattern in other
national contexts is important, as would be further research on other categories of
disability.

6 Conclusion

In the generation since the enactment of the ADA in 1990, much progress has been
made in the United States in making public accommodations and transportation ser-
vices available to all users regardless of their disability status. Despite this progress,
the results of this research suggest that wheelchair users still face substantial friction
in their daily travel after controlling for age, income, and other common sociodemo-
graphic characteristics. Though the size of the wheelchair-using population is rela-
tively small—particularly within the context of a regional travel demand model—it
may be spatially concentrated to the point where it could influence forecasts for
individual transit services or local highway facilities.

As transportation planners are being asked to consider equity in more policies and
contexts, the needs of wheelchair users and others with travel-limiting disabilities
should be considered in more contexts. The exclusion of wheelchair users from
travel models means that services and policies aimed at assisting this community
may be devalued relative to highway capacity and other more traditional projects.
The consequences of this exclusion should be investigated, as well as the exclusion
of other variables that would enable a more holistic assessment of winners and losers
in the transportation system.
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Impacts of Inner-City Consolidation
Centres on Route Distances, Delivery
Times and Delivery Costs

Matthias Ribesmeier

Abstract In this study, the effects of inner-city consolidation centers on route dis-
tance, route duration and delivery costs are evaluated using the example of Äußere
Neustadt a district in Dresden and the courier, express and parcel (CEP) sector as an
example of inner-city freight transportation. In order to answer the research ques-
tion, a multi-level model LOCAMM (Logistics and City Architecture Multilevel
Model) is presented, which forms the input data for an agent-based traffic flow sim-
ulation in the software MATSim (the Multi-Agent Transport Simulation Toolkit) in
combination with JSprit. JSprit is a toolkit to solve richt Vehicle Routing Problems
and Traveling Salesman Problems and is firmly integrated in MATSim. The result
of the study shows that in the present case it is possible to reduce the route distance
and the delivery time by using a Micro Hub. However, depending on the chosen sce-
nario, the delivery costs are above or below the chosen comparison scenario. Fur-
thermore, the effects of the intermodal transshipment center Bahn-City-Portal for
the mentioned parameters and the link volume are described. In this study, benefits
of inner-city consolidation centers on route distance, route duration and, depending
on the scenario, on transportation costs were demonstrated for this case. For the
Micro Hub scenarios, an increased link volume around the Micro Hub was found,
but overall a lower average relative traffic volume in the delivery district.

Keywords Urban freight modelling · Impacts of freight transport ·
Urban-consolidation-centres · Agent-based modelling · Micro hub ·
Bahn-city-portal

1 Introduction

Inner-city infrastructures are increasingly reaching their performance limits. Freight
traffic, which has been increasing for years, has played a major role in this sit-
uation. For example, freight vehicles account for 9–15% of total traffic in Paris
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[9]. However, these vehicles occupy 25% of road-lane capacity throughout Paris
and 62% in the historic center Paris [9]. In general, increasing urbanization can be
observed worldwide. According to a UN report, 68% of the world’s population will
live in cities in 2050 [22]. Increasing urbanization, in contrast, also means a further
increase in freight and passenger traffic in the growing cities. This means a raised
potential for conflict between the different actors of inner-city freight traffic and the
population. To ensure this growth of cities and reduce the potential for conflict in
the future, urban logistics must also evolve toward more sustainable logistics.

In the past, there have been some measures and ideas to make the last mile more
city-friendly and environmentally friendly. These measures can include stakehold-
ers’ engagement, regulatory measures, market-bases measures, land use planning
& infrastructure, new technologies or eco-logistics awareness raising [21]. One of
these measures from the category land use planning and infrastructure includes
inner-city consolidation centers, such as Urban-Consolidation-Centers (short: UCC)
or smaller Micro Hubs. Urban-Consolidation-Centres/ Micro Hubs are facilities that
are designed for district-specific logistics in order to bundle delivery traffic and also
can have additional functions like parcel counters. Urban-Consolidation-Centers/
Micro Hubs also offer the opportunity to integrate new vehicles such as cargo bikes
into inner-city logistics or can help to ensure a fully electrified supply chain.

In recent years, one part of inner-city logistics in particular has been growing
rapidly. The courier, express, parcel service sector (short: CEP) almost doubled the
volume of shipments in Germany, and the industry expects strong growth in the
coming years as well [6]. The supply chain in the CEP sector generally consists
of three sub-steps the first mile, the middle mile and the last mile. The first mile
describes the receiving of the parcel and its transportation to the regional distribution
center. From there, the middle mile begins and the parcel is transported to either a
central distribution center or a regional distribution center in the target region. From
the regional distribution center begins the last mile, the delivery of the parcel to the
end customer. On the part of the CEP companies, the last mile causes around 41%
the costs of their entire supply chain [3].

So far, the effects of inner-city consolidation centers have only been reviewed
on monomodal variants with a road vehicle to road vehicle transfer (e.g [1, 10, 14,
23]). Inner-city transshipments from rail freight to road freight like the Bahn-City-
Portal and their effects in comparison to the peripheral regional distributions centers
have not been researched yet. This article examines the impact of a dimodal inner-
city consolidation center (Bahn-City-Portal) versus peripheral delivery or periph-
eral delivery of an inner-city micro hub on the last mile of the CEP sector. To
achieve this, we set up an freight traffic model for the CEP sector based on the
LOCAMM (Logistics and City Architecture Multilevel Model) multilevel model.
We then model the last mile flows of goods using the agent-based traffic flow soft-
ware MATSim in combination with the open source tool JSprit, which is a toolkit for
solving rich Vehicle Routing Problems (VRP) and the Traveling Salesman Problem
(TSP).
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2 Methodology

2.1 Multilevel Model LOCAMM to Demonstrate the Impact
of Changes in the Urban System

A multilevel model “Logistics and City Architecture Multilevel Model” (short:
LOCAMM) was developed that merges various georeferenced databases such as
logistics databases, traffic databases and urban databases in three different scaling
levels. These are the Micro (“Foundation Level”), Macro (“Support Level”) and
Meso Levels (“Data Exchange Level”). The purpose of the model is to integrate
logistics into urban development and traffic planning.

Each layer has its own set of geodatabases (Urban, Logistic, Traffic), which
exchanges data with the similar geodatabases of the other scale levels or receives
information from other types of geodatabases in an iterative process. The structure
of the model is illustrated by Fig. 1. This procedure is explained in more detail in
the following by the calculation and distribution of the parcels. For this step, the
Urban Databases and the Logistic Databases are used in the different scale levels.
The Logistic Databases are empty at the beginning of the iterative process and are
provided with values and attributes within the calculation.

Fig. 1 Developed multilevel model as the basis for the simulation set up. Source own depiction
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In its initial state, the Micro-Urban-Database consists of databases from Open
Street Map data, which are geospatially processed. In this context, we formed cen-
troids from the available polygons of the buildings and provide them with geospatial
coordinates. From this database (Micro-Urban-Database), we selected the entirety
of possible private customers and possible business customers for supply. We did
this by filtering the geodatabase by the function of the buildings, whether there is
a CEP-related store in that building or whether it is residential. In its initial state,
the Macro-Urban database contains the districts of the statistical districts of Dres-
den and census data (population age, building density, number of households and
population density). Household information is passed to the Meso-Urban-Database,
which has the scale level of the entire district. Now the quantity of parcels per day
in the delivery district can be calculated using Eq. 1 from Sect. 2.3 and this infor-
mation is stored in the Meso-Logistic-Database. Then, from the totality of possible
customers (Micro-Urban-Database), Monte Carlo simulation is used to select and
store them in the Micro-Logistic-Database with their coordinates, their attributes
(private or business customer). The Monte Carlo simulation determines the par-
cel quantity of the selected customers and stores it in the micro-logistic database.
This database is finally transferred to MATSim. Statistics from the Micro-Logistic-
Database can now be passed to the Meso-Logistic-Database or the Macro-Logistic-
Database, which can be used, for example, to better calibrate the model in the future.

We use the Multi-Level Model for the following subtasks:

– Selection of the delivery district based on the criteria described in Sect. 2.2.
– Determination and selection of end customer locations (B2B, B2C and C2C)
– Demand generation

2.2 General Considerations About the Chosen Delivery
District

The district is selected based on several constraints that are considered helpful for
the implementation of a inner-city consolidation center [17]. The boundary condi-
tions for the choice of the district in this study, taken from Richter et al. [17], are
listed below:

– Specific land use in the district (especially residential development and no single
family estate [17]): measured in the model by the official land use plan of the city
of Dresden and the share of residential developments or single family estate share

– Narrow development [17]: measured in the model through the building density
(Ratio of built-up area to unbuilt area in the settlement area)

– High population density [17]
– High proportion of young and creative residents [17]

The Richter et al. [17] study does not set a benchmark for when, for example, a
population density should be considered high within a city. Therefore, we form a
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Fig. 2 Administrative borders of the city of Dresden, its districts and the selected delivery area
Äußere Neustadt (outlined in red). Source own depiction

Dresden-specific benchmark from the values for the statistical districts in Dresden.
We determined the values for the boundary conditions for all statistical districts in
Dresden using Open Street Map data or official statistics from Dresden (see [8, 13]).
The highest building density was in “Äußere Neustadt” with 32.4%, the “Innere
Altstadt” with 30.2% and “Striesen-Ost” with 22.4%. The average building den-
sity is 11.92% in Dresden. We could not find the building density in official data
of the city of Dresden, so we processed them by geospatial processing of Open
Street Map databases. The lowest average age was in “Äußere Neustadt” with 33.0
years, “Südvorstadt-Ost” with 33.7 years and “Leipziger Vorstadt” with 33.8 years.
Whereas the average age of the population is 43.2 years [13] in Dresden. The high-
est population density, measured in inhabitants per km2, had “Äußere Neustadt”
with 15981 [in/km2], “Prohlis Süd” with 12018 [in/km2] and “Striesen-West” with
11660 [in/km2] [8]. The average population density in Dresden is 4528.34 inhabi-
tants per km2.

Ultimately, we decide on the “Äußere Neustadt” as the study area, as it has the
best values in all the categories presented.

Figure 2 shows the demarcation of the Äußere Neustadt from the rest of the city
of Dresden.
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2.3 Boundaries of the Introduced Multilevel Model and
Procedure of the Parcel Quantity Determination
Calculation of the Parcel Demand

To calculate the volume of shipments in the district, the parcel shipment flows
are divided into Business-To-Customer (short: B2C), Business-To-Business (short:
B2B) and Customer-To-Customer (short: C2C) shipments. B2C parcel demand
describes parcels sent from a commercial shipper to a private end customer. B2B
parcel demand, on the contrary, describes parcels that are sent from a commercial
shipper to a commercial end customer. C2C shipments describe parcels from private
customers as the sender with a private end customer as the recipient. The parcel
demand B2C and C2C in the area is calculated according to the KEP-Index (CEP-
Index) for Households from Kurte and Esser [6], which is published every year for
Germany. The CEP Index for households shows the CEP market supply of private
households in Germany and is based on the average number of shipments (B2C and
C2C) per household per year. Thaller 2018 already used a similar approach for their
economic transport model in the CEP sector [20]. The B2B parcels are calculated
by the ratio between B2C/ C2C and B2B from the reference year 2019, which is
also a statistic published by Kurte and Esser. The parcel demand per B2C and C2C
district Mc is calculated by Eq. 1.

Mc = (Ka · H)

((da − ds − d f ))
(1)

with:

Mc Parcel demand per day
Ka CEP-Index for households in the year under review
H Number of households in the observation area for the observation year
da Number of calendar days in the year under review
ds Number of Sundays in the year under review
d f Number of public holidays in the year under review, excluding public holidays

that fall on Sundays

To calculate the total number of B2C and C2C parcels the following values are
assumed for the variables:

Ka 47,5 [Parcels/household and year, [6]
da 365 [days]
ds 52 [days]
d f 11 [days] in Saxony

Kurte and Esser indicate the ratio B2C/ C2C and B2B with 70% B2C and C2C
shipments and 30% B2B shipments for 2019 [6]. Accordingly, the B2B demand
in the present delivery district can be determined as 750 parcels. As a result, the
total demand for CEP services in the delivery district is 2500 parcels per delivery
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Table 1 Market shares of the largest parcel service providers in Germany measured by parcel
volume in 2019 and the calculated parcels for the model. Source own depiction with data from
[11]

Delivery company DHL Hermes GLS DPD UPS FedEx Others

Market share in Germany 2019 48% 16% 7% 10% 12% 6% 1%

Calculated parcels [parcels/day] 1200 400 175 250 300 150 25

day. The total number of parcels has now been randomly distributed to the specific
customers as previously described. The calculated parcels that are delivered to the
district per day and per delivery service provider are shown in the Table 1.

2.4 Definition of the Scenarios

To obtain the impact of inner-city delivery centers, we provide a baseline scenario
“Scenario 0” that models the existing delivery situation. In contrast, we model the
comparison scenarios, which cover the monomodal case of an inner-city delivery
center (road to road transshipment) and the dimodal case (rail to road transship-
ment). The locations of the two supply chain starting points of the comparison sce-
narios are shown in Fig. 3. The locations of the Micro Hub and the Bahn-City-Portal
(short: BCP, english: Rail-City-Portal) were determined by a Monte Carlo simula-
tion. The boundary conditions for the location of the Micro Hub were the bound-
aries of the delivery district and the boundary conditions for the location of the
Bahn-City-Portal were the city boundaries and the location on rail infrastructure, at
a level of development suitable for rail freight. We simulated coordinates via Monte
Carlo simulation that met these boundary conditions for the Bahn-City-Portal and
the coordinates of the Micro Hub. The Micro Hub and the Bahn-City-Portal are con-
sidered white label solutions in the scenarios presented. This implies that from this
point on, a delivery service provider delivers to the end customer. This allows the
advantages or disadvantages of cooperation in the CEP sector on the last mile to be
examined under the condition of a mutually independent middle mile.

The scenarios set up are described in detail below:
Scenario 0: “peripheral delivery”
In this scenario, the delivery service providers each separately deliver their parcels
to the end customers in the delivery district. The optimized vehicle fleet of the deliv-
ery service providers consists of vans and they only deliver the parcels in the deliv-
ery district. After completing the optimized delivery routes, the fleets drive directly
back to the individual regional distribution center of the respective delivery ser-
vice provider. The responsible regional distribution centers of the delivery service
providers were determined based on the data from Source [16]. The last mile supply
chain thus contains the following sequence:
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Fig. 3 Location of the Micro Hub and the Bahn-City-Portal. Source own depiction

Scenario 1: “peripheral delivery centers in combination with Micro Hub”
In this scenario, the delivery service providers first deliver to the Micro Hub in the
delivery district. The location of the Micro Hub is shown in the Fig. 3. Then, a white
label fleet drives the parcels to the end customers, as previously explained. Delivery
to the Micro Hub is optimized for each delivery service provider from a vehicle fleet
consisting of trucks or vans. The delivery of end customers from the Micro Hub is
carried out by a delivery fleet consisting of vans. In order to investigate the effects
of time inconsistencies in the delivery, arising from the delivery to the Micro Hub
on the investigated parameters, the unloading time of the vehicles is varied in the
scenarios. The last mile supply chain thus contains the following sequence:

Scenario 2: “Bahn-City-Portal”
The Bahn-City-Portal is an inner-city intermodal goods handling center that ensures
a middle route by rail and fine distribution in the last mile with delivery solutions
such as vans with alternative drive concepts or cargo bikes. Additional information
about the Bahn-City-Portal can be found in the publication by König et al. [7]. In
this scenario, a delivery is made with the starting point of the Bahn-City-Portal. This
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means that the middle mile is made by rail. From the Bahn-City-Portal, a white label
fleet delivers to the end customers in the delivery district. The last mile supply chain
thus contains the following sequence:

Scenario 3: “Bahn-City-Portal in combination with Micro Hubs”
The Bahn-City-Portal supplies the Micro Hub with one delivery fleet and no distinc-
tion is made between different delivery service provider. The delivery fleet consists
out of trucks or vans when it comes to the delivery to the Micro Hub. As the start-
ing point of the Micro Hub, the end customers are supplied with a delivery fleet
consisting of vans. The last mile supply chain thus contains the following sequence:

2.5 Simulation Boundaries

The capacity of the delivery vehicles and their specific parameters, which signif-
icantly influence the optimization of the delivery vehicle fleet, are summarized in
Table 2. The capacity of the vehicle “Van” represents an average value from the
analysis of the capacity by Bogdanski [2]. The capacity of the vehicle type “Truck”
is a back calculation based on the volume of the vehicle, its interior volume and the
space requirement per parcel calculated from the vehicle type “Van”.

Table 2 Assumed costs of the vehicles (fixed costs, variable costs per kilometer and the time-
dependent costs or personnel costs), weights of the vehicles and the capacities of the vehicles.
Source own depiction

Vana Trucka

Permissible total weight [t] 3.5 12.0

Maximum capacity [PU/v] 165 695b

Fixed cost [e/d] 76 84

Variable cost per kilometer
[e/km]

0,28 0,47

Time dependent cost or
personnel cost per second
[e/s]

0,0077778 0,0077778

aWith data from [18]
bOwn calculation
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Summary of the boundary conditions used for the scenarios:

– Capacity of vehicles from Table 2
– Costs of vehicles and labour costs per time from Table 2
– Delivery time windows for end customer supply from 8 a.m until 3 p.m and for
the supply of the Micro Hub from 3 a.m to 6 a.m

– No reloading of the vehicle in the depot (single route for each vehicle)
– No pickup of parcels on the route
– The waiting time due to delivery is set to 6 min for every stop (taken from [19]),
as no better data is currently available

– The unloading time at the Micro Hub is set at 30 min; no values can be found in
the literature; this time is used in Scenario 1 and Scenario 3

– We only simulate the traffic caused by the CEP sector in the district

In the following, we also simulate the influence of the unloading time at the
Micro Hub on the delivery costs, as this is an estimated value.

2.6 Simulation in MATSim Using JSprit

The agent-based software solution MATSim (the Multi-Agent Transport Simulation
Toolkit, www.matsim.org) is used in combination with JSprit for traffic flow simula-
tion. JSprit is a proprietary open source software solution designed to solve Vehicle
Routing Problems (VRP) and the Traveling Salesman Problem (TSP). JSprit is gen-
erally a proprietary software solution, but firmly integrated into MATSim through
the Freight Distribution. In order to be able to integrate multi-link logistics chains
(such as UCCs or Micro Hubs), the supply chain must be separated into two differ-
ent parts [12]. The first part represents the delivery of the Micro Hub and the second
part is the distribution of the goods starting from the Micro Hub to the end cus-
tomer. The above mentioned boundary conditions and the Micro-Logistic-Database
with the customer data were handed over to MATSim/ JSprit. JSprit optimizes the
delivery fleet and delivery routes of the vehicles in the model for each scenario. The
combination of the two software solutions can also be used for an overall traffic
simulation, which, however, is not applied in this study.

3 Results of the Simulation Study

To compare the scenarios, we introduce three variables. These are the last mile sup-
ply chain costs (referred to as costs in the further course), the route distance and the
delivery time. Last mile supply chain costs are the costs incurred by delivery. Costs
arising from the regional distribution centers, theMicro Hub or the Bahn-City-Portal
are not taken into account. The delivery time consists of the time required for trans-
port and the unloading times during delivery.

www.matsim.org
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Table 3 Results of the different simulation scenarios regarding delivering distances, delivering
costs and delivering times seen relative to the base line scenario 0 for the whole last-mile delivery
chain with 30 min unloading time in the Micro Hub scenarios with V for Vans and T for Trucks.
Source own depiction

Scenario Scenario 0 Scenario 1 Scenario 2 Scenario 3

Route distance
[%]

0 –59 –80 –90

Delivery time [%] 0 –1 –60 –14

Waiting time [%] 0 +6.7 0 +1.4

Costs [%] 0 +16 –26 –23

Used vehicles 19 V 24a V, 2 T 15 V 15b V, 2 T
aFrom which 9 deliver to the Micro Hub and 15 deliver to the end customers
bFrom which 15 deliver to the end customer

As shown in Table 3 the simulation scenarios differ significantly from one
another. It was shown that a Micro Hub supplied from the regional distribution cen-
ters without a change in the delivery fleet cause an increase in delivery costs (see
Scenario 0 and Scenario 1). This can be explained by the increasing number of vehi-
cles. The vehicles of the individual providers are needed to supply the Micro Hub
and, in the second step, the vehicles of the Micro Hub operator are needed to supply
the end customers (see 19 Vans for Scenario 0 and 24 Vans in Scenario 1 of which
15 Vans supply the end customers in Table 3). In Scenarios 2 and Scenarios 3, sup-
ply costs decreased by 26% and 23%, respectively. We observed a lower reduction
in transportation costs in Scenario 3, which we attribute to the costs arising from the
delivery of the Micro Hub. Subsequently, we were able to identify the waiting time
in the Micro Hub as a factor affecting the cost of the scenario.

To elicit the effect of the unloading time in the Micro Hub on the simulation,
we ran the simulation with three different unloading times. We used 30 min, 60
min and 90 min and show the effects of the iterated unloading time on the total
cost structure of the supply and on the delivery time. The results are presented in
Table 4. Table 4 shows that Scenario 1 is more dependent on the applied unload-
ing times of the unloading process in the Micro Hub than Scenario 3. This can be
explained by the additional number of vehicles required and the further distance to
the Micro Hub. With an increase of 30 min in unloading time, the total cost also
increased by 5% in the analysis. The total costs compared to Scenario 0 increased
from 16% before to 21% with an unloading time of 60 min (see Table 4). Overall,
Table 4 shows that for Scenario 1 there is a higher dependence of the two variables
Cost and Transport Time on the unloading times at the Micro Hub than compared
to Scenario 3.

In all comparison Scenarios (Scenarios 1, 2 and 3), we were able to determine a
significant reduction in the route distance. Route distance in Scenario 1 decreased by
59% compared to Scenario 0, in Scenario 2 decreased by 60% compared to Scenario
0, and in Scenario 3 decreased by 90% compared to Scenario 0 (see Table 3. We
attribute the reduction in route distance in Scenarios 2 and 3 to the inner-city loca-
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Table 4 Influence of the unloading times (30 min, 60 min and 90 min) for Scenario 3 (BCP 30,
BCP 60, BCP 90) and Scenario 1 (MH 30, MH 60, MH 90) on the cost structure and Transport
Time of the Micro Hub supply. Source own depiction

Summed Waiting
Time for the used
vehicles [min]

Share of the
Micro Hub’s
waiting time
costs in the total
costs %

Development of
total costs
compared to
Scenario 0 [%]a

Transporting
Times relative to
Scenario 0 [%]

BCP 30 60 8.7 –23 –14

BCP 60 120 9.3 –22 –13

BCP 90 180 9.8 –21 –12

MH 30 330 38.7 +16 –1

MH 60 660 41.2 +21 6

MH 90 990 58.2 +26 13
aSum of the costs from waiting and delivery last mile costs (delivery last mile costs: Fixed Costs,
Variable Costs per kilometer and time dependent cost or personnel cost per second)

tion of the Bahn-City-Portal, and in Scenario 3 to the double consolidation effect
of goods in the Bahn-City-Portal and the Micro Hub. In Scenario 1, the lower route
distance is mainly due to the consolidation effect in the Micro Hub, the close loca-
tion of the Micro Hub to the end customers, and ultimately the better routing options
due to the consolidation. The reduction in route distance also means a reduction in
emissions caused by delivery traffic.

The key figures of the supply chain evaluated so far should not be considered
without an analysis of the link volumes caused by the CEP traffic. For this analysis,
we consider only the traffic volumes generated by CEP traffic in the district. We
examine the absolute traffic volumes per day (crossings of a link by CEP traffic
per day) and the relative traffic volumes per day (crossings of a link by CEP traffic
compared to link capacity).

The absolute traffic volume is used as an indicator in Figs. 4 and 5. The different
magnitudes of the numbers for the colour scales in Figs. 4, 5, 6 and 7 should be
noted. It is evident that the two scenarios (Scenario 0 and Scenario 1 in Figs. 4 and 5)
differ in terms of absolute link volumes. One difference is the area of the Micro Hub.
In this area, a significantly higher absolute link volumes can be observed in Scenario
1. A relief of some streets in the delivery district is noticeable in Scenario 1. This is
evident from the results of Table 5 and Fig. 5.

Similar applies to the two Scenarios 2 and 3. The introduction of the Micro Hub
in Scenario 3 has seen a reduction in traffic on the feeder roads to the delivery district
in comparison to Scenario 2. Compared to the other scenarios, some streets have
more traffic volume with the introduction of a Micro Hub in the delivery district.
In general, the two scenarios with the Bahn-City-Portal put less strain on the streets
in the delivery district than the two comparison Scenarios Scenario 0 and Scenario
1. This can be explained by the fact that the delivery in both scenarios is a white
label solution. Therefore, Scenario 3 could show better values in terms of relative
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Fig. 4 Absolute traffic
volume resulting from
CEP-services in Scenario 0.
Source own depiction

Fig. 5 Absolute traffic
volume resulting from
CEP-services in Scenario 1.
Source own depiction
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Fig. 6 Absolute traffic
volume resulting from
CEP-services in Scenario 2.
Source own depiction

Fig. 7 Absolute traffic
volume resulting from
CEP-services in Scenario 3.
Source own depiction

traffic volume per day compared to the other Micro Hub Scenario Scenario 1 (also
see Table 5). This applies especially in the area around the Micro Hub, which we
identified as a critical area.
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Table 5 Comparison of the four scenarios based on the different link volumes within the delivery
district caused by the CEP-sector. Source own depiction

Scenario 0 Scenario 1 Scenario 2 Scenario 3

Max. absolute link volume per day 16 52 15 34

Max. relative link volume per day 2,7% 8,7% 2,0% 5,7%

Avg. relative link volume per day 0,66% 0,56% 0,41% 0,48%

Avg. Absolute link volume per day 3,46 2,96 2,49 2,31

In addition to the visual analysis of the results, the key figures average relative
volumes, average absolute volumes and the maximum absolute and relative volumes
within the delivery district are evaluated. These analyzed metrics for the link volume
analysis are shown in Table 5. The absolute and relative volumes per street in the
delivery district determined by MATSim were taken. Access roads are not included
in the calculations. The introduction of a Micro Hub (Scenario 1) decreases the over-
all mean link volume on the streets in the district from 0,66% (Scenario 0) to 0,56%.
Also an increase from 2,7–8,7% in maximum relative volumes can be observed.
This is due to the additional traffic generated around the Micro Hub (see Figs. 4
and 5). A decrease of the maximum absolute volume was achieved by combining a
Bahn-City-Portal with a Micro Hub. We attribute this effect to the coupling of the
two white label solutions and thus a better possibility to consolidate shipments. The
maximum absolute volume value of this scenario is 34 vehicles per delivery day.
In comparison, the maximum absolute volume value of the other Micro Hub sce-
nario (Scenario 1) is 52. In addition, by combining the Bahn-City-Portal with the
Micro Hub, a reduction in maximum and average relative volumes per day could be
achieved compared to Scenario 1. However, the maximum relative volume could not
be reduced by Scenario 3. We attribute this primarily to the concentration of CEP
traffic in the Micro Hub area.

4 Conclusion

The limited data basis in commercial traffic models makes it difficult to model traf-
fic flows accurately [4, 15]. There is a lack of more detailed information that are
necessary for modelling like parcel sizes, age dependent parcel distribution, or par-
cel volume distribution in different districts of the city. These data are available
to the delivery service providers but are considered company secrets and often not
available for research purposes [10]. We present an experimental environment con-
sisting of a multi-level model LOCAMM and the traffic flow software MATSim to
evaluate delivery strategies in the logistics industry. In the presence of a total traffic
model, this approach also offers the possibility of modeling commercial traffic and
the interaction with individual traffic and public transport. At the time the study was
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conducted, we did not have a calibrated traffic model of Dresden that included indi-
vidual traffic and public transport. To circumvent this limitation, we tried to restrict
deliveries to off-peak hours of urban traffic in Dresden to still obtain valid results.
Future research will be needed to compare the simulation with a full traffic model.

Nevertheless, an indication of the impact on costs, delivery times, delivery dis-
tances could be provided. We were able to prove the influence of cooperations in the
CEP sector or the necessity to carry out traffic simulations before placing an inner-
city consolidation center. In particular, we were able to show the impact of inner-city
intermodal consolidation centers such as the Bahn-City-Portal or multi-link supply
chains starting from the Bahn-City-Portal. In that an unloading time of 30 min is
an estimate when the Micro Hubs are supplied, we modeled the two scenarios with
Micro Hub (Scenario 1 and Scenario 3) with three alternative unloading times (30
min, 60 min and 90 min duration). We were able to show that the change in wait-
ing times during the delivery of the Micro Hub has significant effects on the cost
structure of the supply chain and on the time duration. The influence was higher the
more vehicles were in use in total. Accordingly, the Bahn-City-Portal with Micro
Hub (Scenario 3) was able to achieve better results than the comparison case in Sce-
nario 1. This proved the influence of cooperation in the last mile area in the CEP
sector and the opportunities created by an inner-city intermodal logistics center. It
has also been demonstrated that the use of the Bahn-City-Portal can enable more
cost-efficient delivery of goods in the CEP sector. For other areas of freight traffic,
the analyses have to be carried out again, as these partly have different supply chain
compositions (e.g [5]).

In order to work out further differences between the intermodal and monomodal
inner-city distribution centers, it will also be necessary to model the middle mile in
the future and the connections between more Bahn-City-Portals in different cities.

In the future, it will be also necessary to incorporate other sustainable logistics
concepts such as parcel stations into the experimental environment in addition to the
inner-city consolidation centers. However, this simulation would have to be carried
out with an overall traffic simulation. This is due to the fact that savings potentials
through parcel stations only arise if the parcels are picked up on foot, by bike or
similar vehicle and not if the car is used for this purpose. In addition, it will be of
particular interest to be able to load vehicles several times and to send them off from
a depot several times a day. This has an impact on the fixed costs of the delivery fleet,
which should be correspondingly lower with a smaller number of vehicles.
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Forecasting Parking Search Times Using
Big Data

Kleio Milia, Magnus Duus Hedengran, Thomas Jansson, Filipe Rodrigues,
and Carlos Lima Azevedo

Abstract Searching for parking (also known as cruising) is one of the key con-
tributors to urban congestion and consequently air pollution. Providing information
about parking availability is already present inmany cities, efficiently guiding drivers
to vacant parking spaces, either based on past data or using technologies for real-
time information. Informing drivers about the expected cruising time at their des-
tination is an additional pathway, which can impact their departure time and mode
choices, and consequently improve the overall mobility system performances. One
of the main challenge of cruising time estimation lies within how cruising itself is
detected. This study examines the case of detecting cruising using GPS traces from
trajectories. A new parametric detection method is proposed establishing speed and
acceleration/deceleration related conditions. A sensitivity analysis to the method is
presented along with a comparison against existing and similar GPS-based cruising
detection methods and validation against labelled data. After the cruising detec-
tion, about 800,000 GPS trips were used to estimate and validate an offline machine
learning algorithm to forecast the cruising time in three different urban areas in the
City of Copenhagen, Denmark, with clear distinct parking conditions. Neighbor-
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hoods were divided into spatial cells for which hourly cruising times were estimated.
Feed-Forward Neural Network (FFNN) and eXtreme Gradient Boosting (XGBoost)
architectures were tested as machine learning algorithms and outperformed a simple
moving average (RMSE gains from 62.01 to 52.57 s). The present study paves the
ground for the exploration of large datasets with GPS trajectories in urban areas
for tackling the lack of information on parking search. Despite the improved over-
all prediction power, the potential errors from the cruising detection method, lack
of data needed to capture patterns when cruising time is high or the existence of
many missing values due to aggregation of data could be the reason for the observed
algorithm’s inability to predict the larger values of cruising time.

Keywords Parking search · GPS · Cruising · Big data · Forecasting · Machine
learning

1 Introduction

Today, congestion continues to be a serious problem in many cities of the world
because of excess time spent in traffic resulting in substantial greenhouse gas emis-
sions. Searching for parking (cruising) can lead to both excess travel by itself, but
it also contributes to congestion during peak hours [1]. The problem is magnified in
megacities where people are likely to park illegally which increases traffic conges-
tion, especially during peak hours, and consequently affects the economy and the
environment [2, 3]. Therefore, insufficient parking availability and/or information
thereof can lead to motorists driving in excess near their destination in search of
vacant parking spaces.

The extend of cruising in cities remains unclear. Some studies have given their
suggestions for methods and estimates of the extend of cruising in certain cities [4].
But even though, the conceptual definition of cruising is agreed upon, it cannot be
easily translated to detection methods.

There are different ways to reduce the extend of cruising in cities, for example
by increasing the supply of parking spaces or by revising the pricing scheme for
parking (and its enforcement). Often the means are expensive to be implemented
or may have other undesirable outcomes (e.g. increased car demand). If the time
spent on cruising can be detected, an inexpensive and flow-regulating way to reduce
cruising time could be simply to provide drivers with the information of the current
(and future) expected cruising time near their destinations. This smart solution can
potentially facilitate improvements of the parking conditions in cities accompanying
the already existing parking technologies.

In this study we extend the existing literature with the exploration of big data
to: (1) design and estimate a method for detecting and quantifying cruising, and (2)
forecast expected cruising times in a relative high resolution of subareas within a city
using a machine learning algorithm. These two objectives rely on an extensive data
set of GPS traces for three months in 2019 and 2020 for Copenhagen, Denmark.
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2 Cruising for Parking Background

2.1 Parking Search Behavior

It is generally accepted that parking search occurs when drivers approach their des-
tination and gradually increase their awareness in search of vacant parking spaces.
Willingness to park is complex and is based on the cost of parking, the level of rule
enforcement, potential parking guidance systems and any prior knowledge of the
spatial and temporal distribution of parking opportunities [5]. Parking search can
be described as the process by which drivers are able to match their preferences for
parking with the present parking availability [6].

2.1.1 Cruising Definition

Parking search is often referred in literature as cruising. The cruising part of a trip can
be described in a temporal (time spent on cruising) and spatial dimension (chosen
route while cruising) [7]. Kaplan and Bekhor identified a sequence of decisions the
driver has to take during his parking process [8] which are: (1) decide when to start
parking search, (2) determine the type of parking space, (3) choice of parking facility
(if type is off-street) and (4) route choice. Laurier defines the decision process of
parking as a 3-step process [9]. Firstly, the driver enters the area or block for parking
search and quickly tries to understand the parking conditions in the area by observing
the already parked cars (e.g. double parking) and traffic conditions. Afterwards, in the
first priority street she begins decreasing her speed in order to increase her awareness
in search for parking availability. Lastly, there is a circling close to the destination
and the cruising process in this area stops when the driver exceeds her limit of times
traversing the street of main interest and eventually end ups in a further location.

Shoup stated that cruising is “to wait in a queue of unknown length, where the
next person called to the window is determined by lottery” [4]. This statement reveals
the uncertainty of cruising time duration, the randomness of the next vacant parking
space and the difficulty the driver has to face on estimating the cruising time at his
destination prior to his trip. Weinberger et al. [10] concludes that only a subset of all
trips include cruising and that some of them can never be cruising, such as when the
end position of the car is a reserved parking spot or when the trip purpose is to drop
off someone.

There aremany factors that have an influence on the duration and length of cruising
for parking. Longer stays in on-street parking spaces leads to high occupancy rates
which increases cruising time of other drivers. This also affects walking distance
since drivers looking for parking in a specific area will potentially move further from
it in the case of many occupied spaces [11]. This means that motorists can change
their initial preferences for parking close to their destination and end up in a parking
position which was not an option when cruising started [9]. Parking prices also raise
the incentive of drivers to cruise for parking hoping to find lower parking charges
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according to their preferences. However, even in the case when the level of parking
prices meets the needs of the driver, he may also cruise due to unfamiliarity with the
area and the lack of knowledge of usual vacant spaces or off-street parking areas [12].
Some other studies have examined sociodemographic characteristics of drivers, such
as sex, age, income and education, to investigate potential correlations to cruising
time [12, 13].

Through paper, the term cruising is widely used, meaning the act of driving while
searching for a parking space.

2.1.2 Cruising Detection and Estimation

Despite a consistent cruising definition, the exact point at which the driver starts
cruising is a rather controversial issue. In literature, there are two dominant used
methods to analyze and quantify cruising for parking: GPS traces and videotaping
driver’s behavior. In each method, after collecting the needed data, the cruising part
was quantified based on different criteria: driver’s body movement, speed profile,
comparison between traversed and shortest path to the destination and distance from
the final destination when the driver starts searching for parking, as shown in Table 1.

Once a detectionmethod and criteria for cruising has been defined and applied, the
resulting data can be used to estimate cruising time of trips. Of course, the estimations
of cruising time are directly affected by the detection method. More recent studies
have showed that the average cruising time in cities is generally lower than the
estimates of 3.5 to 14 min by Shoup [4]. Newer estimates of average cruising time
in cities range between about 2 to 3 min [10, 20]. However, since cruising time can
vary over time and location, neither of the results can easily be rejected.

Table 1 Quantifying cruising

Driver’s
behavior

Average
cruising speed
(km/h)

Shortest path Distance to
destination (m)

Zhu et al. [14] Yes 13.53

Martens et al. [15] 12

Hampshire
et al. [16]

Yes 300 m (70%) 100

Jones et al. [17] 15 400

Chen et al. [18] <10

Belloche [19] 9.87

van der Waerden
et al. [7]

<23

Weinberger et al. [10] >200 m 400
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3 Study Areas

The City of Copenhagen, the capital of Denmark, consists of 4 municipalities:
Copenhagen, Frederiksberg, Tårnby and Dragør [21]. Copenhagen and Frederiks-
berg Municipalities are the most densely populated in Denmark [22]. A significant
percentage of car trips ending in these two areas may therefore be cruising and both
have different parking conditions.

Copenhagen Municipality (CPH) comprises a zone system for the pricing of on-
street parking spaces. The general idea is that parking is more expensive closer to
the city center and during working hours (8 a.m. to 6 p.m.). The parking prices per
hour vary between 3 DKK per hour to 39 DKK per hour (while being free during
weekends) [23]. Frederiksberg has different rules and prices for parking. It is free
to park for the first 2 h and then parking is priced around 20 DKK per hour. A 24 h
ticket with a fixed price of 90 DKK is available for a parking duration of more than
6 h [24].

Within CopenhagenMunicipality, the neighborhoods of Vesterbro and Indre Nør-
rebro had the highest parking occupancy rates in the city in 2018 with 90-108% of
on-street parking spaces being occupied in three different time slots during a week-
day (12 a.m., 5 p.m., 10 p.m.) [25]. On the other hand, Islands Brygge had the lowest
occupancy rates ranging from 71% to 79% during the three time slots.

In another study, the time spent on searching for parking was estimated [26]
through a sample of 2,441 trips.Workers and residents inCopenhagenwere recruited,
asked to use a tailor made smartphone application and registered the moment at
which they would start search for parking space while driving. The study showed
that Vesterbro area had the largest expected cruising time with 250 s between 8 p.m.
and 12 p.m. during workdays.

Three different neighborhoods were chosen for the study: Frederiksberg, Vester-
bro (CPH) and Islands Brygge (CPH). Vesterbro was chosen due to its high occu-
pancy rates and expected cruising time. Since Islands Brygge has comparably low
occupancy rates, it was also selected in order to compare its cruising time values
to Vesterbro. Frederiksberg was chosen due to its significant differences in parking
policy. The extend of the study areas is shown on Fig. 1.

4 The Data

The data set for this study was provided by Connected Cars A/S (https://
connectedcars.dk/). The company collects and stores a broad range of data in large
volumes from smart devices installed in cars. The data can be applied for efficient
car and fleet management to keep track of vehicle trajectories and performance. The
Connected Cars A/S data contains trip trajectories for the connected car fleet of more
than 100,000 cars in Denmark (more than 3% of the total Danish car fleet) [27, 28].
The company covers data mainly from the Volkswagen Group (e.g. Volkswagen,

https://connectedcars.dk/
https://connectedcars.dk/


180 K. Milia et al.

Fig. 1 Selected neighborhoods

Skoda, Audi) and the distribution of car segments is representative of the Danish car
fleet [27].

For the present project, ConnectedCarsA/Sprovided a data set containing pseudo-
anonymized information of trip trajectories and vehicle types. The data set contains
GPS positions of trips having their final destination in either of the three study areas,
Frederiksberg, Vesterbro or Islands Brygge. The chosen time period was selected to
be September to November in 2019 and 2020 respectively. The idea was to focus
on days outside vacation periods, e.g. summer or Christmas holidays, in order to
reflect better the normal traffic conditions duringworkdays. In addition, investigating
potential differences in cruising time before and during the COVID-19 pandemicwas
deemed as an interesting topic worth examining. During the autumn period of 2020
there was no lockdown in Denmark and travel patterns were likely more normalized
compared to the initial lockdown in spring of 2020.

Two separate data sets were provided: one of 577,349 trips from 2019 and another
one of 674,762 trips from 2020. The total number of unique registered cars in the
data set was 32,105 and 37,422 in 2019 and 2020 accordingly. For GPS traces, the
available information is shown in Table 2. To preserve the anonymity of the users
the exact starting location was not provided to the authors and there was no intention
of driver recognition. Additionally, the identifier for unique cars was a sequential
number with no relation to the vehicle identification number (VIN). Given the data
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Table 2 Data set columns

Data column Format Description

CarId Number Sequential identifier for car

TripId String Sequential identifier for trip

FuelType Categorical Type of fuel (diesel, gasoline,
hybrid, electric)

CarSegment Categorical AF classification (A—mini
car, B—small car, C—medium
car, D—large car,
E—executive car, F—luxury
car, M—multi purpose car,
J—sport utility car, S—sports
car, V—van) [29]

Start GPS position (Latitude, longitude,
timestamp)

This GPS position is the same
in every row of the
corresponding trip

End GPS position (Latitude, longitude,
timestamp)

This GPS position is the same
in every row of the
corresponding trip

Recorded GPS position (latitude, longitude,
timestamp)

Each recorded GPS point
corresponds to one row

Drive duration Minutes Duration of the whole trip

Consumed fuel Liters Estimated used fuel in liters of
the trip

Idle time Seconds Idle time of a trip

GPS direction Degrees Bearing from the North

GPS speed km/h Instantaneous speed recording
from GPS unit

set, it was not possible to determine the drivers’ parking preferences and trip purpose,
which would have assisted the project.

Trips having their end point outside the boundaries of Frederiksberg, Vesterbro
or Islands Brygge, were excluded from the analysis. The number of the final studied
trips is shown in Fig. 2. There are two reasons explaining the increase in the number
of trips in 2020 compared to 2019. Foremost, Connected Cars A/S increased its car
fleet in 2020 (16.2%more cars in 2020 data set), hence there are more observed trips
(17.5%) during this period. A second potential reason is the COVID-19 pandemic.
During the study period of 2020, the number of cases started to increase again in
Denmark [30] as a consequence of the second wave of COVID-19 spread in Europe
starting aroundmidOctober [31]. Furthermore, sinceMarch 2020, recommendations
to avoid unnecessary public transportation were published in Denmark, which could
have led to a shift to private cars to occur [32].

The analysis revolves around only the cruising part of trips and the precise trajec-
tory far from the end position of each trip is unimportant. Therefore, all rows of GPS
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Fig. 2 Number of trips in the data sets

Fig. 3 Example of GPS traces removal in a trip

traces before the vehicle entered the area with a radial distance of 1,000 meters from
the end point of the corresponding trip were excluded. After this point, the whole
trajectory of each trip was kept, i.e. if the vehicle again drove out of the 1,000 meter
circle, it was still captured in the data set. One GPS point before entering the circle
was also kept in order to ensure at least 1,000 meters of travel. Figure 3 shows an
example of the GPS points removed for a specific trip.

The speed feature was recalculated due to missing values in GPS speed column.
The haversine formulawas used for computing the distance betweenGPSpoints [33].
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5 Detecting Cruising

Given the provided data set two pathways were possible to be examined: (1) investi-
gating the speed profile of the trips (2) comparison between the traversed and shortest
path. However, these criteria come with their disadvantages. Driving speed depends
on many parameters, such as traffic volume, type of road and capacity. Hence, the
speed might decrease for other reasons than cruising. On the same principle, drivers
might choose a different route from the shortest path because of road work, missed
turns, preference over the fastest and not the shortest path, area unfamiliarity or they
may find a vacant parking space along the shortest path to their destination.

Considering the above, the initial approach of detecting cruising was to use the
method given by van der Waerden et al. [7]. In their analysis using GPS traces
from the city of Turnhout in Belgium, they concluded that the starting point of
cruising is when the average speed of five consecutive time periods falls under 23
km/h and the speed difference between each pair of GPS points is below 5 km/h.
The detailed analysis about how they ended up with these speed thresholds is not
publicly available. However, it is mentioned that they adjusted the thresholds after
several iterations to numbers that provided the least misinterpreted trips. In essence,
it was perceived as a good starting point for investigating cruising on GPS traces.

After the first time of applying these criteria to the data set, small changes took
place to enhance its performance for this case study. Firstly, weighted average speed
was calculated, having the travel time between each pair of consecutive points as the
weight, instead of average speed as used in the referred study [7]. This comes from
the fact that the time resolution in the GPS data set is not constant. Furthermore, it
was observed that in most cases speeds close to 0 km/h were the reason of having an
average speed less than 23 km/h because drivers were not cruising but just starting
and stopping before and after a traffic light. This is why a condition which only
accepts speeds > 1 km/h was added to the condition for starting of cruising as well
as a 5 km/h lower bound for weighted average speed.

Another issue had to do with all the GPS points after the starting point of cruising
in the trip. In some cases after this point, the rest of the speed observations were
below 10 km/h and the distances to the end position were lower than 10 m which
was interpreted as the parking part of the trip where the driver tries to fit his car in a
parking space and that was the reason why the weighted average speed was reduced.
Therefore, an extra condition to the algorithm was to avoid stating as starting of
cruising points where in the whole remaining part of the trip, the speeds and distances
to end position are under 10 km/h and 10 m respectively. All these changes led to the
following results comprising the so-called Base Scenario (see Figs. 4 and 5; note that
the neighborhoods are labelled using the acronyms FB, VB and IB for Frederiksberg,
Vesterbro and Islands Brygge, respectively).

After adjusting the cruising criteria, a set of changes to the thresholds was run
to examine the sensitivity of the output (number of cruising trips) to generate new
pathways of cruising investigation and additional modifications to improve and adapt
the criteria to the study areas. These threshold changes refer to the weighted average
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Fig. 4 Number of cruising trips in 2019

Fig. 5 Number of cruising trips in 2020
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Table 3 Parameters of scenarios

Parameter name Base
scenario

Scenario
1

Scenario
2

Scenario
3

New
scenario

Weighted average speed (km/h) 23 23 17 23 21

Time periods 5 4 5 5 4

Speed of time periods (km/h) >1 >1 >1 >1 >5

Speed difference of time periods (km/h) ≤5 ≤5 ≤5 ≤10 –

Acceleration/deceleration rates of
time periods (m/s2)

– – – – <0.51

Weighted average speed—rest of
the trip (km/h)

≤23 ≤23 ≤17 ≤23 ≤21

Speeds to end position (km/h)a <10 <10 <10 <10 –

Distances to end position (m) b <10 <10 <10 <10 –
a Not ALL the speeds to end position should follow the condition
b Not ALL the distances to end position should follow the condition

speed, the number of consecutive GPS points—time periods to detect the starting
point of cruising and the speed difference. Thus, three scenarios were created for the
analysis: (1) change the number of examined consecutive GPS points from 6 to 5
(4 time periods) (2) decrease the weighted average speed threshold from 23 km/h to
17 km/h (3) increase the allowed speed difference between points from 5 km/h to
10 km/h (see Table 3). The new thresholds in Scenarios 1 and 3 are related to the
variable GPS time resolution. In Scenario 1, the number of consecutive GPS points
being examined did not increase, because the algorithm might end up examining the
start of cruising based on the speed values of 1 or more minutes ago. In Scenario
3, considering that GPS traces are received in high resolution especially when the
car turns, small errors in the GPS location may have a significant effect on the
calculated speed, thus the speed difference threshold increased. Lastly, in Scenario
2, the weighted average threshold was decreased to be closer to other studies shown
in Table 1.

At first, the low percentages in Scenario 2 compared to the others were noticed
which are even lower than in the Base Scenario. This is because the condition for
the weighted average speed being less than 17 km/h in the whole cruising part of
the trip eliminates many trips. By observing the trips that were not perceived as
cruising in the Base Scenario, it was derived that Scenario 1 captures more “real”
cruising trips as perceived by the authors than the Base Scenario. The Base Scenario
is stricter in cases where there are a few GPS points along a road before the driver
turns and thus the speed difference condition does not stand. In Scenario 1, more
trips are perceived as cruising than before which appears to be more correct. The
same issue applies in Scenario 3. The lost cruising trips due to the restrictions in the
Base Scenario are captured also by Scenario 3 when the speed difference increases
to 10 km/h. However, this scenario considers as cruising also trips that end up in
loosely populated residential areas (mostly in Frederiksberg).
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5.1 New Cruising Detection Method

Taking into account the results in the Base Scenario and the sensitive features of time
periods and speed difference, it was decided to examine more thoroughly the trips
and try to understand the driving patterns during cruising in the given data set. The
aim was to build a perceived truth, if possible, for the cruising part of the trips as
perceived and derived by the authors.

150 randomly selected trips from 2019 data set were analyzed. Three tools were
used in order to have a better understanding of each trip: (1) the profile of the trip,
mainly considering the speed, distance to end position, travel time between points
and weighted average speed of 5 and 6 consecutive GPS points (4 and 5 time periods
respectively), (2) the map matched route to visualize the trajectory and (3) Google
Maps to see the type of the end position of each car (e.g. private or public park-
ing space) as well as to understand the type of roads that were used. The matching
of each trip was done using the readily available algorithm pgMapMatch, specif-
ically designed to match trajectories with parking behavior to an underlying road
network [34].

After completing this process, the most important insight was the wrong interpre-
tation of the starting point of cruising in the Base Scenario. In that case, cruising was
starting when the latest 5 consecutive GPS points together with the starting point of
cruising (so in total 6 consecutive points) fulfilled the cruising conditions. That is
to say, these 5 latest points were not included in the cruising part of the trip. That
definition implies that the cruising starts after the driver has reduced his speed to
the corresponding threshold. However, this statement is not in line with the authors’
perception of cruising, which also includes the part of the trip when the driver starts
decreasing his speed in order to look for a parking space. Cruisingmakes for a change
in the driving behavior and it is important to capture this shift from the beginning
and not a few seconds or minutes later.

After manually labelling the cruising trips, several iterations were executed to find
the appropriate criteria and thresholds for cruising. It was noticed that the speed does
not change significantly when searching for parking, which means that its rate may
remain under a certain limit. Considering that, it was observed that the cruising starts
when theweighted average speed of 4 time periods falls under 21 km/h, where speeds
and acceleration/deceleration rates along these periods are greater than 5 km/h and
less than 0.51 m/s2 respectively (which value is close to [14] study). The weighted
average speed should remain below 21 km/h in the rest of the trip. The percentages
of cruising trips using these criteria are shown in Figs. 4 and 5.

Figures 6 and 8 illustrate the distribution of cruising time in 2019 and 2020
respectively. Both graphs are positively skewed with a few outlier values reaching
up to approximately 5500 s meaning that most drivers experienced a relatively short
cruising time, approximately less than 5 min. After going through some of the trips
with cruising time more than 3000 s, it was observed that after the driving part, the
cars remained idled at the end position and their engines were still turned on. Thus,
the GPS detector kept receiving GPS data of the car resulting in more GPS points for
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Fig. 6 Distribution plot
(2019)

Fig. 7 Cruising time in 2019

these trips. For better visualization of the results these outliers were excluded from
Figs. 7 and 9.

Themedian value of cruising time inVesterbro is larger compared toFrederiksberg
and Islands Brygge (see Figs. 7 and 9). In 2019 in Vesterbro it was 25% larger than in
Frederiksberg and 37% larger than in Islands Brygge. This relation almost holds in
2020, where they were 25% and 31% respectively. Moreover, a decrease in median
values can be easily observed from 2019 to 2020 in all study areas. Sincemore people
likely preferred the car to move around the city, there was potentially a circulation
of cars during the day resulting in parking spaces becoming vacant more frequently
than before. The sizes of the boxplots indicate that cruising time in Vesterbro and
Frederiksberg fluctuate more in comparison to Islands Brygge.

Another computed feature was the distance from the end position when drivers
start cruising. The median distance to end position was 203 m, 168 m and 209 m
in Frederiksberg, Islands Brygge and Vesterbro respectively. There are also some
trips starting cruising in a distance little higher than 1 km before reaching the end
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Fig. 8 Distribution plot
(2020)

Fig. 9 Cruising time in 2020

position but they account for 1% of the whole data set. This means that there are
cases where the driver exits the circle with a 1 km radius from the end position after
starting cruising or the first time that the driver was within a 1 km distance from the
end position was at the starting of his trip, which means that on the way back to the
same area he started cruising outside the circle. In 2020 the median distances from
the end position were shorter than before (160 m, 138 m and 167 m keeping the same
order as before) whereas the percentage of trips starting cruising in a distance more
than 1000 m from the end position fell to 0.35%.

In order to validate the new criteria, several trips from the sample of 150 trips
were investigated before and after applying the cruising conditions. An example
is illustrated in Fig. 10, where only the suggested criteria identified it as cruising.
Along the road after the black dot, there are many on-street parking spaces, which
was the main reason why this trip was perceived as cruising during the investigation
process, and the new criteria detected the starting point of cruising the point when the
car entered this road. The reason why the previous criteria did not capture this trip
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Fig. 10 Trip interpreted as “cruising” by the New Scenario

was the speed difference threshold where the speeds before and after the turn were
computed to be 35 km/h and 7 km/h respectively. In addition to that, the next speed
after the starting point also outreached the speed difference threshold. Therefore, it
was not possible for the Base Scenario to identify the cruising part of this trip. In the
study on which the construction of the Base Scenario was based, there was a standard
resolution of 3s [7] which probably is a requirement to apply the speed difference
condition.

In general, most of the examined trips were correctly classified as trips including
cruising or not cruising using the new criteria. There were also a few cases which cor-
respond to likely misinterpreted trips. False-positives cannot be completely avoided
given a method of strict thresholds on speed and acceleration. All in all, the New
Scenario seems to perform better compared to the other scenarios since it has a higher
success rate and it was decided to proceed with this. Since the detection of cruising
is rather controversial and subjective, in this study the New Scenario was considered
as the best method to the authors to identify the trips that are cruising.

6 Forecasting Cruising Time

After applying the cruising criteria to the data set, each trip is split into a cruising
part and a non-cruising part. The objective is to apply different ML methods in order
to forecast cruising time. In order to do so, the data set was first modified from
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Fig. 11 Grid network for spatial aggregation

a GPS-point based data set into a trip-based data set, by grouping and calculating
the time spent on cruising for each trip. Then a grid network was set up for spatial
aggregation into square cells with sides of 200 meters (see Fig. 11).

The data set was also set up with a temporal aggregation by aggregating into 1 h
intervals. The resulting dataframe was a table with one row for each combination
of cell and hour. The average cruising time for a specific cell in a given hour was
obtained by calculating the average cruising time spent for all trips (either cruising
or not) having their end point in that cell and within the time period of interest.

The dataframewas enrichedwith a number of explanatory variables fromdifferent
sources to estimate the expected cruising time (see Table 4). A number of explana-
tory variables was also derived directly from the GPS based data from Connected
Cars A/S.

In some cases, no trips were conducted within a cell for a specific hour (in a
row of the dataframe), therefore the expected cruising time was unknown. Since the
prediction algorithms depend on previous values of cruising time, these unknown
values had to be handled in some way. This was done by first reducing the data set
and second filling the unknown values.

Looking at the distribution of unknown values by hours and cells respectively, it
was apparent that certain hours and cells had many rows of unknown cruising time.
For example, hours during night and cells covering water or parks had very few trips
ending there. For this reason, rows with hours between 7 p.m. and 6 a.m., cells with
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Table 4 Explanatory variables

Data column Format Description

Grid ID Numerical Sequential identifier for grid

Grid centroid (Latitude, longitude) Coordinates of grid centroid

Parking supply Numerical Number of public on-street parking spaces
(Source: Open Data DK [25, 35])

Parking price DKK Price of parking per hour (Source: Open
Data DK [25, 35])

Time parking restriction Hour Upper limit of parking time in hours
(Source: Open Data DK [25, 35])

Temperature Celsius Average hourly temperature (Source:
WorldWeatherOnline [36])

Precipitation mm/h Average hourly precipitation (Source:
WorldWeatherOnline [36])

Number of non-cruising
trips

Numerical

Number of cruising trips Numerical

POIs Numerical One column for each category (Leisure
facilities, University, Bus stop, Libraries,
Schools, Shopping Center, Sport facility,
Train station) (Source: Open Data DK
[25, 35])

Familiarity Numerical Percentage of familiar trips

Study area Categorical Frederiksberg, Vesterbro, Islands Brygge

Historical cruising time Numerical Average cruising time in the same
weekday/hour in the past 4 weeks

Cruising time of nearby
cells

Numerical Average cruising time of nearby cells in
the past 4 weeks

Land use Categorical Continuous urban fabric, Discontinuous
dense urban fabric, Discontinuous
low-medium density urban fabric, Green
urban areas, Industrial/commercial/public,
military and private units, Sports and
leisure facilities (Source: Urban Atlas
[37])

Hour of day Categorical

Weekday Categorical

Year Categorical

Autumn break Binary 0—for non autumn holiday, 1—for
autumn holiday
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Table 5 Parameter settings

XGBoost
hyperparameters

Values FFNN
hyperparameters

Values

max_depth 6 Optimizer, O Adamax

min_child_weight 8 Activation function, A ReLU

gamma 0.2 Dropout rate, dr 0.25

subsample 0.7 Weight initialization,
Win

Glorot normal

colsample_bytree 0.7 Learning rate, lr 0.001

reg_alpha 100 Batch size, β 120

reg_lambda 2 Number of epochs, E 15

eta 0.02 Number of layers 3

n_estimators 635 Number of neurons in
each hidden layer

200,75,20

zero supply of parking spaces and cells with less than 100 total trips were removed
from the data set. This operation reduced the share of rows with missing values from
74.3% to 52.6%.

The remaining missing values had to be filled in some way. A number of different
methods was applied to do this. Two simple and naive methods: linear interpolation
(a method to fill intermediate missing values in a data set), monthly average, and two
more advanced methods, which allow non-linear correlations between the depen-
dent and explanatory variables: XGBoost (eXtreme Gradient Boosting) and FFNN
(Feed-ForwardNeuralNetwork). The two advancedmethods utilized the explanatory
variables as shown in Table 4 to estimate the expected cruising time for a row after
tuning their hyper parameters. The parameter settings of these advanced methods are
shown in Table 5.

TheXGBoost and FFNNperformed significantly better with RMSE 50.8 and 52.3
respectively, compared to the naive methods with RMSE 95.2 (linear interpolation)
and 95.6 (monthly average).

Since the RMSE of XGBoost and FFNN were close, the unknown values of
cruising time were filled using both methods. Looking at the distribution of the filled
values (Figs. 12 and 13), FFNN seemedmore reasonable. FFNNwas the onlymethod
that filled some rowswith 0 cruising time (meaning no carswere cruising). Therefore,
the missing values were filled using FFNN, which enabled a prediction algorithm
for cruising time.

Once the missing values of cruising time were filled, methods for predicting the
expected cruising time were set up. A naive method was the simple moving average,
where the cruising time at a certain time slot was estimated by taking the average
cruising time of the same hour, weekday and cell from the past four weeks. This was
compared to a more advanced method, using FFNN with the explanatory variables
from Table 4. However, for the stochastic variables that are varying over time, the
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Fig. 12 Distribution plot
(XGBoost)

Fig. 13 Distribution plot
(FFNN)

values of the current time cannot be used. Instead, lagged values of cruising time
at the same cell, cruising time in nearby cells and number of trips were introduced.
By examining autocorrelation plots, the largest correlation between current cruising
time and previous values could be found. From this, the lagged values from 24 h (1
day) and 168 h (1 week) before were chosen and included as explanatory variables
into the FFNN model. Again, the hyperparameters of the FFNN model were tuned
using pairwise grid search and a 3-fold cross validation was implemented for final
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Fig. 14 Prediction errors for
FFNN (forecasting)

model performance assessment. The best foundmodel is a three layer neural network
with 300, 100 and 30 neurons in each hidden layer with:

• Optimizer, O: Adam
• Activation function, A: ReLU
• Dropout rate dr : 0.0
• Weight initialization, Win: Uniform
• Learning rate, lr : 0.001
• Batch size, β: 100
• Number of epochs, E : 5

The prediction algorithm using FFNN outperformed the simple moving average
method. The RMSE of FFNN was 52.57 while the RMSE of simple moving average
was 62.01. Figure 14 shows the predicted values of cruising time compared to their
true values. The predicted values follow the trend of y = x up to a cruising time
value of about 150 s. Unfortunately, for higher values, the prediction method fails to
predict the cruising time. For example, cruising times beyond 400 s make for 5.7% of
2019 trips and 3.9% of 2020 ones. There are three main explanations for this: (1) the
detection criteria applied for cruising were incorrect or insufficient, (2) explanatory
variables that could explain large values of cruising time were missing, and/or (3)
too few observations.
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7 Conclusions

The present study revolves around two related parts: detection of cruising and pre-
diction of cruising time. A cruising detection method containing only speed-related
criteria was found in literature, modified and applied to the whole data set. The
average cruising time in Vesterbro was 149 s in 2019 and decreased by 25 s during
COVID-19 pandemic in 2020. These values were 119 and 109 s for Frederiksberg
and Islands Brygge in 2019 and 99 and 95 s in 2020 respectively.

When trying to predict the cruising time using an aggregated approach, there
were many hours where no trips were observed to subgrids in the network. This
resulted in the need to reduce and fill in the number of unknown values. The filled
data set was then used to predict cruising time based on lagged values from 24 h
and 168 h, due to high autocorrelation before the predicted value. For cruising time
values of more than 150 s, the value could not be predicted due to either errors from
the cruising detection method, from explanatory variables that were not included in
the study or from too few observations. Examples of possible explanatory variables
that potentially could explain these outliers include traffic accidents and road work.
However, big data for parking search detection and estimation is promising, enabling
extensive and analytical research exploration. Having a large amount of data leads
to good predictions, as it was shown for cruising time values below 150 s, where the
prediction was quite accurate.

To validate the cruising detection criteria before applying it for prediction in
practice, one should obtain a similar extensive GPS data set with a sample of ground
truth cruising data. This enables validation of the criteria for cruising, and thereby
reduces the possible errors that are passed on to the prediction of cruising part. Such
a ground truth data set could be obtained by employing a group of drivers to behave
as they usually would during a defined period. Then, the drivers will locate ex-post
the parts of the trip where they have been cruising (if any).
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Real-Time And Robust 3D Object
Detection with Roadside LiDARs

Walter Zimmer , Jialong Wu , Xingcheng Zhou , and Alois C. Knoll

Abstract This work aims to address the challenges in autonomous driving by focus-
ing on the 3D perception of the environment using roadside LiDARs. We design a
3D object detection model that can detect traffic participants in roadside LiDARs
in real-time. Our model uses an existing 3D detector as a baseline and improves its
accuracy. To prove the effectiveness of our proposed modules, we train and evaluate
the model on three different vehicle and infrastructure datasets. To show the domain
adaptation ability of our detector, we train it on an infrastructure dataset from China
and perform transfer learning on a different dataset recorded in Germany.We do sev-
eral sets of experiments and ablation studies for eachmodule in the detector that show
that our model outperforms the baseline by a significant margin, while the inference
speed is at 45Hz (22ms). We make a significant contribution with our LiDAR-based
3D detector that can be used for smart city applications to provide connected and
automated vehicles with a far-reaching view. Vehicles that are connected to the road-
side sensors can get information about other vehicles around the corner to improve
their path and maneuver planning and to increase road traffic safety.
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1 Introduction

1.1 Problem Statement

High quality and balanced data is crucial to achieve high accuracy in deep learning
applications. We analyze and split the task into four challenges. The first challenge
is the lack of labeled frames of roadside LiDARs. Considering the high labor cost
of manual labeling for 3D bounding boxes in LiDAR point clouds, we need to
find a solution to deal with small datasets and use only few labeled frames for
training. Publicly available LiDAR datasets were recorded and labeled from a driver
perspective which makes is difficult to apply these datasets for roadside LiDARs.
The second research question this work is dealing with lies in the area of domain
adaptation. How can a neural network that was trained in one operational design
domain (ODD), e.g. on data recorded by vehicle sensors like in the KITTI dataset
[8, 9], be adapted to a different domain (e.g. to data recorded by roadside sensors
on a highway or a rural area? Much research has been done in the area of domain
adaptation and transfer learning [29, 35]—training amodel on a large dataset (source
domain) and fine-tuning it on a smaller dataset (target domain). Another challenge
is real-time 3D object detection on roadside LiDARs, i.e. to detect objects with a
high enough frame rate to prevent accidents. This highly depends on the LiDAR type
and the number of points per scan that need to be processed. The final challenge this
work is dealing with is a robust 3D detection of all traffic participants. Detecting
small and occluded objects in different weather conditions and rare traffic scenarios
is a highly important research area to increase safety of automated vehicles (Fig. 1).

1.2 Objectives

The first objective is to create a large infrastructure dataset with sufficient labeled
point cloud frames. This dataset should be balanced in terms of object classes and
contain a high variety so that objects can be detected in different scenarios and
different environment conditions. Another objective is to analyze whether transfer
learning from a larger roadside LiDARdataset, such as the recently released IPS300+
dataset [30], can improve the model performance. The first batch of the published
IPS300+ dataset includes 1,246 labeled point cloud frames and contains on average
319.84 labels per frame. In this work the aim is to design a single-stage 3D object
detector that can detect objects in real-time using roadside LiDARs. An example
of an intersection that is equipped with LiDARs is shown in Fig. 2. The goal is to
reach an inference rate of at least 25Hz, which leads to a maximum inference time
of 40ms per point cloud frame. In terms of accuracy the target is to achieve at least
90% mean average precision (mAP) on the Car class within the test set. In the end
the designed model needs to reach a reasonable trade-off between the inference time
and the model performance. The final target is to evaluate the model performance
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Fig. 1 Overview architecture of SE-ProPillars, a LiDAR-only single-stage pillar-based 3D object
detector. The detector is based on PointPillars [17], with the following five additional extensions.
(1) Shape-Aware Data Augmentation [37], a training technique to improve the accuracy without
adding any additional costs in the inference time. (2) The Stacked Triple Attention Mechanism
[21] enhances the learned features from the raw point cloud using the triple attention mechanism,
including channel-wise, point-wise, and voxel-vise attention. (3) The pillar feature net turns point-
wise features into pillar features and scatters the pillar features into a pseudo image. (4) We propose
the Attentive Hierarchical Middle Layers to perform 2D convolution operations on the pseudo
image. Hierarchical feature maps are concatenated with an attentive addition operation. (5) The
Multi-task detection head [36] is used for the final prediction, that includes an IoU prediction
to alleviate the misalignment between the localization accuracy and classification confidence. (6)
Finally, a Self-Ensembling Training Architecture (a teacher and student training framework) [37]
is used as a training technique in the training process that leads to a substantial increase in the
precision without affecting the inference time

Fig. 2 Left: Intersection where 3D Object Detection with roadside LiDARs is performed. Right:
Roadside LiDAR mounted above the Autobahn A9

and speed on the first released batch of the manually labeled A9-Dataset [2] and
on publicly available infrastructure datasets. The A9-Dataset was recorded on the
Providentia++ Test Stretch in Munich, Germany [16].
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1.3 Contribution

The work provides a complete analysis and solution for the single LiDAR detection
task. The main contributions in this work can be summarized as follows:

– We propose a single-stage LiDAR-only detector based on PointPillars. We intro-
duce five extensions to improve PointPillars and evaluate the performance of the
designed model on KITTI’s validation set and the test set of IPS300+ and A9-
Dataset to check its validity.

– We design a point cloud registration algorithm for LiDARs installed on the infras-
tructure to increase the point density.

– We create a synthetic dataset, called proSynth, with 2k labeled LiDAR point cloud
frames using the CARLA simulator [5] and train our model on that.

– Experiments show that our SE-ProPillars model outperforms the PointPillars
model by (+4.20%, +1.98%, +0.10%) 3D mAP on easy, moderate and hard diffi-
culties respectively, while the inference speed reaches 45Hz (22ms).

– We train on the IPS300+ dataset, perform transfer learning on A9-Dataset, and
achieve a 3D mAP@0.5 of 50.09% on the Car class of the A9 test set using 40
recall positions and a NMS IoU of 0.1.

2 Related Work

According to the form of feature representation, LiDAR-only 3D object detectors
can be divided into four different types, i.e. point-based, voxel-based, hybrid and
projection-based methods.

2.1 Point-Based Methods

In point-based methods, features maintain the form of point-wise features, either
by a sampled subset or derived virtual points. PointRCNN [28] uses a PointNet++
backbone [26] to extract point-wise features from the raw point cloud, and performs
foreground segmentation. Then for each foreground point, it generates a 3D pro-
posal followed by a point cloud ROI pooling and a canonical transformation-based
bounding box refinement process. Point-based methods usually have to deal with
a huge amount of point-wise features, which leads to a relatively lower inference
speed. To accelerate point-based methods, 3DSSD [32] introduces a feature farthest-
point-sampling (F-FPS), which computes the feature distance for sampling, instead
of Euclidean distance in traditional distance farthest-point-sampling (D-FPS). The
inference speed of 3DSSD is competitive with voxel-based methods.
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2.2 Voxel-Based Methods

VoxelNet [39] divides the 3D space into equally spaced voxels and encodes point-
wise features into voxel-wise features. Then 3D convolutional middle layers operate
on these encoded voxel features. 3D convolution on sparse point cloud space brings
too much unnecessary computational cost. SECOND [31] proposes to use a sparse
convolutional middle extractor [10, 20], which greatly speeds up the inference time.
In PointPillars [17], the point cloud is divided into pillars (vertical columns), which
are special voxels without any partition along the z-direction. The feature map of
pillars can be treated as a pseudo-image, and therefore the expensive 3D convo-
lution is replaced by 2D convolution. PointPillars achieves the fastest speed with
the help of TensorRT acceleration. SA-SSD [11] adds a detachable auxiliary net-
work to the sparse convolutional middle layers to predict a point-wise foreground
segmentation and a center estimation task, which can provide additional point-level
supervision. SA-SSD also proposes a part-sensitive warping (PS-Warp) operation
as an extra detection head. It can alleviate the misalignment between the predicted
bounding boxes and classification confidence maps, since they are generated by two
different convolutional layers in the detection head. CIA-SSD [36] also notices the
misalignment issue. It designs an IoU-aware confidence rectification module, using
an additional convolutional layer in the detection head to make IoU predictions. The
predicted IoU value is used to rectify the classification score. By introducing only
one additional convolutional layer, CIA-SSD is more lightweight than SA-SSD. SE-
SSD [37] proposes a self-ensembling post-training framework, where a pre-trained
teacher model produces predictions that serve as soft targets in addition to the hard
targets from the label. These predictions are matched with student’s predictions by
their IoU and supervised by the consistency loss. Soft targets are closer to the predic-
tions from the student model and therefore can help the student model to fine-tune
its predictions. The Orientation-Aware Distance-IoU Loss is proposed to replace
the traditional smooth-L1 loss of bounding box regression in the post training, in
order to provide a fresh supervisory signal. SE-SSD also designs a shape-aware data
augmentation module to improve the generalization ability of the student model.

2.3 Hybrid Methods

Hybridmethods aim to take advantage of both point-based and voxel-basedmethods.
Point-based methods have a higher spatial resolution but involve higher computa-
tional cost, while voxel-based methods can efficiently use CNN layers for feature
extraction but lose local point-wise information. Hybrid methods try to strike a bal-
ance between them.

HVPR [23] is a single-stage detector. It has two feature encoder streams extract-
ing point-wise and voxel-wise features. Extracted features are integrated together
and scattered into a pseudo image as hybrid features. An attentive convolutional
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middle module is performed on the hybrid feature map, followed by a single-stage
detection head. STD [33] is a two-stage detector that uses PointNet to extract point-
wise features. A point-based proposal generation module with spherical anchors is
designed to achieve high recall. Then a PointsPool module voxelizes each proposal,
followed by a VFE layer. In the box refinement module, CNNs are applied on those
voxels for final prediction. PV-RCNN [27] uses the 3D sparse convolution for voxel
feature extraction. A Voxel Set Abstraction (Voxel-SA) module is added to each
convolutional layer to encode voxel features into a small set of key points, which
are sampled by farthest point sampling. Key point features are then re-weighted by
foreground segmentation score. Finally, they are used to enhance the ROI grid points
for refinement. H23D R-CNN [4] extracts point-wise features from multi-view pro-
jection. It projects the point cloud to a bird’s eye view under Cartesian coordinates
and a perspective view under the cylindrical coordinates, separately. BEV feature
and point-voxel (PV) features are concatenated together for proposal generation in
BEV and fused together as point-wise hollow-3D (H3D) features. Then voxeliza-
tion is performed on the 3D space, and point-wise H3D features are aggregated as
voxel-wise H3D features for the refinement process.

2.4 Projection-Based Methods

RangeDet [7] is an anchor-free single-stage LiDAR-based 3D object detector that is
purely based on the range view representation. It is compact and has no quantization
errors. The inference speed is 12Hz using a RTX 2080 TI GPU. The runtime is not
affected by the expansion of the detection distance, whereas a BEV representation
will slow down the inference time as the detection range increases. RangeRCNN
[18] is another 3D object detector that uses a range image, point view and bird’s eye
view (BEV). The anchor is defined in the BEV to avoid scale variation and occlusion.
In addition, a two-stage regional convolutional neural network (RCNN) is used to
improve the 3D detection performance.

3 Data Generation

3.1 Real Data Generation

The first step is to record point cloud data from roadside LiDARs. These recordings
should cover a large variety of different scenarios (e.g. traffic jam, overtaking, lane
change, lane merge, tail-gate events, accidents, etc.). In the next step (data selection),
scenarios of high importance are selected for labeling. The point clouds are then
converted into the right format (.pcd) and the ground is removed using the RANSAC
algorithm. Dynamic objects are then labeled using a custom 3D point cloud labeling
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Fig. 3 Left: Example of the intersection that is part of the A9 Test Stretch that was modelled in the
CARLA simulator. Right: Synthetic point cloud frames with labeled ground truth vehicles extracted
from CARLA simulator

tool called proAnno, that is based on the open source 3D bounding box annotation
tool 3D-BAT [40]. 456 LiDAR frames were manually labeled to form the first batch
of the A9-Dataset.

3.2 Synthetic Data Generation

We created a synthetic dataset (proSynth) with 2000 point cloud frames using the
CARLA simulator and train our SE-ProPillarsmodel on it. Figure 3 shows an exam-
ple of an intersection with generated traffic in the CARLA simulator. A simulated
LiDAR sensor represents a real Ouster OS1-64 (gen. 2) LiDAR sensor with 64 chan-
nels and a range of 120 m. In the simulation a noise model is used with a standard
deviation of 0.1 to disturb each point along the vector of its raycast. The LiDAR emits
1.31 million points per second and runs at 10Hz (131,072 points per frame). The
extracted labels were stored in .json files according to the OpenLABEL standard [3].

4 Approach

We design a real-time LiDAR-only 3D object detector (SE-ProPillars) that could
be applied to real-world scenarios. The architecture of the designed SE-ProPillars
model is shown in Fig. 1. We describe the each part of the detector in the following
sections.
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4.1 Point Cloud Registration

We first design a point cloud registration algorithm for LiDARs installed on the
infrastructure to increase the point density and facilitate the detection task. The two
Ouster OS1-64 (gen. 2) LiDARs are mounted side by side (about 13m apart from
each other) on the gantry bridge. Both LiDARs are time synchronized using the ROS
time that itself is synchronized with an NTP time server. One LiDAR is treated as the
source (Ls) and the other one as target (Lt ). Both LiDAR sensors capture N point
cloud scans and each scan is marked with a Unix timestamp: A = {ai }i=1,...,N and
B = {bi }i=1,...,N . The goal is to put both point clouds into the same coordinate system,
by transforming the source point cloud into the target point cloud’s coordinate system.
To achieve this a set of correspondence pairs S = {si }i=1,...,n and T = {ti }i=1,...,n

need to be found, where si corresponds to ti . Then the rigid transformation T that
includes the rotation R and translation t is estimated by minimizing the root-mean-
squared error (RMSE) between correspondences. Inspired by [15], we provide an
initial transformationmatrix to help the registration algorithms better overcome local
optima. The initial transformation was acquired with a Real-time Kinematic (RTK)
GPS device. With this initial transformation the continuous registration is less likely
to be trapped in a local optimum. The continuous registration is done by point-to-
point ICP. The registration process of two Ouster LiDARs, running at 10Hz, takes
18.36ms on an Intel Core i7-9750H CPU. A RMSE of 0.52164 could be achieved
using a voxel size of 2 m. Figure 4 shows the point cloud scans before and after
registration.

4.2 Voxelization

We divide the raw point cloud into vertical pillars before feeding them into a neural
network. These are special voxels that are not split along the vertical axis. Pillars have
several advantages over voxels. A pillar-based backbone is faster than a voxel-based
backbone due to fewer grid cells. Time consuming 3D convolutional middle layers
are also being eliminated and instead 2D convolutions are being used. We also do

Fig. 4 Left: Two point cloud scans before registration. The displacement error is marked in yellow.
Right: Two point cloud scans after registration
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not need to manually tune the bin size along the z-direction hyperparameter. If a
pillar contains more points than specified in the threshold, then the points are being
subsampled to the threshold using farthest point sampling [6]. If a pillar contains
fewer points than the threshold, then it is padded with zeros to make the dimensions
consistent. Due to the sparsity issue most of the pillars are empty. We record the
coordinates of non-empty pillars according to the pillar’s center. Empty pillars are
not being considered during the feature extraction until all pillars are being scattered
back to a pseudo image for 2D convolution.

4.3 Stacked Triple Attention

The Stacked Triple Attention module is used for a more robust and discriminative
feature representation. Originally introduced in TANet [21] by Liu et. al., this module
enhances the learning of objects that are hard to detect and better deals with noisy
point clouds. The TA module extracts features inside each pillar, using point-wise,
channel-wise, and voxel-wise attention. The attention mechanism in this module
follows the Squeeze-and-Excitation pattern [13].

The structure of the triple attention module is shown in Fig. 5. The input V to the
module is a (P × N × C) tensor,where P is the number of non-emptypillars, N is the
maximum number of points in each pillar, and C is the dimension of the input point-
wise feature. In the upper branch point-wise attention, following the Squeeze-and-
Excitation pattern, we firstly perform max pooling to aggregate point-wise features
across the channel-wise dimensions, and then we compute the point-wise attention
score S using two fully connected layers. Similarly, the middle branch channel-wise
attention aggregates channel-wise features across their point-wise dimensions, to get
the channel-wise attention score T . Then S and T are combined by element-wise
multiplication, followed with a sigmoid function to get the attention scale matrix M ,
M = σ(S × T ). M is then multiplied with input V , to get the feature tensor F1.
In the bottom branch voxel-wise attention, the C-dim channel-wise feature in F1
is enlarged by the voxel center (arithmetic mean of all points inside the pillar) to
C + 3-dim for better voxel-awareness. Then the enlarged F1 is fed into two fully
connected layers. The two FC layers respectively compress the point-wise and the

Fig. 5 Structure of the triple attention module [21]
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Fig. 6 Structure of the
stacked triple attention
module

channel-wise dimensions to 1, to get the voxel-wise attention score. Finally, a sigmoid
function generates the voxel-wise attention scale Q, multiplied with the original F1
to generate the final output of the TA module F2.

To further exploit the multi-level feature attention, two triple attention modules
are stackedwith a structure similar to the skip connections in ResNet [12] (see Fig. 6).
The first module takes the raw point cloud as input, while the second oneworks on the
extracted high dimensional features. For each TAmodule the input is concatenated or
summed to the output to fuse more feature information. Each TAmodule is followed
by a fully connected layer to increase the feature dimension. Inside the TA modules,
the attention mechanism only re-weights the features, but does not increase their
dimensions.

4.4 Pillar Feature Net

We choose PointPillars [17] as our baseline and improve its 3D detection perfor-
mance at the expense of inference time. The inference speed of PointPillars is 42Hz
without the acceleration of TensorRT. Since there is a trade-off between speed and
accuracy, we can further boost the accuracy by incorporating additional modules
without sacrificing the inference speed too much. The pillar feature net (PFN) shown
in Fig. 1, introduced by Lang et. al, takes pillars as input, extracts pillar features,
and scatters pillars back to a pseudo image for 2D convolution operations in the
middle layers. The pillar feature net acts as an additional feature extractor to the
stacked triple attention module. The point-wise pillar-organized features from the
stacked TA module with shape (P × N × C) are fed to a set of PFN layers. Each
PFN layer is simplified PointNet [25], which consists of a linear layer, Batch-Norm
[14], ReLU [22], and max pooling. The max-pooled features are concatenated back
to the ReLU’s output to keep the point-wise feature dimension inside each pillar,
until the last FPN layer. The last FPN layer makes the final max pooling and outputs
a (P × C) feature as the pillar feature. Pillar features are then scattered back to the
original pillar location, forming a (C × H ×W ) pseudo image, where H andW are
the height and width of the pillar grid. Here the location of empty pillars is padded
with zeros.
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Fig. 7 Left: Structure of the attentive hierarchical middle layers. Right: Structure of the attentive
addition operation

4.5 Attentive Hierarchical Middle Layers

We exchange the default backbone of PointPillars with an Attentive Hierarchical
Backbone to perform 2D convolution on the pseudo image from the pillar feature
net. Figure 7 depicts the structure of the attentive hierarchical middle layers. In the
first stage, the spatial resolution of the pseudo image is gradually downsampled by
three groups of convolutions. Each group contains three convolutional layers, where
the first one has a stride of two for downsampling, and the two subsequent layers
act only for feature extraction. After downsampling, deconvolution operations are
applied to recover the spatial resolution. Deconvolutional layers (marked with an
asterix) recover the size of feature maps with stride 2 and element-wise add them to
upper branches. The remaining three deconvolutional layers make all three branches
have the same size (half of the original featuremap). Then the final three featuremaps
are combined by an attentive addition to fuse both, spatial and semantic features.
The attentive addition uses the plain attention mechanism. All three feature maps are
being passed through a convolutional operation and are channel-wise concatenated as
attention scores. The softmax function generates the attention distribution and feature
maps are multiplied with the corresponding distribution weight. The element-wise
addition in the end gives the final attention output, a (C × H/2×W/2) feature map.

4.6 Multi-task Head

The multi-task head outputs the final class (based on a confidence score), the 3D
box position (x, y, z), dimensions (l, w, h), rotation (θ ) and the direction of the
detected object. The direction (front/back) is being classified to solve the problem
that the sine-error loss [31] cannot distinguish flipped boxes. Four convolutional
layers operate on the feature map separately. Figure 1 shows the brief structure of
the multi-task head in the bottom right corner. One of the four heads is the IoU
prediction head that predicts an IoU between the ground truth bounding box and the
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predicted box. It was introduced in CIA-SSD [36] to deal with the misalignment
between the predicted bounding boxes and corresponding classification confidence
maps. The misalignment is mainly because these two predictions are from different
convolutional layers. Based on this IoU prediction, we use the confidence function
(CF) to correct the confidence map and use the distance-variant IoU-weighted NMS
(DI-NMS) module post-process the predicted bounding boxes. The distance-variant
IoU-weighted NMS is designed to deal with long-distance predictions, to better align
far bounding boxes with ground truths, and to reduce false-positive predictions. If
the predicted box is close to the origin of perspective, we give higher weights to
those box predictions with high IoU. If the predicted box is far, we give relatively
uniform weights, to get a more smooth final box.

4.7 Shape-Aware Data Augmentation

Data augmentation has proven to be an efficient way to better exploit the training
dataset and help the model to be more generalized. We use the shape-aware data
augmentation method proposed by SE-SSD [37] (see Fig. 8). This module simplifies
the handling of partial occlusions, sparsity and different shapes of objects in the
same class. The ground truth box is divided into six pyramidal subsets. Then we
independently augment each subset using three operations, random dropout, random
swap and random sparsifying.

Some traditional augmentation methods are also applied before the shape-aware
augmentation, e.g. rotation, flipping, and scaling.

Fig. 8 Illustration of the shape-aware data augmentation module [37]. It includes random dropout
in the blue subset, random swap between green and yellow subsets, and random sparsifying from
the yellow to the red subset
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Fig. 9 Self-ensembling training architecture

4.8 Self-ensembling Training Framework

In addition, we introduce the self-ensembling training framework [37] to do a post
training: We first train the model shown in Fig. 9 but without the self-ensembling
module, and thenwe take the pre-trainedmodel as a teachermodel to train the student
model that has the same network structure.

The self-ensembling training architecture is show in Fig. 9. The teacher model
is trained with the following parameters: An adapted learning rate for each epoch
was implemented with a maximum of 0.003 and a OneCycle learning rate scheduler.
The model is trained for 80 epochs with a batch size of 2 for pre-training and for
60 epochs with a batch size of 4 for post-training to accelerate the training process.
Adam is used as optimizer. The predictions of the teacher model can be used as
soft targets. Combined with the hard targets from the ground truth, we can provide
more information to the student model. The student model and the teacher model
are initialized with the same pre-trained parameters. During training, we firstly feed
the raw point cloud to the teacher model and get teacher predictions. Then we apply
global transformations to the teacher predictions as soft targets. For the hard tar-
gets (ground truths), we apply the same global transformations and additionally the
shape-aware data augmentation. After that we feed the augmented point cloud to
the student model and get student predictions. The orientation-aware distance-IoU
(OD-IoU) loss is introduced in the hard supervision, to better align the box centers
and orientations between the student predictions and hard targets. Comparing to the
plain IoU loss [34], OD-IoU loss also considers the distance and the orientation
difference between two boxes. Finally, we use an IoU-based matching to match stu-
dent and teacher predictions. We use the consistency loss over classification scores
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and bounding box predictions to provide soft supervision to the student model. The
overall loss for training the student model consists of:

Lstudent = Ls
cls + ω1Ls

OD−I oU + ω2Ls
dir + λLiou + μtLconsist , (1)

where Ls
cls is the focal loss [19] for box classification, Ls

OD−I oU is the OD-IoU loss
for bounding box regression,Ls

dir is the cross-entropy loss for direction classification,
Liou is the smooth-L1 loss for IoU prediction in the detection head, Lconsist is the
consistency loss, ω1, ω2, λ and μt are weights of losses.

During the post-training, the parameters of the teacher model are updated based
on the parameters of the student model using the exponential moving average (EMA)
strategy with a weight decay of 0.999.

5 Evaluation

To prove the effectiveness of our proposed modules in SE-ProPillars, we perform
some ablation studies in that we stepwise include some modules into our training
pipeline. We train and evaluate the model on the KITTI dataset which is one of the
most popular datasets in the autonomous driving domain. Furthermore, we train and
evaluate the model on two infrastructure datasets with roadside LiDAR sensors: the
IPS300+ dataset and the recently released A9 dataset. The evaluation was performed
on a Nvidia GeForce RTX 3090 GPU.

5.1 Ablation Studies

By adding the Stacked Triple Attention module (S-TA module) the mAP3D can be
increased by 1.3% mAP3D . This module adds 2ms of inference time to the baseline
model and runs with 35ms per frame (28.57 FPS). Considering only the nearby area
of the LiDAR point cloud (0–30 m), the mAP3D can even be increased by 8.21%
compared to 1.3% when taking the whole area of 70m into account. The second
module (Attentive Hierarchical Backbone) increases the mAP3D again by 2.26%
compared to the baseline model.

The result of single-class pre-training is shown in Table 1 (second last row). After
applying the confidence function (CF), we call this model naive SE-ProPillars (no
training tricks). We also apply the distance-variant IoU-weighted NMS (DI-NMS)
and the shape-aware data augmentation (SA-DA) module in the pre-training. After
enabling the multi-task head but without applying the CF, although the precision
drops, the inference speed gets a large increase. The runtime is reduced from 32 to
19.4ms. TheCF in the lightweightmulti-task head is trying to solve themisalignment
problem between the predicted bounding boxes and corresponding classification
confidence maps. After applying the confidence function, an increase is visible in
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Table 1 Ablation studies of the SE-ProPillars 3D object detector after the pre and post training
(last two rows). We report the 3D and BEVmAP of the Car and Van category (similar type enabled)
on theKITTI validation set under 0.7 IoU thresholdwith 40 recall positions. Post-training especially
improves the accuracy on the hard examples (+2.12 3D mAP)

Method 3D mAP BEV mAP Time
(ms)

Easy Moderate Hard Easy Moderate Hard

ProPillars 92.46 80.53 75.50 94.25 89.80 84.98 32.0

Naive without CF 89.64 79.59 74.43 93.88 89.29 86.29 19.4

Naive 89.71 79.95 75.03 93.85 89.55 86.75 20.1

Naive+DI-NMS 90.25 80.48 75.60 94.18 89.84 85.11 21.4

Naive+DI-
NMS+SA-DA

92.38 80.93 76.05 96.30 89.85 87.21 22.0

SE-ProPillars
(ours)

93.10 81.26 78.17 96.44 89.88 87.21 22.0

Improvement +0.64 +0.33 +2.12 +0.14 +0.03 +0.00 +0.00

all metrics, except the BEV easy difficulty keeps at the same level. After adding the
DI-NMS module, the precision becomes competitive with ProPillars considering
the balance of precision and speed, although there is a relatively large gap in the
3D easy mode. The shape-aware data augmentation leads to a further increase in
precision. After the pre-training our model outperforms the baseline in almost all
metrics, except a tiny 0.1% gap in the 3D easy difficulty. The speed of our model
is much faster compared to the baseline. There is a small latency in the runtime
after enabling the shape-aware data augmentation module, because as the precision
increases, the computation of the DI-NMS increases.

5.2 KITTI Dataset

We evaluate our SE-ProPillars detector on theKITTI validation set using the conven-
tional metric of KITTI, i.e. the BEV and 3DmAP result under 0.7 IoU threshold with
40 recall positions. All three levels of difficulty are taken into account. We follow the
NMS parameters in [37], set the NMS IoU threshold to 0.3, and the confidence score
threshold to 0.3. We evaluate the performance on both single-class detection - Car
category, and multi-class detection—Car, Pedestrian, and Cyclist. In the single-class
detection, we enable the similar type, which means we train on both Car and Van
categories, but treat them all as Cars. ProPillars [38] is used as our baseline.

We use the pre-trained model as the initial teacher model in the self-ensembling
training architecture. Results are shown in Table 2. In the post-training, the consis-
tency loss is enabled to provide supervision for the student model, as well as the
replacement from the traditional smooth-L1 loss to the orientation-aware distance-
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Table 2 Comparison on the KITTI validation set. We show 3D multi-class detection results of
SE-ProPillars and report the 3D mAP of the Car category under 0.7 IoU threshold with 40 recall
positions

Method Year 3D mAP (Car)

Easy Medium Hard

VoxelNet [28] 2018 82.00 65.50 62.90

PointPillars [17] 2019 87.75 78.39 75.18

F-PointPillars
[24]

2021 88.90 79.28 78.07

SE-ProPillars
(ours)

2022 93.10 81.26 78.17

Improvement +4.20 +1.98 +0.10

Fig. 10 Left: BEV visualization of single-class detection results on the KITTI validation set.
Ground truth bounding boxes are marked with GT, predicted bounding boxes with P. In KITTI,
some ground truth boxes are filtered out because they are smaller than 25 pixels in height in the
corresponding captured image, or completely out of the image. Some of these filtered objects can
still be detected by our SE-ProPillarswhich shows the good performance for detecting small objects.
Right: 3D front view visualization of single-class detection results on the KITTI validation set. In
this example a larger vehicle is detected as a Car

IoU loss for the bounding box regression. The SA-DA module is compulsory for
providing more noisy samples to the student model. After 60 epochs of post-
training, all metrics gain further improvement. Our model outperforms the base-
line by (0.64%, 0.73%, 2.67%) 3DmAP and (2.19%, 0.08%, 2.23%) BEVmAP on
easy, moderate, and hard difficulties respectively. At the same time, we have a much
lower inference time of 22ms, compared to our baseline of 32ms. The inference time
includes 5.7ms for data pre-processing, 16.3ms for network forwarding and post-
processing (NMS). The hard disk used to load the model is relatively slow, which
leads to a higher data loading time. The self-ensembling architecture is a training
technique and therefore has no additional cost in the inference time. Some qualitative
results are shown in Fig. 10. We also compare our SE-ProPillars model with other
state-of-the-art detectors on the KITTI validation set (see Table 2).
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Table 3 3D object detection results of the naive SE-ProPillars model with SA-DA. We report the
3D and BEV mAP of the Car class on a single LiDAR and two registered LiDARs on the split
IPS300+ test set under 0.7 and 0.5 IoU thresholds with 40 recall positions. Using the full unsplit
(original) IPS300+ dataset, we noticed a performance improvement of +13.99 3D mAP at an IoU
threshold of 0.7. This shows the effect of splitting the IPS300+ point clouds into four sub-areas.
Objects at the split boundary get truncated and become difficult to detect. Hence the 3DmAP values
on the split datasets are lower

3D mAP@0.7 3D mAP@0.5 BEV mAP@0.7 BEV mAP@0.5

1 LiDAR,
split-IPS300+

54.91 83.76 74.57 85.97

2 LiDARs,
split-IPS300+

63.58 87.52 78.34 89.42

Full (unsplit)
IPS300+

68.90 97.82 95.53 98.16

Improvement +13.99 +14.06 +20.96 +12.19

Fig. 11 Left: Visualization of detection results of a single LiDAR on the split IPS300+ validation
set. Ground truth bounding boxes are marked with GT and predicted bounding boxes with P. Here
only 18 out of 26 vehicles were detected because of the sparse point cloud from a single LiDAR.
Right: Visualization of detection results of two registered IPS300+ LiDAR point cloud scans of
the IPS300+ validation set. Here 31 out of 32 vehicles could be detected and only one vehicle was
missed because of the far range

5.3 IPS300+ Roadside Dataset

Table 3 shows the evaluation results on the full unsplit (original) IPS300+ roadside
test set as well as two modified test sets: A single-LiDAR on a split IPS300+ test
set and two registered LiDAR sensors on the split IPS300+ test set. The IPS300+
roadside dataset contains full-surround 3D labels whereas the KITTI dataset covers
only the frontal view of the vehicle. That is why we split the IPS300+ dataset into
four sub areas that represent the four different driving directions at the intersection
where the dataset was recorded (Fig. 11).
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Table 4 Results of naive SE-ProPillars with SA-DA. We report the 3D and BEV mAP of Car on
the A9 test set under 0.5 and 0.25 IoU threshold, with 40 recall positions

Metric 3D mAP@0.5 3D mAP@0.25 BEV mAP@0.5 BEV mAP@0.25

ProPillars N/A N/A N/A 47.56

Ours (NMS IoU
= 0.2)

31.03 48.88 39.91 49.68

Ours (NMS IoU
= 0.1)

30.13 50.09 40.21 51.53

Improvement – – – +3.97

5.4 A9-Dataset

We use the naive SE-ProPillars with SA-DA module trained on a single-LiDAR
split-IPS300+ as our model, fine-tune on the training set of the A9 dataset for 100
epochs, and test on the testing set. We report our result using 3D and BEV mAP
under an IoU threshold of 0.5 and 0.25 like in [38]. The confidence score is set to
a threshold of 0.1, and we again decrease the NMS IoU threshold to 0.2. This is
exactly the same setting as the convention in the nuScenes [1] dataset defines. Since
the LiDAR frames of the first batch of the A9 dataset are captured on the Highway
A9, the distance between cars is further and there are no parked cars. We also test
the case of using 0.1 as the NMS threshold. The result is shown in Table 4.

6 Conclusion

In this work we present our SE-ProPillars 3D object detector that is an improved
version of the PointPillars model. We replace the detection head from [11] with a
multi-task head for the final prediction, that includes an IoU prediction to alleviate the
misalignment between the localization accuracy and classification confidence.Atten-
tive hierarchical middle layers were proposed to perform 2D convolution operations
on the pseudo image. The attentive addition operation concatenates the hierarchical
feature maps. We add two training techniques to our baseline: the shape-aware data
augmentation module and the self-ensembling training architecture to improve the
accuracy without adding additional costs in the inference time. We show the gener-
alization ability of our model and make it more robust to noise by applying multiple
data augmentation methods. Sufficient data collection is key to achieve a good accu-
racy. That is why we generated a synthetic dataset proSynth with 2k labeled LiDAR
point cloud frames and trained our model on that. We do several sets of experiments
for each module to prove its accuracy and runtime performance in different ablation
studies. Finally, we evaluate our 3D detector on different datasets that shows that our
model significantly ourperforms the baseline model.
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7 Future Outlook

Our SE-ProPillars 3D object detector is a significant contribution within the area
of roadside LiDAR-based 3D perception and can be used for smart city applica-
tions in the future. A far-reaching view can be provided to connected and automated
vehicles and detected vehicles around the corner can be communicated to all traffic
participants to improve road traffic safety. LiDAR sensors can be used for anonymous
people and vehicle counting to calculate the traffic density in real-time. Traffic moni-
toring will improve traffic flow and increase public safety. Anonymous 3D detections
will be sent to connected vehicles to improve path and maneuver planning. Detect-
ing edge cases and rare events like accidents or breakdowns is part of the future
work to notify emergency vehicles immediately. The used LiDAR sensors are part
of an Cooperative Intelligent Transport System (C-ITS), that can share dangers on
the road (e.g. vehicle breakdowns or falling objects) with all connected vehicles in
real-time. Using these LiDAR sensors in combination with smart traffic lights will
improve the traffic flow in the future by enabling a green wave for traffic partici-
pants (e.g. cyclists). Connecting roadside LiDARs with vehicles will lead to a safe
and efficient driving and accidents will be prevented before they happen. Connected
and cooperative vehicles will be able to make safer and more coordinated decisions
and improve their path and maneuver planning in real-time. Finally, an online and
anonymized database of traffic participants can be created and shared with connected
traffic participants to automatically react to potential incidents. This platform will
share all traffic data and stream live sensor data to improve public safety.
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Estimating the Number of Tourists
in Kyoto Based on GPS Traces
and Aggregate Mobile Statistics

Tomoki Nishigaki, Jan-Dirk Schmöcker, Tadashi Yamada,
and Satoshi Nakao

Abstract A clear understanding of the demand patterns, is one of the key contrib-
utors to laying a firm foundation for tourist planning. In pursuit of that aim, we
estimated the number of tourists at specific areas and times in Kyoto City using
regression analysis and hierarchical linear models (HLM). We first discuss how to
extract the tourists’ data from a “mesh population” obtained from aggregate mobile
network operational data. We then propose that a relatively small sample of GPS
tracking data for a population that has been monitored over a longer time than the
meshpopulation canbeused as a surrogate.Todistinguish tourists fromother persons,
we find that a specified threshold of visiting a certain number of tourist attractions
per day is useful. We also examine the effect of months and time of days by HLM
on the model fit and number of tourists. Finally, we show that the accessibility of
information such as the level of the attractiveness of particular Points of Interests
(POIs) measured in terms of “Google ratings”, in conjunction with the GPS records
significantly contributes to a better estimation of the number of tourists at specific
areas and times in Kyoto City.
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1 Introduction

Over the past few years, Japan’s popularity as a tourist destination has been gradually
increasing with exception of the sudden interruption by the COVID-19 crisis. Conse-
quently, problems such as traffic congestion and crowding at and around touristic
places have become increasingly becomemore serious issues, causing dissatisfaction
amongst both the tourists and residents alike [1]. This study focuses onKyoto, Japan’s
old capital, one of the most significant tourist destinations. Before the COVID-19
crisis, the annual number of tourists continuously increased for two decades, reaching
nearly 60 million per year, and the tourism consumption reached 1.2 trillion JPY, as
illustrated in Fig. 1 [2]. However, along with the rapid rise in tourism, dissatisfac-
tion amongst the tourists with their touristic experience has also gradually increased
over the years, congestion being one of the major contributing factors. For instance,
between 2011 and 2019, the mention of “crowding” as the main reason for tourist
dissatisfaction increased from just over 10 to 20% [2].

For Kyoto City and Japan at large, tourism is an essential stimulant of economic
prosperity, and as such improvement of tourists’ satisfaction is considered both as
a priority and a common fundamental policy objective. Furthermore, in the wake
of the COVID crisis and its aftermath, adequate prevention of crowding in touristic
areas, after the end of travel restriction policies has become an additional concern.
One of the recommended approaches to solving this problem is obtaining a clear
understanding of the tourism demand. We aim at contributing to that objective by
estimating the number of tourists in specific areas, at specific points in time in Kyoto
city. The paper explores if two data sets and transport accessibility measures are
suitable to extract and predict tourist numbers.
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Since there is far less data on tourist behavior than residential travel behavior,
most travel surveys mainly target residents because obtaining representative samples
from tourist surveys is quite difficult. One of the novel approaches to addressing this
challenge is the use and reliance on “big data” for tourist travel patterns as discussed
by Schmöcker [3]. Though there are several kinds of data such as mobile network
operational data, GPS data, Wi-Fi access point data, traffic IC card data, probe car
data…etc., all of these require additional analysis to distinguish tourists from other
travelers or residents. Furthermore, the spatial and temporal units of a majority of
these data sources do not often match those of interest for planning purposes. For
instance, in most cities, there could be several areas where tourists tend to gather, at
which the planner intends to have a clear estimate of the visitors and crowding.

In this study, the two main data sources used are mobile network operational data
and GPS tracking data. The mobile network data provides us with information about
the populationwithin predefinedmesh areas. Thismeans that for our interest, touristic
areas, an estimation based on “interpolation” or other statistical methods is needed.
To note is that the data are based on a very large number of mobile phones so that the
total number of persons in a mesh can be considered to be a fairly accurate estimate.
The GPS data is the location data of users of a travel planning app with a time stamp.
This data provides us with detailed individual data of those who agreed to share
their location information. Because of this, the sample size is significantly smaller as
well as biased towards public transport users. This means that it is more difficult to
obtain an accurate population estimate from this data. In addition to these two data
sets, we used “Point of Interest” (POI) data and public transportation network data
to consider the touristic features of each mesh and its accessibility.

Both, mobile mesh data and GPS data, are hence not the “ground truth data” of
tourists in touristic areas. In this paper, we discuss their limitations and show their
correlation. In particular, we aim to understand howwell the GPS data can be used to
estimate tourist numbers. The reasons are twofold.One is that this smaller sample data
set is often more available for researchers (or affordable at a lower price). Secondly,
if the GPS data can be used for our total tourist number estimates and if the biases
in the dataset are understood, this also provides us with more confidence for further
analysis of tourist characteristics, such as which places are visited in conjunction
and what the typical stay times are, at those touristic areas. Such information is not
available from the aggregate mobile phone mesh data.

This motivates the establishment of a model where the mobile mesh data is the
dependent variable and the GPS data, accessibility information from POI and public
transportation accessibility data are independent variables. We first establish linear
regression (LR) models and then also establish models which consider the effect
of month or time of day with hierarchical linear models (HLM). Lastly, we apply
our model to estimate the population within each area as defined by the Kyoto city
government.
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2 Literature Review

A relatively rich body of literature exists about the estimation of the static number
of persons in specific areas. Some researchers have proposed the use of multiple
existing population maps i.e., GPW (Gridded Population of the World), LandScan,
WorldPop, GRUMP (Global Rural–Urban Mapping Project), GHS-POP (Global
Human Settlement-Population), HYDE (History Database of the Global Environ-
ment), census data, etc., to estimate the population within a square of any size as
so called “mesh populations” [4, 5], and to evaluate their accuracy [6−10]. Each of
these databases is based on census data or information from scanning data of the
earth by satellite, etc. and are in general highly reliable.

Notable is that, we found little research on other “shape regions” such as touristic
areas because most of them focus on only mesh populations. There are, however,
some significant contributions on other population group estimates. Balakrishnan
[11] estimated a residential density with a 30 m resolution using street density,
building heights, and ward-level data on car ownership. Bakillah et al. [12] estimated
the building level population using building footprints and POI data. Shimosaka et al.
[13] estimated the populationwithin 100msquaremeshes usingPOI and anonymized
large-scale GPS data. There is also research on refining the census population [14,
15]. These focused on the specific areas used in census data, but these only refined the
population obtained from census data based on multiple spatial resolutions, optical
imagery, or telecommunications data. Kikuchi et al. [16] instead used mesh data to
calculate an “expansion factor” of a population estimate obtained from census data.
This expansion factor describes the ratio of the mesh data to the census data, so that
a population estimate can be obtained from the sample. Otake and Kikuchi [17] used
mesh data as the actual value of a population and then refined the origin–destination
specific traffic volume based on data assimilation. Similar to what will be done in this
study, they redistributed the mesh population into the area used in the census based
on the sizes of each area. These contributed to estimating the population within the
fine-grained mesh or regions which do not fit the mesh patterns.

There is further research on estimating the number of persons at a specific time in a
spatial area. Khodabandelou et al. [18] and Cecaj et al. [19] estimated the urban scale
dynamic population densities with mobile network traffic data. Bachir et al. [20] and
Aasa et al. [21] estimated the dynamic population densities within an area used in
the census. All of the results make methodological contributions, but none is related
to the problem of tourism estimation. For tourism applications, we note the work of
Ahas et al. [22] who used the anonymized GPS data, extracted foreigners’ data based
on the information on the mobile phone as the tourists’ data from foreign countries,
and analyzed the difference in behavior among nationalities. Ahas et al. [23] also
analyzed the data with accommodation statistics and showed the distribution of the
bias of the data. They emphasized that their data was a sensitive issue due to privacy
concerns. If we could access data similar to theirs, our research objective would have
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been much more quickly accomplished, however, we are unable to access such data
due to privacy restrictions in Japan, as they emphasized.

Recent research about Japanese tourism, has mainly focused upon the use of
other forms of data other than that from the traditional surveys. Ubukata et al. [24]
estimated the features of tourists’ behavior using GPS data, i.e., the number of those
visiting a specific area, the staying duration, the origin and the traffic mode to visit
the site(s). Their data was collected with the smartphone users’ consent every 5 min.
They reported that the number of users who consented was only about 5% of the
Japanese population, implying that there could be a bias in their findings. They
extracted the tourists’ data by following a 2-step criteria; First, the number of visits
to the objective area per year is less than 12. Secondly, the users walked around
at least two touristic areas. Kobayashi et al. [25] also used GPS traces to estimate
tourist flows but only used the simple criteria of howmany days a person is observed
as a criterion to distinguish tourists from other persons in their sample. Dantsuji
et al. [26] used Wi-Fi packet data and estimated the stay time of tourists. Nakanishi
et al. [27] used Wi-Fi packet data and counted the number of persons visiting the
facilities with Wi-Fi packet sensors. Kawakami et al. [28] used the same population
mesh data that will be used in our subsequent study and OD traffic volume that is
published from the same mobile phone provider to estimate the OD traffic volumes.
They showed that the data could contribute to understanding the tourists’ behavior
and also pointed out the need to better estimate the total tourist population. However,
they focused on the predefined meshes or areas created by combining the meshes,
so their study did not consider the non-uniformly shaped touristic areas. Gao and
Schmöcker [29], also suggested that Wi-Fi packet data is a good source to estimate
point specific tourist numbers only near the Wi-Fi sensor as well as flows of tourists
between specific parts of the city, however, a large number of sensor installations is
required which may be nonviable to obtain the total number of tourists.

In conclusion, the majority of the past research on tourist estimation studies is
based on data from the traditional surveys, except for some recent contributions
[30−32]. There is relatively little research on estimating the number of tourists
using other sources of data The main novelty of this study is the estimation of the
population from mesh data using the population from small sample GPS data and
accessibility information. In addition to this, we also estimate the population within
the areas defined by the Kyoto city government. As shown by the literature, land-use
and other “map data” also appear to be promising to partly overcome these problems
like estimating the number of tourists. The subsequent study aims to explore this
further within the touristic areas.
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3 Tourism in Kyoto and Data Overview

3.1 Tourism in Kyoto

Tourismbehavior inKyoto iswidely varied and dispersed, and the tourists use various
transport modes to travel between touristic areas. Figure 2 shows the map of Kyoto
city and the 37 tourist areas, andTable 1 indicates the name and size of each area. Shen
et al. [33] used the same map’s definitions to estimate tourist flows between these
areas based on a survey of tourists at public transport stations. The density of public
transportation is higher in the south region of Kyoto city than in the north. Kyoto city
government strongly recommends tourists to travel without their cars. This policy
is called “Arukumachi Kyoto.”; in English, “Kyoto, the town for walking around.”
Thanks to this policy, many tourists use a variety of other transportation modes.
These areas shown in Fig. 2 have multiple sizes and features: some include only one
famous touristic point, some include a few touristic points, and some cover huge
areas like hiking trails. As Fig. 2 and Table 1 illustrate, our challenge is to estimate
the number of tourists within the various size areas and characterize them.

Ishigami et al. [34] mentioned that mobile network operational data and GPS data
focus on all traffic modes, Wi-Fi access point data mainly targets pedestrians within
the vicinity of Wi-Fi spots, traffic IC card data targets only public transportation
users, whereas probe car data clearly records only car users. From this perspective,
mobile network operational data and GPS data are most suitable for our study, which
is why we sought access to these two types of data sources.

3.2 Mesh Data

First, ourmobile network operational data are “mobile spatial statistics” from amajor
Japanese mobile phone service provider [35]. This data is generated based on the
following criteria; counting the number of mobile phones around the cellular phone
base station, expanding the counted value based on the diffusion rate of the mobile
phone provider, and using these values to provide estimates within standardized 1 km
square mesh population. This mesh data is only published based on predetermined
meshes defined for all of Japan. Adjusting the data to non-uniform meshes is not
trivial. Consider a case where half the mesh is covered by inaccessible mountains
and the other half of the mesh contains touristic POIs. (A scenario that is common in
Kyoto as several temples are located at the gateways to mountains.) Then presuming
that half of the mesh population is in the touristic part of the mesh is clearly an
underestimation. As will be discussed in Sect. 5–3, we, therefore, use the GPS data
to account for such cases.

The total number of persons in a mesh can be considered accurate due to the
significant market share of the mobile phone provider. The mesh data also allows
us to distinguish between the people from Kyoto, other provinces of Japan and
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Fig. 2 Touristic areas in Kyoto city (Source Survey by Kyoto city government)

foreigners. The data provider is able to do so according to the registered address of
themobile phone.However, for privacy reasons, only aggregateddata is available, and
the number of persons within a mesh is not published if too small. This particularly
implies that, the number of foreign tourists can only be obtained for large space
and/or time intervals. In this study, therefore, we focus on Japanese tourists who
make up about 90% of the total tourists in Kyoto.

Data was obtained for some Wednesdays and weekends/public holidays for the
period (October 2018−January 2019) i.e., from the period before COVID-19. We
considered averages for Wednesdays as representative of weekdays and averages for
weekends and public holidays as representative of holidays.
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Table 1 The name and size of each touristic area

No Name Size
[km2]

No Name Size
[km2]

No Name Size
[km2]

1 Ohara/Yase 21.9 15 Ginkaku-Ji
Temple

0.0742 29 Kyoto
station
Vicinity

2.20

2 Kurama Area 5.03 16 The path of
philosophy

1.34 30 Katsura
imperial
villa

0.396

3 Takaragaike 6.83 17 Heian Jingu
Shrine

1.59 31 Tofuku-ji
Temple
Area

1.31

4 Kamigamo Shrine 1.28 18 Kyoto imperial
palace

1.45 32 To-ji
Temple
Area

0.423

5 Takao Area 1.89 19 Hanazono Area 1.03 33 Fushimi
inari
Shrine

1.45

6 Shugakuin/Shisendo 2.35 20 Nijo castle
Area

0.765 34 Daigo-ji
Temple
Area

0.476

7 Koetsu-Ji Temple 0.579 21 Nijo station
Vicinity

0.382 35 Jonan-gu
Shrine
Area

0.111

8 Kitayama-dori street 1.17 22 Uzumasa Area 0.431 36 Fushimi
Area

0.448

9 Daitoku-Ji Temple 0.685 23 Arashiyama
Area

1.54 37 Keihoku
direction

108

10 Kinkaku-ji Temple 0.408 24 Gion Area 1.53

11 Shimogamo Shrine 1.36 25 Kawaramachi 1.25

12 Kitano Temmangu
Shrine

1.03 26 Matsuo Taisha
Area

1.30

13 Kinugasa / Omuro 1.77 27 Kiyomizu-dera
Temple

0.433

14 Sagano Area 3.48 28 Sanjusangendo 0.702

3.3 GPS Data

Secondly, we have access to GPS data from a public transport planning mobile
phone application called “Arukumachi Kyoto.” Some users have given their consent
to being tracked, and their locations and timestamps are stored mostly while the
app is in use. With this individual data, user ID, and using language in users’ OS,
it is possible to distinguish between Japanese and foreigners. To match our analysis
with the mesh data, we use only data from those presumed as Japanese based on the
language settings. Mainly due to the necessity of the users’ consent to obtain the
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data, the sample size of this GPS data is much smaller than the mesh data. The data
will be further biased towards those using public transport as car users have less need
to use this app. Because of this, even if we aggregate the data, it does not provide the
actual value of the number of persons within an area and we need to consider it in
conjunction with other data. Our data covers all days for the period between October
2018 and January 2019.

We note, that GPS data also has accuracy issues. However, we suggest this is
a minor issue in our case, since we used GPS data only for counting the number
of users per hour within each mesh. Specifically, we consider a traveler was in the
mesh at each hour when at least one GPS record is inside the area. Hence errors can
be made only if all records of a user over an hour (if there are multiple ones) are
continuously outside the touristic area which the traveler visited. That case can be
made only when a user stayed or walked around near the mesh edge for over one
hour. This is, however, not likely the case because almost all tourists walk around
in various directions for tourism. Clearly, the aforementioned problem, of missing
records, is a more significant one.

3.4 Point of Interest (POI) Data

We also used “POI data” collected from Google maps API. We collected the infor-
mation on the objects labeled “tourist_attraction.” The information includes the lati-
tude, longitude as well as the average rating by visitors of the POI and the number
of ratings. Figure 3 shows the number of POIs per mesh, the average rating, and the
total number of ratings within each mesh. As can be seen, 165 meshes have no POI.
Their distribution is shown in Fig. 3. The figure shows that most meshes do not have
POIs and the ratings are concentrated within a few meshes. Furthermore, most of the
POIs are rated highly.

Fig. 3 The distribution of
the three types of POI values
per mesh

150

175

200

225

250

275

300

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
| | | | | | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

N
um

be
rs

 o
f m

es
he

s

POIs [× 30] Rating persons [× 60000] Av ratings [× 5]



230 T. Nishigaki et al.

3.5 Public Transportation Data

We also used public transportation data to explain in how far the accessibility of an
area explains the tourist presence. We estimated this accessibility by the number of
stations or bus stops and travel costs. Since GTFS data was not available for Kyoto,
the information on routes, their frequencies and fare information was gathered from
the operators’ web pages. The average waiting time of each line at its terminal during
3 h time intervals was used as the frequency of the line as a representative. We used
the fare table for Kyoto city subway [36] as the fare for all links on the train as fares
for each train link are not published and since there is no fixed fare per km. The fare
for all buses was set to 230 JPY as this is the Kyoto city bus flat fare, though some
operators charge in some parts of the city slightly different (distance-depending) fares
that are not published on web pages. The generalized travel cost, therefore, includes
travel time, waiting time, and fare.We used the time value of 29.8 JPY/min suggested
in the VOT meta-analysis of Kato and Hashimoto [37]. Frequency is converted into
waiting time, assuming regular service arrivals and random passenger arrival.

We used the above public transport information as direct indicators of the
accessibility in conjunction with the POI data as shown by Eq. (1).

Wit =
∑

j

w j exp
(−Ci jt

)
(1)

where Cijt is the generalized cost from station or bus stop i to mesh j in time of day
t. This includes the travel time, waiting time, and fare. wj is the weight of mesh j
based on the POIs in the mesh. We consider four types of POI weights to reflect
their attractiveness to tourists: wp

j is the average number of ratings (number of rating
persons) andwr

j the average ratewithin amesh. The product of ratings and the number
of ratings can be considered as a more comprehensive measure of attractiveness, so
that we further define wa

j = wp
jw

r
j as well as a logarithmic version of ln(wa

j ). Our
rationale for testing the logarithmic value of wa

j was that it is closer to a normal
distribution than wa

j . In the regression we tested all versions as will be described in
Sect. 5.

4 Tourist Number Estimation from Mobile Spatial
Statistics

Since our objective is to extract the tourists in the various areas shown in Fig. 2,
the mobile spatial statistics need to be adjusted. For one, not all non-residents will
be tourists and, secondly, the areas of interest do not match those for which data is
available.

To address these problems, we tested two approaches. First, we extracted the
visitors’ data within the mesh, overlapping with the touristic areas. There are 890



Estimating the Number of Tourists in Kyoto Based on GPS Traces … 231

meshes within Kyoto city out of which 289 overlap with the touristic areas shown
in Fig. 2. The number of persons for each month within the 890 meshes is shown in
Fig. 4, and the number of persons within the 289 “touristic meshes” in each month
is shown in Fig. 5.

The figures illustrate the concentration of visitors on the touristic meshes, but
clearly there are also non-tourists amongst the visiting population. We refer to this
estimate of tourists as P̂ , noting that it will overestimate the number of tourists.
The figures also illustrate that November is the busiest tourist month and December
the least busy month. November is the month of autumn foliage in Kyoto, usually
attracting large numbers of tourists. Instead, December, due to weather conditions
andworking and school schedules, is generally amonthwith relatively little domestic
tourism. Hence as a conservative (underestimate) of the tourist population, we
extracted the part of the tourists’ data in November by removing the number of
visitors in December and refer to this as P̌ and show it in Fig. 6

Instead of taking a mean of the two estimates, we aim at obtaining evidence as to
which approach is more appropriate. First, we note that Kawakami et al. [28] used
the same data as ours for tourist flow estimation and compared their approach with
survey data and suggested that results from P̂ matched well with the survey result.
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Fig. 4 Number of visitors in all Kyoto meshes a on weekdays (left) b on holidays (right)
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Fig. 6 P̌ in each time of day a on weekdays (left) b on holidays (right) in November

To obtain further evidence, we return to our second data set, the GPS traces. Also
here, the problem of distinguishing visitors from the tourists remains. As an indicator
of whether a person is likely a visitor, we consider the number of touristic places
visited by the respondents over the period for which we have (infrequent) tracking
records. Our hypothesis is that the number of recorded tourist areas per day referred
to as μ, will tend to be larger for tourists. To find a suitable threshold, we conducted
a sensitivity analysis comparing mesh data in the form P̂ and P̌ as the dependent
variable andGPS data as the independent variable with a LR. The results for different
thresholds ranging fromμ= 0 to 2 with steps of 0.1 are shown in Fig. 7. We find that
the best fit with P̂ is achieved withμ= 0.3. For P̌ the R2 continuously increased, but
the gradient of this became negligible when μ > 0.4. A value of 0.3 might seem low,
but our GPS data is sampled mostly only when the travelers used the app. Therefore,
especially visits to neighboring, walkable attraction areas might be missed. Overall,
considering these points, 0.3 appears to be reasonable. The number of persons based
on GPS data with and without the threshold is shown in Fig. 8. In particular, we note
that for weekdays the estimate with μ appears to be more realistic as clearly tourists
tend to populate the touristic places during the day hours.

Overall, based on this analysis and the aforementioned research of Kawakami
et al. [28], we concluded that P̂ is a better estimate than P̌ for the number of tourists
and that 0.3 tourist areas visited per day appears to be a suitable threshold to extract
tourists from the longer-term GPS tracking data.

We conclude this section by noting the small number of observations we have in
Fig. 9 for the GPS data, implying that if one wants to use the GPS data as a basis for
tourist number estimation, additional information for appropriate scaling is required,
which is our topic of discussion in the next section.
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Fig. 8 Number of persons recorded in tourism areas with μ = 0 based on GPS records a on
weekdays (left) b on holidays (right)
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Fig. 9 Number of persons recorded in tourism areas with μ = 0 based on GPS records a on
weekdays (left) b on holidays (right)
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5 Tourist Number Estimation from GPS Traces and POI
Information

5.1 Linear Regression Model

We first conducted LR to estimate the number of tourists. The dependent variable is
the number of tourists from the mesh data per day, month, and time of day in each
mesh, i.e., we consider this data as “true.” The independent variables are the GPS
records, the estimates of attractiveness based on POI numbers and ratings as well
as the aforementioned accessibility indices. We selected the independent variables
following the stepwise forward method. To avoid multicollinearity, we did not use
variables with absolute correlation coefficients exceeding 0.4 simultaneously.

As a consequence, our preferredmodels all only have two significant uncorrelated
remaining variables from the set of independent variables. One is gi,m,t the number
of tourists from GPS data in mesh i, month m, and time of day t per day. The other
is si,t the weighted number of stations (WNS) in mesh i and time of day t weighted
by type mesh attractiveness wa

j . The LR results for weekdays are shown in Table
2. We keep the model with GPS data only in the table as it shows the correlation
between the two data sets. We note that we tested additional models with a constant
but found this constant to be insignificant. Both variables have the expected sign
with the GPS data clearly being of more significance. Our composite attractiveness
measure is, however, also highly significant and can contribute to explaining the
differences between the two data sets.

We also show the LR results for holidays in Table 3. The results were mainly
the same as on weekdays, but β of GPS data was smaller, and β of WNS was larger
than the result on weekdays. The result suggests hence that the two data sets are
less related on weekends and that the attractiveness of the POIs is more important
in explaining the tourist number on weekends. Alternative interpretations could be
related to different app usage which triggers the recording of a GPS location. For
example, most tourists on weekdays probably live nearer Kyoto city and are more
familiar than tourists on holidays. If so, most tourists on weekdays use the app only

Table 2 LR results on weekdays

Model 1 Model 2

B S.E B T B S.E β t

gi,m,t [103] 1.29 3.49 0.911 368b 1.22 3.50 0.865 348b

si,t [10−2] − − − − 1.64 2.91 × 10−4 0.140 56.4b

RMSE 424 402

AIC 414,479.3 414,477.4

N 27,744 27,744

B: Non-standardized coefficient, S.E.: standardized error, β: standardized coefficient, a: p <
0.05, b: p < 0.01
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around the station just to know when trains arrive at and leave the station because
they have a clear understanding of the transportation system. On the other hand,
tourists on holidays utilize the app frequently to search for the best way to their next
destination because they are not familiar with transportation system in Kyoto city.
In this case, the amount of GPS data could converge on weekdays, and be dispersed
on holidays, which clearly explains our obtained result.

The scatter plot, whose x-axis is the estimated population and the y-axis is the
mesh population for Model 2, is shown in Fig. 10a, and the fit of Model 4 is shown
in Fig. 10b. As can be seen, the results are satisfactory with correlation coefficients
above 0.91.

Table 3 LR results on holidays

Model 3 Model 4

B S.E B T B S.E β T

gi,m,t [103] 0.979 2.76 0.905 355b 0.892 2.50 0.824 356b

si,t[10−2] − − − − 3.54 3.35 × 10−4 0.237 103b

RMSE 556 474

AIC 429,466 429,465

N 27,744 27,744

B: Non-standardized coefficient, S.E.: standardized error, β: standardized coefficient, a: p <
0.05, b: p < 0.01
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5.2 Hierarchical Linear Models

Tourism behavior in Kyoto changes with the seasons. In particular red leaves in
autumn and winter scenery with snow in January or February tend to attract tourists
to different sites. In addition to this, the time distribution of GPS data can be different
from that of mesh data because GPS data were collected when the app was used.
Considering these, we test if the coefficient values vary by month and time of day
using HLM.

HLM is a way of considering the fixed and random effects within groups of the
whole sample. Consideration of random effects means that group-specific variables
are estimated, whereas the assumption of fixed effects means a “global” variable for
the whole data set. In HLM, the variances of each coefficient among the group are
considered if the coefficient has a random effect. The coefficient of each group is
assumed to follow the normal distribution with the fixed effects as average and the
variance. All coefficients including constant values can have a random effect, so that
we must decide for which coefficient it is more suitable to estimate a random effect
when applying the HLM. We test different specifications and select the best model
based on terms of minimal AIC [38].

Criteria for the appropriateness of using an HLM approach are the intra-class
correlation coefficient (ICC) and the design effect (DE). ICC follows Eq. (2), and
DE Eq. (3) [38].

ICC = τ

σ
(2)

DE = 1+ (k − 1) × ICC (3)

τ is the variance among groups, and σ is the variance of all samples. k is the average
number of samples in each group. The larger the ICC, the more significant the effect
of dividing the samples. However, the ICC becomes small if the average number of
samples in each group is large. On the other hand, the DE can consider the impact of
the average number of samples in each group. It is commonly accepted that an ICC
> 0.1 or a DE > 2.0 indicates the suitability of using HLM. Moreover, even if these
criteria are not satisfied, applying HLM is reasonable when the application decreases
the AIC [38].

We divided our samples into 4 groups based on months (October, November,
December, and January) and 24 groups based on the hour of the day. When we
divided our samples into monthly groups, we obtained ICC = 0.0004 and 0.0005
and DE = 3.5, DE = 30 for weekdays and holidays respectively. For the hourly
models, the ICC values were 0.0172 and 0.011 as well as 20 and 14 respectively.
Considering these results, our adoption of the HLM is reasonable.

The monthly results are shown in Table 4. The AIC became the smallest when
the coefficient of GPS data had a random effect, and the coefficient of WNS data did
not have a random effect. The comparison of the RMSE of the LR and HLMmodels
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is shown in Fig. 11. In this figure, for a fairer comparison, we divided RMSE by
the average population per month because a higher average population is associated
with a bigger improvement in RMSE. Based on this, we can know for each month
the improvement of using the HLM. RMSE values slightly decreased compared to
the LR results, but the difference in RMSE is not large. Considering these results,
GPS data represents the effect of the month well. The range improvement is slightly
more significant on weekdays than on holidays. The fact that only GPS data has a
random effect suggests that the inconsistency of mesh data and GPS data is more
significant on weekdays than on holidays but that this effect depends on the month.
An explanation is that mesh data on weekdays includes more non-tourists than on
holiday and that the size of this effect has a seasonal dependence.

The hourly results are shown in Table 5. Also here we find that adding random
effects for the GPS records but not for si,t is the preferred model.

Table 4 HLM results considering the month’s effect

Model 5(Weekdays) Model 6(Holidays)

B S.E β t B S.E B t

gi,m,t [103] 1.27 58.0 0.892 21.9b 0.906 16.3 0.831 55.5 b

si,t [10−2] 1.58 2.86 × 10−4 0.138 55.8b 3.49 3.45 × 10−4 0.240 101b

Variance of coefficient

gi,m,t [103] 13.3 1.04

RMSE 393 472

AIC 410,249 420,398

N 27,744 27,744

B: Non-standardized coefficient, S.E.: standardized error, β: standardized coefficient, a: p <
0.05, b: p < 0.01
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Table 5 HLM results considering time of day effects

Model 7 (Weekdays) Model 8 (Holidays)

B S.E B t B S.E B t

gi,m,t [103] 1.19 27.5 0.840 43.4b 0.963 36.7 0.883 26.2b

si,t [10−2] 1.63 2.84 × 10−4 0.143 57.5b 3.32 3.15 × 10−4 0.228 105b

Variance of coefficient

gi,m,t [103] 17.5 32.1

RMSE 390 429

AIC 409,941 415,172

N 27,744 27,744

B: Non-standardized coefficient, S.E.: standardized error, β: standardized coefficient, a p <
0.05, b p < 0.01

The RMSE values decreased more significantly compared to the LR results for
both weekdays and holidays. The comparison of the RMSE of the LR and HLM is
shown in Fig. 12.

It can be observed that the difference in RMSE in the early morning was more
significant than for other times of the day. The reason could be that many tourists
used the app at that time of day. Further, comparing weekdays and holidays, the
range of improvement on holidays is bigger than on weekdays possibly for the same
reason. As additional evidence, we find that on weekdays the improvement is larger
in earlier times of the day (predominantly 6–8 am.) than on holidays (8–10 am.) as
presumably there is a larger proportion of non-tourists in the early morning weekday
data. These effects are reflected in Fig. 13 in comparison to Fig. 10.
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5.3 Estimation of the Number of Tourists Within
the Touristic Areas

In previous subsections, we estimated the LR based on the standard 1 km2 meshes
that are provided by the data provider. We now apply the preferred models found in
previous subsections to the comparison between the GPS data (plus attractiveness
and accessibility) models and the mesh data by considering the actual tourist areas
shown in Fig. 2. Hence both data sets are adjusted to fit the revised areas.

The results of using the HLM models are shown in Fig. 14. The figure shows the
comparison between the “estimated population” based on the HLM model and the
“distributed mesh population” for each area, month and time of day. There are hence
3,552 (= 37areas × 4 months × 24h ) points in each graph. The distributed mesh
population is obtained by a simple estimate of multiplying the population of each
mesh that overlaps with the target area with a “GPS overlapping ratio”. This ratio is
defined as the percentage of the GPS data that are within the target area part of the
mesh compared to all GPS records found in this mesh. The “GPS overlapping ratio”
is used instead of simply taking the area overlap itself to correct for cases where, for
example, half of the mesh area is mountainous and not accessible. In that case most
GPS records will be found in the target area part of the mesh and hence the ratio will
be near one so that also all the mesh population will be assumed to be in the target
area.

Due to various assumptions discussed in this and previous sections, we acknowl-
edge hence that both “distributed” and “estimated” values could be different from
the actual ones. However, our matching shown in Fig. 14 gives us some confidence
that our values are not too far from the ground truth. In general, we observe a good
model fit for the two methods that need to overcome very different data limitations.
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Among the areas with worse fit, that is a larger RMSE, are Areas 25 and 29 (refer
to Fig. 2 andTable 1). These areas include stationswith interchange between different
train lines. Our estimated values might hence miss some tourists who only traverse
this area but do not stay there for longer term. We further observe some errors in
Areas 2, 35 and 37. These are far from the public transportation services and have a
low number of tourists. Random under-sampling in these areas as well as systemic
under-sampling of tourists coming by car to these areas–who are hence less likely
captured with the GPS data from our travel planning app—might contribute to these
errors.

6 Conclusion

Our study discussed the problem of estimating the number of tourists in specific
areas and times given that most commonly available data sets are inadequate for
this purpose. We suggest that, this is not only a common problem for many cities
but also an often under-researched area by the transportation research community.
Alternative methods to estimate the tourist population in specific areas at specific
times are based on counting, tickets sales, hotel bookings, etc. However, in this paper,
we showed that a range of map data in conjunction with relatively “small big data”
could be a potentially useful alternative.

In the case of Kyoto City, as well as other cities, it might be possible to obtain
visitor versus residential data, but clearly not all visitors are tourists. We first discuss
how the mobile spatial statistics might be adjusted accordingly and then how an
adjusted set of GPS data plus POI and accessibility data can be used to estimate the
number of tourists. The mobile spatial statistics of non-residents, in general, appear
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to give a good estimate of tourist numbers, however, the estimate unsurprisingly
appears to be better on holidays than on weekdays.

From the GPS tracking data, we found that taking a threshold of 0.3 tourist
attraction visits per day is a reasonable threshold to distinguish tourists. As afore
discussed, the value might seem low, but important to remember is that our sampling
frequency is quite low such that a fairly large number of attraction visits are likely
to be missed and that the data is recorded over a longer period such that also days
without tourist activities could be included. One reason why the sampling frequency
is quite low is that the GPS data is sampled mostly only when travelled used the app.
Also, the utilization frequency of the app is for many tourists low, among others,
because the attraction areas in Kyoto city are easily walked to and from. Therefore,
if applied to other GPS tracking data sets, the threshold might have to be revised.

Our linear regressionmodelsmatching themobile statistics withGPS records plus
additional information from thePOIs and accessibility information generally, showed
a good fit as illustrated by the R2 values as well as the plot of the two estimates. The
standardized coefficients of GPS data and the weighted number of stations differed
between weekdays and holidays. This might suggest that the tendency to use the
app which triggers the recording of the GPS locations is different on weekdays and
holidays. The difference might also be due to different touring patterns on weekdays
with a different weight also attached to accessibility. Yet another interpretation is
again related to the different proportion of non-tourists in the data on weekdays.

The results improved further when using HLM. Dividing the samples by month
also improved the model fit, though the increase was mostly insignificant. Instead,
by dividing the samples based on the time of day, the model accuracy was improved
more significantly. In both models, variable from GPS data have a random effect so
that GPS data can have a bias based on month or time of day, and we could establish
the model considering this bias. The range of improvement in the early morning,
from 6 a.m. to 8 a.m. on weekdays and from 8 a.m. to 10 a.m. on holidays, was
higher than that of other times during the day. These results also suggested different
touring patterns on weekdays and holidays and different proportions of non-tourists
in the data on weekdays and holidays.

We then applied the HLM model to estimate the tourist population within the
touristic areas predefined by the Kyoto city government. Since there is no ground
truth data for this estimation result, we compared the estimations by the two data sets.
As a result, we gained some confidence that our estimation results are reasonable.
Nevertheless, in future work, we certainly hope to obtain some observed data to
obtain more evidence to affirm our present conclusions. In ongoing work, we are
further utilizing the forementioned data to obtain additional information such as the
stay duration in touristic areas and characteristics of tourist movements in the city.
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Development of an Evaluation System
for Virtual Ridepooling Stops: A Case
Study

Dennis Harmann, Sefa Yilmaz-Niewerth, Riklas Häbel, Vanessa Vinke,
Sarah Kögler, and Bernhard Friedrich

Abstract The majority of shared mobility services such as ridepooling use prede-
fined locations to pick-up and drop-off passengers, so-called virtual stops. Compared
to public transport stops, they do not require any infrastructural conditions. However,
little to no attention is usually paid to the importance of the local environment when
implementing virtual stops in an urban network. This paper presents an evaluation
system to assess the feasibility of real-world virtual stops. We focus on essential cri-
teria concerning admissibility, accessibility and the impact on traffic flow. To apply
the proposed evaluation system, we used a case study of a mid-sized city in Germany
with more than 4.300 virtual stops deployed by three different distribution methods.
The results show that a vehicle may legally stop at 87% of these virtual stop locations
and that 38% provide barrier-free access. In addition, at almost all stops (about 95%),
the vehicle must remain on the roadway since there is no bay offered to leave the
road. Regarding the distribution methods, the intersection approach shows benefits.

Keywords Ride access points · PUDO locations ·Meeting points · Ridesharing ·
Shared mobility

1 Introduction

The location to access a transportation mode is one of the most essential elements
of a trip. Especially for public transport systems, the stop positions must be chosen
carefully. Moreover, they have to provide several essential infrastructure elements
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like a shelter, a bin, or seating possibilities, in terms of quality, cleanliness, and
accessibility.

However, innovative and sharedmobility systems like ridepooling also use specific
stop locations to pick-up or drop-off (PUDO) passengers. As there are more and
more cities offering new stop-based mobility services, the number of stops for these
services will increase accordingly. Therefore, the study of these PUDO locations
compared to other vehicle stops in public urban space is becoming increasingly
important, especially in terms of infrastructural requirements.

According to Pettersson [15], there are three different variants of PUDO points
for shared and on-demand mobility services. Besides the mentioned physical (bus)
stops, there is the opportunity to operate in a taxi-like door-to-door service or to
provide a stop-based service, using so-called virtual stops. However, it is proven
by several research studies (i.e. [8, 17, 20]), that a stop-based system leads to a
significant improvement for the service quality and efficiency compared to a door-
to-door service. Though, this involves an additional walk for the customer to the
vehicle’s stop position [19]. The main difference of a virtual stop in comparison to a
common public transport bus stop is that they are virtual, which implies that a virtual
stop does not contain any additional physical infrastructure in a given road space and
therefore can, theoretically, be located on any place of a roadside [16]. It is simply
a digital location that can be identified with a mobile device including the related
application of the provider. Consequently, they do not impact the cities infrastructure
and do not show a specific design.

In comparison, public transport stops have a major impact on the cityscape. In
addition to the necessary functional infrastructure elements, the design of the stops is
becoming more and more important. Brovarone [2] concluded that a public transport
stop can be developed as an active element that is embedded in its surroundings or
serves as an eye-catcher. In general, five design principles for public transport stops
could be highlighted: imageability, belonging, usability, transparency and accessibil-
ity. The aspect of accessibility is of particular importance for the attractiveness of a
mode of transport with regard to demographic change [11]. As representing a public
space, the requirements for public transport stops are defined by law. In Germany,
for instance, every public transport stop must be designed barrier-free, according to
the German guideline of the Passenger Transportation Act [13].

Apart from the conditions focusing on the user perspective, public transport bus
stops must also take into account the requirements of vehicles at a stop location.
Bus stop locations must provide sufficient space for a safe and comfortable arrival
and departure to or from the stop, so aspects such as the width of the road and the
required edge length must be considered when designing the bus stop [11].

In addition to public transport stops, stop areas reserved for taxis are another
type of stop in cities. These taxi ranks are usually designed for parking several taxi
vehicles. Therefore, planning such a taxi rank also means thinking about the number
of taxis parking there. According to Cooper et al. [3], the main objective is to identify
a location where taxis can wait for the next upcoming request, and where passengers
can come and enter the vehicle comfortably, instead of hailing on street. Moreover,



Development of an Evaluation System for Virtual Ridepooling Stops: A Case Study 247

the parking taxis do not impact the traffic flow, due to their own reserved parking
lane. On the other hand, they “occupy valuable space in central city locations” [3].

Concerning virtual stops for ridepooling, the literature mainly deals with simula-
tive investigation or with the optimization of the service itself in terms of dispatching
requests and vehicles or in terms of user experience. Engelhardt and Bogenberger
[6] set up a simulation framework to analyze the impact of the boarding process
and the stop’s density and to optimize these virtual stops dynamically. To do so,
they used a case study of Munich and created various scenarios using different sets
of PUDO locations. As a result, the created model could increase the number of
customers. However, virtual stops are only considered as digital points in an agent-
based simulation setup and are located independently from the local environment
or infrastructure. Similar to this work, Lotze et al. [12] investigated the difference
between static and dynamic virtual stops. In their work, dynamic assigning of stops
is based on current demand. They focus on the assessment of route length and travel
time, and concluded, that dynamic stops lead to an improvement of both the criteria.

Bilali et al. [1] developed a model, which analyzed the service quality in terms of
shareability. Besides constraints like detour time and waiting time they also consid-
ered the time to board and alight the vehicle. However, in their mathematical model,
they do not consider the local conditions of PUDO locations within the shareability
factor. In contrast to this, Hub et al. [10] investigated the user experience of an aug-
mented reality-based prototype to visualize virtual stops concerning usability and
intuitiveness. Due to the very specific sample of a total of 18 young people who
were interviewed for this purpose, the diversity of society is not taken into account.
This work concentrates on visualization and tries to ease the identification of vir-
tual stops, with specific regard to autonomous vehicles. Czioska et al. [4, 5] points
out that PUDO locations should be only located, where a safe boarding is ensured.
In this context, they chose predefined and feasible areas like parking places, fuel
stations, or cul-de-sacs. However, they investigated private and intercity rideshar-
ing systems, which have other requirements in terms of routing and dispatching.
Especially in urban areas, a high density of virtual stops is necessary to provide
an efficient ridepooling service [5]. This is not possible by only focusing on these
locations to implement virtual stops. In addition, Harmann et al. [9] conducted vari-
ous expert interviews regarding PUDO points for ridepooling services. As a result,
among others, unsuitable locations for virtual stops could be obtained: dead ends,
railroad crossings, bicycle lanes, parking and stopping bans. However, the attractive-
ness of a future mobility service operating with automated vehicles highly depends
on the users’ experience at PUDO locations [14].

So far, however, there are no infrastructural requirements that a virtual stop must
fulfill, even though it is located in a public space. In contrast, public transport stops
must offer barrier-free access, among other things. Therefore, there is a need for clear
and transparent criteria that a virtual stop should fulfill in order to be usable for both
users and vehicles.

In this context, our aim with this paper is to propose and apply an evaluation
system to assess the local conditions of virtual stops. For this purpose, we have
implemented more than 4.300 virtual stops in the city of Braunschweig, Germany,
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using different distribution methods. Subsequently, we applied the evaluation system
through empirical research to analyze the local environment of each stop.

2 Methodology

2.1 Evaluation Criteria

The evaluation system consists of four criteria, with the first criterion serving as
initialization. Table 1 provides a comprehensive overview of the criteria consid-
ered. First, the distribution method for the stop location is given and which cardinal
direction results from the center of the roadway. This information is not necessary
for evaluating a PUDO location. However, it is needed for the unique identification
of each location and for evaluation purposes such as filtering. For instance, when
applying the streetlamp concept, it could be possible that a streetlamp is located on
a central strip. Therefore, the value middle is noted for the direction criteria in this
case. The information about one-way streets may be important for route planning.

All of the following evaluation criteria are considered in terms of whether the
conditions are fulfilled or not. Consequently, the assessment values only distinguish
between True and False.

First of all, it is of particular importance whether a vehicle’s stop (of max. 3
minutes) at a certain place is allowed by law. Therefore, whether the local conditions
provide for circumstances prohibiting a stop must be checked. In our case, we focus
on German networks. Hence, we analyzed the PUDO locations according to the
German road traffic act StVO [18]. According to this, stopping is not allowed in
places with an absolute no-stopping zone or in the area of sharp curves.

In addition, stopping at taxi ranks is prohibited for shared mobility vehicles, so
these optional stops are not eligible for virtual stops. A more detailed list of all
prohibitions can be found in Table 1. Apart from these legal aspects, we have also
designated PUDO locations on roads with a speed limit higher than 50 km/h as not
permissible for a virtual stop for traffic safety reasons.

As far as the impact of virtual stops on flowing traffic is concerned, it is of crucial
importance whether the vehicle has to stop on the roadway or next to it. To address
this issue, the bay attribute is used. A bay can occur due to various local conditions
at the stop. For example, a conventional bay is a driveway where the vehicle can
briefly leave the roadway and stop next to it so that the stopping maneuver does
not affect the traffic flow. Delivery zones and any type of bay can also be used as
a stopping bay where a vehicle’s stop is not prohibited. If there is no infrastructure
for stopping at the edge of the roadway, the vehicle remains on the street. Thus,
the impact on traffic flow depends on whether other vehicles can pass the stopped
ridepooling vehicle. As a consequence, two infrastructural conditions may allow for
passing. First is the option of a simple lane change, which is only possible if there
are two or more lanes for that direction. Since the PUDO position is always on the
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Table 1 Criteria and attributes considered within the evaluation system
Criterion Attribute Value Description

Initialization Distribution
approach

Grid Stop locations with a distance of 100 m

Intersection Stop locations at each intersection arm

Streetlamp Stop locations at each streetlamp

Direction North Position of the stop according to cardinal direction
(in relation to the center of the lane)

South

West

East

Middle Position in the middle on central strip

One-Way True Stop is located in one-way street

False Stop is not located in one-way street

Admissibility Permission True Stop is allowed according to StVO [18]

False Stop is not allowed according to StVO [18] or
according to other conditions:

– Absolute stopping prohibition

– Cycling infrastructure on the roadway

– Speed limit higher than 50 km/h

– Railroad crossing

– Entrance or exit lanes

– Fire department access road

– Taxi rank

– In the running space of rail vehicles

– Traffic roundabout

– In unclear road sections

– In the area of sharp curves

Impact on traffic
flow

Bay True Vehicle can leave roadway for stop (bay, driveway,
delivery/loading zone, etc.)

False Vehicle stops on roadway

Pass-by (lane) True Other road users can pass the vehicle during the
stop, as there is at least a second lane in the
direction of travel

False There is no second lane in the direction of travel

Pass-by (width of
road)

True If the roadway width is >= 4.75 m (according to
the German guideline RASt06), it is possible for
other vehicles to pass (if necessary using the lane
for oncoming traffic) during the stop

False Passing of other vehicles during the stop is not
possible

Accessibility Barrier-free True Entry is possible directly from the curb

False Access is not possible without overcoming
obstacles (bicycle parking facilities, ditch, railroad
track) or no sidewalk available

Public transport
bus stop

True Stop is located at a bus stop

False Stop is not located at a bus stop

Green spaces True Stop is located at a green area

False Stop is not located at a green area

Parking spaces True Stop is located at parking spaces on the roadside

False Stop is not located at parking spaces
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right lane, the other one can be used for passing. However, depending on the traffic
volume, this can also cause negative impacts as other vehicles have to wait behind
the stopping vehicle. Another possibility for overtaking when there is only one lane
relates to the width of the entire roadway. According to the German guideline RASt
[7], a road width of more than 4.75 m is required for two vehicles to pass each other
without conflict. Therefore, passing is possible if this width can be guaranteed at the
virtual stop. However, it must be taken into account that the oncoming lane is used
when passing. This can lead to risky situations.

Apart from traffic-related attributes, usability also needs to be considered. One
of the essential aspects is accessibility since the service should be usable by every-
one, regardless of possible mobility impairment. Therefore, providers should not
only think about wheelchair users when it comes to accessibility. But also, elderly,
disabled, visually impaired, and peoplewith luggage or baby carriages should be pro-
vided with the opportunity to enter or leave a vehicle at a virtual stop. One aspect of
particular importance is the height of the kerb-stone. Therefore, we consider whether
it is possible to enter the vehicle directly from the curb for our evaluation system.
Suppose access to the vehicle at the PUDO location is not possible without overcom-
ing obstacles (bicycle parking facilities, ditch, railroad track) or there is no sidewalk.
In that case, the attribute barrier-free is rated as False.

As far as the accessibility aspect is concerned, public transport bus stops provide
a convenient place for entering and leaving a vehicle. Moreover, the infrastructural
conditions at bus stops are better than anywhere on the roadside. Therefore, using
a bus stop as a virtual stop is beneficial for shared mobility services. Consequently,
it is important to know whether a virtual stop is located at a bus stop. However,
depending on the service’s operator (public transport or private company) the usage
of public bus stops may not be allowed and must be adjusted with the local public
transport company.

In some cases, virtual stops are located near green areas, such as lawns, bushes or
trees. To filter such stops, we assigned to each stop position whether it is necessary to
cross green areas or whether it is possible to reach the vehicle from asphalt ground.

Another important aspect is whether there are official parking spaces at the virtual
stop. However, since it is not possible to monitor if parking spaces are available or
not, the stopping position must be on the roadside. If a parking position is available at
a particular virtual stop location, the vehicle may use it and leave the lane, if possible.
However, this cannot be guaranteed. Therefore, virtual stops at public parking places
should be considered with caution. In addition, if parking spaces are occupied by
parked vehicles, accessibility to the ridepooling-car is limited.

2.2 Empirical Investigation

The application of the proposed evaluation system and assessing attributes for all
possible virtual stop locations can only be made by practical empirical research.
This means that each PUDO location must be verified individually.
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In principle, we evaluated each stop independently and sequentially. First, we used
open-source satellite imagery. Most criteria can be assessed in this way. Based on
this data, most of the permissible aspects of a PUDO location can be easily identified.
It is also possible to determine the direction of travel and whether the stop is on a
one-way street or at a public bus stop.

Furthermore, in most cases it can be used to check if there is a bay at a particular
location. In addition, the number of lanes per direction can be determined by ana-
lyzing satellite images. Using specific measuring tools provided by satellite imagery
software allows getting thewidth of a road. Thus, whether the pass-by attribute is true
or false can be analyzed. In addition to the road-specific attributes, it is also possible
to evaluate the roadside area. According to the information from the satellite image,
it can be determined if there are green spaces or parking spaces next to the roadway.
Consequently, these attributes can also be evaluated using satellite imagery. How-
ever, sometimes there might be trees or bushes next to a parking lane. In this case,
the parking attribute is assessed as True and green spaces as False. Hence, there is
no barrier-free access to the vehicle, which leads to the corresponding assessment.

However, it is only possible to verify all attributes for a few locations using satellite
imagery. Therefore, additional on-site observations are indispensable to investigate
the missing attributes. The number of on-site observations required depends on the
quality of the satellite images for a given area. However, traffic signs in particular,
such as “absolute no parking”, are usually not visible on satellite imagery. In addition,
it is possible that trees or other obstacles on the image obscure the view of the
road, so it is not clear whether there are parking spaces, for example. Therefore,
these information must be determined by additional on-site observations. Hence, the
procedure of applying the evaluation system can be very time-consuming.

It should also bementioned that the environment determined from satellite images
can deviate from the actual conditions. Depending on when the satellite image was
taken, parking spaces may not be identified because, for example, they are vacant
and not marked on the road. An on-site observation, e.g., in the evening, shows that
there are usually many parked vehicles.

Another difficulty that must be considered is construction sites as they can lead to
uncertainties. For example construction can affect traffic routing for a period of time,
making it difficult to evaluate a PUDO location that may be present after construction
is complete. Therefore, it may be advisable to note such locations and check the local
conditions afterwards. In addition, regarding traffic regulations, there might be time
restrictions in some cases, such as temporary parking restrictions. In these cases, the
interim rule should be considered to be permanently in place.

3 Case Study

Our research work investigating virtual stops is based on the road network of Braun-
schweig, Germany. Therefore, we applied the proposed evaluation system for a case
studywithin this network. The highlighted area in Fig. 1 shows the service areawhere
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Fig. 1 Road network of
Braunschweig with the
highlighted service area

the virtual stops are implemented. This corridor connects the inner-city center and
the northern part, Braunschweig’s rural, outlying area. It consists of almost 1.000
edges with a total length of nearly 163 km, 425 intersections and covers an area of
approximately 17 km2. Moreover, there are six bus lines and two tram lines crossing
this corridor, using around 65 public transport stops in this area.

To implement virtual stops into this area,we applied the three distributionmethods
proposed by Harmann et al. [9], to get three different sets of virtual stops: Grid,
Streetlamp, Intersection. We chose a distance of 100 m for the grid approach. In
one-way streets, the stop is located only on the right side, corresponding to the
vehicle’s entrance. According to the streetlamp method, we implemented a possible
PUDO location in front of every lantern. All street crossings are considered for
the intersection approach, and virtual stops are set into each intersection arm. The
distribution approaches are applied to thewhole service area, independently from any
local restrictions or conditions. Exemplary, a segment of the service area including
virtual stop locations according to the distribution approaches is shown in Fig. 2.



Development of an Evaluation System for Virtual Ridepooling Stops: A Case Study 253

(a) Grid with a distance of 100m. (b) Streetlamps. (c) Intersection.

Fig. 2 Virtual stops after applying the approaches by Harmann et al. [9]

Table 2 Quantity of virtual stops, per distribution method

Distribution method Number of virtual stops

Grid 1036

Streetlamps 1816

Intersection 1484
∑

4336

After applying the distribution methods, we obtained more than 4.300 virtual
stops, all stored to a GeoJSON-File. Table 2 gives an overview of the number of
stops created by each approach. Due to the high density of streetlamps in the urban
area of Braunschweig, this approach leads to the most significant number of stops.

4 Results

The results are based on the case study’s empirical investigation of all virtual stops
by applying the proposed evaluation system. In the end, around 80% of the PUDO
locations needed additional on-site observations to collect the missing data, which
two persons conducted over several days. Each stop position was inspected once by
one of these persons. In particular, the identification of no-stopping zones caused this
high percentage of local examination, which could not be determined using satellite
imagery.

For the presentation of results all virtual stops that meet the attributes are consid-
ered first. Figure 3 shows the calculated share of virtual stop locations per attribute
rated as True.

Regarding the permissibility of a virtual stop, a stopped vehicle is allowed at the
majority of locations (Fig. 3a). In 13% of all virtual stops, stopping is not legal due
to restrictions, i.e. absolute parking prohibitions. This result is essential for further
evaluation since a legal stop position is a basis for establishing a virtual stop. In our
case study, 3.787 out of 4.336 can be used as a legal stop location. It can also be
seen that the distribution methods used lead to a majority of legal stopping positions,
although they are initially applied independently of the network structure.
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(a) permission (b) one-way (c) bus-stop

(d) bay (e) pass-by (lane) (f) pass-by (width)

(g) barrier-free (h) green spaces (i) parking spaces

Fig. 3 Share of virtual stops according to attributes. (orange = True; gray = False)

The share of virtual stops in one-way streets is about 17% (Fig. 3b). The density
of PUDO locations is influenced by the proportion of one-way streets since virtual
stops are only required on the right side of the road. One-way streets are especially
prevalent in dense urban and residential areas.

Regarding the virtual stops located directly at a bus stop (Fig. 3b), the applied
distribution methods resulted in a share of 2%. However, public transport (bus) stops
provide a comfortable infrastructure for customer boarding and alighting and should
be included for the operation of a ridepooling service.

The three associated attributes show different results for the criteria that focus
on the potential impact of virtual stops on moving traffic. Only 5% of all stops
provide a bay (Fig. 3c), enabling the vehicle to leave the road for the PUDO event.
Consequently, the majority of stops need to be done on the lane. For this case, the
pass-by attributes were investigated. The results of the empirical study show that in
only 9% of the cases, a second lane is available to pass the stopping vehicle (Fig.
3d). Due to urban and residential characteristics in the service area, this result is not
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surprising. Since major roads usually consist of two or more lanes in each direction,
the proportion of virtual stops on this type of road is marginal.

However, overtaking a stopping vehicle is possible in many cases due to the road
width. The results of this attribute show that at 60% of the stops, the road is wide
enough to overtake a stopping vehicle on the roadway (Fig. 3e). It should be noted
that all PUDO locations with more than one lane in each direction are included in
this percentage. Nevertheless, passing a stopping vehicle is possible at more than
50% of virtual stops. Since this mostly require the use of the oncoming lane, these
movements can lead to critical situations in terms of traffic safety. On the other hand,
around 50% of stops lead to an obstacle for traffic flow due to a stopping vehicle on
the roadway. In these cases, overtaking is not possible because of the road width.

The accessibility criteria are essential for the usability of a stop location. The
results show, that more than 1.600 stop positions in the service area offer barrier-free
access to the vehicle (Fig. 3f). However, it must be considered, that the barrier-
free attribute only consists of the vehicle stopping directly at the roadside. Other
infrastructural accessibility elements like benches or shelters cannot be guaranteed
at a virtual stop.

The share of accessible virtual stops depends primarily on local conditions such
as green spaces or parking spaces at a stop. Looking at the results of these attributes,
it is noticeable that more than half of the virtual stop positions are located either at
green spaces or parking spaces (Fig. 3g; h). Both of these can lead to restrictions on
vehicle access. In particular, if parking spaces are occupied by parked vehicles, the
PUDO event can be problematic, which is the case for 40% of all virtual stops in the
service area.

For a more detailed view of the results, Fig. 4 gives an overview of the share of
virtual stops per attribute, subdivided into the used distribution approaches. Since
providers typically use only one method to implement virtual stops, an approach-
specific evaluation is required to determine where each distribution method’s advan-
tages lie.

For most attributes, the results differ not significantly between approaches. For
example, the lower percentage of legal stop positionswithin the intersection approach
(permission) can be explained because it is not always allowed to stop directly in
front of an intersection. However, this depends on the network. On the other hand,
the lower rate for the grid approach for the one-way streets can be derived from the
distribution method itself, which provides for a stop only on the right side of the
street in the case of one-way streets.

The most conspicuous differences can be seen in the attributes pass-by, barrier-
free and parking spaces, which show significant advantages using the intersection
approach. Since roads widen before an intersection in many cases, the width of the
road is sufficient to pass a stopped vehicle. This leads to about 70% of virtual stops
realized by the intersection approach, providing the opportunity to pass the vehicle.
Moreover, the intersection approach shows a promising result regarding the barrier-
free attribute. Compared to the streetlamp and the grid approach, the share of PUDO
locations that offer a stop position directly at the curb is almost twice as high, at
around 56%. Again infrastructural conditions explain this result. Typically, there
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Fig. 4 Share of virtual stops per attribute and approach

are fewer trees or parking facilities near intersections due to better visibility. The
resulting percentage shows this for green and parking areas. In this case, the grid
and streetlamp approach indicates a higher share near one of these environmental
elements. The probability of crossing an obstacle such as a green space or passing a
parked vehicle is even lower for the intersection approach.

In addition to considering specific and unique attributes, the combination of
attributes is critical to assessing the actual usability of a stopping location. First and
foremost, locationsmust legally allow a vehicle to stop at a specific location. Asmen-
tioned above, most PUDO locations meet this requirement. However, other essential
criteria must be considered determining the quality of stop locations. Therefore, we
create several sub-datasets of virtual stops, based on the results of the evaluation sys-
tem. Each dataset consists of virtual stops for which certain attributes are required.
Consequently, it is possible, that a single stop position can be associated to more
than one dataset, as it meets the requirements for all of them. The description and
the used filters to create the datasets are listed below:

• Dataset 1: Legal and accessible

– (permission AND barrier-free == True) AND (green spaces AND parking-
spaces == False).

• Dataset 2: Legal and minimal impact on traffic flow

– (permission == True) AND (bay OR pass-by (lane) OR pass-by (width) ==
True).

• Dataset 3: Legal, accessible and minimal impact on traffic flow

– combination of Dataset 1 and Dataset 2
– (permission AND barrier-free == True) AND (green spaces AND parking-
spaces == False) AND (bay OR pass-by (lane) OR pass-by (width) == True).

Figure 5 shows the resulting number of stops that meet the attributes of each
dataset. Dataset 2 includes all PUDO locations that are legally permissible while
providing the ability to overtake the vehicle during the stop. Either by providing a
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Fig. 5 Number of virtual stops according to dataset

bay or allowing the vehicle to pass due to sufficient requirements for passing on the
road. Dataset 2 shows the highest percentage with 2.327 stops, about 53% of all
virtual stops. It is also noticeable that most of the stop locations in this dataset are
based on the intersection (897 stops) and streetlamp (881 stops) approach.

About Dataset 1, the number of stops that offer a legal and accessible location
is less than 1.500, out of more than 4.300 stops in total. This is because Dataset 1
considers all stopping positions thatmeet the barrier-free attribute and offer a location
where vehicles can legally stop. In this case, the intersection approach represents half
of the PUDO locations.

A combination of both the pre-mentioned datasets results in Dataset 3. Hence, the
filtering process presents the number of legal stopping positions providing barrier-
free access and offering the possibility to pass the vehicle, either by providing a bay,
a second lane or sufficient road width. Thus, this dataset can be used to filter out
a user- and traffic-based optimal set of virtual stops. As the diagram shows, 1.004
feasible stops can be identified within the service area. However, more than half
(54%) of these stops are implemented by applying the intersection approach. This
results in 550 legal, accessible, and non-traffic impacting PUDO locations and leads
to an average density of 296 m per stop considering the network length within the
service area.

Figure 6 shows qualitatively the differences between the unevaluated set of virtual
stops using the intersection approach with the resulting stop locations of Dataset 3
for the intersection approach. The number of stops is substantially lower, but the
service area is still equipped with a comprehensive set of PUDO locations.

In comparison, the change in the streetlamp approach after the filtering process
shows a different picture. As shown in Fig. 7, the number of virtual stops decreases
drastically from 1.816 to 274 in the case of Dataset 3. Consequently, some gaps
in the service area occur without any PUDO location. Since only a low percentage
of all stops applied by the streetlamp method provides barrier-free access as well
as options to pass-by, the result is a network with irregular distribution of virtual
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(a) All Stops. (b) Remaining stops after filtering with Dataset 3.

Fig. 6 Virtual stops by applying the intersection approach

stops after filtering with the requirements of Dataset 3. In general, the grid approach
performs worst in evaluating most attributes and can be evaluated as the least useful
method for implementing virtual stops.

5 Discussion

In general, the results show that the distribution methods lead to a high number of
legally admissible virtual stops in a network. On the other hand, the results also show
that in practice, contrary to the theoretical assumption from Rissanen [16], not every
roadside location can always be specified as a virtual stop.
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(a) All Stops. (b) Remaining stops after filtering with Dataset 3.

Fig. 7 Virtual stops by applying the streetlamp approach

Moreover, the admissibility cannot be the sole criterion. Even though the basic
idea of virtual stops is to place them in a network as quickly and uncomplicated as
possible, the locations still need to be carefully selected to ensure the general usability
of the stop. Therefore, the proposed evaluation system provides a straightforward
and comprehensive method to evaluate the feasibility of real-world virtual stops.
Nevertheless, assessing all PUDO locations in a network with this evaluation method
requires someeffort. In particular, conductingon-site observations is time-consuming
and should not be underestimated. However, most of the attributes can be assessed
using satellite imagery.

Based on the case study’s empirical investigation, we found that vehicles cannot
leave the road at most locations due to the lack of bays and therefore have to stop on
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the lane. This finding emphasizes and confirms the need for research on the possible
impact of virtual stops on traffic flow, which was also identified by Pernestål and
Kristoffersson [14].

Concerning accessibility, the evaluation results show that about 38% of all virtual
stops in the service area provide barrier-free access to the vehicle. On the other hand,
this means that most stop locations cannot be used without overcoming an obstacle.
In particular, regarding customers with impaired mobility and against the backdrop
of demographic change, providers should give these customers the option to select a
need for barrier-free PUDO location. Another option would be to generally include
only accessible virtual stops in order to always ensure barrier-free boarding and
alighting, regardless of the customers’ impairments and needs. Therefore, the stops
filtered by Dataset 1 and Dataset 3 can be used for a completely accessible service.

Zwick et al. [20] considered only public bus stops as virtual stops for their simula-
tion of a stop-based ridepooling service in Munich. Thus, a convenient infrastructure
is provided at each virtual stop as bus stops meet several requirements in terms of
accessibility and quality. However, the primary advantage of a shared mobility ser-
vice is the high density of stops, making the service more attractive and efficient.
In terms of bus stop density in our case study, the coverage of public bus stops is
significantly lower than when using the studied distribution methods to implement
virtual stops, even when considering the highly filtered set of stops from Dataset 3.

Further research will mainly focus on the potential impact of virtual stops on
traffic flow. For this purpose, a corresponding microscopic traffic flow simulation
will be developed and analyzed. Moreover, the proposed evaluation system needs
to be improved in terms of validity and transparency, for instance, by performing
a more specific quantitative analysis of the resulting stop locations. Therefore, the
results must be considered with a clear target function, for example, uniformly dense
coverage of the service area. The requirements of the proposed datasets can be used
as potential constraints. Another constraint could be the population size of an area,
which was not considered in the method proposed in this paper. Additionally, the
optimal combination of the distribution methods should be investigated, to merge the
advantages of each approach. So far, the distribution approaches have been applied
independently.

6 Conclusion

The majority of shared mobility services like ridepooling uses predefined and virtual
stop locations to pick-up and drop-off passengers. Since these stop positions do not
require any conventional infrastructural element, in theory they can be implemented
in the street network independently from any local environment. In this paper, we
present an evaluation system consisting of different essential attributes regarding the
usability like permissibility and accessibility, to assess the feasibility of real-world
virtual stops. We used a case study of the medium-sized city Braunschweig, Ger-
many with more than 4.300 virtual stops, implemented by three different distribution
methods, to apply the proposed evaluation system. The results indicate, that about
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87% of all stop positions legally allow a vehicle’s stop. However, in the majority of
stops, the vehicle must stop on the road, since only about 5% of the PUDO locations
offer a bay to leave the road during the dwell time. Concerning the accessibility, the
evaluation results show a worrying result. Only about 38% of all virtual stops in the
service area provide barrier-free access to the vehicle. Considering the distribution
methods which were used to implement virtual stops into the service area, the inter-
section approach shows most advantages. More than half of the stops, which provide
a legal stop location, where other vehicles have the option to pass the stopping vehicle
and where barrier-free access is ensured, have been implemented by the intersection
approach.
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Prediction of Signal Phase and Timing
Information: Comparison of Machine
Learning Algorithm Performance

Lena Elisa Schneegans, Josua Duensing, Kevin Heckmann, and Robert Hoyer

Abstract A significant amount of road traffic emissions are caused by traffic jams
and stops in particular in front of (signalized) intersections. Reliable signal timing
estimation methods could be the key to minimizing unnecessary braking and accel-
erating in front of traffic lights. In this paper, we present comparative experiments
of machine learning algorithms to predict the switching times of traffic actuated sig-
nals considering classification as well as regression. Best results for the prediction
of traffic actuated signals were obtained by methods based on decision trees. We
came to the conclusion that extreme gradient boosting (XGBoost) shows the best
performance for the two traffic signal systems under consideration. Here the most
poorly performing methods were SARIMAX and neural networks (RNN, LSTM,
GRU, and MLP).

1 Introduction and Background

The transportation sector is the second biggest emissions producer of greenhouse gas
in Germany and accounts for 25% of all emissions from Germany [34]. For years,
the annual NO2 limits have been exceeded in many major German cities: Major
causes in cities here are traffic jams and stops in particular in front of (signalized)
intersections. Reliable signal timing estimation methods could be the key to mini-
mizing unnecessary braking and accelerating in front of traffic lights. By utilizing
signal timing estimation methods, as used in Green Light Optimized Speed Advi-
sory Applications (GLOSA), a driver can plan ahead and avoid unnecessary stops,
thereby reducing the overall amount of emissions, see Fig. 1.
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Fig. 1 Example of a
residual red indication and
speed recommendation of a
GLOSA system from the
AKTIV project [17]

Extensive research projects demonstrated the significant reduction of stops and
emissions by the estimation of switching times. Concerning traffic signals and the
optimization of approach speeds, Menig states that stops are almost completely
avoidable [23].

Relevant articles also demonstrate the effectiveness of speed recommendations in
case of unavoidable stops [1, 29].

The simulation experiments of Richter revealed that the influence of the driving
behavior via speed recommendations resulted in up to 20% higher saturation traffic
volumes during short green times and up to 8% higher saturation traffic volumes dur-
ing long green times [30]. Fuel savings of 15% on average and 35% maximum were
demonstrated. Nevertheless, there is a lack of switching times prediction procedures
for these applications.

The demand for predictability of green starts and ends is increasing to make
(smart) route planning and approach strategies to intersections more reliable and
so environmentally friendly. Smart Routing is a method for urban navigation incor-
porating signalization information to avoid traffic jams and shorten travel times.
Smart Routing in urban areas requires an exact time sequence of upcoming sig-
nal state changes of several (adaptive) traffic lights along the routes in question.
For cooperative applications, e.g., in the field of autonomous driving, such Signal
Phase and Timing information (switching times) predictions are even considered
mandatory [31].

As described in [18] traffic lights are controlled in two different ways in Ger-
many. Some traffic lights are controlled by fixed-time signal programs. Fixed-time
controlled traffic lights are following a predefined pattern (order) of signals that is
repeated in every single cycle. This makes signal timing estimation trivial. The sec-
ond method for controlling traffic lights in Germany is by traffic actuated controllers.
These take data from the area around the intersection into account when selecting the
next stage of the traffic light. In addition to traffic detector data, a traffic light con-
troller could also use information from a multitude of sources, e.g. public transport
prioritization messages.

For these more complex and oftentimes custom-made programs signal timings
are more difficult to estimate. This is exemplified by Figs. 2 and 3. Figure 2 shows the
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Fig. 2 Example of a
fixed-time signal (green light
is black)

Fig. 3 Example of a
stronger traffic-adaptable
signalization,
Druseltalstraße, SG 7 (green
light is black)
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phase timing of a fixed-time controlled signal while Fig. 3 shows the phase timing of
a strongly traffic-adaptive signal. The green time of the fixed-time signal starts and
ends at the same cycle second in each cycle (reference Fig. 2). In contrast, the start
and end as well as the duration of the green time in Fig. 3 are adjusted to the current
traffic situation within every cycle.

The estimation of traffic actuated signals cannot be done by simply collecting
detector data and using the control program, due to the short horizon in time such a
detection affects the control. To fulfill a horizon as demanded above, more sophis-
ticated methods like machine learning (ML) methods are needed to predict future
signal behavior.

To our knowledge, there are only a few authors who have used ML methods to
predict the switching times of traffic lights. In addition, there are some statistical
approaches, see for example [20, 21, 33]. However, the procedure of the latter is not
considered suitable for practical use by [26].
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Protschky’s approaches are on the boundary of ML. He presents traffic signal
estimation with an approach via Kalman filters and frequency distributions [26–28].
Floating car data were used as the data basis. The traffic light assistance and the smart
routing were applied in Munich (model-based signalization) at approx. 600 traffic
signals. For 71% of the traffic lights an accuracy of over 95% was reached.

Weisheit’s approach uses a classicalMLmethod: Support VectorMachines. It was
first published in 2014 and completed with a dissertation in 2017 [36]. The prediction
horizon is about one cycle long. For this horizon an accuracy to the second with a
probability of over 90% is reached. The approach was tested at four intersections
in the German cities of Kassel and Düsseldorf. Process data, e.g. saved signal and
detector information, from traffic lights were used.

The second approach to switching time predictionwithML is presented byGenser
in [12]. Here too, process data from a simple actuated traffic signal located in the city
of Zurich is used, and as one of the first, Genser compared several ML methods with
each other. Unfortunately, the transfer to other traffic signals with a more complex
switching logic is missing.

A similar approach was taken by Kunashko et al. [22]. They also compare several
MLmethods, mainly based on neurons, with each other. The data model is compara-
ble to Genser. Only one traffic signal is investigated. Unfortunately, no information
on the data source and quality is provided.

To summarize, most forecasts can predict switching times with a tolerance of one
to two seconds over a horizon of mostly one phase up to a maximum of one cycle
into the future. Uncertainties exist with forecasts over the horizon of more than one
cycle.

A difference in the literature is the use of signal information. In some cases, only
historical signal images are used. In this case, current information that is used by
traffic-actuated signals for decision-making is not included in the estimation. This
contrasts with the use of current data from the last few seconds as in [22, 35] and
[11]. So-called crowd data like floating car data is also used, see [26].

In this publication, current results on the switching time prediction of urban traffic-
actuated signals using ML are presented. The results demonstrate an advancement
of the dissertation by Weisheit [35]. The focus is on the research question: Which
MLmethods are suitable for predicting the switching times of traffic signal systems?
The comparison considered here is more extensive than the one in [12], and [22]
regarding adaptivity as well as the amount of considered signals and ML methods.

In the following sections, the methodology and data basis are first explained
(Sect. 2). Then the results of these experiments are explained (Sect. 3) and finally
summarized (Sect. 4).
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2 Methodology and Data

2.1 Methodology

Initially, we selected ML methods for the experiments. The examined model types
are:

1. K Nearest Neighbors (KNN) [6],
2. Support Vector Machines (SVM) (RBF (r ) and linear (l) kernel) [25],
3. Decision Trees (DT) [4],
4. Random Forests (RF) [3],
5. AdaBoost (Ada) [7],
6. EXtreme-Gradient-Boosting (XGB) [5],
7. Multi Layer Perceptren (MLP) [15],
8. Recurrent Neural Networks (RNN) [37],
9. Long Short Term Memory neural networks (LSTM) [16],
10. Gated Recurrent Unit neural networks (GRU) [14],
11. Naive Bayes (NB) [2],
12. Seasonal AutoRegressive Integrated Moving Average with eXogenous regres-

sors model (SARIMAX, SAR) [2].

We chose at least one representative method from each concept domain (neurons,
decision trees, vector-based methods, statistics, and stochastics). For particularly
popular or successful methods, several related methods were tested. If different
implementations were available for classification and regression, both possibilities
were tested (1–7 of the following list), since the search space of the targets can have
one hundred and more possible classes, see Sect. 2.2. Results for the regressions
were rounded to integers accordingly.

Only established implementations of standard ML-methods were used. For ML
1–5 as well as 7, 11 and 12 the package SKLearn was used; for 6 the correspond-
ing package XGBoost; for the recurrent networks (8–10) torch and for SARIMAX
statsmodels.

To prevent poor parameterization, the hyperparameters of all methods were tuned
prior to testing and comparing their performances. For this bayes search was used
[32]. Implementations in torch use 4 hidden layer with 30 neurons, Adam as opti-
mizer, and cross entropy loss as training score. These experiments base upon four
different data models/data sets (see Sect. 2.2). Root Mean Square Error (RMSE) (1)
and accuracy (2) served as evaluation scores. Utilizing the number of estimations
N , the true value y and the estimated value y′. The accuracy here thus represents
the percentage of estimations that are accurate to the second. The significance test
to compare the experiments is the Friedman Nemenyi post hoc test [8–10, 13].

RMSE =
√∑N

n=1(y
′
n − yn)2

N
(1)
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accuracy = number of correct estimations

number of all estimations
(2)

2.2 Data Preprocessing

The urban traffic and roads authority of the German city of Kassel provided the data
basis for the described experiments [19]. The data is available in OCIT format. It
contains all input and output data required for control purposes. Data fromSeptember
2019 of two four-arm intersections was selected, cf. site plans in Figs. 10 and 11.
Experiments were conducted for peak traffic volumes and off-peak hours during the
daytime on Tuesdays, Wednesdays, and Thursdays. School vacations and holidays
were excluded, as well as data on exceptional operating conditions.

Signal controls of these intersections are traffic-actuated. According to the staff
of the responsible office in Kassel, they are representative for the traffic volume and
traffic light controls in Kassel.

On the one hand, the intersectionDruseltalstraße/Baunsbergstraßewas selected. It
is located on an access road to the city center to which traffic can approach unaffected
by other junctions. This traffic light operates employing 22 signal groups (SG).
Without a demand the main direction is signalized green. Switches only occur when
a release is requested by other traffic streams.

On the other hand, the Katzensprung was selected. This junction is located in the
city center of Kassel. This traffic light operates through 27 SG. The city center of
Kassel has a high density of intersections. Only a few hundred meters spacing them.
At the intersections, there are detectors. They detect motorized traffic demand, time
gaps and pedestrian requests, and lanes with corresponding message notifications.

Among the examined SG, of the considered traffic lights, are strong and weak
traffic dependent signal groups. The weaker the traffic dependency, the more similar
the black and white pattern is to the pattern of a fixed-time controlled signal, see
Fig. 2. Some SG are switched on demand and do not receive clearance every cycle,
especially those for public transport.

The summary of the used features can be seen in Table 1. Target features of
the predictions were the green starts (GS) and ends (GE) of all signal groups n.
Specifically the count-downs (CD) in seconds until the next GS or GE of SGi were
used.As input features, the signal state informationwas used; first, in the fundamental
representation (signal state (ST)) of the respective signal (0 stop, 1 clearance) for
the current point in time; second, the duration since the last occurrence (time since
(TS)) of these states in seconds [s]. In addition, two different input-data-sets of the
signal groups were used: On the one hand, only the signal group also constituting
the target, and on the other hand all signal groups available for the junction.

Table 2 depicts the executed experiments. For every SG a separate experiment was
performed for the GS and GE, likewise for every method and intersection. The data
models are kept as simple as possible. Therefore, the performance is low compared
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Table 1 Summary of used features with assignment to data sets

Set Feature (in/out) Description

Ai CDSGGS,i Countdown to next GS (int)

Bi CDSGGE,i Countdown to next GE (int)

ai ST SGGS,i Signal state of GS (bool)

STSGGE,i Signal state of GE (bool)

TSSGGS,i Time since last GS [s] (int)

TSSGGE,i Time since last GE [s] (int)

bn STSGGS,i∀i ∈ n Signal state of GS (bool)

STSGGE,i∀i ∈ n Signal state of GE (bool)

TSSGGS,i∀i ∈ n Time since last GS [s] (int)

TSSGGE,i∀i ∈ n Time since last GE [s] (int)

Table 2 Data sets for in- and output data as summary of experiments

target input repetitions for all data sets

Ai ai
⎧
⎪⎪⎨
⎪⎪⎩

- for all ML-methods of above listing

Ai bn - likewise for DruseltalstraÃŸe

Bi ai and Katzensprung

Bi bn - targets SGi∀i ∈ n

to publications mentioned above.We aim for the relative performance of themethods
not their absolute.

3 Results

Regarding the central question, of which ML method is best to use for signal timing
prediction, there are several questions arising within.

• Should the problem be looked at as one for classifiers or regressions?
• What is the performance of the different data models?
• Can groups of users (individual motorized traffic, pedestrians and cyclists, public
transport) be distinguished due to their impact on the prediction?

• Is there a difference between the results of the two here regarded traffic lights?
• Is there a difference in prediction quality for GS and GE?

The Tables 3, 4 and 5 show the obtained scores for exemplary signal groups of
the traffic light Druseltalstraße which have been demonstrated in Sect. 2.2 with input
ai . Since approximately 50 signal groups were evaluated, not all results are shown.
The evaluationwas by comparison. Exploratory pretests withmore complex data sets
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Table 3 RMSE [s] for GS and GE with XGBoost

SG 4 11 18 24

GS 16.8 2025.4 11.6 8.1

GE 16.1 1654.9 5.1 9.7

Table 4 Accuracy [%] for all ML-methods for classifiers

SG 4GS 4GE 18GS 18GE 24GS 24GE

MLP 1.13 1.14 1.12 1.12 1.11 1.11

KNN 3.31 5.74 5.40 16.12 10.21 8.94

SVMr 5.21 6.01 5.59 13.15 8.03 8.55

RNN 1.49 2.16 2.25 2.62 2.17 1.58

RF 5.63 7.07 6.77 28.09 16.36 10.93

XGB 8.47 9.57 10.62 44.01 22.28 20.88

Ada 4.10 5.09 5.05 6.81 5.76 5.86

GRU 5.67 6.60 6.03 12.43 8.61 8.90

DT 1.54 2.41 1.81 2.02 1.20 2.06

LSTM 1.05 1.05 1.41 1.11 1.59 2.30

SVMl 4.10 5.09 5.05 6.81 5.76 5.86

Table 5 Accuracy [%] for all ML-methods for regressors

SG 4GS 4GE 18GS 18GE 24GS 24GE

NB 2.32 4.78 2.85 6.33 5.28 5.27

Ada 3.26 2.72 4.63 3.81 5.43 5.40

DT 4.73 5.21 5.48 14.61 8.50 6.67

SVMl 3.63 3.98 4.32 42.62 9.83 5.05

MLP 2.01 1.10 2.58 1.11 1.36 2.63

KNN 3.35 2.93 3.05 12.84 5.44 6.06

SVMr 3.16 4.36 4.21 24.82 10.48 6.89

RF 4.95 5.27 5.47 25.87 13.51 8.30

XGB 3.55 4.63 4.30 12.37 8.64 6.78

SAR 0 0 0 0.01 0 0

have shown that the scores are overall higher but conclusions drawn here sustain.
Since they were sparser they are not shown here.

Table 3 shows the RMSE for the XGBoost classifier. Tables 4 and 5 show the
accuracy for all considered methods. The evaluation scores RMSE and accuracy are
equivalent to each other, with minimal differences in the ranking scores of Friedman-
Nimenyi-post-hoc-test. SG 11 is omitted from Table 4 due to the poor results already
seen in Table 3. This SG is according to technical documentation exclusively for
public transport. Additional information about the arrival of public transport vehicles
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Fig. 4 XGB Prediction
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Fig. 5 XGB Prediction
quality Druseltalstraße, SG
18 GE of prediction
exemplary excerpt the test
data, tolerance of 10%
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in the data models is needed for such SGs. The information on the SG about itself
does not allow conclusions about the arrival of these vehicles.

Table 4 displays the differences in quality between the predictions of the methods.
The Friedman-Nemenyi test confirms the differences seen in the table: The methods
XGBoost and Random Forests offer significantly better results compared to all other
considered methods. The significance level was 5%. Regarding these two winners,
classifiers are performing better than regressors, see Tables 4 and 5. No difference
was observed between the groupings of SG by user group. GS generally appear to
be more challenging to predict than GE, which can be ascribed to the permission
periods during rush hour. They lead to a reasonable constant green phase, but not
always to a similarly consistent timing for GS. Figures 4, 5, 6 and 7 show excerpts
of the predictions. They depict the target variable in green and its prediction in
red. Furthermore, a tolerance funnel of 10% illustrates in blue and orange the time
remaining until the signal switch, emphasizing user acceptance [24].

Figures 8 and 9 compare the confusion matrices for SG 24 (GE), which had a
RMSE of 9.7 s and an accuracy of 21% at best, between XGBoost and RNN. The
matrices map the predictions with the targeted values. The darker the colour, the
higher the frequency. RNN prioritize certain timings of the countdown (see Fig. 8).
The MLP regressor does similarly. XGB, on the other hand, detects all classes of the
target. In case of an inaccurate hit, this method chooses neighboring classes, depicted
as lighter lines (see Fig. 9).
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Fig. 6 XGB Prediction
quality Druseltalstraße, SG 4
GE of prediction exemplary
excerpt of the test data,
tolerance of 10%
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Fig. 7 XGB Prediction
quality Druseltalstraße, SG
24 GS of prediction
exemplary excerpt of the test
data, tolerance of 10%
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Fig. 8 Confusion matrix for
RNN (LSA, Druseltalstraße,
SG 24 GE)
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The accuracy is obviously low, but regarding the RMSE deviations are only about
a few seconds. Considering, that the accuracy needed by the user depends on his or
her distance to the signal, slightly deviating estimations might be tolerable especially
with an increasing forecast horizon.

The experiments on Katzensprung confirm the results presented here for the
Druseltalstraße. The same applies to the results for the off-peak hours and inputs
bn . Between the user groups that can be assigned to SGs, no significant difference
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Fig. 9 Confusion matrix for
XGB (LSA, Druseltalstraße,
SG 24 GE)
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was found. Regarding the data sets, the results with bn were slightly better than those
for ai . However, no significant difference between ai and bn could be found. Addi-
tional experiments have shown, that a dedicated feature selection for every target
based on bn and further inputs e.g. detection information increase the estimation
performance.

In all experiments, the decision tree-based classifiers XGBoost and random for-
est dominate among the best five ML methods ranked by Friedman-Nemenyi. The
classifier XGBoost performs best in most cases. In cases where XGBoost does not
lead to the best results, random forests does. In addition, SVM based on RBF and
occasionally KNN can be found in the top 5, but never among the best 3. The best
two methods were usually significantly better than the worse half. SARIMAX and
all methods based on neural networks (RNN, LSTM, GRU, and MLP) belonged to
the inferior half. SARIMAX ranked ordinarily last.

4 Conclusion

The experiments have shown by relative comparison, that the two decision tree based
methodsXGBoost and randomforest are the best approaches for the considered traffic
systems and data models. Of these XGBoost is significantly better. Neural networks
(RNN, LSTM, GRU und MLP) perform worst alongside SARIMAX.

In further investigations, we would like to confirm the described results. For
example, we want to test additional data models including detector data and com-
munication with public transport. These models include another representation of
the data as well as detector data and public transport messages of the junctions.
Furthermore, we want to incorporate data from neighboring intersections.
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5 Appendix

See Figs. 10 and 11.

Fig. 10 Signallageplan Druseltalstraße/Baunsbergstraße (722) [19]
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Fig. 11 Signallageplan Katzensprung (002) [19]
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