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Optimal Placement of IPFC Device
for Enhancing Transmission System
Performance Using WIPSO

Kiran Kumar Kuthadi , ND. Sridhar, and CH. Ravi Kumar

Abstract The Interline Power Flow Controller (IPFC) is an important component
in order to enhance both the static and dynamic performance of a power system
network. In order to regulate power flow, automated generation control, oscillation
damping, congestionmanagement, power system status estimation and power system
protection, the Interline Power Flow Controller (IPFC) is a set of Flexible AC Trans-
mission Systems (FACTS). The placement of the IPFC in the power system affects
its performance, so there is a need to choose the best place for the device. In addition,
the best location for one application may not be the best location for other applica-
tions. The weighted PSO is used to optimally place the device in the power system
to reduce power loss. MATLAB was used to simulate IEEE 5, 9 and 30 bus systems.
Finally, theWIPSO findings were compared to the PSO and genetic algorithm results
produced.

Keywords GA-Genetic Algorithm · PSO-Particle Swarm Optimization ·
WIPSO-Weight-Improved PSO · IPFC-Interline Power Flow Controller ·
VSI-Voltage Stability Index

1 Introduction

Energy is a vital sector in any economy. There are various forms and sources of
energy. Coal, water, wind and sunlight are various sources through which electric
energy can be generated. Electric power is today used more importantly as source of
green energy. The future of world economies is heavily dependent of electric power
after the exhaust of fossil fuels. Electric vehicles, appliances and industrialization
and household needs are all dependent on uninterrupted supply of electricity. A
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blackout or collapse of grid would the functioning of industries, communication
sector, and transport, banking, and medical care, supply of water, policing and even
online businesses and education sector as well. Failures in power supply are also due
to high levels of pressure on the transmission lines. This has necessitated the need
for an effective power supply management system to avert blackouts and collapse of
grids [1]. The most versatile and contemporary devices in the process of enhancing
transfer capacity of transmission lines are IPFC, voltage sources converter andUPFC
[2]. One shunt converter is used in IPFC to control the costs in power flow control.
Ensuring active and reactive power balance acrossmultiple lines is themain objective
of using IPFC. Besides, it makes up for the reactive power relating to the line and
builds the effect of the compensation system for disturbance transient and dynamic
[3]. In addition to improving the power handling capacity or new generation plant
installation, the use of IPFC in the power system helps in lowering the generation
costs by using the available excess power [4–6].

How IPFC performs in a power system is investigated in this research paper. IPFC
power injectionmodelwhich is an elaboratedmathematicalmodel is presented in this
research article [7]. The effect of InterlinePowerFlowController on the power system
can be understood with the help of this model. The IPFC injection model can without
problems be integrated into the constant-state power flow model. Demonstration of
the features of IPFC is the objective of proposedmodel. In the present paper indicates
IPFC possess capacity of controlling bus voltages, active power flow, reactive power
flowand reducing electricity losses concurrently. Reduction in loss of power using the
PSO algorithm is themain purpose of optimization explained in this paper. IPFC cost,
VSI and power loss are the three terms of objective function formulation MATLAB
software simulation.

2 Mathematical Modelling of IPFC

To facilitate series compensation for different lines, DC-to-AC converters are
employed in IPFC. The converters in IPFC are connected to transmission lines in
series format. IPFCcomprises various SSSC. IPFCuses series coupling transformers.
The two back-to-back DC-to-AC converters are connected in series with two lines
of transmission. As depicted in Fig. 1, a common DC link connects DC connections
of converters. Besides facilitating series reactive compensation, IPFC will also be
used to control any converter in the process of supplying active power to DC link
extracted from power transmission line [8].

Figure 2 shows the steady state model derived using the corresponding circuit of
an Interline Power Flow Controller. This model of IPFC comprises two controllable
voltage sources. These voltage sources are connected in series VcR and ZcR-series-
coupling transformer impedances. Moreover, a dynamic power control equation,
connecting two voltage sources in series, is required.
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Fig. 1 IPFC—schematic
representation

Fig. 2 Representation of IPFC—identical circuit

The configurable series injected voltage sources are represented as:

VcR1 = VcR1e
jθcR1 and VcR2 = VcR2e

jθ2(∴ Vseik = VCR1 and Vseij = VCR2) (1)

It should be carried out by the limitations of inequality imposed by the admissible
limits of the corresponding angle and series-injected voltage magnitude:

VcR1min ≤ VcR1 ≤ VcR1max and 0 ≤ θcR1 ≤ 2� (2)

VcR2min ≤ VcR2 ≤ VcR2max and 0 ≤ θcR2 ≤ 2� (3)

The current source is given as [3]

Ise,in = − jbse,inVse,in (4)

The active power (inject a current in phase with the grid voltage) and reactive
power (to phase shift the injected current with respect to the grid voltage) injections
at i th bus are
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Fig. 3 Power injection
method of two converters

Pinj,i = Real(Sinj,i ) =
∑

n= j,k

(ViVse,inbse,inSin(θi − θse,in)) (5)

Qinj,i = Imag(Sinj,i ) =
∑

n= j,k

(ViVse,inbse,inCos(θi − θse,in)) (6)

At nth bus, the active power and reactive power injection after simplification are

Pinj,i = Real(Sinj,i ) = −VnVse,inbse,inSin(θi − θse,in) (7)

Qinj,i = Imag(Sinj,i ) = −VnVse,inbse,inCos(θi − θse,in) (8)

From Eqs. (5–8), three-phase power injection across buses i, j and k of power
injection method of IPFC will be depicted in Fig. 3.

NR power flow algorithm is implemented with IPFC power injection model
wherein the power mismatch equations are added with power injections. The power
balance equations will be given below

�Pj = �P0
j + Pinj, j (9)

�Q j = �Q0
j + Qinj, j (10)

�Pn = �P0
n + Pinj,n (11)

�Qn = �Q0
n + Qinj,n (12)
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3 Weight-Improved Particle Swarm Optimization

The similarity of swarm of bird flocking and fish schooling is the basis for the PSO
suggested by Eberhart and Kennedy in the process of development of AI techniques.
In comparison to other mathematical models, it is easy to implement and compute
the efficiency with the simple concept proposed under PSO model which became
popular in recent times. Reactive power and voltage control, economic dispatch, tran-
sient stability optimal power transmission and several applications are the various
optimization problems where the PSO techniques have been successfully tested
[9–12].

The weight parameter is very significant in PSO method. Weight is one such
parameter which influences speed of convergence and accuracy of solution. Weight-
improved particle swarm optimization is an alternative put forward by researchers
in the recent past. In WIPSO, the problem of maximization is addressed by swarm
particles. The own experience of swarm particles along with the experience of its
participating particles helps the swarm to adjust their position. The location and speed
of ith molecule in N-dimensional search area are shown in the below representation.
The velocity theory represents modification done. Velocity of individual unit can be
modified by the given expression:

V k+1
i = WVk

i + C1 × r1 × (Pbesti − Ski ) + C2 × r2 × (Gbesti − Ski ) (13)

W = Wmax − Wmax − Wmin

itermax
× iter (14)

The above expression represents inertia weights approach (IWA) equation. The
diversification trait is gradually reduced by using the above equation. Then velocity
which slowly passes through the present search area near Pbest andGbest is calculated.
The present location (search point the solution space) can be altered by the below
expression:

Sk+1
i = Ski + V k+1

i (15)

WIPSO method is the source for improved weight parameter function. Changes
are made to inertia weight, social and cognitive factors to obtain a better acceptable
solution by using the PSO traditional algorithm. The velocity of a single agent of
WIPSO is calculated by

V k+1
i = WnewV

k
i + C1 × r1 × (Pbesti − Ski ) + C2 × r2 × (Gbesti − Ski ) (16)

Wnew = Wmin + W × r3 (17)

W = Wmax − Wmax − Wmin

itermax
× iter (18)
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C1 = C1,max − C1max − C1min

itermax
× iter (19)

C2 = C2,max − C2max − C2min

itermax
× iter (20)

4 Cost of IPFC and Fitness Function (K)

Considering that, there is not much variation in the development of IPFC and UPFC
(i.e.we consider thatUPFCand IPFCalongwith control circuit have two inverters and
two transformers); the same cost function can be used for obtaining the cost function
for Interline Power Flow Controller [13]. The cost function of unified power flow
controller can be altered as

CIPFC,A = 0.00015S2i − 0.01345Si + 94.11, US$/kVAR (21)

CI PFC,B = 0.00015S2j − 0.01345Sj + 94.11, US$/kVAR (22)

CIPFC = CIPFC,A + CIPFC,B (23)

where the corresponding cost function for converters connected to bus i and j is
Si = |Qi2| − |Qi1|, Sj = ∣∣Q j2

∣∣ − ∣∣Q j1

∣∣, Si , Sj . The reactive power flows in i th line
prior to and later positioning of Interline Power Flow Controller are Qi1 and Qi2.
The reactive power flows in j th line prior to and later positioning of Interline Power
Flow Controller are Q j1 and Q j2.

Function = K1(L j,max) + K2(CIPFC) + K3(PowerLoss) (24)

The Voltage Stability Index (L-reference) equation utilized to indicate jth node
could be implemented as below [10–12, 14],

L j,max =
∣∣∣∣∣1 −

i=g∑

i=1

∣∣Fji

∣∣ |Vi ||
|Vj | (F

r
ji + j Fm

ji )1 −
i=g∑

i=1

∣∣Fji

∣∣ |Vi |
|Vj |∠(θi j + δi − δ j )

∣∣∣∣∣

L j,max =
∣∣∣∣∣1 −

i=g∑

i=1

∣∣Fji

∣∣ |Vi ||
|Vj | (F

r
ji + j Fm

ji )

∣∣∣∣∣
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5 Simulated Results

In this proposed simulation,MATLAB simulation forWIPSO, GA and PSO, a modi-
fied power flow algorithmwas developed and integrated to include IPFC. The authen-
tication of applied techniques WIPSO, GA and PSO algorithms were put to test on
the IEEE 5, 9 and 30-Bus test systems for installation. The magnitude of maximum
number of generation for all GA, PSO and WIPSO value is 100. A design parameter
is 2, and population size is 20 which are listed in Table 1.

5.1 Location of IPFC

To identify whether a bus is weak or critical, electric voltage stability reference (L-
index) approach was utilized. The bus possess the highest L-reference magnitude
will be considered as weak bus. Weak or critical bus impacts first disruption in the
system. Across the load bus, only this L-reference finds out utilizing Eq. (17). For
IEEE 5, 9 and 30 Bus Test System, the L-index values are calculated. In IEEE 5
Bus Test System, that was analysed that fifth bus possesses the highest L-reference
magnitude, i.e. 0.0391, that was contemplated as weak or critical bus. The greatest
value, 0.0483, is found on the fourth bus in the IEEE 9 Bus test system, while the
highest L-index value, 0.0636, is found on the 24th bus in the IEEE 30 Bus test
system, indicating that these are the places for IPFC. L-index values for IEEE 5, 9
and 30 Bus Test System are as given in Table 2, respectively.

Table 1 Parameter values for GA, PSO and WIPSO

GA parameters PSO parameters WIPSO parameters

Parameters Values Parameters Values Parameters Values

Max number of
generation

100 Max number of
population

100 Max number of
population

100

Number of
design variable

2 Number of design
variable

2 Number of design
variable

2

Population size 20 Population size 20 Population size 20

Crossover
probability

80% Inertial weights
Wmax and Wmin

0.9–0.2 Inertial weights
Wmax and Wmin

0.9–0.2

Mutation
probability

10% Constant C1max
and C1min

2 and 0 Constant C1max
and C1min

2 and 0

Rand 0–1 Constant C1max
and C1min

2 and 0 Constant C2max
and C2min

2 and 0

Crossover Single point Rand1 0–1 Rand1, 2 0–1

Rand2 0–1 Rand3 0–1
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Table 2 L-index for IEEE 5, 9, and 30 bus test system

Load bus no. L-index Rank

IEEE 5 bus test system

5 0.0391 1

4 0.0358 2

3 0.0354 3

IEEE 9 bus test system

4 0.0483 1

5 0.0425 2

3 0.0328 3

9 0.0309 4

8 0.0282 5

6 0.0178 6

IEEE 30 bus test system

24 0.0636 1

7 0.0571 2

29 0.0566 3

26 0.0555 4

10 0.0538 5

20 0.0489 6

21 0.0484 7

18 0.0474 8

19 0.0449 9

23 0.0438 10

30 0.0406 11

17 0.0402 12

16 0.0353 13

5 0.0342 14

14 0.0226 15

15 0.0184 16

12 0.014 17

4 0.0018 18

2 0.0092 19

8 0.0056 20

3 0.0008 21



Optimal Placement of IPFCDevice for Enhancing Transmission System… 9

5.2 IPFC Bus Voltage Results

For the IEEE 5 Bus System, two generators (bus 1 and bus 2), three electric buses
(from bus 3 to bus 5) and seven power transmission lines are introduced. Similarly,
the IEEE 9-Bus System includes three generators (buses 1, 2 and 7) besides six
electric buses (electric buses 3, 4, 5, 6, 8 and 9) and eleven transmission lines. For
the IEEE 30-Bus System, there are six generators (bus 1, 2, 5, 8, 11, 13), 21 load
buses (bus 2, 3, 4, 5, 7, 8, 20, 12, 14, 15, 16, 17, 18, 19, 20, 21, 23, 24, 26, 29, 30)
and 41 transmission lines. Tables 3, 4, and 5 show the bus voltage for the IEEE 5,
IEEE 9 and IEEE 30 Bus systems with GA, PSO and WIPSO.

For the IEEE 5-Bus System, the bus voltage is 0.959 per unit (p.u.) in the absence
of GA, PSO and WIPSO, but 0.970 p.u. in the presence of GA, 0.984 p.u. in the
presence of PSO and 1.000 p.u. in the presence of WIPSO. Table 3 exemplifies how
IPFC improves bus voltage.

The bus voltage for the IEEE 9-Bus System across electric bus number 8 is 0.9898
per unit (p.u.) without GA, PSO or WIPSO, i.e. 0.9899 p.u. besides GA, 0.9990 p.u.
with PSO and 1.000 p.u. withWIPSO. Table 4 shows the IPFC-enhanced bus voltage.

Table 3 Electric bus voltage utilized for IEEE 5 bus systems in p.u with GA, PSO and WIPSO

Bus numbers With IPFC

GA PSO WIPSO

1 1.060 1.060 1.060

2 1.000 1.000 1.000

3 0.987 0.988 0.999

4 0.984 0.997 1.001

5 0.970 0.984 1.000

Table 4 Electric bus voltage utilized for IEEE 9 bus systems in p.u with GA, PSO and WIPSO

Bus numbers With IPFC

GA PSO WIPSO

1 1.0600 1.0600 1.0600

2 1.0400 1.0411 1.0420

3 0.9893 0.9893 1.0000

4 0.9828 0.9900 1.0000

5 0.9936 0.9946 0.9947

6 0.9990 1.0000 1.0000

7 1.0000 1.0200 1.0200

8 0.9899 0.9990 1.0000

9 0.9990 1.0000 1.0000
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Table 5 Bus voltage with GA, PSO and WIPSO used in IEEE-30 bus systems in p.u

Bus numbers With IPFC

GA PSO WIPSO

1 1.0600 1.0600 1.0600

2 1.0433 1.0430 1.0430

3 0.9990 1.0000 1.0000

4 0.9770 0.9770 0.9960

5 1.0100 1.0100 1.0100

6 0.9999 0.9990 1.0000

7 0.9980 0.9990 1.0000

8 1.0100 1.0100 1.0210

9 0.9990 1.0000 1.0000

10 0.9770 0.9770 0.9960

11 1.0222 1.0222 1.0300

12 1.0000 1.0000 1.0000

13 1.0211 1.0200 1.0240

14 0.9999 0.9990 1.0130

15 0.9900 0.9900 1.0000

16 0.9944 0.9940 1.0000

17 0.9761 0.9760 0.9940

18 0.9731 0.9730 0.9910

19 0.9666 0.9660 0.9840

20 0.9688 0.9680 0.9860

21 0.9640 0.9640 0.9890

22 0.9700 0.9640 0.9910

23 0.9510 0.9700 1.0000

24 0.9510 0.9582 1.0000

25 0.9392 0.9580 0.9820

26 0.9722 0.9390 0.9640

27 0.9990 0.9720 1.0000

28 0.9512 1.0000 1.0000

29 0.9399 0.9510 0.9670

30 0.9850 0.9900 1.000

For the IEEE-30 Bus System, for the bus voltage at bus number 24 with absence
of GA, PSO and WIPSO was 0.9490 p.u, though we are utilizing GA, the value
of 0.9510 p.u, besides PSO that was 0.9582 p.u and in the case of WIPSO, it is
determined to be 1.000 p.u. Table 5 represents the bus voltage enhances with IPFC.
Tables 3, 4, and 5 show a positive change in load bus voltage.
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From Tables 3, 4, and 5, it is evident that the results from PSO and GA are
outperformed by those attained with WIPSO. Figures 4, 5, and 6 show the graphical
representation of voltage for the IEEE 5, 9-bus, and IEEE-30 Bus test systems,
respectively.

Fig. 4 Using GA, PSO and WIPSO to simulate the IEEE 5 bus system voltage magnitude in a P.U

Fig. 5 Using GA, PSO and WIPSO to simulate the IEEE 9 bus system voltage magnitude in a P.U
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Fig. 6 Using GA, PSO and WIPSO to simulate the IEEE 30 bus system voltage magnitude in a
P.U

5.3 The Best Fitness Function of IPFC Outcomes

It was discovered that in the IEEE 5 Bus system, bus 4 is extremely sensitive to secu-
rity. Therefore, to improve electric power system security/stability, Bus 5 possesses
maximum economical situation for IPFC. The fitness function (K) of the IPFC via
WIPSO for IEEE 5 Bus System was 42.206 and PSO, GA is 43.100 and 43.309, and
the graphical simulate of fitness function (K) with GA, PSO and WIPSO for IEEE 5
bus System is shown in Fig. 7. Comparison of fitness function (K) using optimization
techniques is shown in Table 6.

Fig. 7 IEEE 5 bus system fitness function (K) using GA, PSO and WIPSO
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Table 6 Using optimization techniques for comparison of fitness function (K)

Fitness function (K) with IPFC

Bus system/optimization techniques GA PSO WIPSO

IEEE 5 bus system 43.309 43.1 42.206

IEEE 9 bus system 55.20 51.21 50.80

IEEE 30 bus system 128.00 127.77 127.683

For IEEE 9 Bus system, it is evident the bus 4 is more sensitive across security.
So, in order to improve electric power system security/stability, Bus 4 is high optimal
location for IPFC. For IEEE 9 Bus System, the fitness function (K) of the IPFC via
WIPSO was 50.800, and PSO and GA are 51.210 and 55.200. Figure 8 presents
the graphical representation of fitness function (K) for IEEE 9 bus system with GA,
PSO and WIPSO. In Table 6, fitness function (K) is compared using optimization
techniques.

Bus 24 is observed to be highly sensitive towards security for IEEE 30Bus system.
Therefore, electric Bus 24 possesses more minimal situation for IPFC to improve
electric power system security/stability. For IEEE 30Bus System, the fitness function
(K) of the IPFC via WIPSO was 127.683, and PSO and GA are 127.77 and 128.00.
For IEEE 30 bus system, the graphical representation of fitness function (K) with
GA, PSO and WIPSO is shown in Fig. 9. Comparison of fitness function (K) using
optimization techniques is shown in Table 6.

Fig. 8 Fitness function (K) using GA, PSO and WIPSO for IEEE 9 bus system



14 K. K. Kuthadi et al.

Fig. 9 Fitness function (K) for IEEE 30 bus system using GA, PSO and WIPSO

6 Conclusions

Voltage Stability Index is used for identification of economical situation of IPFC
electric power system network. Minimization in FACTS device cost of installation,
power loss reduction, enhancement in voltage profile in the power system network
is the objective of both GA, PSO and WIPSO methods. The present cost function
of UPFC is used to obtain the cost function for IPFC. IEEE 5 bus, IEEE 9 bus and
IEEE 30 bus test systems are the standard platforms on which the proposed methods
are tested. Considerable reduction in loss of power, improvement in voltage profile
and increase in power flow are the result of proposed methodology for research. For
all the test cases, illustration of the optimal location for the induction of IPFC is
clearly shown. The convergence rate and complexities involved in calculation for
both WIPSO and GA and PSO methods are explained. The outcomes of this method
are a testimony that the proposed WIPSO methodology is effective in getting both
an acceptable solution and good convergence rate when compared to the results of
GA and PSO methods.
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IoT-Based Kalman Filtering and Particle
Swarm Optimization for Detecting Skin
Lesion

J. Ramkumar , S. Samson Dinakaran, M. Lingaraj , S. Boopalan ,
and B. Narasimhan

Abstract In the current world, IoT has started providing multiple services that
exploit the computing power of numerous devices. IoT-based healthcare applications
are observed as a benchmark development for diagnosing a disease. Synchronization
of data collection and its monitoring becomes more accessible because of IoT. Most
of the data collected will be vast and unstructured, and more chances are there for the
presence of redundant data. Hence, a significant task arises to identify a uniqueway to
performmining in a massive dataset with the available computing resources. Various
sensors are used to collect real-time data because detecting skin lesion images plays a
significant role. This paper proposes IoT-based Kalman filtering and Particle Swarm
Optimization to detect skin lesions more accurately. Particle swarm optimization is
applied to detect skin lesions in an optimized manner with less time and modified
Kalman filtering is used for classification. The proposed classifier is evaluated using
the HAM10000 benchmark dataset, and standard metrics are utilized to assess the
proposed classifier. It seems the suggested classifier outperforms the current classifier
in terms of performance.
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1 Introduction

Technology development in the recent years has started providing enhanced solutions
for multiple problems. Because of the advanced developments in wearable sensor
devices, data gathering andmonitoring are reliable and accessible. Tracking of patient
health status can be achieved lively, and it becomes economical. Also, it assists
in routinely monitoring health. Infrastructures that are based on IoT will provide
betterment in collecting the data from patients geographically, which provides a
way for analyzing the real-time data [1]. It helps doctors at a high level because it
can collect and store data dynamically where it never depends on statistical results
from the laboratory. IoT-based data collection does not only provide an effective
mechanism for gathering data, but it helps in mining and analyzing the essential data
in health care. Doctors will get a chance to give better advice to patients by using
the real-time data gathered; also, doctors can recommend daily routine activities that
exactly match certain patients. Customized medicines can be designed by doctors
that depend on the patient’s lifestyle for a speedy recovery. Effective utilization of
the healthcare system based on IoT can surely enhance the healthcare industry’s
advancement even more. The significant level of time spent and expenses can be
greatly reduced with high accuracy and trust [2].

In the upcoming days, science and technology fields can face a great revolution
because of IoT. Various sensors are currently available to capture the different phys-
ical parameters. The two main issues present in IoT-based systems are (i) redundant
data and (ii) unstructured data. These two things result in (i) making the system
consume more energy, (ii) complexity in processing a vast quantity of data, and (iii)
low accuracy in results. Enhancements in technology are possible only if algorithms
make efficient processing with minimum utilization of resources to provide more
accuracy in results with reduced time [3]. There should not be any way present in
IoT-based systems wasting energy. Sophisticated methods are necessary to mine the
gathered information that is collected via sensors. In biomedical image data, effi-
cient algorithms are essential to process data to get maximum accuracy in results in
minimum duration. It ends with low consumption of energy; else, there is no use in
implementing such large-scale systems [4]. Optimization has placed its impression
in all domains [5–19], and currently, it entered medical and healthcare professions.

This paper exploits image analysis on biomedical data with the machine learning
algorithm to meet the current healthcare industry and the advantages of computer-
aided diagnosis. The proposed work of this paper blends the machine learning algo-
rithm and IoT for the effective processing of gathered data in the biomedical field.
Generally, in IoT environments, the magnitude of the image is always very enor-
mous, and it is always a challenge. This work attempts to minimize the redundancy
of data by proposing an optimized classifier that performs the task by utilizing the
minimum infrastructure of the IoT environment. Its inherent capabilities optimize
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the features and help get results quickly with enhanced accuracy. Metaheuristic opti-
mization methodology is applied for enhanced convergence. Further, it will assist in
implementing the large-scale IoT healthcare system to find results more accurately
in minimum time with affordable cost.

2 Literature Review

IoT lifestyle disease management [20] proposes different critical factors that poten-
tially influence users’ acceptance. Additional significant attributes are identified from
the information gathered from service providers, devices, task scope, and experts.
The conjoint analysiswas applied to calculate the significance level attributes. Cloud-
centric diagnosing framework [21] is proposed to predict the severity level of poten-
tial disease. Computational science concepts are explored to measure student health
based on different prototypes. An energy-efficient diagnosis model [22] is proposed
to perform clustering in the sensed data in the healthcare world. It performs cluster
based on the patient’s age, and the cluster head is selected to perform the transmission
of data to the cloud server. The categorization is done in the cloud using a neural
network-based classifier. An IoT-based pandemic illness detection system has been
suggested using a tiny polymerase sequence reaction instrument, and an IoT-based
pandemic illness detection system [23] has been proposed. When the dengue fever
virus is amplified using complementary deoxyribonucleic acid (CDNA), it exhibits
the system’s capabilities. The gathered data is delivered to a centralized network
using Bluetooth, available on Android devices.

Cloud and IoT-baseddisease prediction [24] is proposed to predict diabetes disease
among patients. Medical sensors are utilized to gather medical data. A fuzzy logic-
based rule classifier is used to identify the patients with high diabetes. IoT-based
heart disease prediction [25] is proposed to collect heart-related details before and
after heart disease. The collected data is sent to a central server and processed using
a deep neural network. Previous data analysis is used to identify cardiac problems
and present the findings. The compressive IoT-based healthcare system (CIoTHCS)
[26] is proposed for Parkinson’s disease patients who cannot communicate with
others. They can’t send commands to the brain to act accordingly. Several chips are
developed to send different signals to the brain to do work to overcome this issue. IoT
for predicting age-related macular degeneration disease [27] is proposed to predict
individual patients’ problems present in vision. Patient retina fundus images are
initially gathered and stored in the cloud to identify the severity and progression.
A convolution neural network with 152 layers is utilized to predict disease. Fog-
assisted IoT system (FIoTS) [28] is proposed to monitor health remotely and detect
falls. It makes use of e-health signals for monitoring. By applying fog computing at
the end, it provides advanced services cum distributed storage with minimum energy
consumption.
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3 IoT-Based Kalman Filtering and Particle Swarm
Optimization

To estimate the state of the system, the Kalman filter is utilized. Eqs. (1) and (2)
applied for processing and measuring the linear dynamic system.

ssvk+1 = tmk ssvk + relk ivfk + pnvk (1)

mvk = mmkssvk + mnvk (2)

where ssvk indicates system-state-vector, tmk indicates thematrix of transition,which
is interrelated with ssvk and ssvk+1. ivfk represents the input vector function, relk is
the relationship matrix of ssvk+1 and ivfk . pnvk is the process-noise-vector, mvk
indicates the measuring vector, mmk indicates the matrix that is related to mvk . ssvk
and mnvk indicate the noise vector used for measuring. pnvk and mnvk vectors are
uncorrelated.

EV
[
pnvkpnv

TP
c

] =
{
PNC; k = c
0; k �= c

(3)

EV
[
mnvkmnvTPc

] =
{
MNC; k = c
0; k �= c

(4)

EV
[
pnvkmnvTPc

] = 0 for all k and c (5)

where PNC indicates the process-noise-covariance, MNC indicates the measuring-
noise-covariance, TP indicates the transposematrix, E[] indicates the expected value.
Significant equations of Kalman filtering are segregated into two categories, which
are:

(a) Timing Update

ssv−
k+1 = tmkssvk + TPk ivfk (6)

cm−
k+1 = tmkcmk tm

TP
k (7)

(b) Measuring Update

kgk = cm−
k mmTP

k

[
mmkcm

−
k mmTP

k + mvck
]−1

(8)

ssvk = ssvk− + kgk[mvk − mmkssvk−] (9)
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cmk = [
1 − kgkmmk

]
cm−

k (10)

where ssvk is the system state estimation, kgk indicates the Kalman-gain, mmkssvk
represents the predicted output, cmk indicates the covariance matrix related to an
error in state estimation, and it can define as Eq. (11).

cmk = E
[
ssvTPk

]
(11)

The sequence of innovation is described in Eq. (12)

hk = mvk − mmkssvk (12)

Equation (13) defines the weighted innovation

WI = kgk[mvk − mmkssvk] (13)

The swarm intelligence of flocking birds inspires Kalman filtering using Particle
Swarm Optimization. This research work assumes a constant speed at which
particles move. If it is an n-dimension optimization problem, then the posi-
tion of the particle is p1, p2, p3, . . . , pn−1, pn and speed of movement is termed
as v1, v2, v3, . . . , vn−1, vn . For the particle j , it has the position vector as pi ,
speed-vector as vi , and a fitness value.

The position and speed of vectors are initialized randomly. Fitness value calcula-
tion is performed for each particle. Specific measures are done to find the local-best
and global-best, i.e., plbest(t) and pgbest(t). The speed of the particle inwhich it moves
is updated based on Eq. (14).

vi (t + 1) ← vi (t) + c1r(p(t) − plbest(t)) + c2r
(
p(t) − pgbest(t)

)
(14)

The position of the particles is updated using Eq. (15)

p(t + 1) ← p(t) + v(t + 1) (15)

where p(t) indicates the position vector, c1 and c2 are the constants lies in [0, 1, 2]. It
is utilized to control the variations that arise in speed at a certain level, r is a variable
used to explore the randomization. The procedure mentioned above is repeated until
the expected fitness value is achieved or the highest iteration count is met.
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4 Results and Discussion

4.1 Evaluation Metrics

KF-PSO’s performance was examined using the following conventional perfor-
mance measures established in Eqs. (16–21). The four measures used to measure
performance include:

• True Positive (TP): Correctly determining the presence of a skin lesion
• True Negative (TN): Correctly determining the absence of a skin lesion
• False Positive (FP): Wrongly determining the presence of a skin lesion
• False Negative (FN): Wrongly determining the absence of a skin lesion.

PSNR = log10

(
255∗255

Mean Squarrred Error

)
(16)

Sensitivity = TP

(TP + FN)
(17)

Specificity = TP

(TP + FN)
(18)

Precision = TP

TP + FP
(19)

F - Measure = 2 × Precision × Sensitivity

Precision + Sensitivity
(20)

Classification Accuracy = TP + TN

TP + FP + TN + FN
(21)

4.2 About HAM10000 Dataset

To test the proposed IoT-based classifier, the HAM10000 dataset is utilized. It
contains 10015 dermoscopic skin lesion pictures (i.e., 600 × 450 pixel images).
The dataset is separated into two halves, one for training and the other for testing,
including 9514 and 501 photos. Images with a resolution of 600 × 450 pixels are
first reduced to 450 × 450 pixels, then downsampled to 256 × 256 pixels. Table 1
gives the distribution of the dataset’s classes concerning each other.
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Table 1 Seven types of skin lesion in HAM10000 dataset

Skin lesion HAM Training Testing

Melanoma 1113 1058 55

Melanocytic nevus 6705 6366 339

Basal cell carcinoma 514 485 29

Actinic keratosis 327 314 13

Benign keratosis 1099 1046 53

Dermatofibroma 115 110 5

Vascular 142 135 7
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Fig. 1 Sensitivity and specificity—analysis

4.3 Performance Evaluation

The current section compares the performance of proposed classifier IOTKFPSO
against the current classifiers CIOTHCS and FIOTS.

4.3.1 Sensitivity and Specificity Analysis

In Fig. 1, the x-axis depicts the sensitivity and specificity metrics, while the y-axis
represents the percentage values for the associated metrics. Figure 1 clearly shows
that the proposed IOTKFPSO outperforms the CIOTHCS and FIOTS. Optimization
plays a major role in obtaining the better results.

4.3.2 Classification Accuracy and Precision Analysis

In Fig. 2, classification accuracy and precision are shown on the x-axis and percentage
results for each parameter. From Fig. 2, it was identified that the proposed classifier
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Fig. 2 Classification accuracy and precision—analysis
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Fig. 3 Recall and F-measure—analysis

IOTKFPSO outperformed the current classifiers and FIOTS in classifying pictures
of skin lesions. Precision was a good indicator of categorization quality.

4.3.3 Recall and F-Measure Analysis

Recall and F-measure are noted on the x-axis of Fig. 3, and the appropriate percentage
values are shown on the y-axis. It is clear from Fig. 3 that IOTKFPSO has outper-
formed previous algorithms CIOTHCS and FIOTS in detecting relevant skin lesions.
IOTKFPSO has a superior weighted harmonic mean regarding the accuracy and
recall of the existing classifiers.

4.3.4 PSNR Analysis

In Fig. 4, algorithms are shown on the x-axis, while PSNR % results are shown
on the y-axis. The proposed classifier IOTKFPSO has a better PSNR than existing
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Fig. 5 Time consumption—analysis

CIOTHCS and FIOTS methods, as shown in Fig. 4. Skin lesions may be detected
more precisely if optimization is present.

4.3.5 Time Consumption Analysis

It is possible to see howmuch time is spent on each algorithm in Fig. 5, which shows
the x- and y-axis. Figure 5 shows that the proposed IOTKFPSO classifier consumes
less time than CIOTHCS and FIOTS methods to categorize the skin lesions.

5 Conclusion

In this Paper, IoT-based Kalman filtering and Particle Swarm Optimization are
proposed to achieve high benefits in exploring and utilizing the efficiency of IoT
in the healthcare industry. Its framework is based on IoT to diagnose skin lesions



26 J. Ramkumar et al.

with the assistance of computer-aided systems automatically. Kalman filtering is
modified to minimize the burdens faced in classification. Particle Swarm Optimiza-
tion is applied to classifymore efficiently, resulting inminimum power consumption.
Results confirm that the proposed classifier has better performance when compared
with existing classifiers.
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Detection of Fault Disturbances in a DG
Integrated Hybrid Power System Using
HS-Transform and Wavelet Transform

Basanta K. Panigrahi, Jyoti Shukla, and Shruti Sahu

Abstract Solar energy penetration into traditional power grid causes numerous
problems in power system management and control. Detecting fault disturbances
in an electrical power system is a difficult undertaking. This paper discusses a novel
method for tracking the fault disturbances in solar operated DG connected in power
system. Numerous types of faults like LG, LLG, LL, LLLG, and LLL are consid-
ered in this work. It is noticed that both the transforms are effectively identifies the
instants of disruption in the voltage. It is observed that the time–frequency resolu-
tion in case of HST is comparatively better than WT. The objective of this work
is to detect the fault disturbances using HS-transform and wavelet transform in a
DG connected hybrid power system. A novel approach based on HS-transform and
wavelet transform is presented to detect the LG fault and LLL fault. When signal is
passing through WT and HST, it is evaluated that WT is unable to identify the signal
due to noise, whereas in HST the disturbances present in the signal in the corre-
sponding instants is nicely captured and detected. This shows the robustness in HST
under noisy conditions. It simplifies the complexity in identifying the disturbances
which increases the detection accuracy of the system.

Keywords Distributed generation (DG) · Wavelet transform (WT) · Hyperbolic
S-transform · Point of common coupling (PCC)

1 Introduction

Recently, extraction of renewable energies in the form of distributed generation
(DG) is establishing itself as a major contributor of generation of electrical power to
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fulfill the increasing demand with its merit as green energy with almost negligible
environmental pollution [1]. Among all the renewable sources, wind and solar energy
are the most versatile resources. Though these are highly potential sources of energy,
but with increased penetration of DGs in conventional power grid will pose various
operational and design challenges. Stability is a vital issue so when the system is
subjected to different types of symmetrical and unsymmetrical fault conditions [2].
Again, when photovoltaic system is connected to the grid via interfacing converters.
The main aspect of power system design is to maintain uninterruptible power supply
to the customers. But this condition is disrupted by the different fault disturbances
occurred in power system because of natural calamities, mal-operations, physical
accidents, lightning, and other operating failures. These will lead to fault conditions
such as LG, LL, LLG, LLL, and LLLG which directly or indirectly threaten the
stability and reliability in power supply [3, 4]. As solar energy is intermittent which
makes it highly uncertain in characteristics and therefore need some storage system
like battery or flywheels to improve the system performance. Further, the solar PV
system is dependent on different parameters such as solar insolation, temperature of
cells, and shadow effects that may cause some abnormal situations indirectly [5]. In
addition, different artificial intelligence techniques like fuzzy logic (FL), artificial
neural network (ANN), artificial neuro-fuzzy inference system (ANFIS), and support
vector machine (SVM) are used to classify the fault disturbances. Artificial neural
network (ANN) is popularly used for fault localization and detection classification [6,
7]. ANN alongside wavelet transformwas proposed to identify the fault disturbances
[8].

Various studieswere reported in the literature for the identification andmonitoring
of fault disturbances. Some used indices like RMS value, peak value, frequency, or
voltage change for detecting fault/abnormal conditions. The methods such as Fourier
transform (FT) and fast Fourier transform (FFT) are one of the most popular ones
for the disturbance study. Many researchers have used other transforms like chirp
Z-transform, Welch algorithm for observing the electrical-parameters [3, 9]. But
sometimes it is very hard to detect non-stationary disturbances due to only frequency
data and no time data. Therefore, wavelet transform (WT), S-transform, short-time
Fourier transform (STFT), etc., were studied and designed to be applied to fulfil the
objective of fault analysis [10, 11].

The article is assembled as follows. Section 2 illustrates the system configura-
tion and description of solar energy-based system. The detection methodologies are
describing in Sect. 3, and the simulation results and discussion is mark out in Sect. 4.
In the end, the conclusions residue from the research is briefed in Sect. 5.

2 System Configuration and Modeling

The system under study is a solar-based power system as shown in Fig. 1, which is
a combination of PV, based DG in grid-connected mode. Solar energy is a valuable
renewable energy resource with numerous applications in society, and it is being
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employed in the present analysis in conjunction with the traditional power system.
The sub-sections that follow gives the modeling and descriptions of such a system.

Figure 1 depicts a PV system that is interconnected to the standard power grid and
includes a battery energy storage system. The excess energy is stored in the battery
via a bi-directional converter during periods of high solar insolation. The system
depicted in Fig. 1a is utilized to investigate disturbances. The basic layout diagram
of a solar energy-based system with several elements is shown in Fig. 1a. Figure 1b
depicts the detailed interface structure of the power system under consideration.
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Converter
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Converter
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Load
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Fig. 1 Basic layout diagram of solar energy-based system, a block diagram, b detailed interfacing
circuit
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3 Detection Techniques

The following are descriptions of several detection methods, such as the HS-
transform and the wavelet transform:

3.1 HS-Transform

The S-transform (ST), a time–frequency multi-resolution analysis was conducted
based on the WT and STFT, is a revised form of the wavelet transform with phasor
rectification. It employs aGaussian variablewindowwith indirectly relatedwidth and
frequency. But, even in the existence of noise, sometimes S-transform fails to locate
disturbances. Thus, in low–high frequencies, HS-transform with pseudo-hyperbolic
Gaussian window provides improved time/frequency resolutions. A higher distortion
of the window at low frequencies improves the frequency domain width [12].

The hyperbolic window is expressed as

Whb = 2 fs√
2π(αhb + βhb)

exp

{
−− f 2s X

2

2

}
(1)

where

X = (αhb + βhb)

2αhbβhb
(τ − t − ξ) + (αhb − βhb)

2αhbβhb

√
(τ − t − ξ)2 + λ2

hb (2)

0 < αhb < βhb and ξ =
√

(βhb − αhb)
2λ2

hb

4αhbβhb

The HS-transform’s discrete version is calculated and G(mF , nF ) represents the
Fourier transform of hyperbolic window

G(mF , nF ) = 2 fs√
2π(αhb + βhb)

exp

{
−− f 2s X

2
D

2

}
(3)

where

XD = (αhb + βhb)

2αhbβhb
t + (αhb − βhb)

2αhbβhb

√
t2 + λ2

hb (4)

H [mF , nF ] is the frequency shifted Fourier transform H [mF ] and is given by

H [mF ] = 1

N

N−1∑
mF=0

h(k) exp(−i2πnFk) (5)



Detection of Fault Disturbances in a DG Integrated Hybrid Power … 33

S[nF , j] =
N−1∑
mF=0

H(mF + nF )G(mF , nF ) exp(−i2πmF j) (6)

S indicated the S-transform of h(t). τ is a parameter that affects the location of
Gaussian window. Here, N is the total sample size. H [mF ] is the fault voltage and
current waveform sample.

3.2 Wavelet Transform (WT)

Signal processing techniques also known as transient-based approaches are prefer-
ably employed for fault diagnosis mainly for protection, and the wavelet transform
has been discovered to be capable of studying transient signals occur during a power
system fault condition arises. Owing to its economical speed, frequency resolutions,
and dependability of extracting relevant features, the wavelet transform (WT) is
viewed as a potential tool for fault detection. The wavelet is made up of translations
and dilatations that are formed from a mother wavelet [13, 14]. The discrete wavelet
transform (DWT) of a function f (t) can be investigated using the equation.

1√
xm0

∑
k

f (k)φ ∗
(
n − kxm0

xm0

)
(7)

In place of x and y, the parameters m and k represent the integer variables. The
wavelet is connected with a scaling function, which when combined with the wavelet
function. That one level’s scaling function can be represented as the sum of the next
finer level’s scaling function.

φ(t) =
∞∑

n=−∞
h(n)

√
2φ(2t − n) (8)

The link between both the scaling function and the wavelet function is shown in
Eq. (9).

φ(t) =
∞∑

n=−∞
h1(n)

√
2φ(2t − n) (9)

c j (k) =
∞∑

m=−∞
c j+1(m)h(m − 2k) (10)

d j (k) =
∞∑

m=−∞
c j+1(m)h1(m − 2k) (11)



34 B. K. Panigrahi et al.

Equations (10) and (11) illustrate the coefficients at a rough stage that may be
obtained by analyzing coordinates at a finer level until they reach their individual
filters that would be followed by the implementation of the two, resulting in different
numbers of samples at the coarser stage.

4 Simulation Results and Analysis

The simulated outcomes achieved with MATLAB/Simulink are described in this
section. The solar PV system in question is connected to the electrical grid, and
the complete system is modeled in MATLAB. Different faults are being created
in grid side and the corresponding voltage signal at PCC is taken offline. It is then
processed throughwavelet and S-transforms. The transformed signal is used to deter-
mine various statistical characteristics such as standard deviation and entropy. An
information set of 500 × 6 is then developed taking into consideration six distinct
characteristics and faults in distinct working situations. Half of this collection of
information is used for practice, and half is used for testing. The sampling frequency
is set to 5 kHz. The detail coefficients out from original images provide more spatial
and spectral data. The detail coefficients show where in data set key facts can be
found. As a result, the Db4 detail coefficient is used in this proposed study. A grid-
connected solar energy generating plant is depicted in the proposed concept. A PV
panel, three-phase source, transformers, circuit breakers, and a fault block connected
to the load are all included in the model. Figure 2 depicts a single line diagram of
the proposed hybrid model.

At PCC, the signal of voltage for LG fault is shown in Fig. 3a. This signal is
obtained at PCC and carried through WT and HST, and the findings are displayed
in Fig. 3b and c. It is noticed that both the transform very beautifully identifies the
instants of disruption in the voltage. Of course, the time–frequency resolution in
case of HST is comparatively better than WT. The voltage signal is further given

CB

FAULT
AC

DC

PV Cell

DC-AC
Converter

Transformer
4

Transformer
1 Transformer 2 Transformer 3

Load

Three Phase Source Transformer 1

PCC
Three Phase Voltage Source

Bus 1 Bus 2

Bus 3

Bus 4

Fig. 2 Single line diagram of proposed Simulink DG integrated hybrid system
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a 20 dB noise boost, as illustrated in Fig. 4a. When passing through WT and HST
illustrate in Fig. 4b and c, it is evaluated that WT unable to identify the signal due
to noise, whereas in HST the disturbances present in the signal in the corresponding
instants is nicely captured and detected. This shows the robustness in HST under
noisy conditions. Again, the voltage signal for LLL fault is extracted and shown in
Fig. 5a. After it is passed through WT and HST, the results are presented in Fig. 5b
and c, respectively. It is observed that HST shows better detection capability as
compared WT. The detection is determined on the basis of performance measures
such as entropy and standard deviation. In a grid-connected PV system, LG and LLL
faults are formed, and the relevant voltage signal is retrieved at the PCC (Table 1).

(a)Voltage signal for LG fault at PCC 

(b) Detection by WT 
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Fig. 3 LG fault detection, a voltage signal for LG fault at PCC, b detection by WT, c detection by
HST
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(a) Voltage signal for LG fault at PCC 

(b) Detection by WT 

(c) Detection by HST 
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Fig. 4 LG fault detection with 20 dB noise, a voltage signal for LG fault at PCC, b detection by
WT, c detection by HST

5 Conclusion

This paper presents the study of different fault disruption of the grid-integrated solar
PV-based power system. The fault disturbances are detected by utilizing WT and
HS-transforms. It is noted that HS-transform is more accurate in the detection of
disturbances. The effectiveness of the present work has been verified at different
noise levels to validate its validity. A comparison of the STD and entropy has been
performed. The comparison results show that the proposed strategy provides more
consistent and trustworthy outcomes. It has been observed that when noise is injected
into the voltage signal, the accuracy of WT will be degrading. Although HST was
able to identify the disturbances present in the signal. The simulation results obtained
reveal that the proposed method performs well for all types of faults.
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(a) Voltage signal for LLL fault at PCC 

(b) Detection by WT 

(c) Detection by HST 
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Fig. 5 LLL fault detection, a voltage signal for LG fault at PCC, b detection by WT, c detection
by HST

Table 1 STD and entropy for
different faults

Fault Standard deviation (STD) Entropy

LG 0.345 0.583

LG with 20 dB noise 0.456 0.838

LLL 0.532 0.638
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Clonal Assortment Optimization
Procedure to Unravel Cost-Effective
Power Dispatch Problem

Vijay Raviprabhakaran

Abstract This article offers an artificial immune logic (AIL) centred optimiza-
tion methodology to unravel the cost-effective power dispatch problem. Economic
power dispatch (EPD) defines the electric generated power produced by the dedicated
power-producing units so that the production rate is curtailed as fulfilling the power
requirement concurrently. The developed AIL procedure utilized the total production
expense as the goal function and is characterized as the affinity rate. The antibodies
with high-affinity instruments are generated through genetic progression and grow
into the solution. The replication findings expose that the established technique is
simple to execute congregated within a satisfactory implementation period and an
extremely optimized solution for EPD with the least production expense is attained,
while the same is audited on 3, 13 in addition to 40 power-producing schemes. The
result also validates that the AIL-based optimization technique is an effective tool
for resolving optimal results in EPD problems, which entails a large quantity of
generating units while simultaneously fulfilling many limitations when contrasted
with other procedures. Still, the purported technique might be valid to obscure real
power-producing system hindrances.
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1 Introduction

Electric power systems are constructed and controlled to meet up the constant devi-
ation of power demand. In power system lessening, the operation rate is very signifi-
cant. EPD is away to organize the power generator yields about the load demands and
to manage the power system most cost effectively. Throughout the days, numerous
struggles have been created to unravel the EPD problem, encompassing several limi-
tations or numerous goals through numerous arithmetic programming and optimiza-
tion methods. The standard typical approaches include the lambda reiteration proce-
dure, base point approach and participation factormethodology, gradientmethod, etc.
Conversely, the above-mentioned conventional dispatch procedures necessitate the
incremental fuel rate curves to be monotonically enhancing or piecewise linear. The
response/yield traits of current entities are intrinsically extremely nonlinear (valve-
point loading, ramp rate restrictions, etc.,) and have numerous local minimum loca-
tions in the fuel rate function. Its attributes remain reckoned to go through the obli-
gations of standard power dispatch processes in the lead to suboptimal answers, then
stemming in enormous profits deficit all over the period. The concern of extremely
nonlinear traits of the power generating units makes a highly robust set of rules to
avert becoming trapped in local optima. The orthodox calculus-centred procedures
failed to unravel these sorts of complications.

Recently, stochastic hunt algorithms for instance simulated annealing (SA) [1],
genetic algorithm (GA) [2], evolutionary programming (EP) [3], particle swarm
optimization (PSO) [4], Grey wolf optimization (GWO) [5], Whale Optimization
(WO) algorithm [6], and Communal Spider Optimization (CSO) [7] algorithm
have been frightfully cast-off to unravel power organization optimization compli-
cations attributable to its facility towards discovering the close-global resolution
of a nonconvex optimization delinquent. The simulated annealing is a robust opti-
mization procedure, but in routine, the toughening plan ought to be painstakingly
modified else the accomplished answer will even remain locally optimal. Still, a suit-
able annealing plan frequently entails immense reckoning time. Mutually, GA and
EP developed along the simile of real natural training can necessitate a near-global
result. EP contrasts with GA in the view that EP differs predominantly in transfor-
mation and assortment even though not limited in the same way as in GA. Accord-
ingly, a substantial reckoning period might be hoarded in EP. In malevolence of their
beneficial performance, both GA and EP retain approximately weaknesses promi-
nent towards a further computation period and smaller conjunction in the instance
of extremely epistatic goal functions. The limitations augmented remain extremely
associated. Even though PSO is utilized in the direction of unravelling the nonlinear
and non-continuous optimization delinquent, it agonizes from hasty convergence,
particularly though supervising complications through further local goals.
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Apart from the stochastic algorithm, there is numerous nature-stimulated opti-
mization algorithm, for solving the EPDproblem. Every procedure has its advantages
and disadvantages [8–12]. The same algorithm is being solved for optimal power and
control schemes in generating systems [13, 14].

This article offers the usage of the artificial immune logic (AIL) [15] centred
optimization technique utilizing the clonal assortment principle to decipher EPD
problems [16]. The acquired AIL software development is employed to ascertain the
real power elect spawned by the power generating components in a power production
scheme. Which remain imperilled by quite a few disparities and equality limitations
to accomplish the smallest production rate though substantial the power mandates
instantaneously.

The remaining of this article is outlined as ensues Sect. 2 depicts the EPD problem
interpretation. Section 3 is concerning the artificial immune logic algorithm and
its study. Section 4 accords the execution of the clonal assortment algorithm to
EPD problem. The results and analyses are accompanied in Sect. 5. Conclusions are
presented in Sect. 6.

2 EPD Problem Formulation

The goal of EPD remains towards discovering the best result as a result that the bare
lowest fuel rate is attained bound by specific equality and inequality restrictions.
The delinquent might be conveyed as a role that involves the cost function and
the restrictions. The equality limitation considers active power equilibrium, then the
inequality limitation indicates the bounds of active power production. Arithmetically,
the interpretation is given as follows

2.1 Goal Function

The hybrid system consists of the following characteristics.
The goal function comprises the amount of the rate role of entirely dedicated

elements finished in all periods. F is the entire coal rate for the ith power generator
(in $/h), then is typified through the subsequent equivalence.

F =
n∑

i=1

Fi (Pi ) (1)

The fuel expense attributes of every power-producing unit i is symbolized with a
quadratic polynomial equivalence

Fi (Pi ) = ai + bi + ci P2
i (2)
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where ai , bi and ci are the cost coefficients of the ith generator, and Pi is the output
for unit i

2.2 Goal Function with Valve Point Influence

The faucet opening manner of multivalve coal-powered steam turbines creates a
wave-similar impact in the temperature rate curvature of the power producers, and it
is engaged into consequence in the EPD delinquent by overlaying the fundamental
quadratic fuel cost attributes through the modified sinusoidal section as surveys.

Fi (Pi ) = ai + bi + ci P2
i + ∣∣di sin

{
ei

(
Pmin

i − Pi
)}∣∣ (3)

where ei and di are the coal fuel expense factors of unit i with valve point effect.
The above Eq. (2) can be solved by considering the following constraints.

2.3 Real Power Equilibrium Limitation

For power equilibrium, equality restriction must be convinced. The aggregate
produced power must remain identical to the complete load demand combined with
the aggregate losses (PL = 0).

N∑

i=1

Pi − PD − PL = 0 (4)

where Pi is the power production for taken generating unit i,
N is the number of power generators in the structure,
PD is the absolute power demand,
PL is the power transmission network loss.

2.4 Real Power Operating Restrictions

There is a threshold on the extent of power that a division of generators can produce.
The generator power production of any unit should not surpass its assessment, nor
should it be lower than required for a balanced process. The production yield of every
unit would remain sandwiched between upper and lower restrictions. The resultant
inequality constraints for every single generator are

Pmin
i ≤ Pi ≤ Pmax

i i ∈ N (5)
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where Pmin
i and Pmax

i are minima and maximum operating output of the relevant
unit.

2.5 Generating Unit Ramp Limits

If the power generator ramp rate restrictions are considered then the actual real power
operational limits are revised as arise.

Pi − P0
i ≤ URi If generation enhances

P0
i − Pi ≤ DRi If generation diminishes

max
(
Pmin

i , P0
i − DRi

) ≤ Pi ≤ min
(
Pmax

i , P0
i + URi

)
i ∈ N (6)

where URi DRi ramp-up and ramp-down rate boundaries of the ith generator, and
P0

i is the prior operating point of the generator.

3 Artificial Immune Logic Algorithm

The primary intention of the protected scheme is to distinguish all cells (or fragments)
inside the body and compartmentalize individual cells as identity or non-identity. The
non-identity cells aremore catalogued to provoke an apt type of suspicious apparatus.
The immune system realizes all overgrowth to characterize treacherous extraneous
antigens (e.g. microbes, viruses, etc.) and the body’s cells or molecules.

The AIL imitates these biological moralities of clone production, propagation,
and evolution. The foremost phases of AIL built on the clonal assortment attitude are
stimulation of antibodies, propagation, and discrepancy on the happenstance of cells
through antigens, mellowing by booming out affinity mellowing progression, erad-
icating deep-rooted antibodies to sustain the miscellany of antibodies, and evading
untimely conjunction, an assortment of individual antibodies whose sympathies by
the antigen are superior. To rival AIL in optimization, the antibodies and affinity are
carried as the viable solutions and the objective function correspondingly. The real
number is applied to embody the traits of the antibodies.

To recognize the speculative hypothesis of AIL, the biological development of
the immune approach needs to be welcomed. The body’s defence apparatus varies
with the activity of antibodies to acknowledge and eradicate overseas cells termed
antigens. The antibodies remain created through lymphocytes over clonal propaga-
tion. B-lymphocytes and T-lymphocytes are the dual key elements in the lymphocyte
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assembly. The B-lymphocytes are the cells produced by the bone marrow, and the T-
lymphocytes are the cells formed by the thymus. A B-lymphocyte drives and delivers
a solo antibody that is located on its outside shell besides performing as a receptor.
Regulator procedures of antibody creations are then tweaked by the activities of
T-lymphocytes.

Figure 1 illustrates the device of the invulnerable system. It reveals that following
the discriminatory stimulation over the requisite of antigens, the lymphocytes would
redo themselves all through clonal abundance. This is observed by genetic processes
on the clones of the plasma cells. Lastly, antibodies are stashed and willing to oblige
antigens. Certain lymphocytes would change into prolonged B reminiscence cells.

These reminiscence cells distribute all over the blood, lymph, and tissue with
the intention of while visible towards a subsequent antigenic impetus. They would
discern hooked on substantial lymphocytes that are proficient towards harvesting
extraordinary-affinity antibodies to contest alongside the same antigens that encour-
aged the foremost reply.

The rare computational patterns established that have been centred on immune
arrangement ethics are

(i) Immune network representations,
(ii) Negative assortment procedures, and
(iii) Clonal assortment algorithm (CAA).

3.1 Clonal Assortment Algorithm

In the clonal assortment algorithm, a nominee solution for the individual problem is
called an antigen or a pathogen, which is identified by the antibody. Each antibody
signifies a spot in the hunt area, i.e. a viable solution to the problem. An inhabitant
entails a predetermined quantity of antibodies. Every antibody is estimated by the
appraisal method to acquire its affinity. Based on this affinity and enduring immune
operators, a new population is spawned iteratively with every sequential population,
depicted as a production. The CAA utilizes three immune machinists, i.e. cloning,
hypermutation, and receptor editing, to invigorate the creation of populations.

While implementing an AIL of the clonal selection rule, the key measure in the
algorithm incorporates

(a) Instigation of antibodies.
(b) Propagation and variation on the confrontation of cells with antigens.
(c) Maturation and modification of antibody categories through resounding out

sympathy maturing method over accidental hereditary variations.
(d) Confiscating individuals discriminated immune cells, which possess low-

kinship antigenic receptors.
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Once the clonal assortment procedure is executed and intended for cracking the
optimization delinquent, a rare revision must be completed as trials.

(i) Now no clear antigen towards being documented, but a goal purpose is to be
augmented. Consequently, the empathy of an antibody denotes the appraisal of
the goal function.

(ii) All antibodies remain designated and nominated for replicating.
(iii) The quantity of clones engendered through the antibodies is identical
(iv) The consequence of a fluctuating the number of clones produced bestowing to

the appropriateness (affinity) of the distinct is inspected here in the article.

The subsequent are the chief steps intricate in the clonal assortment algorithm.

Step 1. Initialization—The chief step comprises expressing an antibody pool of
static extent N.

Step 2. Loop—The CAA then incomes by implementing numerous reiterations
of divulging the scheme to all acknowledged antigens. A solo round of
acquaintance or recapitulation is stated as power production. The quantity
of cohorts G the system accomplishes ismanipulator configurable; however,
the scheme can practise a delinquent explicit hindering state.

Step 3. Choice antigen—Asole antigen is designated arbitrarily deprived of standby
(for the current generation) since the pool of antigens.

Step 3.1. Acquaintance—The scheme is bare to the nominated antigen.
Affinity ideals are intended for entire antibodies besides the
antigen. Kinship is a quantity of resemblance and is delinquent-
reliant.

Step 3.2. Selection—A set of n antibodies is designated from the whole
antibody pool that has the uppermost attraction with the antigen.

Step 3.3. Cloning—The customary of nominated antibodies is formerly
replicated in share to its affinity (rampant-created). The number
of clones can be initiated by

Nc = round(β ∗ N ) (7)

where β—Multiplying factor choices from (0–1)
N—Total expanse of antibodies.
The following pseudocode reveals the CAA algorithm with

the clonal assortment basis.
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Step 3.4. Kinship growth (transmutation)—The clone (customary of replicate anti-
gens) is formerly imperilled to an empathy mellowing practice towards a
well-fit antigen.

Step 3.5. Clone disclosure—The clone is then unveiled to the antigen, and respon-
siveness actions are assessed.

Step 3.6. Contention—The antibodies through the ultimate kinship in the clone are
afterwards designated as entrant remembrance antibodies intended for
positioning into N.
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Step 3.7. Substitute—The d individuals in the residual antigen tarn through the last
possible affinity are substituted with novel arbitrary antibodies.

Step 4. Final texture—Afterwards the accomplishment of the coaching scheme
and the remembrance module of the antigen pool are next carried as the
set of rules result. Subject to the delinquent purview, the resolution might
be a distinct finest distinct antigen or the cooperative of whole antigens
in the pool.

4 Execution of Clonal Assortment Algorithm to EPD
Problem

The realization of CAA for unravelling the EPD is corresponding to the subsequent
process.

(a) The primary inhabitants are constructed from a collection of indiscriminately
spawned numbers. Each generated unit is assessed for any limitation infringe-
ment using the following Eqs. (4) and (5). Only the values that comply with the
restriction are integrated into the inhabitant’s set.

(b) The fitness estimate of every number in the inhabitant’s usual is weighed
employing Eq. (1).

(c) Cloning the individuals in the inhabitants offers growth near a momentary
inhabitant of clones.

(d) The inhabitants of clones endure a mellowing development by employing
genetic manoeuvres, i.e. metamorphosis on the inhabitants of replicas. The
metamorphosed duplicates are interpreted, and their appropriateness values are
assessed.

(e) A different population of the identical extent as the initial inhabitants is
designated after the metamorphosed clones created for their appropriateness
value.

(f) The novel inhabitants will endure identical development as identified in stages
1–5.

(g) This procedure is continued till the elucidation met an optimal value.

5 Results and Analyses

The pertinency and authenticity of the AIL optimization procedure for everyday
claims must remain assessed continuously in three examination instances. Instance
1 is a 3-unit system [17], Instance 2 is a 13-unit system [17] besides Instance 3 is a 40-
unit arrangement [18]. To substantiate the competence in seeking out the complete
or nearby global optimal power equilibrium, power production restrictions and
ramp rate limit limitations only are incorporated for evaluation with supplementary
practices stated in the prose.
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Table 1 Finest power output for a 3-generator arrangement

Unit GA [19] PSO [20] EP [21] GWO [5] WOA [6] AIL (props.)

P1 300.00 300.27 300.26 300.09 300.02 300.00

P2 400.00 400.00 400.00 400.00 400.00 400.00

P3 150.00 149.73 149.74 149.91 149.89 149.99

Total power (MW) 850.00 850.00 850.00 850.00 850.00 850.00

Total charge ($/hr) 8237.60 8235.09 8234.07 8235.93 8234.98 8234.07

Table 2 Convergence characteristics for the 3-unit system

Method Min. charge ($/hr) Mean charge ($/hr) Max. charge ($/hr)

GA [19] 8237.60 8298.58 8359.56

PSO [20] 8235.09 8239.10 NA

EP [21] 8234.07 8248.99 8263.91

GWO [5] 8235.93 8247.40 8258.87

WOA [6] 8234.98 8245.12 8255.26

AIL (props.) 8234.05 8243.59 8253.14

5.1 Instance I

A generating system of three thermal units with the consequences of valve-point
loading is scrutinized in this test. In this instance, the load demand is anticipated to
be revealed as 850MW. Based on the data acquired over 100 epochs, the assessments
of the three thermal units, assessed by several approaches are exemplified in Tables 1
and 2, which appear that the AIL achieved in obtaining the agreeable result.

5.2 Instance II

Astructure of thirteen thermal unitswith the effects of valve-point loading is explored
in this test. In this instance, the power demand is anticipated to be revealed as
2520MW. Based on statistics obtained over 100 epochs, the analogies of the thirteen
thermal units analysed by different approaches are exemplified in Tables 3 and 4,
which reveal that the AIL achieved in obtaining a suitable resolution.
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Table 3 Finest power yield for 13-generating unit system

Unit PSO [18] DE [19] GWO [5] WOA [6] AIL (props.)

P1 628.32 680.00 629.32 628.40 680.00

P2 299.20 360.00 298.70 298.38 360.00

P3 291.90 360.00 290.02 291.51 359.65

P4 159.73 154.99 159.86 159.79 154.74

P5 159.73 154.99 159.86 159.79 154.45

P6 159.73 155.00 159.86 159.79 155.00

P7 159.73 155.00 159.86 159.79 154.74

P8 159.73 155.00 159.86 159.79 155.01

P9 159.73 154.99 159.86 159.79 154.94

P10 114.80 40.00 114.75 114.93 41.65

P11 75.00 40.00 74.98 75.02 40.01

P12 60.00 55.00 60.69 60.52 54.05

P13 92.40 55.00 92.38 92.50 55.76

Total power (MW) 2520.00 2520.00 2520.00 2520.00 2520.00

Total charge ($/hr) 24,252.6 24,083.52 24,079.89 24,077.52 24,075.58

Table 4 Convergence characteristics for 13-generating unit system

Method Min. charge ($/hr) Mean charge ($/hr) Max. charge
($/hr)

PSO [20] 24,252.65 24,246.60 24,265.79

DE [21] 24,083.52 24,169.92 24,264.85

GWO [5] 24,079.89 24,172.83 24,265.78

WOA [6] 24,077.52 24,170.88 24,264.24

AIL (props.) 24,051.58 24,142.98 24,263.56

5.3 Instance III

This instance comprises 40 coal-fired generating units with the power demand of the
system of 10,500 MW. Its finest results found all through the AIL are revealed in
Tables 5 and 6. All the limitations formerly declared are satisfied.

Comparably, the suppositions show that the intended AIL methodology recom-
mends good quality resolution than those encountered with actual value implied by
EP, DE, GWO, and WOA methods. The convergence curve of the 40-unit system
with solving with AIL is shown in Fig. 2.

Principally, the insinuated AIL outpaces each more deemed modern optimization
system for the over-executed power assessment structures. Because the insinuated
logic procedure is picking the elite antibodies for disentangling the intent, cloning
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Table 5 Finest results for 40-generating units including 100 epochs

Unit Generation
(MW)

Unit Generation
(MW)

Unit Generation
(MW)

P1 81.2186 P14 300.1023 P27 147.1183

P2 61.9359 P15 490.0801 P28 102.1334

P3 104.6810 P16 409.3752 P29 88.4145

P4 128.2894 P17 398.1404 P30 84.7519

P5 91.5206 P18 453.5361 P31 145.2739

P6 128.3100 P19 482.4879 P32 117.8334

P7 268.6816 P20 549.1000 P33 150.1571

P8 267.4955 P21 435.7806 P34 174.6702

P9 274.6465 P22 436.4504 P35 200.0000

P10 139.4918 P23 459.9832 P36 112.7668

P11 336.0714 P24 380.7259 P37 103.7170

P12 100.9512 P25 517.3195 P38 82.8316

P13 450.7750 P26 533.3150 P39 107.9537

P40 499.1998
∑40

i=1 Pi = 10.4999e + 003

Table 6 Outcomes of 40-generating units including 100 epochs

Method Min
charge ($/hr)

Mean
charge ($/hr)

Max
charge ($/hr)

CEP [21] 124,139.67 123,382.13 122,624.35

FEP [21] 124,119.37 123,499.59 122,879.71

DE [21] 122,056.69 121,882.35 121,708.07

GWO [5] 121,102.58 121,379.94 121,657.26

WOA [6] 121,084.34 121,306.87 121,529.26

AIL (Props.) 121,023.58 121,218.54 121,412.64

facilitates the greatest imitation of antibodies and transmutation ameliorates in reten-
tive the suitable antigen. Conclusively, reminiscence comforts to cuddle solvent,
antigen for the ensuing rehearsal so that the carried problem extends the finest crux
swiftly.

6 Conclusion

A novel method employing a clonal assortment algorithm created AIL to unravel
pecuniary power dispatch problems in the power scheme is offered. The expanded
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Fig. 2 Convergence nature of AIL in Instance III (40-unit case)

AIL procedure is adept at regulating the power spawned by every power-producing
component in the organization so that the expense of power production could be
curtailed although sustaining nearly functional limitations. The results attained by
the purported technique for 3, 13, and 40 power-producing entities are concomitant
with typical and contemporary optimization practices. The analogy reveals that AIL
performs healthier than the other considered algorithms. Though, it is realized by
prior examination that the meta-evolutionary scheduling procedure requires a reten-
tive accomplishment period to achieve the optimum outcome. Consequently, the
analysis indicates that AIL might be a favourable procedure for unravelling intricate
optimization complications in the power system.
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Classification of Fault Disturbances
in a DG Integrated Hybrid Power System
Using Support Vector Machine
and Decision Tree
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Abstract To fulfill the increasing load demand, distributed generations are
becoming increasingly crucial in the electrical power system. The connection of a
distributed generator (DG) to the grid raises a number of challenges related to power
system structural protection and control. The consequence of dispersed generations
on a grid is that the fault current level fluctuates, which complicates fault investiga-
tions. Even after years of in-depth research, categorization of fault remains one of
the most important difficulties that arise in a distributed generation integrated power
system. The fault disturbances are classified by the pattern recognition techniques
like decision tree (DT) and support vector machines (SVM). The study is carried out
both graphically as well as in terms of performance indices like standard deviation
(STD) and entropy. The objective of this article is to use DT and SVM to categorize
fault-related disturbances in a DG-infiltrated hybrid power system. To categorize the
Line-Line fault and Line-Line-Ground fault, an unique technique based on SVM and
DT is proposed. Based on these analyzes, it is observed that DT Gives the highest
viable accuracy as compared to other methods, which proves its robustness in various
working situations such as load variability, in the scheme’s parameters, there are solar
insolation, noise, and harmonics.
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1 Introduction

At the distribution level, a large number of dispersed generation units are being
incorporated into the electrical power system. Distributed generators (DG) are one
of the most significant changes in the electrical sector and power grid in the last
ten years. Energy being generated close to the point of consumption is referred to
as “Distributed Generation” (DG) [1]. Sources of renewable energy such as wind,
PV cells, tidal, geothermal heat, and biomass are examples of distributed generation
resources. One of the advantages of adopting DG is its proximity to the load of the
users. Increasing grid reliability, cutting transmission line losses, improving voltage
stability, and improving power quality all require distributed generations [2]. In
addition, different artificial intelligence techniques like fuzzy logic (FL), artificial
neural network (ANN), and support vector machine (SVM) are used to classify
the fault disturbances. Artificial neural network (ANN) is popularly used for fault
localization and detection classification [3–6]. ANN alongside wavelet transform
was proposed to identify the fault disturbances [7].

Various studies were reported in literature for the identification and monitoring
of fault disturbances. Some used indices like rms value, peak value, frequency, or
voltage change for detecting fault/abnormal conditions. The methods such as fourier
transform (FT) and fast fourier transform (FFT) are one of the most popular ones
for the disturbance study. Many researchers have used other transforms like chirp
Z-transform and Welch algorithm for observing the electrical parameters [8, 9]. But
sometimes it is very hard to detect non-stationary disturbances due to only frequency
data and no time data. Therefore, wavelet transform (WT), S-transform, short-time
fourier transform (STFT), etc., were studied and designed to be applied to fulfill the
objective of fault analysis [10].

A composite technique on particle swarm optimization (PSO) and artificial neural
networks (ANNs) was employed for faulty phase/section detection in power systems
as another method for forecasting fault disturbances. Fuzzy logic along with neural
network in the formofANFIS is effectively and correctly used for the same objectives
to protect power system and its equipment’s [5]. A support vector machine (SVM)
is also being considered as a potential candidate for fault classification [11]. But,
because of degraded performances of some of the above-mentioned techniques under
higher penetration levels of renewable sources, uncertain system inputs like solar
insolation in solar PV systems, and abnormal operating conditions in power system
in presence of noise are the reasons thatwhy the authors in these papers have proposed
a combined approach based on SVMand decision tree (DT). Again, different features
from transformed signal are used to formulate data set with reduced size in order to
improvise the classification objectives [12, 13].

The article is assembled as follows: Sect. 2 represents the system configuration
and description of solar energy-based system. The classification methodologies are
describing in Sect. 3, and the result of the simulation and their discussion are marked
out in Sect. 4. At the end, the conclusions residue from the research are briefed in
Sect. 5.
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2 System Configuration and Modeling

The structure of a solar PV cell is identical to that of a p–n junction, which trans-
forms light energy into electrical energy. Figure 1 illustrate the circuit equivalent,
representation of a solar cell given by a photo-current source Iph, a non-linear diode,
internal series and shunt resistances Rs and Rsh [14].

The mathematical equation representing a PV cell is given by:

I = Iph − Is
(
e

q
AkT (V+IRs ) − 1

)
− 1

Rsh
(V + IRs) (1)

where photo-current is represented by Iph, diode saturation current is represented by
Is ; q is the charge of an electron; diode ideality factor is A; k is Boltzmann’s constant;
S is the solar intensity (W/m2). The photocurrent in terms of temperature and solar
intensity is given by:

Iph =
(

S

Sref

)[
Iph,ref + CT (T − Tref)

]
(2)

Sref, Iph.ref and Tref are the standard values of solar intensity, photocurrent and cell
temperature, respectively. CT is the temperature coefficient (A/K). Diode saturation
current and the semiconductor material’s band energy gap is represented as Is.ref and
Eg, respectively, under standard test conditions. PV modules consists of cells that
are coupled in series and parallel. The voltage-current characteristic equation for the
equivalent model is given by:

I = Np Iph − Np Is

(
e

q
AkT

(
V
Ns

+ IRs
Np

)
− 1

)
− Np

Rsh

(
V

Ns
+ IRs

Np

)
(3)

The number of series connected cells and parallel connected cells is denoted by
Ns and Np, respectively. The PV module parameters used in this study were derived
from references [15–17].

Fig. 1 Equivalent circuit of
PV cell



58 K. Pal et al.

3 Classification Techniques

The description of classification techniques used such as decision tree (DT) and
support vector machine (SVM) are described below:

3.1 Decision Tree (DT)

Data can be classified based on checking the similarities between the datasets. Deci-
sion trees are effectively employed for data classification, choosing features which
maximize and divide the data. These features are divided into various cases repeatedly
till the proper ending and categorization [3]. The mathematical model of decision
tree is given below:

X = {X1, X2, . . . , Xm}T (4)

Xi = {
x1, x2, . . . , xi j , . . . , xin

}
(5)

S = {S1, S2, . . . , Si , . . . , Sm} (6)

where m is the amount of observations available, the amount of independent vari-
able s is indicate by n, S is the vector m-dimension of the variable predicted
from X , Xi is the i-th component vector of n-dimension autonomous variables,
x1, x2, . . . , xi j , . . . , xin are autonomous variables of pattern vector Xi , and T is the
transpose notation vector. The optimal or correctly sized DT Tk0 is constructed
according to the following issue of optimization:

R̂(Tk0) = min
k

{
R
∧

(Tk)
}
, k = 1, 2, 3, . . . , K (7)

R̂(T ) =
∑

t∈T̂
{r(t)p(t)} (8)

where R̂(t) is the error level in misclassification of tree Tk , Tk0 is the optimal DT for
minimizing the error of misclassification, T is a binary tree ∈ {T1, T2, T3, . . . .Tk, t1},
k denotes the tree’s index number, tree node is denoted by t . T is made up of plane
partitioning characteristics [18–20].
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3.2 Support Vector Machines

SVM is a statistical learning methodology for classification of pattern based on
a structural risk mitigation strategy, and it’s a good choice for high-dimensional
datasets because of its generalization capacity. SVM has improved the accuracy of
disturbance classification over ANN and Bays classifiers and is relevant for classifi-
cation of fault [11]. For inputs of n-dimension si (i = 1, 2, . . . , M), M is the samples
number fitting to class1 or class2 with outputs oi = 1 for class1 and oi = −1 for
class2, correspondingly. And the distance from the geometry is provided as ‖w‖2.
The following optimization issue can drive the optimal hyperplane [21, 22]:

Minimize

1

2
||w||−2 + C

M∑
i=1

ξi (9)

subject to:

oi
(
wT s + b

) ≥ 1 − ξi for i = 1, 2, . . . , M (10)

The unknown data sample s is classified as:

s ∈
{
Class − 1, f (s) ≥ 0
Class − 2,Otherwise

}

4 Simulation Results and Analysis

This part describes the simulated outcomes achieved with MATLAB/Simulink. The
solar PV system under consideration is interconnected to the power grid, and the
entire system is simulated in MATLAB. An information set of 500 × 6 is then
developed taking into consideration six distinct characteristics and faults in distinct
working situations. Half of this collection of information is used for practice and
half is used for testing. At the point of common coupling, the accumulated signal is
sampled at 5 kHz of frequency. A grid-connected solar energy electrical power plant
is depicted in the presented approach. The proposed model includes a PV panel,
three-phase source, circuit breakers, transformers, and a fault block connected to
the load. Figure 2 depicts a one-line diagram of the proposed hybrid model. Under
varied noise levels, a correlative study of the SVM and DT with the classification
accuracy values aids in the discrimination of fault disturbances. Figure 3 illustrates
this analysis.
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Fig. 2 Single line diagram of proposed Simulink DG integrated hybrid system

The accuracy of DT and SVM classification is illustrated in Fig. 3a and b at
distinct of noise level. It is noted that in all working circumstances, DT provides
better efficiency relative to SVM. This study is carried out both graphically as well
as in terms of performance indices like standard deviation (STD) and entropy. The
same can be done by taking other performance indices like energy and skewness. A
border plot is also displayed in Fig. 3c three distinct fault disturbances (class1-class3)
and comparable curve/contour may be shown in all other instances to differentiate
between.

The computation of performance indicators like entropy and standard deviation
is used to classify the data. Line-Line fault and Line-Line-Ground faults are formed
in a grid-connected PV system, and the standard deviation and entropy are derived
as performance indices from the data (PIs). Table 1 lists the PIs for various fault
scenarios.

5 Conclusion

SVM and DT are used in this study to classify faults in a PV-connected power
system. This paper presents a novel approach based on SVM and DT for the clas-
sification of Line-Line fault and Line-Line-Ground fault signals. From the point of
common connection, the three-phase voltages and phase currents are derived. This
paper presents about the study of different fault disruptions of the grid-integrated
solar PV-based power system. SD and entropy are two performance indices that
are studied. The fault disturbances were correctly classified utilizing SVM and DT.
The accuracy of classification is considerably improved. The effectiveness of the
proposed method has been verified at various noise levels. A comparative of the STD
and entropy is conducted in this paper. The given method offers a more consistent
and trustworthy performance, according to statistical information. The classification
precision of DT is better than SVM is observed in different working situations and
also the comparative assessment is performed.
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Fig. 3 a For LL fault classification, b LLG fault classification, and c boundary plot to classify
faults using SVM
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Table 1 STD and entropy for different faults

Fault Standard deviation (STD) Entropy Standard deviation (STD) Entropy

Normal With 20-dB noise

L-L 0.432 0.590 0.578 0.796

L-L-G 0.547 0.619 0.656 0.905
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Intelligent Excitation System for Efficient
Control of Dual Stator Winding
Permanent Magnet Synchronous
Generator in Hybrid Power System
Applications
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Abstract In this paper, the proposed method shows better performance evaluation
over conventional DC-DC converter under low power capabilities of system during
lower excitation potential levels, by using dual stator winding-controlled permanent
magnet synchronous generator and maximum power point position controller tech-
niques in hybrid power system applications. Both PV panel and wind plant were
integrated to compensate for the deficit voltage levels during low parameter ranges.
An intelligent excitation power electronic control system is proposed to sense and
control the operation of synchronous generator. The intelligent excitation system
applies the sliding-mode control strategies to balance the stability to control and
compensate the control voltage applied to the winding of the developed dual stator
winding synchronous generator. The intelligent excitation system operates based
upon the power angle curves of the hybrid power system, and it tracks the maximum
power point with the help of sliding-mode controller even at low-speed ranges of the
proposed synchronous machine. The proposed technique is analysed at the various
environmental conditions based on mode shifting conditions using AVR Mega-32
microcontroller.
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1 Introduction

Wind energy is one of the world’s oldest and best renewable energy sources. Over
the past few decade(s), many research and policy changes are upgrading in wind
energy and wind plants which makes a significant increase of its contribution in
the energy sector and which transforms the world’s energy sector, transition from
conventional fossil fuels to renewable sources and makes the energy sector as a clean
and sustainable development sector. The Global Wind Energy Council reported that
wind power capacity is increased by 60 GW in 2019 which is 20% annual increment
over previous years. The rapid growth in renewable sources leads to the shift in global
warming heat by below 1.5 °C; to achieve this, we need to install at least 100 GW
of renewable energy generation for the next decade. The conventional fuel scarcity
pushes many of the researchers to work in the concepts of renewable energy sources
(like solar and wind sources, etc.)-based power system applications [1]. An efficient
way of energy transmission plays a key role in any grid-connected systems [2].

Themain challenging tasks inwind plant are the development of new technologies
for controlling the drive mechanism of wind turbine generator set which results in
development of energy-efficient wind farms. This paper mainly deals with the contri-
bution towards the energy-efficient integrated renewable sources. To develop energy-
efficient renewable energy integrated system, one needs to involve better access
to evacuation, efficient transmission and supported energy banking infrastructure,
which are needed to overcome the intermittency of wind energy [3].

Energy banking infrastructure is also one of the key supporting factors for the
development of energy-efficient wind farm which allows the continuity in power
supply to the end consumers when there is unavailability or deficiency of wind
energy, which in turn provides the reliability to the wind farms. The above concept
is achieved by integrating the multi-sources which results in the development of
multi-source power system applications called as hybrid power system applications
(HPSA) [4]. This paper is mainly dealing with the integration of the wind plant’s
energy and solar panel energy (WE-SE),which increases the reliability and continuity
of the supply [5].

Energy-efficient wind farms are developed when new technologies are adopted
in construction-wise of wind turbine generator set, and their corresponding control
strategies are found feasible and efficient. Winding construction of stator and rotor
plays key role in generators; based upon this factor, many different types of machines
are developed. In this paper, dual stator winding-controlled permanent magnet
synchronous generator (DSWCPMSG) is proposed and designed, and it is coupled
with the wind turbine, based upon the proposed concept for DSWIG [6, 7].

Power electronic converters (PECs) play a major role in an efficient way of oper-
ation of the plant with a significant loss of energy. To obtain the desired stable load
requirement, controllers are needed. Even though, conventional controllers like PI,
PID are simple to tune and easy to integrate with existing system, but they will suffer
from the poor transient and sub-transient performance [8, 9], and they require all
system parameters’ information. But in practical hybrid power system applications,
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systemdynamics are robust in nature. In such cases, sliding-mode controllers arewell
suited and give stable results over conventional controllers [10]. The control problem
in DC-DC converter has unknown output voltage and unknown dynamics; in such
cases, adaptive controllers with state feedback controllers give better performance
[11–13].

Integration of intelligence in power transfer capabilities and efficient way of
producing pulses to the devices in PEC legs: The integration of intelligence in deci-
sionmaking, controlling and to establish an effectiveway of communication between
the hybrid source and load results into the development of proposed intelligent exci-
tation power electronic control system (IEPECS). In order to address the issues with
conventional controller, both linear and nonlinear control techniques are applied
for obtaining the fast and stable response. An IEPECS includes boost converter and
adapts the sliding-mode control strategies to balance the stability of theDSWCPMSG
operation to control and compensate the control voltage applied to the winding of
the DSWCPMSG.

The IEPECS operates based upon the power angle curves of the hybrid power
system. The IEPECS tracks the MPPPC with the help of SMC even at low-speed
and low-frequency ranges of the DSWCPMSG [14, 15]. The proposed technique
is analysed at the various environmental conditions based upon on mode shifting
conditions (MSC) performed by microcontroller with load scheduling at different
intervals. Themajor concern for control system engineers after designing any system
is its stability analysis, while any disturbances are introduced into the system in the
form of faults or sudden changes in the supply systemwhich disturbs the steady-state
and dynamic-state behaviours of the systems.

The main complication involved in hybrid power system application is shifting or
load sharing among the hybrid sources like PV, wind and battery while implementing
the hardware circuit. In this paper, the hardware model mainly consists of microcon-
troller, boost converter and hybrid sources. Here, the microcontroller is mainly used
for the purpose of mode selection. It will take signals from the PV panel and wind
by time schedule.

This paper is organized in such a way that for achieving the desired objectives
which are mentioned in the abstract section. In this section, the necessity of HPSA
is discussed. In Sect. 2, analytical-based approach for modelling of DSWCPMSG is
discussed, and in Sect. 3, modelling and analysis of IEPECS alongwith sliding-mode
operation are discussed in achieving the MPPC.

In Sect. 4, MPPPC operation along with isolated solar panel and wind plant is
discussed. In Sect. 5, integration of DSWCPMSG-HPSA with IEPECS is analysed.
In Sects. 1–5, isolated solar and wind plants are operated, and the developed powers,
the corresponding voltage and currents and the source parameters are analysed with
the help of MATLAB and Simulink results. An integrated solar and wind plant
that is operated along with the modified P&O technique is applied for MPPPC and
IEPECS operations. A hardware prototype is designed with the help of AVR Mega-
32 microcontroller and tested at various load scheduling. Next section deals with the
analytical-based approach for the proposed model of DSWCPMSG.
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2 Analytical-Based Approach for the Modelling
of DSWCPMSG

The proposed generator is a DSWCPMSG, whose stator winding is split into two
windings and is supplied with the alternating supply; hence, it produces a rotating
magnetic field, and the rotor winding is separately excited by a constant DC supply
through brushless excitation. The constant current in rotor winding produces a flux
in the air gap which interlinks with the stator-induced emf, and the rotor flux helps
its rotor body to rotate along with the stator magnetic fields. This double excitation
helps in rotating the rotor at synchronous speed.

Figure 1 represents the proposed DSWCPMSG constructional view [16].
DSWCPMSG is fed by the wind turbine, its rotor is being driven by the wind turbine,
and itwill be operated as a synchronous generator (SG).As the rotor is always rotating
at constant speed, i.e. synchronously rotating speed, hence the synchronously rotating
frame is fixedwhich causes fixed (dse − qse) axes. The fixed axeswith synchronously
rotating frame electrical equivalent circuit model of DSWCPMSG are explained in
[17, 18] which are as shown in Fig. 2.

By applying KVL to qse axis, we can obtain Eq. (1)

Vqs1 = iqs1Rs1 + L ls1
diqs1
dt

+ ωeψds1 + Lqm
d
(
iqs1 + iqs2 + iqr

)

dt

Vqs2 = iqs2Rs2 + L ls2
diqs2
dt

+ ωeψds2 + Lqm
d
(
iqs1 + iqs2 + iqr

)

dt

0 = iqrRqr + L lqr
diqr
dt

+ Lqm
d
(
iqs1 + iqs2 + iqr

)

dt
(1)

Fig. 1 Constructional view
of proposed
5PP-DSWCPMSG
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Fig. 2 (dse − qse) axes electrical equivalent circuit of DSWDESG

Similarly, KVL to the field circuit is referred to stator-side results in (2)

Ver = ierRer + Ler
dier
dt

+ Ldm
d(ier + idr + ids1 + ids2)

dt
(2)

Similarly, by applying KVL to de axis circuit, we can obtain as (3)

Vds1 = ids1Rs1 + L ls1
dids1
dt

− ωeψqs1 + Ldm
d(ids1 + ids2 + idr)

dt

Vds2 = ids2Rs2 + L ls2
dids2
dt

− ωeψqs2 + Ldm
d(ids1 + ids2 + idr)

dt

0 = idrRdr + L ldr
didr
dt

+ Ldm
d(ids1 + ids2 + idr)

dt
(3)

Different types of used notations which are involved while modelling the
DSWCPMSG are listed in Table 1.
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Table 1 Notations used for modelling DSWCPMSG

Symbol Name

s1, s2 Double winding stator terminals

as1, bs1, cs1; as2, bs2, cs2 Double winding stator phases
(
des1 − qes1

); (
des2 − qes2

)
Synchronous rotating frame of stator terminals s1, s2

θe1, θe2 Phase shift of double winding stator d-axis from stator reference
frame (°)

L ls1, L ls2 Double winding stator leakage inductance (H)

Rs1, Rs2 Double winding stator resistance (�)

Ldm, Lqm dse and qse axis mutual inductance (H)

Vds1, Vds2; Vqs1, Vqs2 dse and qse axis stator terminal voltages (V)

ids1, ids2; iqs1, iqs2 dse and qse axis stator currents (A)

ψds1, ψds2; ψqs1, ψqs2 dse and qse axis flux linkages (Wb/turn)

Ver Field circuit terminal voltage (V)

ier Field circuit current (A)

Rer Field circuit resistance (�)

Ler Field circuit self-inductance (H)

Lem Field circuit mutual inductance (H)

3 Modelling and Analysis of IEPECS

Input to the wind turbine may not be same in the span of a particular duration, and
wind may change its direction and speed based upon the environmental change. In
certain durations, the amount of energy may not be sufficient to meet the load (or)
grid requirements; in such cases, we need to boost the energy levels, and there is
an essence of need in controlling the voltage of control winding. Conventional DC-
DC converter (CDC-DC) circuit along with the intelligence control is integrated by
applying the sliding-mode operation to satisfy the above statements. In this section,
mathematical modelling of conventional DC-DC converter and IEPECS is discussed
and compared. Mathematical model equations of dual-input conventional DC-DC
converter [19, 20] in different modes are as follows in (4)–(7). To operate proposed
conventional DC-DC converter shown in Fig. 3, two modes are required.

Fig. 3 Block diagram of
CDC-DC
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Mode-I: When MOSFET-1 is ON, MOSFET-2 is OFF

Vsource ∗ δTon − L
diL
dt

∗ δTon = 0 (4)

Voutput ∗ δTon − Vc ∗ δ = 0 (5)

Ioutput = Ic (6)

Mode-II: When MOSFET-1 is OFF, MOSFET-2 is ON

Vsource ∗ (1 − δ)Toff = L
diL
dt

∗ (1 − δ)Toff + Vout(1 − δ)Toff (7)

Above modelling equations are reframed in state-space form as follows.

x(k + 1) = Ax(k) + bu(k)

y(k) = cx(k) + du(k)
(8)

where u(t) = Vsource; y(t) = Vout = x2; IL = x1

A =
[

0 − (1−δ)

L
(1−δ)

C − 1
RC

]
; b =

[ 1
L
0

]
; c = [ 0 1 ]; d = [0]

The converter output voltage with CDC-DC is as shown in Fig. 4.

Fig. 4 Converter output voltage with CDC-DC
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Fig. 5 DC-DC converter block diagram representation with SMC

Sliding-mode control expression to perform the controlling operation [21, 22] is
as expressed in Eq. (9)

ysmc(k) = −[
ck Ae + m ∗ sign|cke|](ckb)−1 (9)

The simulation diagram of conventional DC-DC converter along with the control
strategy of single input-discrete sinusoidal PWM (DSPWM) technique integrated
with proposed IEPECS-SMC is as represented in Fig. 5. Input voltage is set at 50 V,
and the reference voltage ismaintained at 300V; for the corresponding desired levels,
converter elements are calculated. Similarly, the converter operation is performed
with the state feedback control technique. The state feedback controller (STFC) is
operated based upon the inclusion of state vector for the desired control action for
the control system dynamics.

The modified closed-loop state vector is represented as Aclosed = A − bK , then
state vector in Eq. (8) is rewritten as follows [12]

x(k + 1) = [A − bK ]x(k) + bu(k) (10)

Poles are placed at the locations− 1500 and− 1228 in order to obtain the desired
converter response, and the corresponding converter circuit output voltage with both
sliding-mode controller and state feedback controller is as shown in Fig. 6. Based
on the simulation results in Fig. 6, SMC has shown better performance over STFC.
Hence, SMC is proposed for this research study.
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Fig. 6 DC-DC converter output voltage with proposed IECPECS (SMC and STFC)

4 MPPPC Operation with Isolated Solar Panel and Wind
Plant

4.1 Isolated SOLAR Plant with MPPPC

4.1.1 Mathematical Modelling of MPPPC-P&O Technique

The block diagram of solar panel along with MPPPC is as shown in Fig. 7. Mathe-
matical modelling ofMPPPC-P&O technique is done with the following terms listed
in Table 2 which are taken into consideration.

Fig. 7 Block diagram of
isolated solar plant with
proposed DSWCPMSG
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Table 2 Notations used for
developing modified MPPPC
technique

Symbol Name

Vpv(k) Present-state PV panel voltage

Vn = Vpv(k − 1) One-step delayed PV panel voltage

Vb = ∫
Vn(k − 1)dt On integrated step delay Vn

Ppv(k) Present-state PV panel power

Pn = Ppv(k − 1) One-step delayed PV power

Pb = ∫
Pn(k − 1)dt On integrated step delay Pn

Algorithm for Modified MPPPC

Algorithm for the operation of MPPPC-using modified P&O Technique [23, 24].

Step1:Read the current state values of voltage and currentV (k), I (k) respectively.
Step 2: Estimate the present state value of power using the formula

P(k) = V (k) ∗ I (k) (11)

Step 3: Estimate the following states using the previous available states

Vn = V (k − 1)

Vb =
∫

Vn(k − 1)dt (12)

Pn = P(k − 1)

Pb =
∫

Pn(k − 1)dt (13)

Step 4: Find the incremental or decremental changes in voltage and power values
which is the difference between Vn and Vb

�V = (Vn − Vb) and �P = (Pn − Pb) (14)

Step 5: Determine the product of previously obtained incremental or decremental
changes in voltage and power values

i.e., �V ∗ �P .

If �V ∗ �P > 0 Then go to Step 6
�V ∗ �P < 0 Then go to Step 7

Step 6: Then the operating point of P–V characteristics shift towards left side by
MPPPC with the sign function + 1. Then the update position is
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p = �D + Db (15)

where �D → Position tolerance shift by MPPPC

Db =
∫

D(k − 1)dt (16)

Go to Step 8
Step 7: Then the operating point of P–V characteristics shift towards right side
by MPPPC with the sign function of − 1.

Then the update position is

p = −�D + Db (17)

where �D → Position Tolerance shift by MPPPC

Db =
∫

D(k − 1)dt (18)

Step 8: Then the obtained position from above steps ‘p’ is passing through the
carrier signals to generate the duty cycle for boost-converter operation.

With the integration of above algorithm of MPPPC in the proposed system,
maximum power is to be tracked across the 1-phase grid/load under different loading
conditions of 10, 50 and 100 � using the modified P&O technique.

The simulation result in Fig. 8 represents the MPPPC operation with the load
power.

Fig. 8 Maximum tracking power across one-phase load for isolated solar panel with MPPPC
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Fig. 9 One-phase load voltage of isolated solar—without and with filter circuit

Fig. 10 One-phase load current of isolated solar—without and with filter circuit

The simulation results inFigs. 9 and10 represent the one-phase loadV and I curves
without and with filter circuit for the isolated solar panel with MPPPC operation.

4.2 Isolated Wind Plant with MPPPC

The block diagram of isolated wind plant (includes wind turbine + PMSG (PM-
synchronous generator)) along with MPPPC operation is as shown in Fig. 11. The
distribution of air pressure across the airfoil will be expressed by using the coefficient
of pressure (Cp) which will be expressed mathematically [25] as given in Eq. (19)

Cp = PMech,Out

Wp ∗ f (v, ω, φ)
(19)
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Fig. 11 Block diagram of
isolated wind plant with
proposed DSWCPMSG

where Cp → Coefficient of performance index of wind turbine,
f (v, ω, φ) → Functional objective of wind turbine,
PMech,Out → Mechanical output of wind turbine,
v → Wind velocity in m/s,
ω → Angular velocity of wind turbine in rad/s,
φ → Pitch angle in degree.
The MPPPC operation is implemented along with the inverter circuit to operate

the loads connected to AC/DC grid along with the boost converter. The following
simulation results in Figs. 12 and 13 represent the load voltage and currents of a load
with and without filter circuit.

With the integration of MPPPC, maximum power is tracked across the 1-phase
grid or load under different loading conditions of 10, 50 and 100 �. The following
simulation results in Fig. 14 represent maximum power tracked across the load for
the isolated wind plant with MPPPC operation.

Fig. 12 One-phase load voltage of isolated wind plant—without and with filter circuit
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Fig. 13 One-phase load current of isolated wind plant—without and with filter circuit

Fig. 14 Maximum tracking power across one-phase load for isolated power plant with MPPPC

Excitation circuit plays the main key role for doubly excited machines like
synchronous machines. The excitation circuit acts as a constant current source which
is controlled by a power electronic converter circuit with an excitation capacitor
at the output terminals of the converter circuit. Simulation results are attached in
Fig. 15 which provides the excitation circuits output with different values of exci-
tation capacitors 10, 30, 50, 80µF. The excitation circuit with the integration of
intelligence provides the necessary field current to the stator circuit of the modelled
DSWCPMSG. The results suggest that the filter circuit provides stable outputs than
without filter circuit.

The excitation characteristics prove that the double-excited synchronous generator
can be controlled to different extents based on load requirement.
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Fig. 15 Excitation characteristics for different excitation capacitor values

5 Integration of DSWCPMSG-HPSA with IEPECS

The reliability of the wind power system application is increased by integrating the
solar PV system. The overall integrated system is called as hybrid power system
application (HPSA). The overall DSWCPMSG-HPSA system along with IEPECS
with a three-phase and a simple DC network is shown in Fig. 16. The simulation
results of the proposed system with power characteristics of PV panel in integrated
HPSA are shown in Fig. 17, where input to the PV panel is being irradiance which
is expressed in W/m2 and the output of the solar panel is power extracted which is
expressed in Watt.

Fig. 16 Block diagram representation of overall system for study



80 A. Venkatesh and S. Nalinakshan

Fig. 17 PV power characteristics in DSWCPMSG-HPSA

5.1 When a Sudden Change in Load Demand

Under loading conditions, the load demand is shared by the hybrid power sources
(i.e. the solar panel under variable irradiances and wind plant with variable wind
speeds).The additional amount of reactive power required by the load is minimized
with the help of an LC filter which is as concluded by comparing simulation results.
For testing the system behaviour, a sudden change of 4 kW of load is applied at 2nd
sec and maintained up to 3rd sec and a sudden decrement in load of 5 kW is applied
at 5th sec and maintained up to 6th sec. The corresponding powers at each primary
and auxiliary power sources for the required power demand are in Fig. 18.

Fig. 18 Power sharing among the sources for the sudden increment and decrement load
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Table 3 Load sharing among hybrid sources

Sl. No. Powers Load scheduling in kW

(0–1) (1–2) (2–3) (3–5) (5–6) (6–10)

1 Load demand 10 10 14 10 5 10

2 Battery power 11 5 6 8 5.5 8

3 Wind power 6 6 10 3 3 3

4 Solar power 4 4 4 4 4 4

5 Spinning reserve 11 5 6 5 7.5 5

For the different loading conditions, the power that is shared among the considered
hybrid sources, i.e. PV panel and wind plant along with the hybrid energy storage
device (battery), is as listed under different loading schedules, and the simulation
results are given in Table 3. For the sudden change in load, the IEPECS is adjusted
to its pulse angle so as to control the power electronic devices operation; hence,
the power flow at DC link is varied, and bidirectional energy flow is controlled by
keeping the solar power as constant but varying the wind power by adjusting the exci-
tation characteristics of generator, and based on SoC limits, battery delivery power
is adjusted. The corresponding load sharing between the primary and secondary
sources is shown in Table 3.

Figure 19 shows voltage variations at the DC link for the respective load changes;
with the proposed control techniques, though the voltage fluctuations are occurred
due to the sudden changes in load, DC link voltage is restored to constant value
of 640 V. The auxiliary source (battery) voltage and currents changes are shown in
Fig. 20.

The corresponding AC grid/load currents are for the sudden increment in load at
2nd sec and maintained till 3rd sec, and there is a sudden decrement in load at 5th
sec which is shown in Figs. 21 and 22, respectively.

The battery parameters are controlled based on the reference voltage and SoC
limits.

Fig. 19 DC link voltage for sudden changes in load demand
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Fig. 20 Battery parameters

Fig. 21 Grid current variation for the sudden increment in load demand

Fig. 22 Grid current variation for the sudden decrement in load demand
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Fig. 23 Powers developed by hybrid sources for the load demand

The stable outputs suggest that there is a smooth control in energy transfer between
the primary and secondary sources.

5.2 When Variable Loading Conditions Are Applied
in the System

In practical scenario, all the loads are nonlinear in nature. The dynamic behaviour
of the developed system is tested with nonlinear loads. A sudden change of 4 kW
additional load is applied at 2nd sec andmaintained up to 3rd sec.A sudden additional
inductive load of 50 kVA is added to the existing 10 kW load at 4th sec andmaintained
up to 5th sec, and another capacitive load is applied at 6th sec which is added to the
existing load of 5 MVA and maintained up to 7th sec. The corresponding simulation
results under above-mentioned variable loading conditions are shown in Fig. 23.

The mode shifting operation between the primary and auxiliary sources is done
with the help of AVR Mega-32 microcontroller as shown in Fig. 24.

6 Conclusions

In this research paper, dual statorwinding-controlled permanentmagnet synchronous
generator (DSWCPMSG) is implemented with the maximum power point position
controller (MPPPC) technique for extracting maximum powers from the hybrid
sources. Both PV panel and wind plant were integrated with a secondary source
battery, to compensate the deficit voltage levels during low parameter ranges.
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Fig. 24 Mode shifting control with AVR Mega-32 microcontroller

Power electronic converters play key role in smooth operation of power sharing
among the sources. Initially, they tested the proposed system with conventional
controllers. But they fail to obtain the smooth control operation in the hybrid
power system applications where system dynamics will change from instant to
instant. Hence, an intelligent excitation power electronic control system (IEPECS)
is proposed to sense and control the operation of DSWDESG.

An IEPECS applies the sliding-mode control strategy which is applied to balance
the stability of the DSWPMSG operation, to control and compensate the control
voltage which is applied to the control winding of the DSWCPMSG. The IEPECS
tracks the MPPPC with the help of proposed SMC even at low-speed ranges of the
DSWCPMSG.

The proposed system is studied at various loading conditions, and the effects due to
sudden changes in load are observed. The proposed systemwith the IEPECSprovides
stable output and smooth control of energy flow between the primary and secondary
sources. Based on the data from the simulation results, mode shifting among the
sources is implemented with the help of AVR Mega-32 microcontroller which is
helpful for the future works to implement in the small-scale hardware prototype.

Appendix 1

The proposed DSWCPMSG design specifications:
Two winding stator phase resistances: Rs1, Rs2 = 0.8�.
Two winding stator phase inductances: L ls1 = L ls2 = 3.2mH.
Mutual inductances: Ldm = 45 mH.
Rotor phase resistances: Rqr, Rdr = 0.9�.
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Rotor phase inductances: Llqr = Lldr = 3.6 mH.
Excitation circuit phase resistance and inductance: Rer = 0.22�; Ler = 4.5H.
Excitation capacitance Cexct = 1 µF.
Phase split resistance Rexct = 1�.
Rotor inertia: J = 0.01197 kgm2.
Viscous damping: D = 0.001189Nm s−1.
Pole pairs: PP = 5.
Static friction: Neglected.

Appendix 2

PV panel and wind plant data.
Wind plant data:
Nominal power output of turbine 8.5 kW.
Nominal wind speed 13.2 m/s.
Nominal torque: 55.6 Nm.
PV panel data:
Nominal open-circuit voltage V oc = 406 V.
Assumed irradiation range: 1–4 kW/m2 (usual irradiation range: 1–1.37 kW/m2).
Type of connection: Parallel.
No of strings used: 2.
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Investigation of New Fuzzy Cascade
Controller for Frequency Deviation
in Hybrid Power Systems

Prince Sinh , Ujjaval Patel , and Nilesh Chothani

Abstract A new fuzzy cascade controller is proposed to perform the load frequency
task and to give reliable operation of a power system. In this study, fuzzy PI-(1+DD)
controller is optimally designed as LFCs scheme for an interconnected multi-area
power system via parallel AC/DC transmission links. The presented interconnected
microgrids test system comprises thermal power generating unit with reheat, hydro
generating unit, photovoltaic (PV) model with MPPT, DG, and SMES. The parame-
ters of proposed controller considered as control variables and integral time absolute
error obtain from as fitness function. Big bang–big crunch (BB–BC) algorithm is
used for optimal tuning of FPI-(1 + DD) controller structure variables. To evaluate
the effectiveness of the proposed design scheme, obtained simulation results have
been compared with the results of fuzzy PID controller in terms of settling times and
oscillation of the frequency deviation, tie-line power fluctuation.MATLAB/Simulink
was used to check dynamic behavior of a test system for this study.

Keywords Automatic generation control · Fuzzy logic · Cascade controller · Load
frequency control · Interconnected microgrids · Big bang–big crunch algorithm ·
HVDC link · Optimization

1 Introduction

A large scale interconnected power system comprises combination of non-renewable
and renewable energy resources with the various types of energy storage system
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(ESS) such as battery ESS, flywheel energy storage (FES), pumped hydroelectric
storage (PHS), and superconducting magnetic energy storage (SMES), which can be
placed near to the consumer to supply energy [1–3]. This all storage gets charged
when the output power from power plants are at its peak. Also the ESS acts as a
spinning reserve and fed power into system as un-interruptible power supply (UPS).
Hence, ESS is employed in the electrical grid for absorbing or delivering active power
when the power generated by the renewable energy increase or decrease, respectively
[4]. The dispatchable power sources such as diesel generator (DG), fuel cell (FC),
and micro-turbine (MT) adjust their power output supplied to the electrical grid on
demand. Also the increasing penetration of stochasticity and uncertainty at distribu-
tion end in the existing power system well as the influence of incorporated structures
with the intermittent nature makes the frequency deviation control a complicated
task [5, 6]. The foremost responsibility of the any electrical grid is to control and
keep the frequency deviations within the limits by using better control strategies.
Generally, the LFC is used to maintain the network stability of the power system
grid within the particular area in w.r.t system loads changes and profile of power
flow in tie-line [1–6]. Research on load frequency control (LFC) has gained a lot of
attention in recent years.

Several research papers have discussed LFC with various types of control strate-
gies such as optimal control approaches, classical control approaches, adaptive and
self-tuning control approaches, variable structure control approaches, robust control
approaches, centralized and decentralized control approaches, soft computing tech-
niques, fuzzy logic-basedmethods, andbio-inspiredoptimization algorithm.But very
few have addressed solution approaches or methodologies, optimization techniques,
and its modeling used in LFC. In the literature survey, one can find various compre-
hensive review on LFCs. Alhelou et al. [1] presented a critical review of the various
approaches for the LFC parameters related to smart power systems. Different control
strategies were elaborated especially considering power system with HVDC, dereg-
ulation, distributed generation (DG), and renewable energy resources to understand
the pros, cons, and limitations of explored approaches and to identify future research
gaps. Pappachen et al. [7] explored a critical review on LFC. The review includes
key elements of a deregulated power system, difference between conventional and
non-conventional energy architecture, and its control strategies. Ramesha et al. [8]
reviewed the load frequency control for microgrid (µ-grid) considering solar-wind-
based hybrid energy sources. The applications of flower pollination algorithm (FPA)
to optimized fractional order proportional-integral-derivative (FOPID) for LFC in
µ-grid are also discussed. Figure 1 gives a classification of the variety of existing
control approaches of LFC for power networks [9–25].

More numbers of literatures are available on classical control approaches to
controlling the frequency deviation in a power system.Mohamed et al. [10] designed
Krill Herd algorithm (KHA)-based optimum synthesis for fractional order PID
controller (FOPID) controller of conventional power system frequency control.
Lamba et al. [11] leveraged interval FO-based PID (INFOPID) controller under
system under dynamics uncertainties for two-area frequency response model.
Although the authors of [12–15] also presented some classical control approaches,
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FOPID
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PID
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LQR
MPC
DOF-PID
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Centralized & 
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Robust 
Control
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Control

Fig. 1 Control techniques for LFC

however these methods did not give better result when the multi-area interconnected
power system consider with nonlinear characteristics. Even under deregulated power
system, nominal system parameters also very arbitrarily during a daily cycle. Due to
this, these designs are not suitable for the load frequency control (LFC) issues and
it resulted in less effective performance.

Centralized and decentralized-based control strategies are reported in [5, 17–
19] for the load frequency control issues in interconnected power network. Asghar
et al. [5] implemented the decentralized-Model Predictive Control (De-MPC) and
Centralized-Model PredictiveControl (Ce-MPC) controller tomaintain theminimum
frequency deviation will be appraising the EVs integrated smart grid (SG) system.
Ismail et al. [17] used the modified design of different types of proportional integral
(PI) controllers, which is tuned based on fuzzy logic and MPC for a multi-area to
control the interconnected power system containing photovoltaics and wind turbine,
here with attachment of electrical vehicle (EV) used to analyze adaptive ability of the
controller to adapt to the influence of load frequency control (LFC) in different areas.
Results generated by MPC and FOPID approached were compared with traditional
strategies. Pahasa et al. [18] proposed a novel secondary frequency control approach
for microgrid with wind turbine by incorporating the EV using MPC.

Authors of [20–23] illustrated various robust control approaches for LFC issues,
adaptive sliding mode control (SMC) algorithm for LFC presented in Dev et al.
[20], proposed a nonlinear adaptive super twisting SMC approach, and applied it
to a multi-area load frequency control prototype, and designed based on nonlinear
disturbance observer. Trip et al. [21] designed some distributed SMCs as the LFC
and it analyzed on first-order turbine governor dynamics (TGD) and second-order
turbine governor dynamics (TGD) in a unifying way. Davidson et al. [22] proposed
an extended version framework of general H-infinity via loop shaping in which the
synthesis of the controller can be adjustment of frequency response of whole power
system within certain bounds of interest toward the improvement of the closed-
loop dynamics performance and stability. In Bevrani et al. [23], this paper addresses
mixed H-infinity and Structured Singular Value (mu-synthesis) Control Theory to
enhance the frequency control performance and robustness in the presence of islanded
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microgrid system, including MT, FC, and ES is investigated. However, in SMC
control, chattering is a harmful phenomenon because it leads to low control accuracy.

Nowadays, distributed energy sources with the conventional source of energy
have been added to the power system, which increases the complexity of the power
system structure. So, the only traditional LFCs may not be capable to give exact
result. To overcome this problem, the soft computing techniques along with tradi-
tional controllers addressed in such references [16, 24–28]. Li et al. [16] designed
centralized data-driven grid-area coordinatedLFC (GAC-LFC) approach and consid-
ered the inter-sample information using the technique of effective exploration-based
multi-agent deep deterministic policy gradient (EE-MADDPG). Such technique has
been capable as LFC controller in each area, where each area of power system tends
to different agents. Modern LFC system is a typical sampled data system, but the
input delay method has not been used so far. Kumar et al. [24] proposed a big bang–
big crunch (BB-BC) optimization algorithm control to achieve optimal gains of PID
controllers for frequency control in two areas reheat thermal system and four areas
thermal reheat system using a generation rate constraint (GRC), and also designed a
model predictive control (MPC), PID, and fuzzy cascaded PID controllers. However,
this type of optimize LFC controllers are individually use for generating units and
area units; therefore, its system frequency regulation ability is restricted. Shayeghi
et al. [25] reported an optimal design of fuzzy PD-(1+ I) cascade controller tuned by
the mayfly optimization (MO) technique to the LFC task in µ-grid. The six different
situations investigated to check the capability of system in comparison with the fuzzy
PD-(1 + I) cascade and PID controller under the environment of system param-
eters variation, load disturbance rejection, and renewable energy sources (RESs)
generation changes. Annamraju et al. [26] designed two-stage hybrid FLC for LFC
problem of system perturbations in an autonomous microgrid (MG). Also authors
have utilized a nature as well as biological inspired techniques such as greywolf opti-
mization (GWO) and proposed particle swarm optimization (PSO) to optimize the
membership functions (MFs) of fuzzy strategy to control the power flow from grid.
Table 1 explored literature review articles on LFC and their contribution concerning
its control strategies with architecture, nature of energy source, solution approach,
and uncertainty handling methodology.

The main contribution of this work is encapsulated as follows:

1. Illustration of the LFC in the power system with its different generating unit.
2. A new controller with fuzzy system is incorporated and investigated for LFC of

the 2-area power network with conventional and renewable energy plants.
3. Critical and comparative investigation is achieved via optimizing parameters of

the implemented system.
4. 1+DD parameters is added to the controller to increase stability and robustness.

This research paper is organized as: Second section comprises the mathematical
model of the multi-area power system. Third section illuminates main principle
of the proposed controller fuzzy PI-(1 + DD), while test system model and the
MATLAB/Simulink-based analysis is exhibited in fourth section. Finally, the last
section provides the concluding remarks and future scope.
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Table 1 Existing literature review on the load frequency control

Sr.
No.

References Number
of areas

Nature of
generation

Interaction
of other
devices

Type of
controller

Year of
publication

1 Li Jiawen
et al.

4 TGD – EE-MADDPG 2022

2 N. Kumar
et al.

2, 4 TPP – BBBC + MPC,
fuzzy, cascaded
PID

2022

3 H. Shayeghi 2 STP, BEG,
BTG, MHTG,
WT

HEV MO fuzzy +
cascaded PI

2021

4 M. Ramesha
et al.

WT, PV, DEG BESS,
SMES, EV

FPA, FOPID 2021

5 A. Latif et al. 2, 4 PV, WT, TPP,
HPP

– FO 2021

6 A. Osman
et al.

2 PV, HPP – SA, GA, PSO 2021

7 A. Dev et al. 2 TGD – Sliding mode 2020

8 R. Mohamed
et al.

1 WTG, PV,
DEG

FC, FESS,
BESS

FOPID 2020

9 R. Asghar
et al.

4 WT, TGD EV PID, Ce-MPC,
De-MPC

2020

10 S. Anbarasi
et al.

2, 3, 4 TTP, HPP,
WT

HVDC BFOA 2020

11 R. Lamba
et al.

2 TGD – INFOPID 2019

12 A.
Annamraju
et al.

1 PV, WT, DEG BESS, FC PSO, GWO +
fuzzy PI

2018

13 M. Ismail
et al.

4 PV, WT EV PI, MPC,
FOPID

2018

14 S. Trip et al. 6 TGD – Droop based 2017

15 J. Pahasa
et al.

1 WT EV MPC 2016

16 A. Davidson
et al.

2 TGD – H-infinity 2016

17 M.
Ponnusamy
et al.

2 TPP, HPP SSSC, CES ICA 2015

18 Y. Zhang
et al.

4 TPP, HPP,
WT

– DMPC 2015

19 H. Bevrani
et al.

– DEG, MT,
WTG, PV

BESS, FC,
FES

Mu-synthesis
and H-infinity

2015

(continued)
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Table 1 (continued)

Sr.
No.

References Number
of areas

Nature of
generation

Interaction
of other
devices

Type of
controller

Year of
publication

20 P. Bhatt et al. 2 TPP, HPP,
WT

TCPS,
SMES

GA, CRPSO 2012

TPP Thermal power plant, HPP Hydro power plant, DEG Diesel engine generator, STP Solar
thermal power plant, WT Wind turbine, MT Microturbine, TGD Turbine governor dynamics, PV
Photovoltaic panel,BESS Battery energy storage system,FES Flywheel energy storage,EV Electric
vehicle, FC Fuel cell, TCPS Thyristor controlled phase shifter, SSSC Static synchronous series
compensator,CES Capacitive energy storage,RFBRedox flowbatteries,EES energy storage system

2 Dynamic Mathematics Model of an Interconnected
System

In this study, we tested two-area system consisting of four generating stations. This
interconnected system comprises hydro power plant (HPP), thermal power plant
(TPP), and diesel engine generator (DEG) integrated with a non-conventional energy
sources such as PVmodule in addition to energy storage unit like SMES as shown in
Fig. 2. Area-1 is interconnected with Area-2 with the help of parallel ac and dc link
to exchange the scheduled megawatt (MW). Hence, load changes or any generation
loss in any one area, its effect reflected on another area in terms of the tie-line power
flows as well as frequency deviations. As a result, the power flow fluctuations in tie-
line and frequency deviations will be minimized by using effective load frequency
controllers [1].

As explored above, both area is simply composed by a group of governors, equiv-
alent turbine generator units, and demand loads. The equivalent respective transfer
functions (TF) of respective turbine generator unit and a governor in each areas are
expressed below.

Area -2

DC link

AC Tie Line

Area -1

converter converter

Fig. 2 Interconnected power system
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Fig. 3 Thermal generating unit

2.1 Mathematical Modeling of Generating Units

2.1.1 Thermal Generating Unit Dynamics Model

Figure 3 illustrates block diagram of the thermal generating unit, each parameter of
block described as follows [25, 27].

Governor model Ggt = Kgt

Tgs + 1
(1)

Reheater model Grt = KrTrs + 1

Trs + 1
(2)

Turbine model G tt = Kt

Tts + 1
(3)

Generator model Ggent = Kp

Tps + 1
(4)

2.1.2 Hydro Generating Unit Dynamics Model

Figure 4 explored block diagram of the hydro generating unit 4, each parameter of
block described as follows [25, 27].

Fig. 4 Hydro generating unit
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Fig. 5 Block diagram of diesel engine generating unit

Governor model Ggh = Kgh

Tghs + 1
× Trhs + 1

Trhs + 1
(5)

Turbine model G th = −Tws + 1

0.5Tws + 1
(6)

Generator model Ggenh = Kp

Tps + 1
(7)

2.1.3 Diesel Engine Generating Unit Dynamics Model

The block arrangement of the diesel engine generating plant is depicted in Fig. 5,
each parameter of block described as follows [29, 30]:

Speed governor model Ggd = Kgd

Tdds + 1
× Tdrs + 1

Tdfs + 1
(8)

Turbine model G td = Ktd

Tcds + 1
(9)

2.1.4 Solar Power Generating Model

Solar cells are generally attached in power network to balance the demand. Usually
in PV, the relationship between voltage and current is not exact follow linearity
characteristics due to the change of solar radiation throughout the day. Hence, it is
essential to maximize energy extraction by using MPPT and also to enhance the
output power of the PV. The transfer function (TF) of the solar power generating unit
with MPPT can be expressed as follows [30]:

T.F of the PV Plant GPV = KPV1s + KPV2

TPV1s + TPV2 + S2
(10)
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Fig. 6 MPP conditions with
IC approaches
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Fig. 7 Transfer function of
SMES model

Here, the incremental conductance (IC) scheme is used to detect the slope of the P–V
curve, which is maximum power point (MPP). The conditions used in IC scheme
can be shown in Fig. 6.

2.1.5 SMES Model

Energy storage units are inserted in the grid to store the excess amount or surplus
energy [31]. In this study, SMES is used as energy storage unit and its block diagram
based on two stage as shown in Fig. 7 [32, 33]. When the consumer side demand
is changed suddenly and power requirement increased, the energy discharges from
SMES into the grid through the power converter system.

Gst = Tas + 1

Tbs + 1
× Tcs + 1

Tds + 1
(11)

Gss = Ksmes

Tsmess + 1
(12)

2.1.6 HVDC Link Model

In HVDC model, the converter dynamics is neglected to reduce the complexity. The
transfer function of a HVDC link can be given as [34, 35] (Fig. 8):
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Fig. 8 Transfer function of
a HVDC model

�PDC = KDC

TDCs + 1
�F (13)

3 Description of Proposed LFC Scheme

Conventional controllers such as proportional (P), the derivative (D), integral (I), PI,
PD, and PID are mostly used in plant control process due to their general structure,
availability, and acceptable performance. General dynamic characteristics are diffi-
cult for this type of controllers include high-order dynamics and large time delays.
Hence, in somehow cases to obtain its optimal setting will be not easy due to their
components interaction, to overcome this problem in some applications, using a
traditional controller with state space model or cascaded controllers can give satis-
factory results. This study presents a new control scheme called PI-(1+DD) cascade
controller arrangement is applied to solve expressed LFC issues. Initially given the
detail structure of proposed cascade and then its design from the perspective of
optimization is described.

3.1 PI-(1 + DD) Cascade Controller Structure

The proposed multistage or cascade controller is divided in two different stages.
The first stage comprises proportional-integral (PI) and second stage is structured
one plus double derivative (1 + DD). The block diagram of proposed PI-(1 + DD)
cascade controller is shown in Fig. 9.

The s-domain transfer functions (TF) of PI and (1 + DD) controllers can be
expressed by

GPIS = KP + KI

S
(14)

G(1+DD)S = 1 + SKD1 + SKD2 (15)

GPI−(1+DD)S =
(
KP + KI

S

)
· (1 + SKD1 + SKD2) (16)
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Fig. 9 Structure of PI-(1 + DD) cascade controller

where KP , KD1, KD2, and KI are proportional, derivative, derivative, and integral
parameters, respectively.Here the input signal of cascade controller is only the respec-
tive area control error (ACE), moreover the output signal with its transfer function
modeling can be written as

V (s) = �Pref =
[
ACE ·

(
KP + KI

S

)]
· (1 + SKD1 + SKD2) (17)

In this paper, the proposed controllers are attached with fuzzy interfacing system
(FIS), which has two inputs and one output membership functions will be shown
in Fig. 13. One of them input is the area control error (ACE) signal and other is
the deviation in area control error (�ACE) signal, where Ke and Kde are the scaling
factors for them, respectively, and the output of fuzzy controller is the control function
applied for control the system. Thus, ACE for control Area-1 and for control Area-2
are given as

ACE1(S) = �Ptie(S) + β1�F1(S) (18)

ACE2(S) = �Ptie(S) + β2�F2(S) (19)

To design such FIS, the three basic steps shown in Fig. 10a are followed [36, 37],

Step-1: Fuzzification block converts given inputs to degrees of MFs and match
the data with respective rule conditions.
Step-2: Mamdani-type inference engine: This block determined the capability
of degree based on inserted IF–THEN rules commands to determine an output
response.
Step-3: Defuzzification block convert outputs of the fuzzy engine to crisp values
through centroid method. Also, there are twenty-five IF–THEN rules depicted in
the fuzzy rules engine. The fuzzy rules base for Mamdani-type inference engine
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Fig. 10 Fuzzy logic a block diagram of FIS and b input–output MFs

(FIS) for both controllers is fixed and as given in Table 2, where MFs of the
linguistic variables are labeled as Negative Big (NB), Negative Small (NS), zero
(Z), Positive Small (PS), and Positive Big (PB). The two inputs represent scaled
values between (1:1), and thus each of them are divided into five equal areas of
Gaussian.

Table 2 Rule bases for FIS

e ė

NB NS Z PS PB

NB NB NB NS NS Z

NS NB NS NS Z PS

Z NS NS Z PS PS

PS NS Z PS PS PB

PB Z PS PS PB PB
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3.2 Objective Function

The controller structure of PI-(1 + DD) has four independent tuning modes and one
constant gain to provide better flexibility in controller design. It also results in the
enhancement of system stability by reducing the peak deviation and improving tran-
sient response. To obtain improved parameters of proposed optimal controller, we
employ optimization methods; there are various error integrating objective functions
specified such as ISE, ITAE, ITSE, and IAE, where variables are labeled as integral
(I), squared (S), error (E), absolute (A), and time (T ) etc. Detailed explanation of
these objective functions and several comparisons in the plant system performance
are available in literature [21–27]. Expression of ISE and ITAE objective function
for proposed two area system is given in Eqs. 20 and 21, respectively.

Js = ISE =
tsim∫
0

[|� f1|+|� f2| + |�ptie|]2dt (20)

Js = ITAE =
tsim∫
0

[|� f1|+|� f2| + |�ptie|] · t · dt (21)

As mentioned, ISE and ITAE objective functions can be used to tune the parame-
ters of both controllers. However, it is very difficult to decrease the rise time without
increasing overshoot. By reducing the rise time, the system settling period is reduced,
while it will generate a greater momentum inertia; thus, there is chance of an over-
shoot increased. As convergence and step response of both systems clearly explored
in Fig. 11, although the response signal for ITAE normalized faster, the convergence
velocity of ITAE controller is obviously the best one compared with the other ISE.
Since Eq. 21-based objective function offers improved response of system in terms
of less settling time and damped oscillation compared to other alternatives [38, 39],
hence ITAE objective function is mostly applicable in the load frequency controller
tasks.

Where J is objective function, � f is frequency deviation, and tsim is simulation
time. In the current paper, the main focus is to minimize Js with the help of big
bang–big crunch (BB–BC) algorithm. The optimization algorithm can be stated as
minimizing objective function Js under the following constraints:

Kmin
P,i ≤ KP,i ≤ Kmax

P,i (22)

Kmin
I,i ≤ KI,i ≤ Kmax

I,i (23)

Kmin
D1,i ≤ KD1,i ≤ Kmax

D1,i (24)



100 P. Sinh et al.

Fig. 11 a Convergence and b step response of the widely used objective functions

Kmin
D2,i ≤ KD2,i ≤ Kmax

D2,i (25)

Kmin
e,i ≤ Ke,i ≤ Kmax

e,i (26)

Kmin
De,i ≤ KDe,i ≤ Kmax

De,i (27)

where Kmin
P,i , K

min
I,i , Kmin

D1,i , K
min
D2,i and K

max
P,i , Kmax

I,i , Kmax
D1,i , K

max
D2,i are the minimum and

maximum bounds of the PI-(1 + DD) controller. The optimal values of PI-(1 + DD)
controller gains have been generated by using the BB–BC algorithm. The BB–BC
algorithm is elaborated in the following section.
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3.3 Big Bang–Big Crunch (BB–BC) Theory

Among all elaborated optimization algorithms [24–28], BB–BC algorithm proves
to be advantageous to start for optimization process because it minimizes objective
function very accurately with fast convergence speed and very less computational
time [24, 40] etc. Besides this another advantage is, it does not require gradient
information, hence optimal tuning possible for average generations [40]. Enrol et al.
introduced newly algorithm inspired by big bang theory it is big bang–big crunch
(BB–BC) algorithm [37]. It is mainly comprised of two stages: (1) Big bang phase:
generation of population, fitness function evaluated and (2) Big crunch phase: imple-
ment center of mass (COM) as convergence operator. Proof about its fast conver-
gence for optimization problem reported in [37, 41, 42]. The proposed algorithm is
explained as per below steps.

Step 1: Big bang phase: The individual area has its own PI-(1 + DD) controller
is considered. The population for each parameter of both area controller can be
calculated by using Eq. 28.

x (K )
i j = x (K )

i(min) + ri ×
(
x (K )

i(max) − x (K )

i(min)

)
(28)

where x represents the PI-(1 + DD) controller parameters, ri is represent random
number, i = 1, 2, 3,… indicates the number of each controller parameter, K = 1,
2, 3, … represents the total number of areas, and j = 1, 2, 3, … determines the
population size. xi(min) is lower limit and xi(max) is upper limit of ith parameters.
Step 2: Evaluation of selected Js as per Eq. 21 for each generated population
(Eq. 28).
Step 3: Big crunch phase: Calculated the center of mass (COM) by using the
knowledge of present position of each parameter in Eq. 28 and the associated
objective function value (Js) as expressed by Eq. 29.

XCOM(position vector) =
∑P

j=1
x (K )
i j

Fj∑P
j=1

1
Fj

(29)

where P is the population size in BBP, x (K )
i j is the ith candidate in K th iteration

of n-dimensional search space.
Step 4: After BCP, new population for each controller parameter is generated in
search space, based on the knowledge of COM, expressed as follows.

xK
i j(new) = βXCOM + (1 − β)xbest + δi (30)
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δi = ri ×
α
(
x (K )

i(max) − x (K )

i(min)

)
K

(31)

where β is the controlling coefficient under the influence of global best solution
(xbest) on the location of the new candidate solution. If the ri increases, more
scattered the candidate solutions are around COM. δi is standard deviation of
newly generated candidates w.r.t COM, and α is used to limiting size of the
solution space.
Step 5: In this step, updated fitness function calculated w.r.t these newly generated
parameters, and this newly generated fitness function compares with the previous
one. Finally, the smallest one will be retained and the next parameters are chosen
corresponding to the minimum fitness function after comparison.

xK
i j (next) = min

{
F

(
xK
i j (previous)

)
, F

(
xK
i j (new)

)}
(32)

Step 6: Compute the difference between the present and old fitness function value
for all generations eKi j = xK

i j (new) − xK
i j (previous) and if stopping criterion has

beenmet, iteration run endwith optimumfitness function valuewhich further help
to obtain the optimum parameters of the proposed controllers, otherwise return
to step number 2.

During this study, it has been found that big bang–big crunch (BB–BC) algorithm
is good choice for optimization process. However, the main setback of proposed BB–
BC theory that it does not imbibe velocity factor for center of mass under influence
of gravity, which does not completely imitate scientific theory of universe created.

3.4 Implementation of BB–BC Algorithm with FPID
and FPI-(1 + DD) for LFC Problem

In this paper, BB–BC optimization algorithm is implemented to find optimal coef-
ficients and MFs in separate repetitive stages for FPID and FPI-(1 + DD) to solve
LFC issues in multi-area power system network. The algorithmic steps divided in
three stages of the proposed approaches are enumerated in Fig. 12.

Stage 1: To optimize the controller parameters by applying fixed MFs (Fig. 10)
for fuzzy to determine suitable range of the parameters w.r.t objective function
Eq. 21.
Stage 2: In this stage, by using generated coefficients (from stage-1) triangular
MFs for fuzzy will be optimized with the different ranges for various inputs and
output signals.
Stage 3: Simultaneous optimize controller parameters and MFs for fuzzy based
on Eq. 21. These three stages counties repeated until condition (J k

s − J k−1
s < ε) is
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Fig. 12 Flow diagram of optimization process for the fuzzy cascade controllers
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Fig. 13 FPI-(1 + DD) controller and parameters optimization with BB–BC algorithm
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satisfied. Figure 13 illustrates flow diagram of optimization process of coefficients
and decision variables for proposed controller with the BB–BC algorithm.

4 Test System Simulation and Results Discussion

In this section, the simulation and results of the proposed test system simulated under
MATLAB/Simulink environment for the frequency deviation of the prescribed two
area power system network are presented using different types of controllers. The
proposed interconnected test systemmodel consists of two areas as shown in Fig. 14.
Thefirst area includes thermal generating unit, hydro power generating unitwith solar
power (PV) generating unit, the second one is comprising thermal generating unit
and diesel engine generating unit (DG) coupledwithwind turbine. The detailed block
diagrams of various generating units are built as per the model given in Sect. 2. The
parameters values of the constructed system are given in Table 6 in Appendix.

In order to check the robustness of the proposed test system with FPI-(1 + DD)
controller and another FPID controller, we simulated our test system model running
with BB–BC algorithm under MATLAB/Simulink environment. The simulation is
performed for 200 iterations, and the results are illustrated in Fig. 15, which compare
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System dynamics 
Model
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System dynamics 
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HVDC line

Σ

Σ

Σ
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Σ
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Controller
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Fig. 14 Test system model of two area system
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the frequency deviation for the both the area, respectively, with FPI-(1 + DD) and
FPID controllers. Figure 15a shows the frequency deviation of the test system for
the first area; it can find that both controllers settle the frequency deviation to zero,
while the settling time for the FPI-(1 + DD) controller is very fast compare with
FPID controller, respectively. Hence, the FPI-(1 + DD) gives the best performance
in terms of very fast its set time with minimum overshoot, while the FPID gives
average. The same performance can be found second area as well, which depicts in
Fig. 15. Figure 15c shows the power exchange in tie-line between interconnected
areas. The time taken to settle and peak overshoot and under shoot of the frequency
deviation and power fluctuation in the tie-line are depicted in Tables 3, 4 and 5 for the
selected two area power system model by using FPI-(1+DD) and FPID controllers.

5 Conclusion

The conducted work demonstrated the utilization of FPI-(1 + DD) controller as new
LFC approach for multi-source hybrid power system with SMES and HVDC link
under deregulated power system environment. Each area has been considered with
an individual FPI-(1 + DD) controller for analysis. The parameters of the proposed
controller were optimized by applying BB–BC as a novel approach for optimiza-
tion problems with ITAE as an objective function. From the in-depth simulation of
test system elaborated in Sect. 4, followed by the analysis of it. Practically, LFC
is system to adjust the mechanical power input to generator and match the elec-
trical power demand and keep the rotational speed, and hence electrical frequency,
nominal. The obtained simulation results (Fig. 15) confirmed that FPI-(1 + DD)
controller effective to minimize mean square of area control error, frequency devi-
ation, and power fluctuations in tie-line, and it is more efficiently and effective as
compared to the conventional FPID controller for system under study. Also, this
new technique is succeeded to improve the controller performance by reducing the
percentage overshoot. Hence, it can be inferred that the FPI-(1 + DD) controller
with BB–BC outperforms applied for LFC of a multi-source hybrid power system.
The further modifications in the processes followed in BB–BC theory are suggested
for the future work to improve the local optimum solutions of proposed system.
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Fig. 15 Test system responses: a frequency deviation (rad/s), b power flow in the two area (p.u.)
and c tie-line power fluctuation (p.u.)
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Table 3 Comparative study
of settling time (s)

Controllers �F �Ptie

Area1 Area2

FPI-(1 + DD) 6.85 4.5 3.2

FPID 8.48 7.6 8.4

Table 4 Comparative study
of peak overshoots (p.u.)

Controllers �F �Ptie

Area1 Area2

FPI-(1 + DD) 0.0053 0.0025 0.0037

FPID 0.0446 0.009 0.0085

Table 5 Comparative study
of undershoot (p.u.)

Controllers �F �Ptie

Area1 Area2

FPI-(1 + DD) − 0.0216 − 0.0035 − 0.0016

FPID − 0.0675 − 0.0163 − 0.0029

Appendix

See Tables 6 and 7.

Table 6 System parameters and nomenclature

Grid component Parameters Values Unit

Thermal power generating unit Kgt Coefficient of steam
turbine governor

1 p.u.

Tg Steam turbine
governor time
constant

0.25 s

Kr Coefficient of reheat
steam turbine

0.33 p.u.

Tr Reheat steam turbine
time constant

0.3 sec

Kt Coefficient of steam
turbine

1 pu

Tt Steam turbine time
constant

10 sec

Hydro power generating unit Kgh Coefficient of hydro
turbine governor

1 pu

(continued)
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Table 6 (continued)

Grid component Parameters Values Unit

Tgh Hydro turbine
governor time
constant

0.2 s

Tr Rest time for speed
governor

5.0 s

Tw Water time constant 1 s

Trh Time constant of
transient droop

28.75 s

Diesel engine generating unit Kgd Diesel turbine
governor gain

1.0 p.u.

Tdd Speed governor time
constant

2.0 s

Tdr Time constant 1.0 s

Tdf Speed governor time
constant

0.025 s

Ktd Diesel turbine gain 0.1 p.u.

Tcd Diesel turbine time
constant

3.0 s

Solar power generating unit KPV1 Gain of the PV system −1/18 p.u.

KPV2 Gain of the PV system 1/900 p.u.

TPV1 PV system time
constants-1

100 s

TPV2 PV system time
constants-2

50 s

Superconducting magnetic
energy storage (SMES)

Ksmes Gain of the SMES 0.2035 p.u.

Tsmes Time constants 0.03 s

Ta Time constants of the
SMES

0.2333 s

Tb Time constants of the
SMES

0.016 s

Tc Time constants of the
SMES

0.7087 s

Td Time constants of the
SMES

0.2481 s

Power system parameters Kps Power system
coefficient dynamics

0.06 p.u.

Tps Time constant of
power system
dynamics

20 s

B System coefficients 2.4 p.u.

R System coefficients 0.425 p.u.

(continued)
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Table 6 (continued)

Grid component Parameters Values Unit

HVDC link parameters KDC HVDC link
coefficient

1.0 p.u.

TDC HVDC link time
constant

0.2 s

Table 7 Controllers’ parameters

Controller Parameters Values

PID Proportional coefficient Kp 0.8901

Integral coefficient Ki 1.523

Derivative coefficient Kd 0.7851

PI-(1 + DD) Proportional coefficient Kp 1.6569

Integral coefficient Ki 3.5562

Derivative coefficient Kd1 1.0136

Derivative coefficient Kd2 0.8564

Fuzzy Scaling factors Ke 5000

Scaling factors Kde 200
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Frequency Regulation in Microgrid
Considering Virtual Inertia with Firefly
Algorithm Optimized Controller

Padmasetty Kasi Rao, More Raju, Shivcharan Gupta, and Kishan Dharawat

Abstract In this paper, a virtual inertia (VI) control-based virtual synchronous
generator mechanism is proposed to improve the frequency dynamics of a microgrid
by considering the renewable sources and electric vehicles. The considered micro-
grid is powered by a diesel generator and solar-thermal unit. In this study, firefly
algorithm (FA) optimization technique is proposed to tune parameters of the propor-
tional–integral–derivative (PID) controller. The performance of PID controller is
found superior over PI controller. The microgrid system performance is evaluated
for both step and randomized natures of the demands. In both cases, the VI influence
is studied separately with PID controller. It is seen from the results that the dynamics
are showing superior performance when VI is incorporated into the system. The
above statement is also supported by the cost function analysis. The VI mechanism
also works superiorly in the event of increased step magnitudes and varied solar field
conditions.

Keywords Electric vehicles · Firefly algorithm · PID controller ·Microgrid ·
Virtual inertia · Synchronous generator

1 Introduction

The complex power system network is generally interconnected in nature due to
which it is able to supply power to different locations and for various types of
loads [1]. Owing to geographical constraints and distant locations of conventional
power plants, there is a requirement of transmission lines through which power is
supplied to the end user (consumer). Due to this, in long-length transmission lines,
the transmission losses are more and thereby efficiency of the power system reduces.

It is well known that due to several reasons like modernization, growth in popu-
lation and industrialization, etc., the requirement of electricity is increasing day by
day [2]. With the reduction in cost of power generation and transmission losses, the
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efficiency of the system can be increased through the microgrid. The term microgrid
represents a small-scale power supply network and is designed to produce power
using the localized sources [3]. With the help of microgrids, we can supply power to
near loads and decrease the peak load demand onmain grid. The microgrid generally
includes renewable sources that are highly unpredictable and depends upon weather
conditions. The three main goals of microgrids are consistency, sustainability, and
economic efficiency [3]. The microgrids can be operated in two modes, namely grid-
connectedmode and islandedmode. In grid-connectedmode, microgrid is connected
to the utility grid, but in islanded mode, it is not connected to the utility grid. The gap
between the generation and load is the major problem to be addressed in both the
modes. In grid-connected mode, power transfers between the microgrid and utility
grid when there is more load demand. But in case of islanded mode, power is not
transferred between utility grid and main grid as it acts as standalone. The power gap
problem in islanded mode can be solved by implementing a proper control scheme
[4].

The load frequency control is a challenging issue inmicrogrid.When themicrogrid
operating in grid-connected mode, the frequency of microgrid is regulated by utility
grid. But in case of islanded mode, the frequency of microgrid can be regulated by
distributed renewable energy sources like solar photovoltaic (PV) and wind. The
researchers in [5] have described the maintenance of microgrid frequency using
wind energy. Similarly, in [6], the authors have proposed frequency regulation of
microgrid using solar power. In [7], the authors have proposed frequency regulation
in autonomous microgrid by using wind, diesel, and distributed energy sources. In
[8], the authors have proposed the frequency regulation of islanded microgrid using
electric vehicles.

In olden days, for power generation, the larger synchronous machines are used
that run on fossil fuels such as coal. But due to the alarming environmental condi-
tions, the power generation from the renewables is increasing year by year. As per
the International Renewable Energy Agency (IRENA) [9], the trends in the energy
capacity of renewable energy sources (MW) from the year 2015 to 2020 are shown
in Fig. 1. From Fig. 1, it can be seen that the there is a considerable increment in
capacities year by year.

To interface the renewable energy sources to the microgrid, the power electronic
converters are necessary. These inertia less power electronic converters can cause
more frequency deviation in microgrid [10]. A control technique called virtual
synchronous machine (VSM) is used to provide virtual inertia (VI) in microgrid
[10, 11]. The concept of VSM is nothing but reproduction of the dynamic character-
istics of real synchronous machine to the microgrid [11]. The VI property is nothing
but controlling active power flow from energy storage devices to the grid. From the
synchronous machines, the rotational inertia is available, whereas from the energy
storage devices, the virtual inertia. Fini and Golshan [12] have presented the deter-
mination of optimal VI and frequency control parameters for frequency stabilization
in microgrid. The VI effect along with storage system for stability improvement of
microgrid was studied by Kerdphol et al. [13]. The frequency regulation issue with
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Fig. 1 Total renewable
energy capacities, year wise

electric vehicles and VI is addressed in [11]. The electric vehicles as controllable
loads can contribute to the frequency regulation [14, 15].

By observing the literature, it is seen that some studies have been attempted
to include the solar-thermal renewable energy to the automatic generation control
problem [16]. The concentrated solar power can store the energy in the form of
thermal energy, and this can be used for electricity production in the absence of
irradiance [16]. However, the solar-thermal system with EVs and VI for frequency
regulation is not studied so far.

In literature, various studies have been applied to regulate the frequency in
microgrid in the past. Maneesh in [17] has proposed the PI controller-based
microgrid frequency regulation. In [18], the author proposed intelligent fuzzy PI
controller for isolated microgrid comprising of EVs. The PID controllers, due to the
simple structure and ease in maintenance, are still superior choice for most of the
industrial/real-time applications.

To tune the controllers effectively, author in [17] utilized manual and Ziegler-
Nichols methods. The tuning of PI controller was performed using Big Crunch algo-
rithm (BBBA) [19]. The genetic algorithm (GA)-tuned PID controller is suggested
for regulation of frequency in [20] by the researchers. In the present article, the firefly
algorithm, a biologically evolved meta-heuristic optimization method, is proposed
to tune the PID controller gains. The authors in [21] proved the superiority of firefly
algorithm over particle swarm optimization, bacterial foraging algorithm, and artifi-
cial bee colony algorithm. Hence, owing to its superiority in this manuscript, firefly
is implemented. The FA technique was developed by Yang [21, 22] which is based
on flashing nature of the fireflies. The FA technique is not applied so far to retrieve
the PID controller gains for microgrid system having solar-thermal, EVs, and diesel
generator along with the VI mechanism.

The cost function used in this optimization is integral absolute error (IAE) given
by Eq. (1).
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J =
t∫

0

|� f |dt (1)

Owing to the above-mentioned discussion, the prime objectives of the present
research are:

(a) To model an isolated microgrid (MG) system having diesel generator, solar-
thermal, and EVs.

(b) To apply PI and PID controllers for regulation of frequency and to decide best
between these.

(c) To extract the suitable gains of the controllers in (b) using firefly algorithm and
to compare the system dynamics for step and randomized loads.

(d) To study the effect of increments in load demand on system frequency response.

2 System Investigated

The considered microgrid system is having diesel generator, solar-thermal, and elec-
tric vehicles. Five number of electric vehicles are used in the present study. For
frequency regulation, the PID controller is employed. For effective regulation of the
frequency in microgrid, the virtual inertia (VI) is incorporated in the system. The
effect of VI is tested for step and randomized loads using FA-tuned PID controller
subjected to Eq. (1). The implemented system and its Simulink model are given in
Fig. 1. A separate controller is employed for virtual inertial system (Fig. 2).

Fig. 2 Studied islanded microgrid system
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Table 1 Parameters of islanded microgrid

Parameter D (PU/Hz) H (PU) R (Hz/s) Tg T t I inertia K inertia

Value 0.12 0.10 s 2.4 0.1 s 0.40 s 10 1.0

Parameter KP TEV KEV Tgs T ts KS TS

Value 2.51 0.28 s 1.0 1 s 3 s 1.8 1.8 s

The renewable energy sources like wind, solar-thermal, etc., influence the system
inertia if their penetration is high. To find the frequency deviation in microgrid, the
frequency change rate function is using. So virtual inertia control also uses frequency
rate function to calculate �f . Based on this �f , virtual inertia control block adds
the necessary real power to set point of the islanded microgrid during high-level
diffusion of renewable energy sources and in emergency conditions.

The frequency change rate (FCR) is calculated using the derivative control which
is the main concept of the virtual inertia control.

FCR = d

dt
(� f ) (2)

The proposed microgrid system is supported by virtual inertia during the high
deviation of frequency and high penetration of renewable energy sources.

�Pinertia = Kinertia

Tinertias + 1

(
d

dt
� f

)
(3)

where Tinertia is the virtual inertia time constant for islanded microgrid and Kinertia is
the gain of virtual inertia control in the islanded microgrid. The parameters of the
microgrid system are given in Table 1.

3 Firefly Algorithm

In this paper, popularly known optimization technique named firefly optimization
technique is used. It was developed by Yang [22, 23]. The firefly algorithm is a bio-
inspired meta-heuristic algorithm that is inspired by flashing behaviors of fireflies.
The following assumptions are made for FA:

i. Fireflies are attracted by themselves.
ii. Attractiveness is proportional to intensity.
iii. Less-intensity firefly is attracted to the brighter intensity firefly.
iv. As distance between twofireflies increases, the attractiveness toward other firefly

decreases.
v. If intensity is similar for both fireflies, they move arbitrarily.
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From the Law of Physics, it is identified that the intensity of light varies as inverse
with square of distance.

β(r) = β0e
−γ r2 (4)

where β0 is the attractiveness at r = 0.
If a firefly is located at XJ and is brighter than other firefly situated at Xi, then

firefly at Xi moves toward XJ .
The position updating of firefly is done by using Eq. (5).

Xt+1
i = Xt

i + β0e
−γ r2(Xt

j − Xt
i ) + α(rand− 0.5) (5)

where “t” denotes the iteration number, α denotes the randomization parameter with
range [0, 1], β0 denotes attractiveness at r = 0, and γ denotes parameter related to
scaling L.

Here, the second term in Eq. (5) reflects the position change due to attractiveness.
Similarly, the third term in Eq. (5) includes random movement parameter (α), and
rand is a random number generator that is uniformly distributed in the range (0, 1).
The FA flowchart is given in Fig. 3. The values of α, β0, and γ are taken as 0.25,
0.2, and 1, respectively. The population count (n) is taken as 20 with iterations (T )
as 500.

Fig. 3 Flowchart of firefly algorithm
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Fig. 4 Block diagram of PID controller

4 PI and PID Controllers

In this research, for frequency regulation in microgrid, PI and PID controllers are
employed. Firefly algorithm is selected for tuning of PIDparameters. The objective of
tuning is that to obtain the optimal gains whichwill be robust for system uncertainties
like load variations. The two- and four-term PI and PID controllers are taken for
study (Fig. 4). The controller parameters KP, K I, KD, and N denote the proportional,
integral, differential, and filter constants. The first three constants are treated in the
range of [0 1], and the last term is tuned within the range of [0 100] using FA
constraining to Eq. 1. The PID transfer function in Laplace transform domain is
given in Eq. (6).

TFPID = KP + KI

s
+ KD

N

1+ N
s

(6)

5 Results and Discussion

In this section, the islanded microgrid performance is tested with and without virtual
inertia is analyzed and simulation results for the same are implemented/obtained
using MATLAB software for step and randomized load demands.

5.1 Performance Evaluation of the Microgrid with PI
and PID Controllers

In this scenario, the studiedmicrogrid performancewith the proposed control strategy
is expounded with help of the PI and PID controllers. The FA-tuned PI and PID
(FA-PID) controllers’ gains obtained for without VI are given in Eqs. (7) and (8).
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TFPI = 1.0000+ 1.0000

s
(7)

TFPID = 0.5713+ 0.8563

s
+ 0.2994

65.673

1+ 65.673
s

(8)

With the above firefly-tuned PI and PID controllers, the frequency variant is
graphed in responses (Figs. 5 and 6). And also, their comparison is given in Fig. 7.

The following observations are made from Fig. 7. The peak overshoot, peak
undershoot, and settling time are more in case of PI controller when compared to
PID controller. So, by using PID controller, dynamics are superior. So, for remaining
all scenarios, the preferable controller is PID (Table 2).

Fig. 5 Frequency regulation with PI controller

Fig. 6 Frequency regulation with PID controller
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Fig. 7 Frequency regulation comparison with PI and PID controllers

Table 2 Comparison of performance indices for PI and PID controllers

Parameter PI PID

Peak overshoot 5 × 10–3 0

Peak undershoot 14 × 10–3 5 × 10–3

Settling time (s) 5 3

5.2 Performance Evaluation of the Microgrid with Step Load
of 0.02 (PU)

In this scenario, the studied microgrid system performance with the proposed control
strategy is expounded with help of the step form of the load (Fig. 8) demand with
and without virtual inertia (VI). The FA-tuned PID (FA-PID) controller obtained for
with and without VI is given Eqs. (9)–(11).

TFPID = 0.5713+ 0.8563

s
+ 0.2994

65.673

1+ 65.673
s

(9)

TFPID = 0.8722+ 1

s
+ 0.0329

28.8798

1+ 28.8798
s

(10)

TFPID = 0.5038+ 0.5308

s
+ 0.5377

55.5308

1+ 55.5308
s

(11)

With the above FA-PID controller, the frequency variant is graphed in responses
(Figs. 9 and 10). And also, their comparison is given in Fig. 11. The following
observations are made from Fig. 11. The settling time is 8 and 6 s for without and
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Fig. 8 Step load diagram

Fig. 9 Frequency regulation without virtual inertia

with VI. The value of maximum overshoot is 2.7 × 10–4 for without VI and is Nil
with VI. Similarly, undershoots are found as 4.95× 10–3 and 4.29× 10–3 for without
and with VI.

The performance measures such as peak overshoot, peak undershoot, and settling
time for the scenario 2 are given in Table 3.

5.3 Performance Evaluation of Microgrid with Randomized
Load

In this scenario, the randomized load as shown in Fig. 12 is treated as load for the
system given in Fig. 1. Here also, the PID controller is tuned with FA, and the values
and corresponding PIDs are given in Eqs. (12)–(14).
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Fig. 10 Frequency regulation with virtual inertia

Fig. 11 Comparison of frequency regulation with and without VI

Table 3 Performance measures for step input of 0.02 PU

Name of parameter Peak overshoot Peak undershoot Settling time (s)

Without VI 0 4.29 × 10–3 6

With VI 2.7 × 10–4 4.95 × 10–3 8

TFPID = 0.7415+ 1

s
+ 0.1566

18.2858

1+ 18.2858
s

(12)

TFPID = 0.9997+ 1

s
+ 0.2256

62.5040

1+ 62.5040
s

(13)

TFPID = 0.8596+ 0.2014

s
+ 0.6178

71.5451

1+ 71.5451
s

(14)
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Fig. 12 Randomized load model

With the above FA-PID controllers, the deviated graphs of frequency are repre-
sented in Figs. 13 and 14 for without and with VI. The comparison of the above
figures is made in Fig. 15. Keen observation in Fig. 15 reveals that without VI, the
fluctuations are more in frequency when compared to without VI.

Fig. 13 Frequency regulation without virtual inertia for randomized load model
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Fig. 14 Frequency regulation with virtual inertia for randomized load model

Fig. 15 Frequency regulation with and without virtual inertia for randomized load model

6 Case Studies

6.1 Increased Step Load Conditions

In this case, the studied microgrid system is examined with increased magnitude of
load demand of 0.02 PU. In all the varied steps, themicrogrid regulation performance
is observed with and without VI. Equations (15)–(23) represent the PID controller
gains for 0.04 PU, 0.06 PU, and 0.08 PU loads. Critical evaluation of the responses
(Figs. 16, 17 and 18) confirms the superiority in the presence of VI.

TFPID = 0.8496+ 1

s
+ 0.0619

43.9615

1+ 43.9615
s

(15)
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Fig. 16 Comparison of frequency regulation with and without VI for 0.04 PU load

TFPID = 0.9865+ 1

s
+ 0.0495

41.6359

1+ 41.6359
s

(16)

TFPID = 0.8906+ 0.3747

s
+ 0.3602

53.9376

1+ 53.9376
s

(17)

TFPID = 0.7466+ 1

s
+ 0.0816

63.3930

1+ 63.3930
s

(18)

TFPID = 0.9132+ 1

s
+ 0.2576

57.2201

1+ 57.2201
s

(19)

TFPID = 0.3523+ 0.0686

s
+ 0.4525

39.4415

1+ 39.4415
s

(20)

TFPID = 0.8349+ 1

s
+ 0.1007

77.7241

1+ 77.7241
s

(21)

TFPID = 0.9677+ 1

s
+ 0.1229

27.0657

1+ 27.0657
s

(22)

TFPID = 0.2336+ 0.2009

s
+ 0.3320

29.9302

1+ 29.9302
s

(23)

6.2 Variable Solar Field for with and Without Inertia

In this case, constant solar field of 0.01 PU which is considered earlier is replaced
by variable solar field pattern as shown below in Fig. 19. With PID controller, the VI
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Fig. 17 Comparison of frequency regulation with and without VI for 0.06 PU load

Fig. 18 Comparison of frequency regulation with and without VI for 0.08 PU load

importance is again shown. For this, the PID gains are obtained using FA technique
with and without VI. The dynamics of the frequency responses are plotted in Fig. 20.
The red-marked responses correspond to with VI and blue is for without VI. Critical
observation of Fig. 20 reveals that when the load demand increases, the VI controls
the dynamics effectively as it is restricting the oscillations to minimum than without
VI case (Tables 4 and 5).

6.3 Sensitivity Study

This analysis is done to show how effective is the proposed PID controller parameters
for wide variations in the time constant of solar-thermal turbine constant (T ts). When
the T ts is changed by an increment of 50%, the frequency response is drawn and
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Fig. 19 Solar field variation

Fig. 20 Comparison of frequency with and without VI for variable solar field

Table 4 Undershoots’ comparison for various cases

Step load (PU) Peak undershoot % improvement in undershoots

Without VI With VI

0.04 22 × 10–4 14 × 10–3 57

0.06 29 × 10–3 10 × 10–3 190

0.08 33 × 10–3 25 × 10–3 32

compared with that of the unchanged T ts. It is seen from Fig. 21 that these dynamics
are more or less same (overlapping) which reveals the robustness against variations
of T ts.
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Table 5 Cost comparison for various scenarios

S. No. Case study Solar field Cost

Without VI With VI

1 0.02 Constant (0.01) 0.0065 0.0051

2 0.04 Constant (0.01) 0.0100 0.0050

3 0.06 Constant (0.01) 0.0150 0.0099

4 0.08 Constant (0.01) 0.0201 0.0151

5 Randomized load Constant (0.01) 0.0150 0.0148

6 Randomized load Variable 0.0151 0.0148

Fig. 21 Comparison of frequency with and without changed T ts

6.4 Comparison of Performance Between PSO and FA
Algorithms

The PID controller parameters are also optimized using particle swarm optimization.
The optimized PID controller is as follows (Eq. 24).

TFPID,PSO = 0.3656+ 0.4348

s
+ 0.8708

0.0906

1+ 0.0906
s

(24)

The cost obtained with PSO is 0.0388 while with FA is 0.0065. With FA-PID, the
cost value is less which is superior to that of PSO-PID controller. Here, the N value
is restricted between [0 1].
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7 Conclusion

In this research, we performed the frequency regulation of an islanded microgrid
with help of PID controller whose parameters are tuned with FA. The step and
randomized load cases are taken for assessment with and without considerations of
the virtual inertia, VI. The regulation of frequency is found more effective when VI
is considered for both step and randomized loads. The cost is also found less when
VI is integrated into the microgrid system. Interestingly, it is observed that when
the constant pattern of load incremented in magnitudes, the dynamics are well in
control with VI incorporation. A special case study in regard to the randomized solar
field reveals that in the presence of VI, the system dynamics are superior without
VI. Future research may use more sophisticated controllers which can be tuned
using newly proposed optimization methods. And also, more additional number of
generations can be added to the system to drawmore realisticmicrogrid performance.
It is also worthwhile to incorporate the energy storage technology into the proposed
microgrid in the future.
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A Report on Multi-agent System
Application in Power System

Subhranshu Sekhar Puhan, Renu Sharma, and Saumya Ranjan Lenka

Abstract This paper presents different ways in whichMulti-Agent Systems (MAS)
can be applied in power systems. This paper provides following details (a) outlines
regarding fundamental concept of MAS, (b) How the multiagent system can be
approached? and (c) HowMAS technologies can be utilized in solving the complex-
ities in the operation of this evolving power system. This paper also describes the
specific applications which are already existent and technical challenges that need
to be addressed for upgrading the MAS technology.

Keywords Multi-agent system (MAS) · Phasor measurement unit (PMU) ·
Remote terminal unit (RTU)

1 Introduction

The definition of agent used above is problematic in terms of power engineering;
this is because it does not differentiate the agents from existing software or hardware
systems. Under such definition, some of the existing elements in the power system
can come under agents, like protection relay. It can be called an agent according to
the above definition, because it also reacts to changes in the atmosphere of trans-
mission lines, automatically as per the condition of the atmosphere. There is no
benefit in renaming such existing technologies as protection relays as agents because
there is nothing new gain to technology in naming like that. According to [1], ‘An
agent is meant to be a tool for analyzing systems.’ Therefore, instead of saying
‘agent,’ the term ‘intelligent’ agent is proposed, just to distinguish the agent from
an existing system (such as protection relays). According to [2], an agent, which
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displays flexibility in its automatic decision-making to changes in atmosphere, is
called an intelligent agent. Such an agent has the following characteristics:

1. According to the goals the agent is required to achieve, an intelligent agent must
be able to react to the changes in the atmosphere in which it is situated, at the
appropriate time.

2. Pro-activeness: Pro-activeness means the ability of an agent to take the initiative
[2].

Therefore, an intelligent agent must be able to take the initiative from itself when-
ever the system is behaving out of way. For example, if agent-1 needs to fulfill some
services of agent-2 in order to achieve its goal (of agent-1), and at some time suddenly
it loses communication with agent-2, then agent-1 has to automatically initiate itself
to establish a connection with other agents in the same atmosphere, thus get infor-
mation from them so as to fulfill its services associated with agent-2. Thus, overall
agent-1 is then known as goal directed.

An intelligent agent is supposed to interactwith other agents, not simply bypassing
data, but by their ability to interact and negotiate very cooperatively. That ability is
possible by Agent Communication Language (ACL) [3–5], which allows agents to
converse rather than just passing of data between them. Thus an agent must have
reactivity, at least some form of pro-activeness and social ability, if not everything
is perfect, in order to term that agent as an intelligent agent. A system consisting of
one or more such intelligent agents is known as a ‘Multi-Agent System.’ Thus in a
Multi-Agent System, we can see that there are only the local goals of each intelligent
agent but the not overall goal of that system. And, the application of Multi-Agent
Systems can only be realized by the system designer by introducing multiple such
intelligent agents with their local goals. An example of this system is shown in Fig. 1,
Here, we see a number of loads, distributed generators (DG), switches (SW), circuit
breaker (CB), and transformers (TR) give their information to the intelligent agents,
which in turn take decision with the help of provided database (DB), and thus provide
an interface to the user or equipment desired by the user.

The rest of the paper is arranged as follows: in Sect. 2—the basic ways of applica-
tion ofMAS in power systems are described, and Sect. 3 deals withMAS application
in a real-life situation. Sections 4 and 5 deal with the matured application of MAS
and technical challenges in MAS in the present-day power system.

2 Basic Ways of Application of MAS in Power System

In order to know how MAS can be made use so as to apply it best in power systems,
it is required to understand the basic ways in which MAS can be made use. MAS
can be made used in two ways of approaches: It can be used as an approach to the
construction of flexible, extensible, and robust systems and a modeling approach.
Something robust means strong enough to withstand or overcome intellectual chal-
lenges. The term ‘robust’ in this context can be understood as the ability to withstand
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Fig. 1 Basic MAS architecture [6]

themajor changes in the system or atmosphere. Secondly, the term ‘flexibility’means
the ability of the same topology of MAS to support various situations in the same
or different atmosphere. That also means the ability to respond to various dynamic
changes in the system. It must be noted that the automatic action of an agent is
different from the flexibility of an agent: Being automatic means the ability of the
agent to schedule its actions, and flexibility means choosing one possible action in a
number of such actions (which is best). Thirdly, extensibility means the ability of a
system to easily add a new function to the existing system. It can be either appending
to the original system or upgrading the original system. An example for appending
is that of the condition monitoring system, on which a new sensor can be introduced,
and thus, new data analysis is to be added. An example for upgrading is that of the
state estimation system, where a faster load flow estimation algorithm can be intro-
duced to upgrade the older one. Along with the construction of such robust, flexible,
and extensible systems in power engineering, there is also a need for fault tolerance
in the system and also need the ability of the system to meet the design objective if
part of the system fails. Thus, Multi-Agent Systems have the capability to provide a
way to build such systems, with all the above-discussed characteristics.

The properties of Multi-Agent Systems that produce the above qualities are:

1. First Property: Agent Encapsulation and Self Decision making: In fact, an
agent capsulizes, i.e., condenses a task or set of functions, in a way similar
to object-oriented programming or modular programming. Thus, Multi-Agent
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Systems also have standard interfaces and information hiding tools, by use of
standard Agent Communication Language (ACL), with the additional capability
of automatic andflexible action. In object-oriented programming, external signals
call a function that the module is bound to execute and does not have any other
choice. But in agent programming, external signals give messages to the agent,
but the agent has the choice of which one to execute, which is helpful in case
of the agent receiving many requests at the same time. Thus, more flexible and
extensible systems are provided by agents. Thus, agent programming provides
the functionality for messaging and service location, which means that new
agent integration and communications are handledwithout effort from the system
designer.

2. OpenMAS Architectures: Earlier, the system architectures are closed architec-
tures. Closed architecture means new agents cannot be added to that system, and
even if new agents are added, other agents cannot access or locate it or commu-
nicate it. Thus, a closed architecture has no possibility of being extensible and
flexible. But, open architectures do allow flexible communication with an agent.
This is possible by all agents sticking to the same standards of messaging. Thus,
there has to be a common messaging language for inter-agent communication.
There is such a set of standards for an open architecture defined by the Foun-
dation of Intelligent Physical Agents (FIPA) [3]. The FIPA standards cover the
framework within which FIPA agents exist. Thus, these standards define stan-
dards for not only communicating with agents but also creating, locating, and
removing the agents. This is called an agent platform. The second requirement
is to locate agents within the particular platform. Under FIPA standards, this is
achieved through a separate agent called the directory facilitator, which manages
a searchable list of services offered by other agents within the platform.

3. Third Property: Single Platform for Distributed Systems: One agent, situated
in one atmosphere, must be able to achieve its goals and abilities in different
atmospheres also. Nevertheless, that particular atmosphere impacts the actions
which the agent takes. In practical systems, this property of the distribution of
agents which generally don’t have a fixed atmosphere is supported by the agent
platform. This platform is run on every computer that invites agents into the
system.

4. Fourth Property: Fault Tolerance: Fault tolerance means tolerance to faults in
agent or agent communication. To make the Multi-Agent System fault tolerant,
one of the basic approaches is redundancy. Thus, redundancy heremeans proving
other duplicate agents for one agent. Thus if agent-1 requires service from agent-
2, and agent-2 fails, agent-1 can take the help of the duplicate agent-2 using the
directory facilitator mentioned above. This property of fault tolerance is fault
specific, and therefore may not be obtained simply by duplication of agents.
However, the open MAS architecture discussed before is automatically faulted
tolerant if designed with good social ability.
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3 MAS as an Approach to Modeling Real-Life Situations

Multi-Agent Systems can be made use, not only as construction of robust, flexible,
and extensible systems in power engineering but also can bemade use as an approach
to modeling any given system by giving a way to view the real-life situations. An
agent system can also be represented as a real-world situation with interacting enti-
ties; thus, the MAS system can be helpful in viewing how complex the real-world
situations can emerge. In the various power system area viz. power system dynamics
of generators and control etc. such kind of realizations are possible. Generators have
a degree of automatic control by Automatic Voltage Regulators (AVRs), and they
can be indirectly affected by external systems. Thus, they can be represented by
different agents to model the generator system. Thus, Multi-Agent Systems offer
very appreciable approaches for modeling and analyzing the power system. There-
fore, many of the applications, like real-time planning, decision-making, control of
equipment, simulation, and modeling, can make use of Multi-Agent Systems for
increased efficiency. The two main approaches by which the Multi-Agent System
can be intelligently applied in power systems are described in the above discussions.
The applications of power systems that display the following characteristics are best
suited for fields in which MAS can be applied:

1. When there is a need for frequently implementing new functions within the
existing systems (like existing plant items or control systems). For example,
implementing newer and newer algorithms or functions in a numerical relay for
different protections like out-of-step protection or power system blocking.

2. When there is a need for interaction between the control stations or any distinct
conceptual entities. For example, controlling the microgrid where the control
subsystem must take its inputs from voltage for voltage control at different
stations and renewable energy stations as well.

3. When there is the involvement of a large number of entities and interaction
among them, where it is not possible to model the overall behavior of the system.
For example, simulating the energy marketplace in which every generator, every
system operator, and the customer has to be modeled. Without the need for
communication with the central point, enough data is available at any substation
locally to take any decision (by agents). For example, monitoring of transformer
internal as well as incipient faults, at a particular substation for which local data
is sufficient for handling.

4. When there is a need for functionality to be added in the existing system, contin-
uously over a period of time. For example, management of different assets in the
power system using real-time condition monitoring of the system. In accordance
with the above characteristics, there can be many fields in which MAS can be
applied, out of which few are described below.
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4 Matured Applications of MAS in Power Systems

Adding to the above-mentioned applications of Multi-Agent Systems in power
systems, theMAS technology also has the potential for several other diverse range of
applications in the area of power systems. Fewof such applicationswhich reached the
maturity of application are Control of microgrid, Protection Engineering Diagnostic
Agents (PEDA), and Intelli TEAM II (commercial product) [7]. National Technical
University ofAthens (NTUA)developed the application of agents in control ofmicro-
grids [1]. The physical demonstration of this system using agents has been employed
successfully on a test electrical network. University of Strathclyde developed PEDA
for making the analysis of power system data automatic. This system was not only
developed in laboratory but also at the utility successfully; pointing that MAS tech-
nology has become mature enough to achieve significant industrial applications. All
these matured applications are explained briefly as follows.

A. PEDA

The PEDA system is created for post-fault analysis. It uses, not only SCADA,
but also digital fault recorder (DFR) data, for analysis. What mainly PEDA does
is that, it integrates many of the intelligent agents in MAS, and finally draws
conclusions of the system, at the same time communicating with other agents
for useful information through FIPA communication standards. It uses expert
system to identify the key information such as fault occurrence and clearance
times and the type of fault or generator tripping. The information from different
agents is collected using an agent named collation agent, and finally conclusion
is provided to an engineer, through an agent named engineering assistant agent.
Using PEDA system led to significant advancements in techniques to achieve
maintainability and stability. The main advantages lies in MAS structure, incor-
porating Protection Engineering diagnostic agents integrates supervisory data
acquisition system alongwith digital fault recorder data.With inclusion of digital
fault recorder, the protection engineer will get the fault data and fault behavior
in a very short span of time but to design such a sophisticated integration system
is quite cumbersome task [8].

B. COMMAS

The condition Monitoring Multi-Agent System (COMMAS) [9] is developed
for the purpose of fault diagnosis in the plant items such as transformers. It
was essentially applied in transformer condition monitoring system, after initial
implementation in gas turbine start up sequence. For example, monitoring of
Partial Discharge in transformer. Partial Discharge gathered through sensors and
fed into feature extract agent [10], and diagnosis agents use feature extract agents
for classifying the defect as Partial Discharge. The information of all the agents
was collected by corroboration agent, and finally information agent provides
the conclusion to the engineer. Because the agents located at different locations
through the DF, extra diagnosis agents could be added to the system and their
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diagnoses were smoothly collected by the Corroboration Agent, this approach
was used for extensible system development. The integration of PEDA system
and COMMAS has been discussed in detail manner [11] for increased benefits
to the system operator. With inclusion of condition monitoring features in the
COMMAS architecture, early diagnosis of faults is quite easy. With inclusion
of COMMAS feature, there are several features added in conventional MAS
structure like cross sensor corroboration, data fusion, incorporation of more
than one computational intelligent system techniques in the system [12].

C. SPID

In power system, there are few events which make the system vulnerable to
cascaded tripping of huge generators and black out, if they take place. In order
to discover and resolve those events and hidden failure components that can
leave the system prone to cascading events [13], the Strategic Power Infrastruc-
ture Defense (SPID) System was developed using MAS. In SPID, the agents
were arranged in different layers depending on the influence of the event on
occurrence of cascaded events [14]. Finally, signal for reconfiguring the network
or generating a restoration plan after an incident is given to the engineer. For
practical industrial solution, robust tools for implementation of SPID are very
essential. By incorporating MAS technologies, SPID system is able to assess
power system vulnerability, monitor hidden failures for protective devices to
work upon, and more over it provides adaptive control action with preparedness
for any catastrophic failures. The main disadvantages of SPID system are that
the adaptive control action depends on machine learning capabilities.

D. Intelli TEAM II

Intelli TEAM II Automatic Restoration System [15] was produced by S&C
company in order to determine and execute the restoration plan after isolation of
faulted segment of the line. This is made possible by communication with agents
responsible for the faulted segment of line. The intelligent agents in this system
have power to control switches and reclosers of faulted segment, but controlling
is only done after confirmation with the neighboring agent. This system was
implemented with the ENMAX Power Corporation in Canada.

E. Power Matcher

In constrained networks, an agent-based solution to demand side management is
developed as a commercial product named Power Matcher. Its main objective is
to dynamically match supply and demand in local area, through an open market.
Power Matcher has been deployed in more than three field systems and is in the
advanced stages of field testing, confirming that Power Matcher can perform its
required tasks in practical system. The Power Matcher phase of MAS structure
determine the idea about the demand and supply side of electricity market. By
utilizing the power matcher we can easily predict the power market behavior.
But the only drawback of this power matcher is that it is only suitable for small
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and medium sized market and is not fit for predicting the behavior of large-sized
market.

F. AuRA-NMS

The objective of Autonomous Regional Active Network Management System
(AuRA-NMS) is to include multiple techniques to operate distribution networks
efficiently. The decision-making for voltage control, network optimization, and
power flowmanagement is made automatic using agent technology as an integral
part for these techniques.

G. Smart Grid

On the other hand, the MAS technology can be best made use of in the Smart
Grids [16, 17], allowing flexibility in the complex system. There is need to allow
different objectives like as voltage regulation, power flowmanagement, and auto-
mated restoration within the smart grid management system. Also care should
be taken that actions taken to meet one objective should not negatively impact
another objective unless intentionally done. Multi-Agent Systems aim to fulfill
many features, making agent technology substantial for delivery of smart grid
capability. Multi-Agent Systems in distributed smart Grid is discussed in [10].
Besides the above mentioned applications, there are still ongoing researches in
many other areas of power systems like relay coordination using JADE [14,
18], especially the smart grid. The progress of Multi-Agent Systems in the prac-
tical industrial application is briefly described in this section, showing that this
technology can help solving the complex industrial problems in power systems.
Thus, this technology is progressing toward robust industrial implementations.

H. Demand Response

Demand response (DR) is a change in the way energy is consumed by the client
of may be an electricity company, as energy demand is better adjusted to the
offer. DR is a way to respond to cases of maximum energy demand so that users
can be restricted from accessing all or part of their network energy consumption
when they are asked to do so. MAS structure as discussed in [19, 20] applied to
model the electricity markets and in [21] MASCEM structure is used to model
the irregulated power systems. Even some of the researchers also started using
MAS with basic learning systems for the modeling of market in power system.
With inclusion of basic learning system, the modeling of power system market
will be quite easier and comprehensive to access idea about demand response
[22].
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5 Technical Challenges in Application of MAS

Different applications and potential benefits ofMAS technology have been addressed
in the before sections.Alongwith this, it isworthy to identify the important challenges
that need to be overcome for most efficient use of MAS. These key challenges are

1. Security: Because the agents are distributed throughout, the security has to be
taken care of. There must be sufficient tools to measure the level of trust in case
a new agent smoothly joins the agent community without prior permission. For
example, only limited services can be offered to agents from competitor utility,
giving then the lower trust rating.

2. Design of Intelligent agent: There is a need to train the industrial implementers
and new researchers on the knowledge of agents, how the agent should be
designed and the available options to design. There are different strategies that
give rise to agents with varying degrees of pro-activeness, social ability and reac-
tivity. All these strategies must be well equipped by the new researcher to design
a system of intelligent agents, so that they may be suitable for applications in
power systems.

3. Toolkits: In power systems, there is need to reuse the existing agent designs and
functionality, to stick on to the specific standards for agents. Thus, the role of
toolkits, which facilitate the reuse of existing agent capabilities and behavior, is
very vital. There is need for such toolkits to be developed.

4. Agent knowledge domain and communication languages: The social ability
of agents is only possible if there is common communication language. How
an agent exchanges information, communicates, or negotiates is dependent on
the Agent Communication Language. The Foundation for Intelligent Phys-
ical Agents (FIPA) [3, 16] has set the international standards for communica-
tion languages and protocols. Therefore, there should be agreement within the
community to adopt appropriate communication languages for agents, so that all
the agents are able to cooperate and interoperate.

5. Necessity for common platform: Because there are many platforms in which any
agent can exist, it is extremely important for all the agents to exist on one standard
platform. This is necessary for agents to interact with each other in a flexible and
extensible manner. It is also prime necessary to develop an open architecture.

Keeping aside the applications and technical uses of MAS described above, due
to the fact that use of Multi-Agent Systems is new to industry, and because lack
of experience of engineers, there is a worry for both manufacturers and utilities to
consider the Multi-Agent System solutions. But putting MAS solutions into practice
is a significant step in power systems, because it increases reliability and robustness
of the system. With the proper communication and by training the operators and
researcher from industry regarding the operation of MAS Technology (condition
of operation and failure of MAS Technology) power system could be made more
reliable and robust.
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6 Conclusion and Future Scope

The paper came out with different characteristics of MAS which facilitate its use in
power systems. The discussion ismade here in about the basic applications ofMAS in
different areas like power system monitoring, fault diagnostics, modeling and simu-
lation, system protection, and possibility of distribute dc control. The specific appli-
cations ofMAS in power systems, namely PEDA,COMMAS, SPID, PowerMatcher,
Intelli TEAM II, and AuRA-NMS were also discussed in brief, thus describing the
practical benefits derived from MAS. However, many different areas of research are
still in progress in order to increase the flexibility and degrees of freedom of control
of complex systems. Moreover, industrial applications and demonstrations should
be encouraged in order give a way for further advancements in Multi-Agent System
Technology.
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Inspection of Overhead Power
Transmission Conductors
with Autonomous Quadcopter

MD. Faiyaz Ahmed and J. C. Mohanta

Abstract Inspection of overhead power transmission lines and components is
crucial for the reliability and availability of power supply. The main drawback of
existing traditional methods of inspection is, it is cumbersome on installations of
power lines and lack of adaptability to modern methods of inspection and improper
maintenance to electrocution for human operators. Thus, inspection of overhead
power transmission lines with Unmanned Aerial Vehicles (UAV)/Quadcopter has
been attracting the power utility companies since their inception. This article explains
about the quadcopter-based inspection of overhead power transmission conductors
and their failures due to the poor connection between connecting clamps/spacers and
conductors and fusing failures. The investigation by thermal analysis explains that,
if the conductor’s temperature is higher than the spacer/clamp then it leads to poor
contact of clamps and conductors. The thermal imaging of the conductor also reveals
that it generates heat in the form of an equidistant helix. The captured thermal image
provides some practical explanation regarding the defects of conductor and power
line components enabling the timely maintenance and system reliability.

Keywords Unmanned aerial vehicles · Overhead power transmission lines ·
Thermal imaging · Equidistant helix · Clamp/spacer · Conductors

1 Introduction

The demand for electricity is increasing day by day across the globe. In 2018, around
4% more production rate of electricity was observed which was twice compared to
the global energy demand [1]. Electricity supply is an emerging demand in the
present world due to the current development in society. There is a huge pressure
on power grids and transmission sectors due to different factors such as increase
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Fig. 1 Cross section of
ACSR conductor

Steel wire (core)

Aluminium alloy wire

of power load, electrical networks, implementation of renewable [2, 3], flexibility
and decentralization of power [4, 5], introducing on road electric vehicles [6] and
integration of European market [5]. The rate of construction for new transmission
lines is very low compared to the demand of power supply. So, there is need to
multiple the number of newly constructed transmission lines for increasing the power
generation and supply [7–9].

The overhead transmission lines across the globe are in their forties or fifties old,
and the power line components such as conductors, insulators, pylons, spacers and
clamps are reaching the first stage of deterioration [10]. Therefore, it is difficult to
identify and rectify these deteriorations in conductors, insulators and spacers which
are physically not accessible. The power transmission line conductor mainly consists
of the spacer connector and the aluminium conductorwith the steel corematerial. The
general type of conductors mostly used is Aluminium Conductor Steel Reinforced
(ACSR) as shown in Fig. 1.

Themajor challenge in the life span of overhead power line conductors is the wind
induced Aeolian vibrations. The conductor or insulators exposed to bad weather
conditions such as pollution, rain, sulphur dioxide and vegetation lead to electro-
chemical corrosion [11]. When cross-checked with the positive pole, the corrosion
degree for the inner layer is least, whereas the degree of corrosion for second layer
is at most and the corrosion rate for outer layer lies between them [12]. This results
in increase of maximum resistance in the second layer, leading to the formation of
higher temperature between the inner and second layer of conductor. The temperature
of the conductor affects the total capacity of overhead electrical transmission lines.
The formation of corrosion between these two layers leads to the increase of power
consumption and even in some worst cases results in breakage or blast of conductors
and fire hazards, etc. resulting in the breakage of normal power sully and operational
issues in power grids. So, the role of ACSR in power utilities plays a major role in
terms of performance, consumption of power and reliability and security.

In order to have a smooth function of power lines under safety conditions, there
is a need to figure out the changes occurred with respect to temperature between the
layers (first and second) of conductors. The overall capacity of transmission system
depends on the temperature of conductors, so the limited space between the spacers
and conductor joints is to be maintained regularly as it can cause the overheating and
melting of steel wires and aluminium. So, the main failure of transmission conductor
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occurs at joints [13, 14]. In order to execute the fast and accurate inspection of
these overhead power transmission conductors and insulators, implementation of
Unmanned Aerial Vehicles (UAS) is highly preferred due to their structure and
ability to hover above the power transmission conductors.

This manuscript studies the defects of power transmission conductors by using
visual and thermal cameras. The thermal images show the results of defective conduc-
tors and spacers/clamps. The results of this research will enable the guidance and
future direction for autonomous inspection of power transmission conductors and
improve the performance and reliability of power transmission systems.

2 Related Works

Researchers across the globe have mostly concentrated on electrochemical corrosion
problems and only a few studies are carried on conduction of heat on power trans-
mission conductor. Inspection of these power transmission lines and components is
executed with the traditional methods such as foot patrolling [15] and helicopter-
based inspection. In foot patrolling, two or more skilled technicians will walk on
the surface of conductors by wearing the Infrared (IR)/thermal goggles and vision
inspection devices for locating the defects. However, this type of inspection is consid-
ered to be dangerous as in the most cases, technicians will get electrocuted and it is a
time-consuming process, whereas in helicopter-based inspection, a crew with three
or four members will hover the helicopter around the power transmission lines and
collect the data with the help of recording devices and later this data will be cross
checked on ground control station (GCS) for the presence of anomalies. This type
of inspection is also considered to be dangerous, expensive and the data collected is
not accurate due to the flying conditions of helicopter [16].

The use of robotic platforms such as UAS or climbing robots for inspection
of power transmission lines is highly preferred by the power utility companies.
Ahmed et al. [17] have developed and fabricated a smart quadcopter for inspec-
tion of power transmission lines. Chen et al. [18] explained about the path planning
of UAS around power transmission conductors for avoiding obstacles by using the
methods of Voronoi Diagram (VD). Basso et al. [19] developed an UAS with on-
board hardware components and software-based data inspection. The UAS was used
for capturing the images of crop rows and later processed them in GCS for defect
detection. The same procedure can be applied foe power line inspection. Mohanta
et al. [20] have proposed a low cost flying UAS with a planned trajectory for real-
time navigation. The control scheme for path planning is developed in MATLAB
Simulink, in which PID controller is designed for stable navigation.
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(a) Schematic of quadcopter with 

multiple onboard components

(b) Fabricated autonomous 

quadcopter

(c) HereLink for autonomous
operations 

Fig. 2 Autonomous quadcopter for inspection of power transmission conductors and insulators

3 Autonomous Quadcopter and On-Board Components

An autonomous quadcopter is fabricated with multiple components for performing
the online inspection of power transmission conductors as shown in Fig. 2. The
on-board components mounted on quadcopter are listed in Table 1.

4 Thermal Rating of Overhead Power Transmission
Conductors

The overhead power transmission lines and conductors operate according to the
thermal rating and temperature. This rating ensures the proper supply and consump-
tion of electricity among all the line spans of conductors exposing tomultipleweather
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Table 1 List of components mounted on quadcopter

S. No. Component Quantity Weight (g)

1 S-500 frame and landing gear 1 150

2 BLDC motors 4 265

3 ESC’s 4 155

4 Pixhawk orange cube controller 1 124

5 Receiver with antennas 1 50

6 Tarot 3D gimbal 1 78

7 Go Pro Hero 8 camera 1 55

8 Lipo battery 2 312

9 GNSS antenna 1 35

conditions [8]. Temperature and time have a direct impact on loss of tensile strength
which showcases the effect on temperature of conductors. The conductor tempera-
ture depends on the weather conditions such as wind speed, pressure, temperature,
and solar heating and instantaneous current level flowing through the line [21].

4.1 Sag and Tension on Overhead Transmission Conductors

Sag is defined as the vertical distance between themidpoint of the span and the straight
line joining the two support structures/points of the conductor in overhead power
transmission lines, as shown in Fig. 3. Transmission line structures are computed
using phase-to-tower and phase-to-phase clearances in order to survive galloping,
sudden voltage surges and conductor swinging during poor weather.

Fig. 3 Sag and tension on
overhead power transmission
conductors

Span

Sag

Conductor

Ground 
clearance
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The temperature of sag should be stable for ACSR conductor’s, i.e. 75 °C, if the
temperature exceeds beyond this point, then it is considered as defective [21]. If
the temperature is above 90 °C, then the mechanical strength of ACSR conductor
losses with time resulting in sag and decrease in clearance between the conductor
and spacer/clamps. Therefore, the operational limitation of ACSR conductors lays
between 75 and 85 °C for continuous and safe operation. If the temperature lies
between 100 and 150 °C, then it is considered for anomalies [22]. Equation 1 summa-
rizes the thermal models derived by [23–25] for transient and steady state circum-
stances. According to Eq. 1, the quantity of heat supplied to the conductor equals the
amount of heat dissipated, leading the conductor to thermal equilibrium.

PJoule + PMagnetic + PSolar + PCorona
︸ ︷︷ ︸

Heating mechanisms

= PConnective + PRadiative + PEvaporative
︸ ︷︷ ︸

Cooling mechanisms

W/m

(1)

Simultaneously under transient conditions, the equation for heat balance is in (2).

mcdTdt = PJoule + PMagnetic + PSolar + PCorona − PConnective − PRadiative
− PEvaporative W/m (2)

m = mass of the conductor/unit length and c = specific heat capacity.

4.2 Theoretical Analysis and Laboratory Work

When a conductor is tested in laboratory by supplying the required amount of current,
it is found that, in the faulty conductor, the contact between the line and clamp will
be much larger compared to new conductor and clamp. This indicated that there is
an internal heat source due to the presence of anomaly inside the conductor and joint
as shown in Fig. 4.

T/o C

Hot spot

Clamp/joint Adiabatic isotherm Conductor

L/mm

Fig. 4 Model of heat transfer in conductor (theoretical) [26]
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Fig. 5 Erosion and fusion
on outer layer of conductor

Fracture point  

The existing hotspot transfers the heat linearly on to the surface of transmission
conductor and then transfers axially. Nonetheless, the rate of heat transfer in the
direction of cross section is stronger compared to axial direction. The main reason
identified while experimenting for fusing failure in conductors is the gap between the
conductor and clamp occurred due to temperature variation and anomalies [26, 27].

According to [24], the disassembly inspection will include 48 aluminium strands,
with 10 in the inner layer, 22 in the outer layer, 16 in the second layer and 7 in the
steel core. Figure 5 depicts the erosion and fusion of the conductor’s outer layer.

4.3 Quadcopter-Based Inspection of Conductors

An autonomous quadcopter with the support of HereLink is used to fly around the
overhead power transmission lines. In order to implement the autonomous navigation
task, an on-board computer such as Nvidia Jetson Nano with ARM processor and
32-bit Pixhawk orange cube controller with in-built companion computer is used.

Capturing images and videos is carried by GoPro Hero 8 action camera equipped
with wide angled lens. The latitude and longitude of the experimental location are
25.4920° N, 81.8639° E, respectively. A Flir C5 thermal imager camera is used
for capturing the thermal images of conductor and power transmission tower. The
quadcopter-based inspection around the overhead power transmission conductors is
shown in Fig. 6a–d.

According to Figs. 7a and 8, the heat-producing conductor’s thermal image resem-
bles an equidistant helix and there were still some hotspots in the conductor layers.
However, the distribution of current among the lines was in line with the expec-
tations. The temperature diagram of power transmission conductor with respect to
histogram and oscilloscope is shown in Fig. 7b. The infrared thermal images and
contour of overhead power transmission lines and components are shown in Fig. 9a.
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Fig. 6 Hovering of quadcopter around power transmission conductors

As it can be seen in Fig. 9a, left image, the jointer or spacer was reflecting the indi-
cation of hotspot leading to the fusing failure and threat to power transmission line.
Before the transmission line shut down out of operation, the location of hotspot was
informed to the power utility staff for maintenance of the detected fault. The temper-
ature diagram of power transmission line and components with respect to histogram
and oscilloscope is shown in Fig. 9b.

5 Conclusion

In this manuscript, an autonomous quadcopter is used for inspection of overhead
power transmission conductors and components. The autonomous quadcopter has
followed the predetermined waypoints for the inspection of power transmission
conductors. Throughout the inspection, it is observed that, the main cause for the
fusing failure of conductor is the poor contact between spacer and transmission line.
Irregular maintenance for a long time and environmental impacts such as air oxida-
tion, vegetation and salty environment leads to the permanent damage of power trans-
mission line and sometimes blackout. Laboratory experiments are performed on the
transmission conductor and it is observed that most of the broken strands are found in
outer layer and the cracks were found mostly between the range of 110 and 185 mm
from the clamp and spacer. The thermal imaging of conductors and power transmis-
sion line site showcased the poor contact of spacer and conductor. It is also noticed
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Fig. 7 a Thermal image of power transmission conductor. b Temperature diagram in histogram
and oscilloscope

Fig. 8 Infrared thermal and contour image of power transmission contour
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Fig. 9 a Infrared and contour thermal image of power transmission line. b Temperature diagram
in histogram and oscilloscope

that, the temperature of spacer or joint was higher than the conductor like an equidis-
tant helix. Timely inspection of power transmission linewith autonomous quadcopter
and thermal camera leads to the successful maintenance and repair of identified
hotspot which is a vital importance in order to ensure uninterrupted operation of the
power transmission line and equipment.
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Quasi-oppositional Whale Optimization
Algorithm for Solving Multi-objective
Optimal DG Emplacement Problem
in Radial Distribution Network

Himanshu Lahoti, Avinit Kumar Singh, Sneha Sultana, and Sourav Paul

Abstract Optimization of system losses and quality power is still a major concern
for many researchers. DG, i.e., Distributed Generation is a newly developed effective
technology,when placed optimally in power systemhelps in raising overall efficiency
and quality of power byminimizing distribution losses. This paper presents amethod-
ology based on quasi-oppositionalwhale optimization algorithm (QOWOA) to locate
DG with appropriate size in distribution system for reducing losses along with mini-
mization of voltage deviance and enhancement of voltage stability index. The above-
mentioned methodology is tested on three different test systems consisting of 33, 69
and 118 buses. The computer simulation results obtained using projected method-
ology is compared with the earlier optimization techniques proposed by various
author.

Keywords Distributed generation · Whale optimization algorithm ·
Quasi-oppositional whale optimization algorithm · Power loss minimization ·
Voltage deviance improvement

1 Introduction

Distribution network connects the power station with the consumer located far away
for the transfer of electricity. Consumers called for load demand is obtained through
distribution system. With the advancement of human civilization and technology,
demand for superior quality electric power has reached the maximum capability
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of the existing radial distribution network (RDN). This causes distribution system
operation to become more complex, having tendency to failure and discontinuity.
Therefore, the very objective of power system is haltered. Moreover, bulk power
exchange that takes place in the distribution system incorporates huge power loss in
the form of I 2R resulting in reducing power system efficiency.

Thus, distribution network is drawing much attention of researchers for ascer-
taining solutions to the existing problem in supplying load demand and making the
power system reliable. One solution to above-mentioned difficulty could bemodifica-
tion or enhancing the capacity of the existing distribution system network. But it will
not be an easy task and at the same time, it is not economical. Another most effective
and efficient solution could be integrating DG with the existing power system. Bhatt
et al. [1] gives an overview concerning integration of DG, its impact in steady-state
operation, and dynamic behavior. Integration of DG helps in the minimization of
distribution system losses, enhancing voltage profile and reliability. Moreover, DG’s
acts as a support to grid distribution system by fulfilling both active and reactive
power requirements and also assist in future network enhancement. Robert et al. [2]
suggested a solution to rural electrification problem by extending central power grid
with the help of renewable energy generation and storage.

Many researchers have used analytical methods for finding solution to optimum
DG allocation (ODGA) problem. Viral and Khatod [3], Hung et al. [4], and Acharya
et al. [5] utilized an analytical methodology to locate DG with appropriate size
in the RDN with the purpose to minimize loss in the system. A hybrid method
by combining sensitivity and power factor method to find optimum DG size and
location was introduced by Mirzaei et al. [6]. Dulau et al. [7] suggested extended
version Newton–Raphson methodology for emplacement of DG in RDN taking into
account power loss at each bus with which it is connected. Babu et al. [8] put forward
power loss sensitivity (PLS) and nonlinear programming (NLP) method to obtain
optimality in finding correct position of DGwith exact size in the distributed network
for considerable reduction in system losses. Zaineb et al. [9] proposed load flow
analysis method to solve ODGA problem in RDN to deal with losses and voltage
stability.

Analytical techniques for finding solutions to ODGA problem are easy to imple-
ment and shows good convergence rate while dealing with small-scale optimization
problem but it has some limitations. The complexity of the problem increases with
multi-DG in a diverse load-generation condition. Analytical methods often deal with
by considering some unrealistic assumption which causes an error in the output
when implemented on real system. Moreover, the probabilistic techniques used for
finding solution to (ODGA) problem requires large amount of computational data
and huge processing ability. On the other hand,meta-heuristicmethods are capable of
producing near-optimal solution to ODGA problem considering single or multi-DG
with satisfactory computational speed and processing capability.

In recent decades, meta-heuristic methods have become very popular for finding
solution to optimum location of DG and its sizing. In Refs. [10–14] a partial swarm
optimization (PSO) based methodology is utilized to obtain the DG site in RDN
for the synchronous power loss optimization with voltage enhancement. Ahmed
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et al. [15] considered DG in the RDN to convert radial section to loop using PSO
algorithm. Legha et al. [16], Ud Din et al. [17] utilized genetic algorithm (GA)
for finding solution to ODGA problem in the RDN. In Ref. [18], an optimization
technique based on GA and ds evidence theory to find optimal allocation of DG with
minimum system losses was discussed by Zhao et al. Kanaan et al. [19] presented a
simplemethod established on the comparison of fast voltage stability index (VSI) and
simulated annealing (SA) to find optimum location and appropriate DG size. The
suggested methodology was simulated on MATLAB and MATPOWER software
and the results obtained resembles that the losses in system and voltage profile
depends on appropriate location and DG size. Sultana et al. [20] applied a modified
teaching-learning-based optimization methodology to obtain optimum DG siting
with side-by-side reduction in power loss, voltage variation- and voltage stability
index enhancement in RDN. Cuckoo search algorithm to solve optimization problem
related to DGwith sizing in a distribution system has been addressed in Nguyen et al.
[21]. Muthukumar et al. [22] presented harmony search algorithm (HSA) to search
for both allocating DG and compensating device with the significant reduction in
power loss. Hashemabadi et al. [23] used bacteria foraging algorithm and binary
genetic algorithm to obtain optimum location of DG to cut down system loss and
variation in voltage. The search for optimal location and sizing of multi-DG in
presence of SVC using adaptive differential search algorithm (DSA) for reducing
system losses was developed by Mahdad et al. [24]. An improved differential search
algorithm (IDSA) for solving optimization problem related to DG allocation and
sizing with the technical, financial benefits of DG was objective was introduced
by Injeti et al. [25]. A firefly algorithm (FA) in balanced/unbalanced distribution
system for optimal sitting of voltage operated DGwas utilized by Othman et al. [26].
Katamble et al. [27] presented a fuzzy logic to find candidate node for DG installation
with reduced power loss and voltage deviance. In Ref. [28], a hybrid imperialistic
competitive algorithm (ICA) method for getting optimum location of DG for the
purpose of loss reduction was introduced by Poornazaryan et al. Home-Ortiz et al.
[29] proposed mixed integer conic programming (MICP) that shows better potential
and performance in find optimumDG place in RDN. Nguyen and Vo [30] introduced
a stochastic fractal search algorithm (SFSA) for minimizing loss, enhancing voltage
profile and stability with the satisfaction of various constraints. Reddy et al. [31]
proposed whale optimization algorithm (WOA) and power loss index (PLI) to locate
DG with appropriate size for loss minimization and improvement in voltage profile
in RDN.

Moreover, according to “no-free-lunch” theorem, there is no optimization tech-
nique which is well-defined for all types of optimization problems. This motivated
the author to come up with a new algorithm to solve the desired objective func-
tion, namely, Quasi-Oppositional Whale Optimization Algorithm to solve multi-
objective optimal DG emplacement problem in RDN as well as improvement of
voltage profile and voltage stability index. QOWAO is relatively new, much simpler,
and more robust optimization algorithm on comparison to other optimization prob-
lems. This paper used quasi-oppositional whale optimization algorithm (QOWOA)



160 H. Lahoti et al.

for obtaining optimum DG location and size for the minimization losses and better-
ment voltage profile and stability index in distribution system. Simulation outcomes
obtained with the help of MATLAB software are described in comparison to other
techniques proposed by different authors in the later part of paper.

The arrangement of paper is done in followingmanner. Mathematical formulation
is described under Sect. 2. The Whale Optimization algorithm is described under
Sect. 3. Oppositional-based learning is described under Sect. 4. QOWOA applied
to ODGA problem is discussed under Sect. 5. Results and discussion are described
under Sect. 6. Conclusion is described under Sect. 7.

2 Mathematical Formulation

2.1 Multi-objective Function

Multi-objective optimization is also known as Pareto optimization having more than
one decision-making criteria that mainly concern with the optimization of more than
one objective functions. This paper aims at minimizing system power loss (OfPloss)
and voltage deviance (Ofvpi), and voltage stability index (Ofvsi) enhancement by
optimally sizing and allocating DG. This multi-objective function expressed as:

Of = min[Ofploss + α1Ofvpi + α2Ofvsi] (1)

where,

Ofploss = min(Ploss) (2)

Ofvpi =
N∑

i=1

(vi − vrated)
2 (3)

Ofvsi = v4
i − 4(pi+1ri + qi+1xi )v

2
i − 4(pi+1xi − qi+1ri )

2 (4)

ploss =
N∑

i=1

N∑

j=1

ci j (pi p j + qiq j ) + di j (qi p j − piq j ) (5)

ci j = ri j
|vi ||v j | cos(φi − φ j ), di j = ri j

|vi ||v j | sin(φi − φ j ), qi and q j , pi and p j are the
respective reactive, active power of ith and jth bus; vi and vrated are the voltage and
the rated voltage of ith bus respectively; pi+1 and qi+1 are i + 1th bus power, i.e.,
active reactive; v j is the jth bus voltage, resistance, reactance of the line associated
in-between the buses ith and jth are rij and xij severally.
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2.2 Constraints

Load Equilibrium Constraints

For the purpose of power equilibrium, the sum of the power generated by DG
(pDG,i and qDG,i ) at a particular bus ith and that supplied by the substation
(psub - station and qsub - station) must meet the total demand (pTD,i and qTD,i ) at ith
bus and system losses. The load equilibrium constraints given below:

psub - station +
N∑

i=1

pDG,i =
N∑

i=1

pTD,i + ploss (6)

qsub - station +
N∑

i=1

qDG,i =
N∑

i=1

qTD,i + qloss (7)

Bus Voltage Limit

Bus voltage must be in the range of its maximum and minimum voltage limit for
guaranteed system stability and quality of power given by;

vi,min ≤ vi ≤ vi,max (8)

Voltage Angle Limit

Voltage angle at the bus must be in-between the maximum (∂i,max) and minimum
(∂i,min) angle limit.

∂i,min ≤ ∂i ≤ ∂i,max (9)

3 Whale Optimization Algorithm

The WAO [32] is a swarm intelligence-based meta-heuristic method first introduced
by Lewis andMirjalili in the year 2016. TheWAO technique is rooted on the hunting
or foraging behavior in humpback whales, also referred to as bubble-net foraging.
This optimization is designed on the distinctive hunting method of humpback whales
to find small fish or prey on the surface by forming bubbles in a 9-shaped path in order
to search the prey. WAO has mathematically designed three different behaviors used
by humpbackwhales during hunting,which are prey encircling, bubble-net attacking,
and prey searching.
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3.1 Encircling Prey

Humpback whales can perceive the prey’s location and encircle them. To emulate the
procedure presuming that the present optimal solution is the final optimal solution or
near it. After which, other search agents will move towards the best searching agent
present there and hence updating their position. This can describe as below:

−→
R =

∣∣∣
−→
H · −→

L ∗(T ) − −→
L (T )

∣∣∣ (10)

−→
L (T + 1) = −→

L ∗(T ) − −→
E

−→
R (11)

where T indicates the present iteration,
−→
A and

−→
B are co-efficient vectors, L∗ is the

position vector of the best solution in every particular iteration,
−→
L is the position

vector, || is the absolute value and. is an element-by-element multiplication.
The

−→
E and

−→
H vectors are,

−→
E = 2−→α · −→x − −→α (12)

−→
H = 2.−→x (13)

where α is linearly decreased from 2 to 0 amidst the iterations and −→x is a random
vector in [0, 1].

3.2 Bubble Net Attack Method

This method uses two different outlooks where humpback whales swim across the
prey in a spiral-shaped path along a shrinking circle where bubble nets are created
during the entire process to hunt down their prey. The mathematical formulation is
as follows:

−→
R′ =

∣∣∣
−→
L∗(T ) − −→

L (T )

∣∣∣ (14)

−→
L (T + 1) = −→

R′e yz · cos(2π z) + −→
L∗(T ) (15)

where y is a constant for defining the shape of logarithmic spiral and z is random
number in [−1, 1].

While swimming around its prey, the whale swims in a shrinking circle and
spiral-shaped path concurrently which can be mathematically given together for
optimization as:
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−→
L (T + 1) =

{−→
L ∗(T ) − −→

E · −→
R if n < 0.5−→

R · eyz · cos(2π z) + −→
L ∗(T ) if n ≥ 0.5

}
(16)

3.3 Prey Search

Humpback whales arbitrarily hunt on the perception of the prey. The location in the
searching phase is arbitrarily updated and taken as the best solution.

−→
R =

∣∣∣
−→
H · −→

L rand − −→
L

∣∣∣ (17)

−→
L (T + 1) = −→

L rand − −→
E · −→

R (18)

where
−→
L rand is the number of random whales at the present situation.

4 Quasi-oppositional Based Learning

In general, Oppositional Based Learning is a Novel soft computing or intelligence-
based concept to enhance various optimization techniques, first introduced by
Tizhoosh [33], apparently one of the most successful concepts in computational
intelligence, which enhances the searching abilities of the conventional population-
based optimization techniques in solving nonlinear optimization problems. Themain
objective in OBL is to consider the opposite or reciprocal of a guess or an assump-
tion thereby comparing it with the original assumption and accordingly improve the
chances of finding a solution faster. The OBL algorithm starts with the initializa-
tion of initial estimate that is based on some prior information about the solution or
randomly. Optimal Solution could be in any direction or at least in opposite direction.
For convergence opposite set of estimates is considered, which iteratively replaces
the initial estimates for better solution in the direction of optimality.

4.1 Opposite Number

Let, P ∈ [y, z] be a real number. Its opposite number P◦ is defined by:

P◦ = y + z − P (19)
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4.2 Opposite Point

Let R = (X1, X2, ..., Xn) be a point in n-dimensional space, where Pr ∈ [yr , zr ],
r ∈ {1, 2, . . . , n}. The opposite point R◦ = (X◦

1, X
◦
2, . . . , X

◦
n) is defined by its

components:

P◦
r = yr + zr − Pr (20)

4.3 Quasi-opposite Number

Let P be a real number between [y, z]. The quasi-opposite number PQo is defined
as:

PQo = rand(C,
�

P) (21)

where C is given by:

C = y + z

2

4.4 Quasi-opposite Point

Let P be a real number between [a, b]. The quasi-opposite point PQo
r is defined as:

PQo
r = rand(Cr ,

�

P
r
) (22)

where Cr = yr+zr
2 , Pr ∈ [yr , zr ]; r = {1, 2, 3, . . . , n}.

5 QOWOA to Solve ODGA Problem in RDN

This paper developed QOWOA by emerging the conception of QOBL in WOA.
The key points involved in above-mentioned methodology are mentioned below.
Point 1: The read data for the system with constraints, size of population (Pn), the

maximal iteration count, the maximal DG count that is to be set up in the network,
and the parametric quantity of WOA.
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Point 2: The randomly generated DG size is normalized between the running
limits. The ith DG value is normalized to Pi for satisfying the capacity constraint as
given below:

Pi = Pi
min + r∗(Pi

max − Pi
min) (23)

The KW rating and location of all setup DGs, make a sender Sk representing
starting status of each factor for ODGA problem.

Sk = [lock,1, lock,2, . . . , lock,N , Pk,1, Pk,2, . . . , Pk,N ] (24)

Depending on size of the population, starting solvent S is created as given below:

S = [S1, S2, . . . , Sk, . . . , SN ,P) (25)

Point 3: Start the load flow for finding power losses utilizing BIBC matrix and
BCBV matrix [34].

Point 4: The motion status for each of the whale is updated using different steps
encircling Prey, bubble net attack method, and prey search Eqs. (11), (16), and (18).

Point 5: The starting status for each one of the whales is modified using (19). The
ith solution to ODGA problem represents ith whale starting status.

Point 6: The jumping rate is used for the generation of opposite population given
by:

�
x
1
, = a + b − x

�
x
i

= pi + qi − yi

Point 7: Choose the fittest individual Np from the current and the oppositional
population. Check if the experimental value is larger than the above limit then set
the obtained value as maximum. If the experimental value is smaller than the lower
limit then set the obtained value as minimum.

Point 8: The point from 3 to 8 is repeated until and unless the maximum count
for the iteration is attained.

6 Results and Discussions

To examine the utility and superiority in finding solution to ODGA problem, the
above-proposed methodology QOWOA is tested with three different test systems
consisting 33, 69 and 118 buses, with operating voltage 12.66 kV. The simulations are
done onMATLABsoftware using a computer having Intel i3-7020U@2.30GHz and
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Fig. 1 33-Bus test RDN

8 GB of RAM. For the algorithm population size and iteration count are considered
as 50 and 100, respectively.

6.1 33-Bus Test Radial Distribution Network

The QOWOA methodology is tested on 33-bus test RDN that have 33 buses and
32 branches are shown in Fig. 1. The line values and respectively real (3.7 MW)
and reactive (2.3 MVAR) power demand for the systems are obtained from Ref.
[35]. The voltage stability index, deviance in voltage, and power loss for 33-bus test
system with QOWOA are 0.9543, 0.0009 p.u, 0.10235 MW respectively. Results
are obtained using QOWOA optimization techniques are indicated in Table 1. The
multi-objective of power loss minimization is greatly achieved with the simultaneous
enhancement of voltage stability and profile.

6.2 69-Bus Test Radial Distribution Network

The above-mentioned methodology i.e., QOWOA is tested on 69-bus large distribu-
tion network consisting of 69 buses and 68 branches are shown in Fig. 2. The line
values and respective real (3.8MW) and reactive (2.69MVAR) power demand for the
systems are obtained from Ref. [36]. The simulation outcomes for the methodology
are indicated in Table 2. The obtained results then are compared with the results
of various author derived using different optimization. The result shows the effec-
tiveness QOWOA algorithm with side by side by optimization of voltage deviance
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Table 1 Computational results of different approaches for 33-bus RDN

Algorithm DG
optimum
location

DG
optimum
size in MW

Losses in
MW

Voltage
deviance
(p.u)

Voltage
stability
index

CPU time in
seconds

GA [38] 11, 29, 30 1.500,
4.288,
1.071

0.1063 0.0407 0.9490 12.55

PSO [38] 8, 13, 32 1.176,
0.981,
0.829

0.1053 0.0335 0.9256 NA

GA/PSO
[38]

11, 16, 32 0.925,
0.863,
1.200

0.10340 0.0124 0.9508 NA

TLBO [20] 12, 28, 30 1.1826,
1.1913,
1.1863

0.1246 0.0011 0.9503 12.63

QOTLBO
[20]

13, 26, 30 1.0834,
1.1876,
1.1992

0.103409 0.0011 0.9530 12.55

WOA 13, 28, 30 1.1698,
1.19987,
0.89472

0.11148 0.001166 0.9295 NA

QOWOA 13, 26, 30 1.0834,
1.1876,
1.1992

0.10235 0.0009 0.9543 NA

(0.00069), power loss (0.079085), and voltage stability index (0.9872) better than
other techniques in comparison.

6.3 118-Bus Test Radial Distribution Network

With the intention of showing the superiority of QOWOAmethodology, it is applied
to 118 bus test system consisting of 118 buses and 116 branches shown in Fig. 3.
System base values are 100 (MVA)b and 11 (KV)b. The respective reactive, real
power demands are 17.04Mega-VARand 22.70MWseverally. The line and load data
are taken form [37]. The simulation result considering 7 DGs at different locations
is shown in Table 3. System loss, voltage deviance, and index of voltage stability
for the system under consideration come out to be 0.67646 MW, 0.0121 p.u, and
0.8890, respectively. The result shows its potency in comparison to themethodologies
proposed by other authors.
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Fig. 2 69-Bus test RDN

Table 2 Computational results of different approaches for 69-bus RDN

Algorithm DG
optimum
location

DG optimum
size in MW

Losses in
MW

Voltage
deviance
(p.u)

Voltage
stability
index

CPU time in
seconds

GA [38] 21, 62, 64 0.9297,
1.072, 0.9848

0.0890 0.0012 0.9705 NA

PSO [38] 17, 61, 63 0.9925,
1.198, 0.7956

0.0832 0.0049 0.9676 NA

GA/PSO
[38]

21, 61, 63 0.9105,
1.126, 0.8849

0.0811 0.0031 0.9768 NA

TLBO [20] 13, 61, 62 1.0134,
0.9901,
1.1601

0.082172 0.0008 0.9745 15.77

QOTLBO
[20]

15, 61, 63 0.8114,
1.1470,
1.0022

0.080585 0.0007 0.9769 15.71

WOA 14, 61, 62 0.9201,
1.1232,
1.03445

0.081912 0.00053 0.9770 NA

QOWOA 15, 61, 63 0.8114,
1.147, 1.0022

0.0790 0.00069 0.9872 NA
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Fig. 3 118-Bus test RDN

7 Conclusion

The paper presentsWOA and QOWOA for finding ideal site for DG installation with
appropriate size in RDN for multi-objective optimization along with the satisfaction
of system constraints. The methodology analysis is done with 33, 69 and 118 bus
test system with more than one DG at different locations. The results exhibit the
potency of the proposed QOWOA to solve multi-objective optimal DG emplacement
problem in RDN. The results clearly demonstrate that QOWOA converges to better
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Table 3 Computational results of different approaches for 118-bus RDN

Algorithm DG optimum
location

DG
optimum
size in
MW

Losses in
MW

Voltage
deviance
(p.u)

Voltage
stability
index

CPU time in
seconds

LFSA [39] 36, 48, 56, 75,
88, 103, 116

7.4673,
0.7109,
3.6739,
2.824,
2.2979,
5.0503,
0.4606

0.9001885 NA 0.7561 25.29

TLBO [20] 35, 48, 65, 72,
88, 99, 111

3.2462,
2.8864,
2.4307,
3.305,
1.9917,
1.6040,
3.5984

0.7058980 0.0327 0.8548 20.91

QOTLBO
[20]

43, 49, 54, 74,
80, 94, 111

1.5880,
3.8459,
0.9852,
3.1904,
3.1632,
1.9527

0.6775881 0.0233 0.8794 20.85

WOA 35, 48, 65, 72,
86, 99, 111

3.3331,
2.8864,
2.6843,
3.3054,
1.9908,
1.6421,
3.5984

0.71513 0.0318 0.8556 NA

QOWOA 43, 49, 54, 74,
80, 94, 111

1.5879,
3.845,
0.9852,
3.1903,
3.1631,
1.19526,
3.6013

0.67646 0.0121 0.8890 NA

quality solutions cowhereasWOAprovides quite inferior solutions on comparison to
QOWOA. The results obtained are compared with the results of other methodologies
to show the effectiveness of the proposed techniques. The results establishes that the
proposed QOWOA gives better results in finding solution to ODGA problem with
simultaneous optimization of losses along with the voltage profile enhancement in
the RDN.
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Sooty Tern Optimization Algorithm
for Economic Emission Dispatch
Problem Integration with Wind Energy

Jatin Soni and Kuntal Bhattacharjee

Abstract In order to reduce total fuel costs and greenhouse gas emissions, thermal
generating units now use renewable energy sources. Incorporating renewable energy
sources like wind energy makes the multi-objective economic emission dispatch
(EED) issue very difficult and non-linear. The wind-thermal model’s emissions and
costs have been optimised using the sooty tern optimization algorithm (STOA),
which takes wind output unpredictability into account. Migration and assault, the
two key components of the method, aid search agents in avoiding local optimum
and obtaining global optimum with a shorter convergence time. In order to verify
the suggested algorithm’s efficacy, it has been tested in ten thermal producing units
with fifty wind units while taking into account different operational restrictions. The
proposed method’s findings show that, when compared to other recently developed
algorithms, the STOA algorithm performs better in terms of computing efficiency
and solution quality.

Keywords Economic emission load dispatch · Sooty tern optimization
algorithm · Valve point loading effect · Wind energy second

1 Introduction

The small scale of the centralized power system is called amicrogrid [1]. The amount
of loads, energy sources, and distributed generating (DG) units that have been incor-
porated into the microgrid [2]. The DG units can be thermal generating units or
renewable energy sources [3]. In order to meet load demand, the thermal producing
units should be run as cheaply as possible while taking into account numerous oper-
ational restrictions, such as the valve point loading effect (VPLE), ramp-rate limit
(RRL), power balancing, and transmission loss [4]. Economic dispatch (ED) is the
name given to this issue. In recent years, the government has imposed strict rules
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on thermal power plants to reduce the emission of harmful fuel gases like sulfur
oxides (SOX ), nitrogen oxides (NOX ), and carbon oxides (COX ). In order to reduce
overall fuel costs and pollution emissions, researchers have suggested the integrated
multi-objective economic emission dispatch (EED) [5]. Using the price penalty fac-
tor (PPF), the EED model’s multi-objective function has been reduced to a single
objective function [6]. The classical approaches likeNewton-Raphsonmethod, linear
programming, quadratic programming, and gradient method. However, these meth-
ods fail to solve complex and non-linear objective function. The EED problem has
therefore been addressed by scholars using a variety of meta-heuristic optimization
strategies [7].

Renewable energy sources (RES) have been combined with the thermal produc-
ing units to further minimise pollution emissions, overall fuel costs, and the impact
of global warming [8]. Due to their lower running costs, wind and solar power
facilities have typically been combined with thermal units [9]. Therefore, the EED
model becomes highly complex and non-linear after integrating RES with the ther-
mal units. By treating the emission as a limitation, The particle swarm optimization
(PSO) [10], artificial bee colony algorithm (ABC) [11], and summation-based multi-
objective differential evolution (SMODE) [12] have been utilised to lower the overall
cost of gasoline. The EEDmodel with the wind model based on theWeibull distribu-
tion has been solved using the craziness-based differential evolution approach [13].
Several other meta-heuristic techniques like a chaotic quantum genetic algorithm
(CQGA) [14], Jaya algorithm (JA) [15], Exchange Market Algorithm (EMA) [16],
gravitational acceleration enhanced PSO (GAEPSO) [17], and summation-based
multi-objective differential evolution (SMODE) [18] have been applied to solve the
EED problem integrated with wind energy. The probabilistic EED model has been
proposed by considering uncertainties of output wind and solar power [19]. The
dragonfly algorithm (DA) has solved the beta distribution-based solar model with
the EED model [20]. The wind energy chance-constrained EED issues have been
solved using the chaotic sine-cosine algorithm (CSCA) [21]. However, the global
optimal solution may not be reached even with the use of the aforementioned tech-
niques [22]. Therefore, to resolve the extremely difficult EED problem integration
with RES, a powerful optimization approach is needed [23].

Recently, Dhiman et al. unveiled the swarm intelligence-based Sooty Tern Opti-
mization Algorithm (STOA) [24]. The sooty tern’s natural behaviour has served as
an inspiration for the STOA method. The STOA technique offers a very excellent
balance between the exploration and exploitation strategy, which aids in avoiding
local optima and accelerating convergence to global optima [25]. Previously, the
STOA technique has been widely used in other fields like feature selections, signal
processing, and financial stress prediction. Therefore, the present authors have pro-
posed a first-time STOA algorithm for the EED problem with RES. The following
are this paper’s key contributions:

• A bio-inspired swarm intelligence soft computing technique called the Sooty Tern
Optimization Algorithm (STOA) has been proposed by Dhiman et al. [24]. Dhi-
man et al. improved the 44 benchmark functions to show the reliability of the
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aforementioned method [24]. It has been observed that STOA produces signifi-
cantly better outcomes than the majority of newly created algorithms. To resolve
exceedingly challenging and non-linear EED issues utilising RES, the STOA has
been applied for the first time in this work.

• Numerous operational constraints, including valve point loading influence, ramp-
rate, transmission loss, generation limit, and generation balance, have been con-
sidered to make the system more realistic.

• Wind speed has been randomly generated using the Weibull distribution.
• Several test systems have been used to validate the proposed work.
• A comparison of the proposed algorithm with certain existing methods demon-
strates the utility and superiority of the STOA algorithm.

In Sect. 2, the EED problem with RES problem formulation is provided. Infor-
mation on the original STOA approach is provided in Sect. 3. In Sect. 4, the steps for
utilising STOA to solve the EED problem are covered. The simulation results of a test
scenario are displayed in Sect. 5. Section6 highlights the manuscript’s conclusion.

2 Problem Formulation

The main objective of the EED problem is to lower total fuel costs and pollution
output by adhering to all system limits [26]. After integrating with wind farms, the
goal function develops into a very complicated, non-linear function [27]. The EED
issue with RES is expressed mathematically in the diagram below.

2.1 Objective Function

The boiler has been linked to the various steam valves. To achieve the maximum
feasible efficiency for the specified output, valves are opened successively [28].
Therefore, the goal function now includes the sinusoidal term [29]. The following
table lists the goal function of the ED problem and emission dispatch model.

CT =
N∑

i=1

aiT + biTTiT + ciTT
2
iT + |eiT sin{ fiT(Tmin

iT − TiT)}| (1)

ET =
N∑

i=1

αiT + βiTTiT + γiTT
2
iT + ζiT exp(λiTTiT) (2)

where aiT, biT, ciT are constant of thermal cost for iTth unit; eiT and fiT are constant of
thermal iTth unit representing VPLE; N is the number of linked thermal units; TiT is
each thermal generator’s output power; Ti min, Ti max are each generator’s limit values
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for lowest and maximum power; αiT, βiT and γiT are emission constant of iTth unit;
ξiT and λiT are constant of emission for iTth unit with VPLE. The multi-objective
EED problem may be reduced to one objective using the linear weighting technique.
To equalise the weight of each element, the PPF incorporates the cost of pollutants
and gasoline [30]. The following is the total cost’s mathematical expression.

Total cost = min[(w × CT ) + (1 − w) × PPF × ET ] +
Nw∑

k=1

Wp,k × Cw,k (3)

where WP, j is power output for j th wind unit; Cw j is cost constant of j th wind unit
in $/h; Ns is a number of wind farms overall; w is a uniformly distributed weighting
factor that ranges from 0 to 1.

2.2 Constraints

The system should take into account the different operational restrictions to make it
more realistic [31]. In conducting this research, the following restrictions have been
taken into account.

Thermal Generator Operating Constraints For reliable and continuous operation,
the output power from thermal andwind farms should be between the boundary limits
[32].

Tmin
i ≤ Ti ≤ Tmax

i ; i = 1, 2, 3, . . . , N (4)

0 ≤ w j ≤ wr, j ; j = 1, 2, 3, . . . , Nw (5)

where wr, j is the power output for j th wind plants.

Power Balance Constraints The combined output of the thermal and wind power
plants should be equal to the sum of the load requirements plus the sum of the
transmission losses in the lines [33].

N∑

i=1

Ti +
Nw∑

k=1

Wp,k − (TD + TL) = 0 (6)

where PL is total transmission loss; PD is total load demand. TheKron’s loss formula,
which is shown below, may be used to compute the overall transmission losses [34].

TL =
N∑

m=1

N∑

n=1

TmBmnTn +
N∑

m=1

Bm0Tm + B00 (7)
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where Bmn , Bm0, and B00 are components of the matrix B. The formulation of the
aforementioned equation is:

TL =
N−1∑

m=1

N−1∑

n=1

Tm BmnTn + 2TN

(
N−1∑

m=1

BNmTm

)
+ BNN T

2
N +

N−1∑

m=1

B0mTm + B0N TN + B00

(8)

2.3 Modelling of Wind Plant

Wind speed has been a determining factor in wind farm production power. The wind
speed has therefore been generated at random using the Weibull distribution [35].
The following gives the wind velocity’s mathematical expression.

fv(v) = k

c

(v

c

)k−1
exp

[
1 −

(v

c

)k
]

; for 0 < v < ∞ (9)

where k and c are the wind turbine’s form and scale factors; the immediate wind
speed is v. Here are some examples of how wind power is expressed:

Wp =
⎧
⎨

⎩

0; : v < vin, v > vout
Wpt(

v−vi
vr−vi

) : vr < v < vout

Wpr; : vr < v < vout

(10)

where vi and vr are instantaneous speed and rated velocity of wind unit; v is output
speed from the PDF; vin and vout are cut in and cut out the velocity of wind unit; Wp

and Wpt are output power and rated power of wind turbine.

3 Sooty Tern Optimization Algorithm (STOA)

Dhiman et al. originally suggested the STOA approach in 2019 [24]. There have
been different sizes and weights of sooty terns. Insects, reptiles, fish, earthworms,
amphibians, and other creatures are all eaten by these sooty terns, which are seabirds.
To drawworms that are buried by feet, they create the sound of rain [36].Additionally,
the sooty utilise baking crumbs to encourage the fish [37]. Most of the time, these
sooty dwell in groups and employ their intelligence to find and attack prey [25].
The seasonal sooty then searches the environment for sources of appropriate energy.
Therefore, migration and attack are the two primary traits of sooty terns. The other
sooty terns migrate toward the stronger one during migrating steps and change their
positions to avoid colliding [38]. Mathematically, the sooty terns’ behaviour may be
described as follows:

Cst = SA × Pst(z) (11)
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SA = C f − z × C f

Itermax
(12)

whereCst is where sooty terns are located, Pst is where sooty terns are at the moment,
The most recent iteration is z, SDA the sooty terns’ movement in the search area, S f

is flexible for regulating SA. Then, each sooty tern advances toward the largest one
[39]. This motion can be described numerically as:

Mst = CB × (Pbst(z) − Pst(z)) (13)

CB = 0.5 × Rand (14)

where Mst is the sooty terns’ altered posture, Pbst is the top sooty tern, CB is an
uncontrolled variable, Rand is a chance number from 0 to 1. The top sooty terns are
ranked differently by each tern.

Dst = Cst + Mst (15)

where between each sooty tern and the strongest sooty tern, there is a difference
called Sst. The sooty terns attack in a spiral motion while varying their speeds. These
properties can be stated numerically as:

x ′ = Radi × sin(i) (16)

y′ = Radi × cos(i) (17)

z′ = Radi × i (18)

r = u × ekv (19)

where Radi is the diameter of each spiral turn, i is not consistent, v and u are constants,
e is the logarithm. The location of sooty terns may be described numerically as

Pst(z) = Dst × (x ′ + y′ + z′) × Pbst(z) (20)

where Pst(z) then provides the best answer after updating the location of another
sooty tern.

3.1 Sequential Steps of STOA

Step 1: Setting up each search agent’s lower and higher bound limits. Establish the
population size and total number of iterations. Initialize SA and CB .

Step 2: When calculating the goal, input variables are taken into account.
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Step 3: Use an objective function to assess each population’s fitness function value.
Look for the most robust sooty tern Pbst.

Step 4: If the value of the fitness function is less than the value before, local minima
are taken into consideration.

Step 5: The population’s altered values are examined to see if they were violated or
not. If so, set their boundaries.

Step 6: To locate global optima, the search agents will roam across the whole search
space. Revise the parameter SA and CB . Calculate the search agent’s fitness
value and update Pbst.

Step 7: In the exploitation stage, the people will travel there after the destination
point has been identified.

Step 8: Follow steps 3 through 7 again until the termination requirements are met.

4 STOA Used in EED Problem with RES

Figure1 shows the STOA flowchart that was utilised to resolve the EED problem
using wind energy. The steps to solving the issue are as follows:

Step 1: Set the lower bound, higher bound, number of heat generators, population
size, and all other parameters to their starting settings.

Step 2: For thermal power plants, each search agent randomly initialises the popu-
lation matrix and assesses the fitness function.

Step 3: At this stage, the STOA algorithm starts doing its heavy lifting. Randomly
generate SA and CB parameters.

Step 4: Based on fitness value, choose the best swarm (strongest sooty tern)
Step 5: Each search agent’s position should be updated using Eq. (20).
Step 6: Each search agent’s position should be updated using Eq. (20).
Step 7: Calculate the fitness function and update each search agent’s local best posi-

tion. Best mean cost and SD updates.
Step 8 Up until the termination requirement is met, repeat step 5 as necessary.

5 Results and Discussion

The STOA approaches have been used on an EED model with ten thermal produc-
ing units and fifty wind units. The STOA method’s outcomes are contrasted with
those of other newly created methodologies. The simulations were carried out on a
machine with a 1.7 GHz Intel CPU and 4 GB of RAM running the MATLAB 2021a
programme.

Each of the 50 wind turbines in the wind farms is rated to produce 2 MW of
power. The wind turbine’s parameter has been specified in [40]. The thermal unit
input values were acquired from in [41]. The system needs 2000 MW of electricity.
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Fig. 1 Flowchart of STOA algorithm applied in EED problem with RES

Table 1 Results for best fuel cost, best emission, and the best compromise solution

Fuel cost minimization Emission minimization Best compromise solution

CSCA TSA CSCA TSA CSCA TSA

T1 54.42 55.00 54.10 46.72 54.72 51.29

T2 79.49 80.00 77.01 75.62 79.78 73.72

T3 99.44 107.61 78.34 81.06 88.03 111.94

T4 101.18 111.26 77.82 91.34 80.53 47.52

T5 79.80 66.43 160.00 160.00 130.19 151.30

T6 81.69 97.19 237.92 234.00 150.84 184.91

T7 296.88 267.38 296.09 283.92 296.60 236.29

T8 335.47 340.00 280.66 242.98 315.61 320.93

T9 470.00 470.00 417.26 426.01 434.44 443.37

T10 470.00 437.59 384.16 388.09 434.66 386.88

WP 17.33 49.54 17.06 48.25 17.53 68.84

CT , $/h 110,355.35 109,138.85 115,292.06 11,311.22 111,798.83 110,223.36

ET ,
tonnes/h

4496.61 4382.33 3878.40 3863.14 4101.73 3919.89

PL , MW 85.7046 81.99 80.41 77.88 82.93 77.60

This test system has been made more realistic by taking into account the transmis-
sion loss, VPLE, and generation capacity limits. The matrix of the B constants was
extracted from [42]. Table1 contains the best result from 50 consecutive runs of
the STOA technique in both a single-objective compromise solution and a multi-
objective compromise solution. The fuel cost and emission attained by the STOA
method are 110,223.36 $/h and 3919.89 tones/h respectively. As shown in Table2,
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Table 2 Comparison of the best, worst, and average compromise solutions obtained by STOAwith
other algorithms
Algorithm Fuel cost minimization Emission minimization

Best Worst Average Std. Best Worst Average Std.

STOA 110,223.36 111,012.11 110,875.62 24.58 3919.89 4112.69 3998.21 15.74

CSCA 111,798.83 112,457.69 111,875.96 36.96 4101.73 4201.96 4151.26 24.95

GAEPSO 112,968.21 113,145.11 112,999.14 42.11 4251.01 4369.18 4311.21 38.65

GSA 113,845.11 114,541.56 113,987.54 52.96 4336.22 4498.57 4369.25 66.96

PSO 115,962.04 116,412.51 116,112.85 82.21 4415.21 4512.69 4489.15 98.65

Fig. 2 Trade-off curve obtained by STOA algorithm

the best, worst, and average fuel prices and emission results achieved by the STOA
algorithm have been compared with those of other methods. Figure2 depicts the
trade-off curve derived by the STOA approach for the multi-objective EED issue.

5.1 Tuning the Parameter of the STOA

To get the best result in the shortest amount of time for computing, the STOA algo-
rithm’s parameters should be adjusted. The different values of the parameters ‘SA and
CB’ provide various minimum gasoline prices. For solitary values SA parameter, the
values of another parameter ‘CB’ must be changed in all conceivable combinations.
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Table 3 The minimum fuel cost for different values of STOA parameters

SA CB Minimum fuel cost
($/h)

Minimum emission
(tones/h)

0.1 0.40 111,236.22 4152.69

0.2 0.45 109,635.32 4256.96

0.3 0.50 111,454.69 4222.32

0.4 0.55 109,965.11 4111.69

0.5 0.60 110,223.36 3919.89

0.6 0.65 111,362.44 3888.62

0.7 0.70 111,962.32 4015.22

0.8 0.75 111,745.62 4145.32

To exhibit here, a very huge space is required. Table3 displays the results of the
minimal fuel costs for all feasible combinations after 100 trail runs. The parameters’
ideal values are provided as follows: SA = 0.5 and CB = 0.6.

5.2 Discussion

The best compromise solution for the multi-objective EED issue in the test system
is 110,223.36 $/h (fuel cost) and 3919.89 tons/h (emission). When compared to the
more current CSCA approach, the STOA method results in lower fuel costs and
emissions. 2,008,162 MW, 68.83 MW, 77.6 MW, and 2000 MW correspondingly
represent the power generated by the test system’s thermal, wind farm, transmission
loss, and load demand. Results from recently developed PSO, GSA, and GAEPSO
approaches outperform those from STOA methods by a wide margin. Since the
thermal generator was integrated with wind farms, the cost of fuel and amount of
emissions have both fallen.

6 Conclusion

To reduce overall fuel costs and hazardous gas emissions, the multi-objective EED
model has been introduced to coordinate electricity generation from wind farms and
thermal generating units. To deal with stochastic variables under the limitations,
the Weibull probability density function has been introduced. Wind energy multi-
objective EED issues have been tackled using the STOA algorithm, which is based
on swarm intelligence. The different system restrictions, including power balance,
transmission losses, VPLE, and generator operating limits, have been taken into
account. The STOA approach has been proven to be effective in resolving the eco-
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nomic emission dispatch issue in the test systems for the ten units. In comparison to
other newly created approaches like CSCA, PSO, GSA, and GAEPSO, the STOA
method produces better outcomes. The outcomes demonstrate that the suggested
approach offers an effective and encouraging optimal solution in a relatively short
amount of computing time.
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Bid-Based Economic Load Dispatch
in Coordination with Virtual Power Plant

Gautam Kumar, Lalit Kumar, Manoj Kumar Kar, and Sanjay Kumar

Abstract The bid-based dynamic economic load dispatch plays an essential role in
power system planning. It aims to proper scheduling the power dispatch in a deregu-
lated electricity market while maximizing the social profit. This paper uses a newly
developed meta-heuristic algorithm, Gravitational Search Algorithm, to solve the
bid-based dynamic economic load dispatch problem on the five conventional gener-
ators and a Virtual Power Plant. In the paper, to test the effectiveness of Virtual Power
Plant in maximizing social profit, optimization is performed on the test system with
two different cases, including Virtual Power Plant and another case, without consid-
ering Virtual Power Plant. The independent system operator collects each gener-
ator’s generating limits and cost coefficient data and calculates the market-clearing
price from the Nash SFE equation. To verify the efficacy of the proposed algorithm,
the optimized result obtained from GSA is compared with the other contemporary
meta-heuristic algorithm.
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1 Introduction

As all the power generating units are shifting towards clean and green energy gener-
ation, this leads to clean and green energy through various Distributed Generations
(DGs). The problem associated with the DGs is they cannot be used on a large scale
and in multiple areas [1]. As a result, the twenty-first century economy demands an
advanced electric grid smarter than the conventional plants established at the end of
the nineteenth century, whereas “Virtual Power Plant (VPP)” combines distributed
generating with digital information and communication technologies to meet the
needs of the modern economy [2]. These VPPs are enabled with bidirectional energy
flows and knowledge within the VPP, enhancing reliability and energy efficiency
[3]. The introduction of non-conventional energy sources (such as PV, wind, and
biomass), demand responses, and active participation of customers will enhance the
performance of VPP [4]. VPP stores the data of power generation, local load, reserve
power, etc. of each DG integrated into it. In this era where the electricity demand
is changing so drastically, VPP can be proven a great market model to increase the
efficacy and profit of the whole market model [5].

For a distribution company (DISCO), Economy Load Dispatch (ELD) is always a
big concern for optimal power dispatch at the minimum cost. The conventional static
economic load dispatch has been converted into dynamic economic load dispatch to
tackle the considerable load variation in real time [6]. In a deregulated environment,
the generating companies run the DED problem to find the optimum operating point
of its power and reserve to be sold in the wholesale electricity market to increase
profit. It is popularly known as price-based DED (PBDED) [7]. Sometimes, large
consumer and load-serving entity also participates in the market. In this study, the
independent system operator (ISO) will perform the DED problem to gain increased
social profit, i.e. customer profit and producer profit. And it is popularly known
as bid-based DED (BBDED). In BBDED, considering only the supply side in the
bidding deal, i.e. single side bidding (where only sellers are participated to satisfy
the predicted load demands), makes the market inefficient. But double side bidding
(Where both buyers and sellers are experienced) is proven efficient and profitable
for the electricity market [8].

An intensive literature survey found that VPP can be very helpful in energy
dispatch and canminimize the generation cost of CPP and VPP subjected to dynamic
load demand [9]. For the implementation of load shifting to reduce the peak time
loading, VPP seems more beneficial [10]. As the renewable generation is limited
to small areas and is not reliable, VPP can increase the reliability and continuity of
power supply [11]. Many papers have used a game-theoretical approach for deciding
the energy price in the deregulated market for bid-based economic load dispatch
[12]. And to collect the bids from the different market participants of a pool market,
independent system operator (ISO) has been used [13]. Strategic bidding can also
be used in the deregulated electricity market to increase the profit of each power
supplier, where the benefit of each supplier depends on the difference in the degree
of imperfection of the rival suppliers’ information [14].
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Mathematical optimization problems have become increasingly complicated in
recent years, necessitating highly productive approaches. Speed and accuracy are
critical outcomes [15]. A meta-heuristic calculation methodology is used to get the
optimum position of a single- or multi-variable fitness functions. Traditional deter-
ministic methods do an exhaustive search within constrained processing resources
based on simple calculus laws and cannot produce efficient solutions as heuristic
(trial-and-error) methods [16]. The non-deterministic techniques, like meta-heuristic
algorithms, have produced excellent outcomes in many practical, real-world opti-
mization problems. Modern heuristic algorithms can reduce the time consumption
for solving a concentrated engineering problem. It can minimize calculation and give
a perfect computational result [17, 18]. Aside from animals and inspections, funda-
mental physics, chemistry, and mathematics occurrences have developed unique
optimization strategies. The Gravitational Search Algorithm (GSA) is based on the
Archimedes principle of physics [19].

In this paper, bid-based dynamic economic load dispatch (BBDED) has been
performed on five conventional generator units and a VPP (shown in Fig. 1) using
the proposed GSA. Here, it is assumed that ISO will collect the bids from producers
and consumers, and the load is being satisfied by the coordinated dispatch operation
(i.e. CPP and VPP).

2 Problem Formulation

The main objective of the energy dispatch problem is to get maximum social profit
through the active participation of CPP and VPP. ISO will collect the load demand
of consumers and generation capacities of all generating units (CPP and VPP) and
market-clearing price (MCP). ISO maximizes social profit by properly scheduling
generator units based on this information (load demand and generation capacities).

A. Objective function

The objective function of this work is given by Eq. (1), andmathematically expressed
as follows:

Maximize social profit = F2 − F1 (1)

F1 =
⎧
⎨

⎩

NCPP
∑
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FCPP
i

(
PCPP
di

)

⎫
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⎭
+ FVPP(PVPP) (2)
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Fig. 1 Flow chart for GSA
algorithm

where F1 and F2 are the generation cost and revenue given in Eqs. (2) and (3),

respectively, FCPP
i

(
PCPP
gi

)
is the cost function for conventional power plant (CPP)

in Eq. (4) and FVPP
(
PVPP

)
is the cost function of a virtual power plant (VPP) in

Eq. (5), N and M are the no. of generating units in CPP and VPP, respectively, λ is
the operation and maintenance cost of VPP, and MCP is the market-clearing price
calculated from Eq. (6) [20].

FCPP
i

(
PCPP
gi

) = αCPP
i + βCPP

i PCPP
gi + γ CPP

i PCPP2
gi (4)

FVPP
(
PVPP

) = βVPPPVPP + γ VPPPVPP2 (5)
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MCP = Pd + ∑N+M
i=1

βi

γi
∑N+M

i=1
1
γi

(6)

where α, β and γ are the coefficients of the cost function.

B. Equality Constraints

Active power balance constraints

Active power balance constraints result in the stable operation of the whole power
system. Here, the total load demand is being fulfilled by CPP and VPP as shown in
Eq. (7).

NCPP
∑

i=1

(
PCPP
gi

) + PVPP = PD (7)

where PCPP
gi is the generation quantity of eachgenerator inCPP, PVPP

g j is the generation
quantity of each generator in VPP, and PD is the load demand of consumers.

C. Inequality Constraints

Generating limit constraints

Each generating unit of a conventional power plant is designed with a specific
maximum and minimum generating capacity; for the power system’s stable oper-
ation, a generator must generate power within its limits. The limits for CPP and VPP
are shown in Eqs. (8) and (9), respectively.

PL ,CPP
ai ≤ PCPP

ai ≤ PU,CPP
ai (8)

0 ≤ PVPP
aj ≤ PU,VPP

aj (9)

3 The Proposed Methodology

GSA is a heuristic search method based on Newton’s equations of gravity and mass
in relation to each other. Due to its heavy mass, the item experiences gravitational
attraction. Due to the overall movement of the object towards the heavier mass, the
heavier mass object was attracted to the lower mass object. GSA is used to solve a
variety of electrical optimization problems. Due to fewer parameters, it has a very
robust and broader search capabilities.

Initialization of position of the αth agent as in Eq. (10):
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Xα = (
x1α, x2α, . . . xdα , . . . xnα

)
, α ∈ N (10)

where xdα = position of αth agent in the dth dimension
n = search space dimension
The attractive force over mass ‘α’ by mass ‘β’ at a given time t is expressed in

Eq. (11):

Fαβ(t) = G(t)
Mpα(t) ∗ Maβ(t)

Rαβ(t) + ε

(
xβ(t) − xα(t)

)
(11)

where Maβ = active gravitational mass connected to βth agent
Mpα = passive gravitational mass connected to αth agent
ε is the arbitrary constant of small magnitude
G(t) = At time t, the gravitational Newtonian constant
Rαβ(t) = The Euclidian distance between “α” and “β” agents that can describe

themselves in Eq. (12):

Rαβ = ∥
∥Xα(t) · Xβ(t)

∥
∥
2 (12)

In GSA, G stands for the starting value G0 at time t, which may be written as
shown in Eq. (13):

G(t) = G0 ∗ e
(
−γ t

tmax

)

(13)

where γ is decreasing constant, tmax = maximum iteration.
Fα(t) is the total force operating on the αth agent, which can be expressed as

shown in Eq. (14):

Fα(t) =
N∑

β=1,β �=α

randβ ∗ Fαβ(t) (14)

where randβ are arbitrary values in a range [0, 1].
The fitness values are used to calculate distinct masses. As a result, each groups

are updated as Eq. (15):

Maα = Mpα = Mαα = Mα, α = 1, 2, . . . , N

Mα(t) = mα(t)
∑N

β=1 mβ(t)
(15)

where mα(t) = fitα(t)−worst(t)
best(t)−worst(t)

fitα(t) is the αth agent fitness value at time t
best(t) = min(fit1(t),fit2(t), . . . ,fitN (t))
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worst(t) = max(fit1(t),fit2(t), . . . ,fitN (t))
Now, at time t, the αth agent acceleration is given in Eq. (16):

aα(t) = Fα(t)/
Mα(t) (16)

Finally, the agent’s velocity and position values are updated using Eqs. (17) and
(18), respectively.

vα(t + 1) = randα ∗ Vα(t) + aα(t) (17)

xα(t + 1) = xα(t) + vα(t + 1) (18)

The position is adjusted iteratively using the above equation until the GSA
algorithm hits the global minima. The GSA flow chart is shown below:

The following steps propose the GSA-based optimization:

• Initialization of the αth agent’s position
• Determine the proposed function’s value Xα

• Enhance the latest position of G(t), best(t), and worst(t).
• Calculate the valuation of aα(t), Mα(t) and Vα(t).
• Examine the existing position of xα(t + 1) where, a = 1, 2,…N
• Until the global minima are reached in the final iteration.

The reactive sources (such as generator reactive power, tap changer, SVC, TCSCs,
and a shunt capacitor) are used as a string form in the proposed problem. Each agent
is represented by a single string with a mass and a fitness value computed using the
specified functions. The algorithm flow chart for GSA approaches is as follows:

4 Results and Analysis

GSA is used to solve the bid-based dynamic economic load dispatch (BBDED)
using the test system with five conventional generators and a VPP. To test the search
capability of GSA, results are compared with three different optimization methods.
Furthermore to verify the effectiveness of VPP, another case, i.e. without VPP is
considered with the same test system and compared with the VPP results. Their cost
coefficient data and generation limit are specified in Tables 1 and 2. The load to the
test system is assumed to be varying from 180 to 220 MW. Here, social profit is
calculated as per Eq. (1). MCP calculation is done from the Nash SFE equilibrium
Eq. (6) to ensure that none of the generator units will face losses while supplying the
scheduled power. For showing the efficacy of the proposed GSA, two different case
studies are considered, and the results are compared with other three meta-heuristic
algorithms, i.e. Particle Swarm Optimization (PSO), Ant Bee Colony optimization
(ABC), and Competitive Swarm Optimization (CSO).
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Table 1 Cost coefficients of generating units

No. of units Power plant units Virtual power plant units

β($/MWh) γ ($/MWh2) β($/MWh) γ ($/MWh2) λ($/MW)

1 15 0.02 16.89 0.03134 1.9

2 14.75 0.0175

3 16 0.025

4 14 0.0625

5 16.1 0.025

Table 2 Generation limit of generating units

No. of units Power plant units Virtual power plant units

PMin(MW) PMax(MW) PMin(MW) PMax(MW)

1 15 80 0 39

2 15 80

3 5 40

4 5 50

5 5 30

4.1 Case 1 (With VPP)

It is assumed that five generators and a consumer have submitted their bid to ISO.
The generator data have been given in Tables 1 and 2. As we can see from Table
3, the total power is scheduled at 216.8 MW, and scheduling for the respective
generator and VPP is mentioned in this table. From this table, we can observe that
the most ssoptimum social profit is obtained by using GSA, i.e. 1449.616$ and the
least optimum value is given by PSO, i.e. 1258.294$. The proper utilization of VPP is
obtained fromCSOandGSA, but the best result of social profit is obtained fromGSA.
The optimization is carried out using MATLAB R2015a, and for the optimization
purpose, the maximum iteration is taken as 200, and the population is 30.

The convergence plot for case 1 (with VPP) is shown in Fig. 1, and profit share
of each generator in Fig. 2. This graph shows four curves, i.e. GSA, CSO, ABC, and
PSO. The bottom-most curve represents PSO convergence, the most uneven curve
among all these four algorithms. The curve almost converges at roughly 150 iterations
and has the most optimum result. ABC convergence curve is also quite uneven and
converges roughly at 160 iterations. Still, the result is more optimum than PSO but
least optimum compared to the other two. And the curve of CSO algorithms is the
smoothest and converges almost at just 40 iterations. GSA convergence curve is not
as smooth as CSO, but the GSA result is the most optimum and converges at 80
iterations.
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Table 3 Simulation results of case 1 (with VPP)

No. of units With VPP (case 1)

PSO ABC CSO GSA

PG1(MW) 71.23548 64.2354 57.43861 53.24046

PG2(MW) 62.15487 44.15485 65.58699 55.93093

PG3(MW) 18.25485 32.9655 19.91088 28.5441

PG4(MW) 21.5489 29.0044 25.36435 31.03694

PG5(MW) 21.32145 26.41402 21.91089 22.59617

PCPP(MW) 194.515 196.774 190.21172 191.3486

PVPP(MW) 22.232 19.511 25.888277 25.451393

PD(MW) 216.8 216.8

Social profit ($) 1258.294 1286.256 1377.446 1449.616

Avg comp. time (sec) 120.46 131.85 102.45 87.51

Fig. 2 Convergence plot for case 1 (with VPP)

4.2 Case 2 (Without VPP)

To check the effectiveness of GSA and VPP, we have taken another case study, i.e.
without VPP. The scheduling of the total load (216.8 MW) is done by conventional
generators only; and the study is given in Table 4, and the convergence curve is shown
in the figure. From Table 4, we can see the total load is 216.8 MW, and the power
scheduling of each conventional generator is mentioned in the table. From the table,
we can absorb that the most optimum result from GSA is 1286.256$ and the least
optimum among them from PSO, which is 1035.235$. The optimization is done on
MATLABR2015a, and for the optimization purpose, the maximum iteration is taken
as 200, and the population is 30.
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Table 4 Simulation results of case 2 (without VPP)

No of units Without VPP (case 1)

PSO ABC CSO GSA

PG1(MW) 68.5875 72.2657 63.5249 73.5628

PG2(MW) 65.2578 78.2542 72.9659 62.4862

PG3(MW) 33.2658 32.5486 21.5441 26.5441

PG4(MW) 24.5658 23.4548 38.2658 35.8576

PG5(MW) 25.1245 10.2587 20.5961 18.2495

PCPP(MW) 216.8 216.8 216.8 216.8

PVPP(MW) 0 0 0 0

PD(MW) 216.8 216.8

Social profit ($) 1035.235 1108.854 1258.294 1286.256

Avg comp. time (sec) 116.84 124.57 96.54 80.53

The convergence plot for case 2 (without VPP) is shown in Fig. 3. And the profit
share of each generator is in Fig. 4. The graph shows the convergence of social
profit of all four optimization techniques (GSA, PSO, CSO, and ABC) without the
influence of VPP. In this case, also CSO converses more quickly, about 40 iterations,
and GSA takes 80 iterations to converse. And also, in case two, GSA gives the more
optimum result compared to other optimization techniques (Fig. 4).

Sensitivity Analysis of GSA Parameters

Since meta-heuristic algorithms are stochastic and generate varying solutions each
time, like other optimization algorithms, GSA also has a few tuning parameters such
as C1, C2, C3, and C4. Change in these parameters gives the changing result. For
the most optimum result, the sensitivity analysis of these tuning parameters is much

Fig. 3 Profit share of each generator, including VPP
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Fig. 4 Convergence plot for case 1 (without VPP)

Fig. 5 Profit share of each generator without VPP

needed. The GSA converges much quickly, so the maximum iteration population
size for the sensitivity analysis is 200 and 30, respectively.

The selected test system is a six-dimensional systemwith five conventional gener-
ators and a VPP. The objective function for the GSA is a BBDED problem, which is
a social profit maximization problem. For optimal social profit, the GSA is tested in
several combinations of tuning parameters C1 ∈ {1, 2},C2 ∈ {2, 4, 6},C3 ∈ {1, 2}
and C4 ∈ {0.5, 1}. After trying all 24 combinations for the given objective function,
the optimum social profit for each combination is specified in Table 5, and GSA
achieved the best social profit at C1 = 1, C2 = 4, C3 = 2, and C4 = 0.5.

A. Statistical Analysis

To test the proposed Gravitational Search Algorithm (GSA), statistical analysis of
GSA is required, along with other simulated optimization methods. For this, a test
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Table 5 Sensitivity analysis of GSA parameters for different scenarios

Sl. No. Parameters values Social profit

Cl C2 C3 C4 Objective function

1 1 2 1 0.5 1405.706

2 1 2 1 1 1372.833

3 1 2 2 0.5 1380.546

4 1 2 2 1 1357.248

5 1 4 1 0.5 1408.238

6 1 4 1 1 1402.587

7 1 4 2 0.5 1449.616

8 1 4 2 1 1347.488

9 1 6 1 0.5 1333.552

10 1 6 1 1 1380.695

11 1 6 2 0.5 1352.478

12 1 6 2 1 1416.967

13 2 2 1 0.5 1374.653

14 2 2 1 1 1430.752

15 2 2 2 0.5 1417.974

16 2 2 2 1 1398.544

17 2 4 1 0.5 1351.615

18 2 4 1 1 1444.542

19 2 4 2 0.5 1362.148

20 2 4 2 1 1440.636

21 2 6 1 0.5 1357.201

22 2 6 1 1 1395.264

23 2 6 2 0.5 1356.254

24 2 6 2 1 1406.769

Bold represents the value of parameters corrosponding to optimum result

is performed to explore the performance of proposed GSA in comparison with other
meta-heuristic methods; in this test, the search capability and implementation of the
optimization techniques are compared with their best, worst, and mean values (Table
6).

5 Conclusion

This paper uses a newly developed meta-heuristic algorithm, namely Gravitational
Search Algorithm (GSA) to solve the BBDED problem on the five conventional
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Table 6 Statistical analysis of optimization technique

Optimization
technique

Mean Worst Best Max iter Pop _size Convergence

With VPP

GSA 1391.584 1333.552 1449.616 200 30 80

CSO 1341.347 1305.248 1377.446 200 30 40

ABC 1255.354 1224.452 1286.256 200 30 160

PSO 1227.0827 1195.875 1258.294 200 30 160

Without VPP

GSA 1237.762 1189.268 1286.256 200 30 80

CSO 1225.06 1191.826 1258.294 200 30 40

ABC 1082.785 1056.716 1108.854 200 30 100

PSO 1016.8 998.52 1035.2 200 30 100

generators and a Virtual Power Plant (VPP). In this paper, to test the effectiveness of
VPP in maximizing social profit, optimization is performed on the test system with
twodifferent cases, i.e. includingVPPandwithout consideringVPP.The independent
system operator collects each generator’s generating limits and cost coefficient data
and calculates the market-clearing price from the Nash SFE equation. To verify
the efficacy of the proposed algorithm, the optimized results obtained from GSA is
compared with the other contemporarymeta-heuristic algorithms. From the analysis,
following observations have been made:

• Integrating the virtual power plant into the energy scheduling virtual power plant
itself generates profit without affecting the profit of conventional power plant as
it generates power according to the load demand.

• GSA is more robust and converges more quickly than other meta-heuristic
algorithms in the energy dispatch problem of a power system.
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Development of Fractional Order
Controller for Water Level Coupled Tank
System Using Different Optimization
Techniques

Km Hemlata and Pragya Varshney

Abstract The paper represents the control of the desired water level for the coupled
tank system. In order to obtain a stable system, various controller classifications as
well as optimization approaches have been applied and the minimization of Integral
of Square Error (ISE) is taken as target of the system. MATLAB is used for simula-
tion purpose, and the various step response parameters like settling time, rise time,
and overshoot are compared for the system. The variables of the controllers have
been optimized by using TLBO and PSO along with implementation of fractional
order PID and PID controllers also obtained and overall achieved outcomes of the
configurations have been analyzed with comparative study.

Keywords Control of water level · Approaches of PID Tuning · Coupled Tank
System (CTS) · PID controllers

1 Modeling of Coupled Tank System

An understanding of the behavioral statistical analysis of the double tank system is
very important. This design uses an indirect model to perform the line process along
with the recognition of flexible non-line modeling.
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Fig. 1 Layout of couple
tank system

For a coupled tank system, the fluid levels of Tank 1 and Tank 2 are considered as
H1 and H2 as shown in Fig. 1. When basic weight balance is used, the fluid flow in
the tank is related to the rate of fluctuation of the fluid in each tank, so conceptually,
the construction of the mathematical formula for tanks 1 and 2 is represented as [1,
2].

A1
dH1

dt
= Qi1 − Qo1 − Q3 (1)

A2
dH2

dt
= Qi2 − Qo2 + Q3 (2)

where:
H1, H2 = Heights of liquid for tanks 1 and 2, respectively.
A1, A2 Cross-section Area of Tank 1 and Tank 2, respectively.
Q3 = Fluid flow rate in both tanks.
Qi1, Qi2 = The flow rates of the liquid going into tanks 1 and 2 respectively.
Qo1, Qo2 = The flow rates of the liquid coming out from tanks 1 and 2,

respectively.
Individual discharge channel may be mathematically represented in the form of a

single outlet. According to Bernoulli’s equation of stable, viscous, non-compressed
fluid, the outflow from all tanks corresponds to the tank’s water head square root.
The square root of the change in pressure is equal to the flow speed between the
tanks 1 and 2. Hence:

Qo1 = α1

√
H1 (3)

Qo2 = α2

√
H2 (4)

Q3 = α3

√
H1 − H2 (5)
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where the proportionality constantsα1, α2 andα3 are based on discharge coefficients,
inter area of every orifice, and gravity constant. The equations that characterize the
system dynamics of the CTS apparatus are obtained [3] by substituting (3), (4), and
(5) into (2) and (1):

A1
dH1

dt
= Qi1 − α1

√
H1 − α3

√
H1 − H2 (6)

A2
dH2

dt
= Qi2 − α2

√
H2 + α3

√
H1 − H2 (7)

In the 2nd-order, the process, which includes variables to be controlled h2, q1,
and q2, is assumed as zero, and again in the same second-order configuration, q1
is the variable that is to be manipulated, and h2 is the operation variable provided,
q2 = 0.

h2(s)

q1(s)
= k1k2

(T1s + 1)(T2s + 1) − k12k21
= k1k2

T1T2s2 + (T1 + T2)s + (1 − k12k21)
(8)

Here:

T1 = A1(
α1

2
√

H1

)
+

(
α3

2
√

H1−H2

)

T2 = A2(
α2

2
√

H2

)
+

(
α3

2
√

H1−H2

)
(9)

k1 = 1
(

α1

2
√
H1

)
+

(
α3

2
√
H1−H2

)

k2 = α3(
α2

2
√
H2

)
+

(
α3

2
√
H1−H2

)

k12 = α3(
α1

2
√
H1−H2

)
+

(
α3

2
√
H1−H2

)

k21 = α3(
α2

2
√
H1

)
+

(
α3

2
√
H1−H2

)

(10)

The listed parameters in Table 1 are used to obtain plant’s transfer function.
After entering all the parameters of Table 1 into Eq. (8), the plant’s transfer

function will be obtained, which is represented as follows:

Gp(s) = h2(s)

q1(s)
= 0.0361

36.9406s2 + 12.1565s + 0.4514
(11)
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Table 1 Parameters of coupled tank system

Parameters Value Unit

H1 17 cm

H2 15 cm

α1 10.78 cm3/2/s

α2 11.03 cm3/2/s

α3 11.03 cm3/2/s

A1 32 cm2

A2 32 cm2

Open Loop Stability Analysis

Figure 2 displays the CTS response open-loop system when there is no controller. It
can be seen that the output cannot reach its maximum value. Therefore, it is clear,
the open loop control system cannot be sustainable.

In Eq. (4), the distinctive equations of system A are provided by

[λI − A] = 0 (12)

Open-loop system eigen values are as follows

λ1 = −0.2864andλ2 = −0.0427.

Fig. 2 Open loop response of CTS
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It can be shown in the performance response of Fig. 2 that the use of the controller
is just mild, so the controller’s production strategy must be right.

2 Analysis of Observability and Controllability

The LTI system’s state equation is represented.

ẋ(t) = Ax(t) + Bu(t) (13)

The p × p matrix of the system is represented by ‘A’, the control matrix is
represented by ‘B’, and the r × 1 input vector is represented by ‘u’ (Fig. 3).

One way for determining controllability is to verify the matrix rank, Q = [B AB
A2B… An−1B]. We may state that the system is controlled in equation if the matrix
rank Q equals order ‘q’. In other words, determinant of Q is non-zero.

Q =
[
1 −0.3291
0 1

]
(14)

The ranking of matrix Q is equal to the order of ‘q’ implying that the system is
controllable.

Similarly, one way for determining the system’s observability is to examine the
matrix rank such that, L = [C CA CA2…C An−1].

If the rank of the calculatedmatrixL is ‘l’,wemay say that the system is observable
in Eqs. (14).

L = (
1.0*e−3

) ∗
[

0 0.9772
0.9772 0

]
(15)

Here, the rank of matrix L is identical to that of A, as well as the order of L, implying
that the system is observable.

Fig. 3 Block diagram of FOPID controller
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3 Controller

3.1 Proportional Integral Derivative Controller (PID)

In this controller, control actions include output, measurement, and integration
actions. e(t) represents error signal which is difference of reference signal and output
signal.

e(t) = Vref(t) − V (t) (16)

u(t) Output provided by controllers in time domain [4], where.

• Kp: proportional gain
• Kd : the gain of the derivative part
• KI : the gain of the integral part

u(t) = Kp∗e(t) + Kd∗de(t)
dt

+ KI

t∫

0

e(t)*dτ (17)

Step Response Using PID CONTROLLER

See Fig. 4.

3.2 Fractional Order PID Controller (FOPID)

A fractional PID controller is a variant of a PID controller that is unique from a
standard PID controller and is more flexible than other controllers in adjusting the
gain and phase characteristics but it shows very slow switching features to control
systemand control features [5]. The fractional order PID is considered a powerful tool
for designing a robust control system because of its flexibility, and one of the major
advantages is that using FOPID with few tuning knobs gives the same robustness as
achieved by using a higher-order integral controllers.

This fractional PID controller’s generalized transfer function is provided by:

C(s) = U (s)

E(s)
= KP + KI

sλ
+ KDs

μ, (λ, μ ≥ 0)

where integrator and differentiator order’s λ andμ are respectively. All conventional
PID controllers are considered unique examples of fractional controllers in which λ

and μ are equal to unity [6].
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Fig. 4 Step response of the system including PID controller

4 Particle Swarm Optimisation (PSO)

The embedded computing community is paying attention to PSO, a population-based
optimization method [7, 8]. It’s an effective tool for a variety of multimodal as well
as the multi-dimensional problems.

Algorithm of PSO is as follows [9]:

• Every particle has a fitness value assigned to it.
• The best-performing particles are updated.
• Create a set of particles with the greatest performance and update it in the same

way.
• Then, by analyzing the finest group performance and single performance particle,

the particle velocities are modified.

The PSO algorithm is made up of two formulas [10], one for updating location
and the other for updating velocity.

Formula for updating velocity [11]:

vt in+1 = vt in + c1 ∗ r1∗(ptbest − vt+1 − xt in) + c2 ∗ r2∗(gtbest − xt in) (18)

Position updating formula [11]:

xt in+1 = xt in + vt in+1 (19)
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The procedure below represents the modified equation for updating the rate of the
particle, but the approach for updating the location will remain the same.

v(t+1)in = ω∗vt in + c1∗r1∗(ptbest − vt+1 − xt in) + c2∗r2∗(gtbest − xt in) (20)

5 Teacher’s Learning Based Algorithm (TLBO)

The TLBO algorithm is inspired by a teaching and learning procedure which is based
on the impact of a teacher in a class on a learner’s outcome. The algorithm explains
two primary learning methods: (i) the teaching period (teaching from a teacher) and
(ii) the student period (Learning through mutual interaction of learners). The popu-
lation examined in this method is a group of learners, with various subjects supplied
to the learners serving as additional design factors in the optimization problem. The
optimization problem’s ‘fitness’ value is analogous to a learner’s outcome [12].

The best option for the population is to hire a teacher. The objective function
variable is design variables in the provided optimization issue, and the optimum
value for the target function is the optimal result.

TLBO is a human-inspired algorithm that influences the teaching and learning
process in the classroom. This method requires standard control parameters, such as
generation’s number and population size, and does not require any control algorithm-
specific control parameters. The two functional phases of the TLBO are the ‘teacher
phase’ and the student phase. In both cases, the operation is described below.

5.1 Teacher’s Period

Learners learn through the teacher in the first section of our TLBO algorithm. A
teacher, through the phase, tries boosting the class’s mean result in the subject
explained by them depending on their ability. For any iteration ‘i’, assuming ‘m’
design variables (i.e. topics number), ‘n’ population size (i.e. number of learners, k
= 1, 2, 3, 4, … n), Mj, i, is the learner’s mean result in a specific subject ‘j’ (j = 1,
2, 3, 4, 5, … m). The complete best effect Xtotal-kbest, i in consideration of all the
issues collected attained in the learners’ whole population may be viewed as kbest,
the best learner. Though the teacher is a well-trained person who provides training
to learners to have improved output, the top learner recognized is viewed by the
algorithm as the teacher [12]. The present mean effect of every subject, as well as the
analogous impact for each subject of the teacher, has the difference between them
given by [13],

Difference_Mean j,k,l = ri
(
Mj,kbest,i − TFMj,i

)
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Here,
Thewell learner’s output in subject j isXj, kbest, i. The teaching factor (TF) chooses

the changingmean’s value, and the number ri is randomly selected from [0, f 1] range.
The value is randomly determined for TF with equivalent chances as,

TF = round[1 + rand(0, 1){2 − 1}] (21)

TF is not a TLBO algorithm’s parameter. The TF value attained by the algorithm
is random from Eq. (21) and is not given as input. In conclusion, the algorithm’s
performance is better if the value lies between 1 and 2 for TF , which is obtained after
conducting several tests on various benchmark functions. According to the following
expression, depend on the Difference. Mean j,k,i , the current result is revised in the
teacher phase.

X
′
j,k,i = X j,k,i + Difference_Mean j,k,l (22)

The regenerated value ofXj,k,i is represented asX′′
j,k,i, which upgrades the function

parameters. At the completion of the teaching period, function values are accepted
and become the learning period input. The learner phase is inextricably linked to the
instructor phase.

5.2 Learner’s Period

Learners improve their knowledge through communicating with one another in the
second phase. The students form informal networks in order to improve their abilities
to interact with other students. If another student has greater capacity than the learner,
the learner has the opportunity to acquire new things. With a size of population ‘n,’
the learning factors of this stage are given below [12].

Suppose P and Q are two learners, and X′total-P, iX′total-Q , i (where X′total-P ,
i and X′total-Q , i are the renewed function values of Xtotal-P , i and Xtotal-Q , i of
P and Q at the conclusion of the teacher phase, respectively) [13].

X
′′
j,k,i = X

′
j,P,i + ri

(
X

′
j,P,i − X

′
j,Q,i

)
,

If X
′
total −P,i < X

′
total −Q,i

(23)

X
′′
j,P,i = X

′
j,P,i + ri

(
X

′
j,Q,i − X

′
j,P,i

)
,

if X
′
absolute −Q,i < X

′
absolute −P,i

(24)

X′′
j,P,I will be acceptable only if it provides suitable function value. Equations (23)

and (24) will solve the minimization issue, and Eqs. (25) and (26) will solve the
maximization problem.
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X
′′
j,P,i = X

′
j,P,i + ri

(
X

′
j,P,i − X

′
j,Q,i

)
,

if X
′
total −Q,i < X

′
total −P,i

(25)

X
′′
j,P,i = X

′
j,P,i + ri

(
X

′
j,Q,i − X

′
j,P,i

)
,

If X
′
total −P,i < X

′
total −Q,i

(26)

OBJECTIVE FUNCTION
The integral of the squared error during the optimization simulation period

is assumed to be the target function of the system for the performance index
optimization.

Targetfunction =
T ss∫

0

e2(t) · dt W1 ∗
T ss∫

0

e2(t).dt (27)

w1 represents weight of ISE output.

6 Results and Discussion

The results and graphs obtained from an uncontrolled open-loop system are
presented, and a flexible system is obtained, which is depicted in Fig. 2. The stability
of the system is maintained by using controllers. Therefore, a closed-loop model
has been developed by considering FOR-PID and PID controllers, which efficiently
stabilize the system and enhance the control parameters, minimize the design error
and distortions andControls,Maintain reduction in rising time,Maximumovershoot,
Stop time, and undershoot applying TLBO and PSO approach (Tables 2 and 3).

i. Step output of PSO-based PID Controller (Fig. 5).
ii. Step output of PSO-based on FOPID Controller (Fig. 6).
iii. Step output of TLBO based on PID Controller (Fig. 7).
iv. Step Response of TLBO based on FOPID Controller (Fig. 8).

Table 2 Gains of various factors of different controllers configurations

Optimization technique Controller Kp Ki Kd �(Lambda) μ (Mu)

PSO PID 86.7484 10.2961 94.6968 – –

PSO FOPID 86.8152 5.6300 64.0057 0.9971 0.346

TLBO PID 126.9171 4.1818 129.6055 – –

TLBO FOPID 99.9922 6.3539 98.0928 0.918 0.498
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Table 3 Comparison of several parameters of distinct controllers configurations

Parameter Rise time Overshoot Undershoot Settling time ISE

Controller

PID PSO 5.4182 27.48 2.497 34.4514 0.4685

FOPID-PSO 4.6414 9.013 1.089 16.2679 0.4843

PID-TLBO 4.917 8.649 1.281 21.880 0.299

FOPID-TLBO 4.392 8.11 1.208 12.797 0.24

Fig. 5 Step output of PSO-based PID controller

7 Conclusion

The discussion inside the paper led to an important conclusion which revealed that
FOPID-PSO and FOPID-TLBO are capable of giving very efficient and reliable
results but the overshoot percentage of FOPID-PSO and the settling time are much
higher than that of FOPID-TLBO (Fig. 9).

The comparative study of different factors in the previous section results as
follows:

1. The rise time of all controllers’ configurations which are based on FOPID is
better.

2. The least settling time obtained for FOPID-TLBO along with minimum
percentage of overshoot.

3. FOPID-TLBO and FOPID-PSO results with very minimum ISE.
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Fig. 6 Step output of PSO based on FOPID controller

Fig. 7 Step response of TLBO based on PID controller
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Fig. 8 Step response of TLBO based on FOPID controller

Fig. 9 Comparisons of step outputs for different controllers configurations
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Therefore, after analyzing the results and simulations, we found that FOPID-
TLBO is the most used configuration to control our system efficiently.
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A Novel White Shark Optimizer
for Optimal Parameter Selection
of Power System Oscillation Damper

Murali Krishna Gude and U. Salma

Abstract The higher voltage levels at long transmission lines are suggested for
the efficient power network in the rapidly expanding power network scenario. These
increased voltage levels lead tomore stress on the stabilizers used for damping power
oscillations. This paper proposes a novel approach to power system stabilizer (PSS)
optimal parameter section using a white shark optimizer (WSO). The performance
of the considered optimizer is compared with the recently proposed hybrid algorithm
from the literature on a benchmark test power system. The oscillation damping
performance obtained has been analyzed with the time-domain specifications for
system parameters. The proposed WSO-based PSS provided promising results with
faster setting time characteristics.

Keywords White shark optimizer · Power system stabilizer · Optimization

1 Introduction

In the present electrical power system regime, the electrical energydemand is growing
rapidly, and the attempt to reduce the fossil fuel dependency is also trending. In this
scenario, the concept of microgrids via regional renewable generation plants is in a
greatmove. Even though these transitions result in solving various complex electrical
energy generation constraints, they also introduce a challenging environment for the
power system control operators. To this end, there is a need to have more study
in improved power system modeling incorporating all system dynamics [1]. The
required control action for finding a stable operating point after system perturbations
significantly depends on the measurement of frequency oscillations in the system.
For better system research on this problem, the researchers have proposed several
test systems, of which the two-area-four-machine system is one of the recognized
models. The most commonly used control technique for this problem is the loop
frequency control (LFC) method [2]. This is also taken care of by fast-acting speed
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governors employed for steam valve control of steam turbines [3]. Nevertheless, this
may also lead to the oscillation of alternator, resulting in rotor angle stability.

The progressions in the hardware technologies of controller devices through the
inventions of novel artificial intelligence methods result in sophisticated system
design. With the transition of controller topologies across the complex engineering
problems, the power system stability problem is significant and more research is
recommended in possible directions [4]. The optimal controller parameter setting
of power system stabilizers can be the most prominent solution in viewpoint of the
traditional power system. In recent years, several metaheuristic algorithms have been
proposed by various researchers with various inspirations, namely nature-inspired,
swarm-based, etc. The algorithms are becoming more important due to their capa-
bility of fetching solutions for several complex engineering problems with more
accuracy and probability of success [5]. A novel whale optimization algorithm-based
PSS (WOAPSS) was developed and studied [6]. Eigenvalue analysis was done and
tested for inter-connected three-machine nine-bus system.

This manuscript shows the analysis of rotor angle stability with the power system
stabilizer (PSS) to damp out the oscillations produced during system uncertainties.
A methodical derivation of alternator dynamic models and speed and voltage control
subsystems is studied. These dynamic models are utilized to design the benchmark
test system for the analysis considering different case studies. Conventional power
system stabilizer (CPSS) consists of lead-lag filters with appropriate gain and time
constants and provides superior control performance in damping power oscillations
up to a certain operating point. But, the performance of CPSS degrades with change
in operating point due to continuous load perturbation and heavy disturbances like
three-phase faults. Various metaheuristic algorithms have been considered together
for tuning the controller parameters of damping devices. This research proposes novel
hybrid metaheuristic algorithms to obtain the controller parameter settings of power
oscillation damping devices with quick damping features. The selection of controller
parameters has beenmade to achieve thefinest damping characteristics for the oscilla-
tions in the system.Hence, an objective function is framed for the quicker settling time
characteristics during system oscillations. In past decades, supplementary excitation
control signals provided from excitation systems via automatic voltage regulators
(AVRs) have been used for sustaining terminal voltage to improve the steady-state
and transient stability. But, the action of AVRs, negative damping torques, is intro-
duced in the power system, affecting the stability [7]. Therefore, in order to avoid the
counterproductive effect, PSS is used. PSS supplies stabilizing voltage signals to the
exciter of the synchronous machine to damp power system oscillations. The conven-
tional PSS (CPSS) is a lead-lag phase compensator that provides superior control
performance in damping power oscillations up to a certain operating point. But, the
performance of CPSS degradeswith change in operating point due to continuous load
perturbation, heavy disturbances like three-phase faults, etc. [8]. From the literature,
the critical analysis of power system stabilizers can be summarized as follows:
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In the beginning, CPSS was used as power system controller, which had some
severe stability issues, making it unsuitable for robust and versatile conditions.
Also, it lacked a self-tuning feature which made manual adjustment of parameters
inevitable. In the later part, PID controller was used, which had somewhat over-
come some of the demerits of CPSS. Later on, various control parameter calculating
methods were incorporated, like root locus. The main problem with such methods
is that although they are pretty simple to calculate, they become unusually complex
with more machines connecting in the power system. In the meantime, some control
topologies like H∞, had been introduced for better performance of the PSS. The
H∞ loop controller suffered some serious issues with additive or multiplicative
representation of the perturbations, which might lead to unstable zone of operation
of the system. Some authors came up with the idea of decentralized controllers. This
idea worked fair enough for a smaller sized power system network. But with larger
networks, they suffered communication latency in the WAM scheme. So, the inter-
connected and fairly complex power system still posed a great challenge for power
system engineers as finding the optimal parameter for such controllers became out
of the human capacity with the conventional methods of optimizations.

With the advancement of optimization algorithms for solving quite complex and
nonlinear problems, parameter tuning utilizing thosemethods becamequite common.
In earlier days, some of the classical standalone optimization methodologies were
used like fuzzy neural networks, PSO, etc. The neural networks have a very long time
requirement for their training. The number of iterative steps increases exponentially
with the rise in the number of processing layers and neurons in each layer. Similarly,
other standalone methods suffered some other similar drawbacks like trapping in
local optima rather than global optima, long runtime, latency in appropriate response,
impractically high or low parameter set, large deviational errors, etc. Nowadays, the
drawbacks of one method of optimization are being covered by the merits of some
othermethods. Thus, in thisway, better hybridmetaheuristicmethods are being tested
and employed in the power system for the proper and swifter tuning of parameters
under varying operating conditions.

2 Test Power System with White Shark Optimizer (WSO)

Nowadays, most of the algorithms applied for them are metaheuristics, and they are
a broad framework of higher versions of heuristic optimization algorithms. There-
fore, a metaheuristic is developed to find a solution having high accuracy with
less computing time. The reasons for the popularity of metaheuristic techniques
are simplicity, flexibility, derivative-free, and stochastic.

The suggested WSO approach will tend to have both features of ideal stochastic
approach for PSS parameter selection problem. These features include avoiding stuck
in local optima and faster convergence to the optimal values. Hence, the suggested
algorithm has more probability of having the best results for the oscillation damping
problem in an electrical power system.
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Fig. 1 Sample model for the system analysis

For the test system, the proposed research is shown in Fig. 1 as follows:
The power system stabilizer of each generator is effectively tuned with the

suggested WSO algorithm in this paper and compared with other recently proposed
algorithms and conventional power system stabilizer. The objective function and
limits of controller parameters are considered the samewith reference to the literature
considered [9] for more transparency.

The optimal controller parameter settings of PSS of different generators with
different standalone algorithms are given inTable 1.The systemperformance analysis
under systemuncertaintieswill be carried outwith the achieved controller parameters
of PSS to comment on different approaches. A transient condition of a self-clearing
fault has been considered as system uncertainty, as explained before.

Table 1 Obtained tuned values

Algorithms K T1 T2 T3 T4

Machine 1 GWO 50 0.0115 0.0205 0.9794 0.9976

GWOSCA [9] 10.4246 0.5434 0.3118 0.4355 0.1702

WSO 15.7334 0.543 0.702 0.6194 0.7793

Machine 2 GWO 3.1355 0.9584 0.9394 0.4422 0.3876

GWOSCA [9] 11.2514 0.2523 0.1428 0.3799 0.5159

WSO 18.4521 0.9756 1.2425 1.2455 0.3753

Machine 3 GWO 11.2345 0.0165 1 0.1875 0.1634

GWOSCA [9] 18.1424 0.4748 0.3279 0.1463 0.2715

WSO 14.7417 0.1252 1.3416 0.5437 0.0515

Machine 4 GWO 4.2449 0.9554 0.9867 0.2258 0.2655

GWOSCA [9] 12.956 0.1586 0.1541 0.1255 0.4431

WSO 0.7241 0.6253 0.3527 0.9435 0.5822
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Fig. 2 Convergence characteristics

The listed parameters have been obtained with different algorithms by converging
the considered objective function to the minimum value, as shown in Fig. 2. Here,
the proposed WSO algorithm for the PSS controller parameter tuning is compared
with GWO, GWOSCA. However, the balance between exploration and exploitation
in the given number of iterations is not satisfactory in the literature. The speed of
convergence for the GWO algorithm is fast for the considered research problem, but
it is not converged to the smallest magnitude compared to the other algorithms.

3 Results and Discussion on the Test Power System

The characteristic of a mode designated to an eigenvalue λi which is time-dependent,
is given by eλi t . Hence, the system’s stability is confirmed by eigenvalues as follows:

• A real-valued eigenvalue represents a non-oscillatory mode, i.e., mode with zero
oscillations. A negative real-valued eigenvalue represents a decaying mode, i.e.,
oscillationswith decreasingmagnitudewith respect to time.Apositive real-valued
eigenvalue represents monotonic instability which is aperiodic in nature, i.e., the
magnitude of response will increase boundlessly, indicating a negative damping
coefficient.
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• Eigenvalues having imaginary parts and real parts, i.e., complex in nature, occur
in complex conjugate pairs, and each pair represents a different oscillatory mode.
The real part of the eigenvalues provides the damping and its coefficient, whereas
the imaginary part signifies the oscillating frequency. The negative real component
signifies a damped-oscillations, i.e.,magnitude decreaseswith the passage of time,
whereas a positive real component indicates oscillation with increasing amplitude
as the time passes. Hence, for a complex conjugate pair of eigenvalues given by

λ = σ ± jω (1)

The frequency of oscillations (in units of Hz) is expressed as

f = ω

2π
(2)

Similarly, the damping ratio is expressed as

ζ = − σ√
σ 2 + ω2

(3)

The rate of decrement in the amplitude of oscillations is determined by ζ. The
time constant of this amplitude decay is 1

|σ | . It implies that amplitude decays to 37%

of its initial value in 1
|σ | seconds or in

(
1
2π

√
1−ζ 2

ζ

)
or

(
f

|σ |
)
cycles of oscillations.

The small-signal analysis program obtains the dynamic performance of the system
by finding eigenvalues and their corresponding eigenvectors of the state matrix of the
linearized model of the power system. It is desirable that all eigenvalues are stable,
and all the electromechanical oscillations are damped out quickly (Table 2).

The low-frequency oscillations in a power system have to be damped in a timely
manner to avoid adverse effects in the consolidated system. The systemmathematical
model and the corresponding tools for analyzing the performance characteristics can
be utilized for the controller design in the system.

From Figs. 3, 4 and 5 show the variation in system parameters of different gener-
ators by considering the generator 1 torque angle as reference. The torque angle
of generators 2, 3, and 4 shows a negative dip for the first machine cycle. After
that, the oscillations decay with time. The time required to damp the oscillations for
different generators with the different tuning approaches can be compared. TheWSO
approach resulted in faster damping of the oscillations. The overshoot values are also
observed to be relatively lower than the controller parameters obtained from theWSO
algorithm. The highermagnitudes of percentage overshoot (OS) for CPSS are signifi-
cantly reducedwithPSSparameters tunedusingmetaheuristics approaches for torque
angle responses. The percentage OS of delta 2 with CPSS has been reduced to 44
from 77, delta 3 has been reduced to 64 from 142, and delta 4 has been reduced to 179
from 550 with the metaheuristic approach-based PSS. The settling time also quicker
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Fig. 3 Torque angle characteristics with considered approaches

with the suggested approaches compared to CPSS. Similarly, the improvement in
system damping with the suggested algorithm can be observed.

4 Conclusion

In this paper, different approaches for damping power system oscillations have been
proposed. Various population-based algorithms have been employed from literature,
and their application to the considered research problem has been investigated. They
have been framed by considering hallmark features of the individual algorithms that
are handy for the considered research problem. A two-area four-machine benchmark
model has been chosen to demonstrate the improvement in the damping nature during
transient conditionswith the tuned controller parameters obtained from the employed
techniques. The time-domain specifications of system responses under the system
uncertainties correspond to higher peak overshoots and larger setting times with the
traditional CPSS. Where these values have been tremendously reduced to the lesser
magnitudes with the PSS parameters extracted from the WSO-based PSS.
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Fig. 4 Angular speed characteristics with considered approaches

Fig. 5 Generator active power characteristics with considered approaches
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Transient Analysis of a HOMER
Designed Renewable Energy Sources
(RES) Using MATLAB/Simulink

Jyotirmoy Hazarika and Om Prakash Roy

Abstract There are various methods for extracting electricity. There is a shift going
onworldwide fromconventional energy sources to renewable energy sources.Dimin-
ishing fossil fuels and its environmental aspects compels us to bend towards cleaner
renewable resources. Various methods have been used for the useful combination of
multiple renewable energy sources. In this paper, optimization of a community load
in Deotola, North Lakhimpur District of India by HOMER software is analysed. As
the location has a fair potential of solar and wind energy, extracting the resources
efficiently to form a hybrid microgrid system cannot only resolve the existing power
issues but also it can replace the old grid. Different cases in interlinking the energy
sources as well as the transient behaviour of the systems in response to various faults
are also analysed.

Keywords HOMERquickstart · Microgrid · Transient stability · Simulink

1 Introduction

Though there has been vast progress in technology, yet fossil fuels have been the
prime source for generating electricity. According to the report of NITI Aayog, in
India more than 70% of electricity is generated by burning fossil fuels. The drop-
ping level of conventional sources and their adverse effect on the environment is
putting a threat to the future generation [1]. The carbon emission because of the
burning of fossil fuels is the key concern here, which speeds up the global warming
problem [2]. In this circumstances, non-conventional energy sources can be the
replacement of traditional sources in time ahead. Low running cost and its inex-
haustible resource besides the eco-friendly nature gives always an edge to renewable
energy sources.Microgrid technology using different energy sources in effectiveway
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can bring sustainable growth of a country [3]. Some countries like Germany, UK,
Denmark, and Australia are doing commendable progress in extracting electricity
from renewable sources [4]. Intermittency nature of renewable sources is the only
obstacle in total dependence on single renewable energy source. A hybrid system
could eliminate this problem by usingmore than one such sources connecting them in
a suitable combination [5, 6]. In considering the volatile and low penetrating nature
of renewable sources, a storage system must be installed with the hybrid system [3].
Tomeet the ever growing power demand of populous countries like India, merging of
different energy sources can be fruitful in supplying reliable and quality power to the
consumer. The significance of renewable energy sources encourages to do the present
work in a rural location of India where power failure is common. There are various
approaches and tools for optimization of renewable sources in the hybrid system [7,
8] namely HOMER, iHOGA, etc., and this work uses a tool named HOMER to get
an optimized system for a rural area named Deotola, Assam, India. Present work
will concentrate on hybrid system of PV/wind/diesel/battery system combing with
existing grid supply.

2 Methodology

Our aim is to design a reliable, cost effective system that can work on both online
and offline operation of grid. There is variation of supply from renewable sources
as renewable energy sources (RES) depends on weather condition of the location.
To optimize such system thorough study of the climate condition of the respective
location is required. Also, before designing the microgrid next step is to study the
load demand of the location throughout the year. The mismatch of load estimation,
i.e. lower load forecast can lead to unmet loads or higher load forecast can cause
higher production for even storage of excessive energy. To sort out the technical
problems and design a system which is economically justified, it is important to
select the size of the RES [9].

Out of different optimization tools available, HOMERquickstart is used in this
work. HOMERquickstart, the basic version of HOMER is handy for nonlinear anal-
ysis with a single objective as it simplifies the decision-making process by providing
an ideal configuration of RES for the desired location. HOMER is also competent
to test the technical, environmental, and economic aspect of the designed RES. This
work discusses the options for hybrid renewable energy sources in a rural loca-
tion, Deotola situated in North Lakhimpur, India (Fig. 1). The intermittency of RES
makes it hard to predict them, so an optimization study will make it more reliable,
cost effective.

The chosen location is at an altitude of 102 m from sea level and located at
27°01′23.9′′ N latitude and 93°50′33.0′′ E longitude and has an abundance of both
solar and wind energy. The mean solar radiation of the location is 6.73 KWh/m2/day,
whereas wind speed is 2.63 m/s. (solar and meteorological data from NASA). The
clearance index is in between 57 (max) and 36 (min). The solar radiation, wind speed,
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Fig. 1 Selected location, Deotola, India

and clearance index are plotted in Fig. 2. The bars represent the solar radiation and
wind speed where the curve represents the clearance index.

Themaximum insolation occurs in themonth ofMaywhich ismeasured 8.56KW-
hr/m2/day, and minimum solar radiation is measured in the month of Dec at about
4.55 KW-hr/m2/day.

Taking a survey of load demand of the locality of 54 number of houses the average
demand is found to be 216.8 KWh/day. In the proposed system, PV can supply the
load combined with the grid. The peak load is provided by the wind farm. The peak
load is 412 KW, so the load factor is 0.526. The community load pattern is shown in
Fig. 3. The load increases gradually from morning 5.00 h a day to day activity starts.
In evening time, load reaches peak value as all household lights are turned on at this
time. This demand decreases gradually after 21.00 h.

HOMERquickstart takes the average insolation data along with ambient tempera-
ture to optimize the PV system. The optimized system model by HOMERquickstart
is shown in Fig. 4. The output of the PV array can be depicted in Fig. 5. It is seen that
the output power developed from PV array is maximum in the months of Nov and
Dec due to high clearness index. The battery charging status can also be realized in
Fig. 6. It is clear from that depicted plot that battery remains fully charged between
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Solar and wind parameters at lat 27.0236, long 93.8424
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Fig. 2 Solar and wind energy parameters at Deotola

Fig. 3 Community load throughout the day

9.00 and 16.00 h as load demand is provided in this time is from available renewable
sources.

3 Mathematical Formulation

For supplying reliable power, PV-wind hybrid system with battery and generator set
is chosen in this work. Higher initial cost of the system will be justified with lower
operating and fuel cost in the long run [10]. The optimized model obtained from
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Fig. 4 System designed by HOMERquickstart

Fig. 5 PV output

Fig. 6 Battery charging status
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HOMERquickstart was designed in MATLAB Simulink, and transient stability of
the system is tested by adding few conventional faults.

3.1 PV Modelling

A PV cell converts solar energy into electrical energy. Single diode solar cell is
realized to make to make the array of solar cells in the panels. The generated current
can be given by the equation [12].

I = Iph − Is
[
e

q(V+I Rs )

NkT − 1
]

− V + I Rs

Rsh
(1)

where V is the voltage, I is generated current, and Iph is the photocurrent, Is the
saturation current, K is the Boltzmann constant. Rs and Rsh are the series and shunt
resistances, T is the temperature, and N is ideality factor of the diode.

3.2 Wind Farm Modelling

In designing the wind turbine, following equations are taken as reference [10, 13,
14].

T� = 0.5
ρV 3

ω RCp

ωr
(2)

λi = RC f

λ
(3)

Cp = 0.5(0.22β − λi − 2)eλi (4)

TΩ is wind turbine torque, ρ is air density, Vω is the wind velocity, R is the radius
of the blade, Cp is the power coefficient, λi is the tip speed ratio, and β is the pitch
angle. The designed model in Simulink with above references can be seen in Fig. 7.
The system consists of PV system, wind farm, and generator set connected with grid.

3.3 Optimization

In optimizing, HOMER simulates altered system combinations and rejects the
impractical one. The aim of optimizing process is to find the ideal system for each
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Fig. 7 Designed microgrid with PV and wind farm

decision variable [15]. Themodeller sets different decision variable like the size of PV
array, number of wind turbine, batteries, etc., with their respective parameters [11].
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4 Result and Analysis

Based on the data received from meteorological department and load consumption
data, the hybrid system is designed using MATLAB and HOMER. The transient
response of the designed system (in Fig. 7) is tested by applying various faults. The
system is analysed in some definite combinations exposing it to L-G, L-L, L-L-G,
and L-L-L faults. The response of the system is analysed for a period of 0–600 ms.
The behaviour of the generating units is also observed in details during that period.

4.1 First Combination: Generator with Wind

For this subsystem, PV subsystem is excluded from the microgrid, only generator
is connected to the wind farm. The response of the system to the L-G, L-L-G, L-L,
and L-L-L faults is observed at various points which is explained in details in the
following cases. In every cases, fault is applied for the duration of 200–300 ms.

4.1.1 Case 1: Response to L-G Fault

Single phase to ground fault is applied to the load for the duration of 200–300 ms.
The bus voltage is 0 throughout the fault, whereas there is harmonics in load voltage
up to 0.7 p.u. is observed during the fault, and post fault voltage reaches more than
1 p.u though it stables very quickly (Fig. 8).

Fig. 8 Voltage of generator and wind system during L-G fault
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Fig. 9 Voltage of generator and wind during L-L-G fault

4.1.2 Case 2: Response to L-L-G Fault

The response of the wind generation combination to the double phase to ground fault
is shown in Fig. 9. Here, harmonic distortion in load voltage is less than the previous
L-G fault. Bus voltage is again 0 here during the fault. The distortion of the generator
voltage and wind arm voltage is more than the previous case.

4.1.3 Case 3: Response to L-L Fault

The response of the system when double phase vault is applied is shown in Fig. 10.
Bus voltage exceeds 1 p.u. unlike the previous two cases where the bus voltage was
zero in both the cases. The load voltage is in the range of 1 p.u. during the fault which
is much more than previous two cases. The generator and wind farm voltage profile
is same like L-L-G fault.

4.1.4 Case 4: Response to L-L-L Fault

To the subsystem, a balanced three phase fault is applied and the plot of the voltage
is shown in Fig. 11. During the fault time, both the bus and load voltage are zero.
The distortion of the wind farm is very less (in the range of 3 p.u.).
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Fig. 10 Voltage of generator and wind during L-L fault

Fig. 11 Voltage of generator and wind during L-L-L fault

4.2 Second Combination: Generator with PV and Wind

In this case, both PV and wind are connected to the grid. Like previous combination
here also various faults are applied to this subsystem and the responses of the system



Transient Analysis of a HOMER Designed Renewable Energy Sources … 237

Fig. 12 Voltage of different point of system with PV and wind in L-G fault

before and after the fault are recorded. The fault is applied for the same duration
200–300 ms. The response of the system to the various faults is discussed as follows.

4.2.1 Case 1: Response to L-G Fault

Single phase to ground fault is applied to the load for the period of 200–300 ms.
Voltages of generator, wind, PV, and load are plotted in the graph as shown in Fig. 12.
It is seen that PVvoltage is almost zero during the fault rises up to 1.8 p.u. immediately
after the fault. Load voltage is in the range of 0.7 p.u. during the fault.

4.2.2 Case 2: Response to L-L-G Fault

When the system is exposed to double phase to ground fault, PV voltage distortion
is more than L-G fault which is shown in Fig. 13. There is heavy distortion in the
PV voltage graph is seen. Even wind farm harmonic reaches up to 1.8 p.u. after the
fault before it comes to the normal.

4.2.3 Case 3: Response to L-L Fault

When the system is exposed to double phase fault, major distortion is seen in both
the generator and PV voltage during the fault time. Wind farm voltage harmonic
reaches 1.5 p.u. and also load voltage passes 1 p.u (Fig. 14).
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Fig. 13 Voltage of different point of system with PV and wind in L-L-G fault

Fig. 14 Voltage of different point of system with PV and wind in L-L fault

4.2.4 Case 4: Response to L-L-L Fault

A balanced three phase fault is applied to the system, and the response of the system
is plotted in the graph as shown in Fig. 15. Here, load harmonic is the lowest. It is 0
during the fault, and also post fault it does not passes 1 p.u. Though large harmonics
is observed in generator and PV voltage
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Fig. 15 Voltage of different point of system with PV and wind in L-L-L fault

5 Conclusion

The optimized model from the HOMERquickstart is designed in the Simulink to
supply a load of 216.8 KW-hr/day to a rural location named Deotola, Assam. The
various faults are applied to the system near the load, and response of the system
can be seen in the above voltage plots. From the plots, it can be clearly seen that
PV system combined with wind farm shows better transient behaviour than any
PV or wind alone system with grid. In rural areas, where electricity supply is very
unreliable, this system can be used as it will not only increase the reliability but it
will also improve the transient stability of the system.
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Monitoring and Control of EV-to-Grid
Load with REAL-TIME Data
Communication by Using RSLINX-OPC
Server Among MATLAB, PLC,
and SCADA

Anand Kumar Maurya, Navdeep Singh, and A. K. Pandey

Abstract REAL-TIME control of the process is presented in this paper. Utilizing
SCADA and MATHWORKS RSLINX-OPC Toolbox through programmable logic
controllers. RSLinxRemoteRSLINX-OPC server fromRockwellAutomationworks
on servers that have a client architecture, and it uses an RSLINX-OPC DDE server.
The Clients in this situation are SCADA and MATHWORKS. There is a three-
phase design and implementation flow. Phase one involved designing PLC-based
applications, followed by developing SCADA applications and integrating these
with processes through the RSLINX-OPC server. Simultaneously accessing process
data in real time is done with SIMULINK-MATHWORKS models in MATH-
WORKS. MATHWORKS and MicroLogix 1400B PLCs have been used to vali-
date the realization of the test system. Test results and process control suggest that
REAL-TIME data is exchanged among SCADA, PLC, and MATHWORKS in an
efficient and reliable manner. Monitoring and control of EV-to-Grid Load utiliza-
tion by using PLC and SCADA at real-time data acquisition are performed in this
research. Using this technology, you may connect all operational systems to an OPC
server and exchange data in a highly efficient manner. Simulink is used to simulate
the SIMULINKmodel (.mat file), PLC used to control and interface other electronics
systems to MATLAB mode, and SCADA used for operational purposes as a screen;
all three systems are networked or interfaced on RSLINX OPC-SERVER.
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1 Introduction

A generic client–server interface standard using the COM/DCOM architecture,
RSLINX-OPC technology provides a general mechanism for client–server data
exchange and communication, as well as supporting network distributional appli-
cation procedure communication and application procedure communication across
different operating systems. The RSLINX-OPC standard enables integrating hard-
ware and software from multiple vendors and provides a distant location REAL-
TIME solution monitoring and control among process controllers and PCs. A
powerful data calculation and graph plan function can be found inMATHWORKSby
MathWorks Corporation [1]. Many useful toolboxes can be acquired from it in many
domains. MATHWORKS and process devices can be remotely controlled through
RSLINX-OPC toolbox so that REAL-TIME data can be obtained from the exterior
and meaningful outputs can be obtained from the exterior. Specifically in this article,
there is a REAL-TIME remote communication scheme among MATHWORKS and
Micrologix 1400B products based on RSLINX-OPC technology.

1.1 Communication Principle

COM modules can be presented with both RSLINX-OPC custom interfaces and
RSLINX-OPC automation interfaces, which are industry-standardization interfaces.
RSLINX-OPC clients and RSLINX-OPC servers are connected via RSLINX-OPC
interfaces through a “plug and play” process. The RSLINX-OPC Server component
provides a standard interface to RSLINX-OPC objects; at the same time, the interface
is used to manage RSLINX-OPC objects [1, 2]. In COM, the client can create and
manage a server and access data objects in the server by calling the interface method.
Objects in anRSLINX-OPC server are divided into three categories,which are server,
group, and item objects. RSLINX-OPC servers include an RSLINX-OPC server
object containing all the server’s information, as well as its configuration. Objects
in the RSLINX-OPC server include items, and items include group objects and item
objects. Figure 1 depicts the RSLINX-OPC object hierarchical system [1].

Matrix laboratory® 7.0 and higher versions are capable of extending MATH-
WORKS’s calculation environmentwith theRSLINX-OPC server Toolbox and func-
tion module. With Mathworks RSLINX-OPC data access standard, users can create
object-oriented hierarchies, communicate with RSLINX-OPC servers, and read and
write RSLINX-OPCdata directly to RSLINX-OPC servers [3].Whilewe don’t know
the internal config of the RSLINX-OPC server, MATHWORKS and the RSLINX-
OPC server may easily communicate using the RSLINX-OPC Toolbox software for
constructing RSLINX-OPC customer equipment and programming to do uncooked
analysis of data, measurement, and management.
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Fig. 1 The RSLINX-OPC
object hierarchical system

Figure 2 depicts data access among the user’s MATHWORKS application
program and the method tool. Instead of direct access to the RSLINX-OPC server,
user access to the MATHWORKS application program visits process data through
the RSLINX-OPC server interaction and swap values with RSLINX-OPC server
products. Consumer data can be organized using RSLINX-OPC product groups. An
RSLINX-OPC object is the smallest logical unit for reading or writing data that is
defined by an RSLINX-OPC server. It can provide a connection among the RSLINX-
OPC-server and process data, i.e., each device is connected to a different process
signal. RSLINX-OPC equipment provides RSLINX-OPC users with price, features,
and timestamp and information on various signals, which is usually a guide to the
registration process. All recording tools used by RSLINX-OPC users are made from
its product object [3]. Because RSLINX-OPC products are not COM products and
cannot provide user interfaces, users cannot work directly on the product, and access
to RSLINX-OPC products must be completed by product category. Here are three
ways to exchange data among the RSLINX-OPC client application program and the
RSLINX-OPC server: synchronous method, asynchronous method, and registration
method. When the exchange rate is low, the synchronized approach is utilized since
it is a straightforward calculation. The asynchronous technique is more complicated
and may interface with actual things directly.

When there are more customers and they effectively communicate, the asyn-
chronous technique is more efficient. Using the registration method, the RSLINX-
OPC-server will see received RSLINX-OPC Server client when the values changes.
The application uses asynchronousmethods to recognize communication data among
the RSLINX-OPC client and the RSLINX-OPC-server.
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1.2 Communication Latency

The term lag refers to communication delays over a network, also referred to as
network latency. Generally data transfer, latency refers to the time it takes to capture,
transmit, process across multiple devices, and finally receive at its destination and
decode a packet of data [4].

By using fiber optics, data transfer latency will minimized, optical fiber connec-
tions, which make extensive use of laser technology, are critical enablers in today’s
information age. With the emergence of new technologies like IOT, big data, cloud-
based services, VR technology, and machine intelligence, the demand for high-
capacity transmitting data is rising, raising the bar for optical communication system
technology [5, 6].
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1.3 Test System Formation

Figure 3 depicts a schematic of the distant location REAL-TIME communication
test setup among MATHWORKS and a PLC. The following are the basic hard-
ware pieces in order: A personal computer (PC) with a standard network card
installed; A Micrologix1400 CAT1766-L32BXB with a communication card (this
card supports DF1, TCP/IP, and UDP, among other protocols). The RJ45 interface
of the CPU1766 card is used to connect to industrial Ethernet, and it also has its own
controller. It can deal with industry Ethernet data connection independently, has a
single IP address, and can be put into operation immediately through the network); A
CAT1762-IQ16 24 V DC digital input module; a CAT1762-OB16 24 V/0.5 A digital
output module; a CAT1762-IF4 analog input module; and a CAT1762-IF4 analog
output module; CAT1762-OB16 digital output module (24 V/0.5 A); CAT1762-IF4
analog input module; CAT1762-OF4 analog output module. A PC-Adapter is also
included, which converts the PC’s RS232 configure to the PLC’s MPI/DP interface.
With the PC-Adapter/Ethernet, the RSLinx Classic Logic and working Process may
be downloaded to the PLC [1, 2, 7]. A power microgrid control system is the process
system.

The Allen-Bradly basic software is shown as following: windows base operating
system is needed (32/64 bit OS and it works on any version according to software
version). RSLinx classic, RSLogix500 are use fore logic design and programed the
PLC. For HMI design, FactoryTalk view Studio ME (Machine Edition) are used. For
program the client PC need to install MATHWORKS 2018a.

MATHWORKS connects to RSLINX-OPC server through RSLINX-OPC inter-
faces and uses item object in RSLINX-OPC-server to access the data of Micrologix-
1400 PLC devices register units. The Micrologix-1400 PLC exchanges data with the
group object but not with the item object because the group object provides the inter-
faces to Micrologix-1400. The Ethernet/IP communication protocol is used by the

Fig. 3 MATHWORKS and PLC components are used for the remote real-time communication
testing system
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interfaces. The RSLINX-OPC connections can attach to the RSLINX-OPC-server
after using RSLINX-OPC explorer to configure the RSLINX-OPC-server object,
the group object, and the item object. The RSLINX-OPC server user application
programming will visit the RSLINX-OPC-server and get access to the Micrologix-
1400 PLC once the RSLINX-OPC interfaces are opened [8, 9]. After stabilizing
the communication among PLC-MATHWORKS then communicate HMI with same
RSLINX-OPC server, after communication design the HMI screen for supervise and
data acquisition. The MATHWORKS and PLC components of the remote on-time
communication test model shown in Fig. 3.

2 Communication Process

2.1 Steps of Configuration

The objective of implementing a connection is to connect the RSLINX-OPC-server
and the user, and it entails the following particular considerations.

(1) Programming and Configuration with Hardware

There are two goals for configuring theMicrologix 1400 PLC hardware system.
One is to configure the basic communication and location of the PLC and PC,
which uses the RSLINX-OPC server; the other is to open the memory and
data files that the computer needs to access and download. First, run the RSLinx
Classic application program, and then complete the hardware PLC configuration
of the micrologix 1400 PLC; after that, configure the PLC by using EtherNet/IP
Driver. After that stabilize the communication among PLC-PC [1, 3]. When
communication stabilize successfully then create RSLINX-OPC server by using
RSLINX-OPC protocol. Second, select the communication point by setting the
PC–PC interface to Ethernet, where the user selects the communicating device,
adjusts the baud rate of PC-Adapter, the MPI address, the communication port
address, and the communication path. Speed among both PC adapters. Finally,
remove the configured hardware and PLC programming from the PLC CPU.

(a) PLC Controller

Programmable logic controllers (PLCs), microprocessor-based control
systems, and microcontrollers are used in control systems instead of elec-
tronic control circuits, such as contactors, relays, and accessories such as
timers. PLC is more desirable because of its ease of use and operation.
In addition, PLC control processes provide solutions for complex control
systems, especially PLC equipment designed for machine operation and so
on.
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Fig. 4 Block diagram of the control unit

MicroLogix 1400B DC/DC series PLC is used to process and evaluate
data from the system. A PLC with digital inputs and outputs and an 8192
byte data memory has 14 digital inputs, 10 digital outputs, and 2 analog
inputs. A number of analog input channels were insufficient, so SM 123
analog module series was added to work with compatible PLCs. There
are three analog input channels and two analog output channels. In analog
channels, the digital-to-analog conversion has a resolution of 13 bits. The
block diagram of the control unit is given in Fig. 4 [3].

(2) Configuration process of RSLINX-OPC Server

RSLINX-OPC server are programs that translate hardware communication
protocols used by PLCs into RSLINX-OPCprotocols. Typically, RSLINX-OPC
clients are programs that connect to hardware, like an HMI. To receive data or
to send commands to the hardware, the RSLINX-OPC client will communicate
with the RSLINX-OPC server [10].

(a) PLC DRIVER CONFIGURATION

Choosing RS-232 DF1 devices and clicking on Add New brings us to this
window. In Configure RS-232 DF1 devices, we have to name the PLC and
then start configuring it. RSLinx can be allowed to make the selection of
the optimal settings by using auto configure [10, 11].

(b) CREATING NEW RSLINX-OPC TOPIC

Creating an RSLINX-OPC topic and saving it for future reference is the
next step. We have created a topic that will provide access to all the inputs
and outputs of the PLC.

(c) CREATING NEW RSLINX-OPC SERVER

We open a new RSLINX-OPC server in the RSI-RSLINX-OPC test client.
In order to prevent compatibility issues and limitations, we use RSLinx
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Table 1 Data store address
in PLC

Data type PLC-address Remarks

Input/output-REAL I0, O:0 For real values

MEMORY FLOT F8 For floating values

RSLINX-OPC Server, the proprietary software for Allen Bradley PLCs.
Nonetheless, anyRSLINX-OPC server can be used if that iswhat is needed.

(d) CREATING A NEW GROUP

Create a new group after creating the RSLINX-OPC server. The rest of the
settings are left at their default settings.

(e) CREATING ITEM/TAG

Our next step is to add RSLINX-OPC tags, which are essentially input and
output variables within the group. RSLinx requires the same name for the
access path as the RSLINX-OPC Topic. A drop-down menu is available
for choosing the data type of input/output variables based on the syntax of
the PLC [3].

3 Configuration Variable

Configuration variables are used in the RSLINX-OPC connection amongMicrologix
1400 PLC and RSLINX-OPC server. RSLinx remote server provides an RSLINX-
OPC monitor application called RSLINX-OPC Scout. As part of RSLINX-OPC
Scout, you can define an RSLINX-OPC connection group as well as variables for
DB (Sectionmemory (F8 and I0 in this case) sections corresponding to PLC.Creating
item/tag-RSLinx requires the same name for the access path as the RSLINX-OPC
Topic [12]. A drop-downmenu is available for choosing the data type of input/output
variables based on the syntax of the PLC. After configuring the new RSLINX-OPC
server, we can use memory variables to exchange data fromMATHWORKS to PLC
or PLC to MATHWORKS. There are two types of data variables used one is real,
and other is memory floating type which is mentioned in Table 1.

4 Designing and Implementation

The complete test system has been separated into three phases for ease of use.

(a) Creating a process application based on a PLC

Hardware and software components make up the design of a Power EV-to-grid. The
physical components that make up a PLC-based system. Figure 5 [7] shows the PLC
basic connections.
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(b) Developing SCADA Application

RSLinxRemote Server [11] is used to connect the MicroLogix 1400 PLC to Rock-
well Automation’s Citect SCADA HMI/SCADA software package. The factoryTalk
view studio V11 HMI is designed for power grid machine relay control and data
observation, and it can read and write REAL-TIME data in PLCs via an RSLINX-
OPC DA server. A sample of a SCADA application for EV-to-grid load control is
shown in Fig. 5.

RSLinxRemote Server [11] is used to connect theMicroLogix 1400 PLC to Rock-
well Automation’s Citect SCADA HMI/SCADA software package. The factoryTalk
view studio V11 HMI is designed for power grid machine relay control and data
observation, and it can read and write REAL-TIME data in PLCs via an RSLINX-
OPCDA server. A snapshot of a SCADA application for EV-to-grid control is shown
in Fig. 6.

The following are the steps involved in developing a SCADA-based application:

(i) Creating a new INPUT/OUTPUTdevice or server: The communication express
wizard in the Citect project editor is used to establish a new INPUT/OUTPUT
server that is coupled to the RSLinxRemote driver. The MicroLogix 1400 PLC
driver is used to construct a new INPUT/OUTPUT device.

(ii) Creating variable tags and graphics: Variable tags are produced in the Citect
project editor with particular tag names and data types. An INPUT/OUTPUT
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Fig. 6 Snapshot of a SCADA application for power EV-to-grid. a Main screen and b load control
screen

device and an INPUT/OUTPUT server are connected to them. The variable
tags are used to store REAL-TIME data from the PLC [13, 14].

(iii) The SCADA visual building platform is used to create required graphics. The
necessary item’s are chosen from the symbol-Factory or library and linked to
PLC tags that have previously been established. Individual graphical objects’
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Fig. 7 Snapshot of the RSLINX-OPC quick client in RSLinx remote server

runtime behavior is controlled by modifying their properties. Provides data
types and variable tags for a DC motor speed control application.

(iv) RSLinxRemoteServer is anRSLINX-OPCserver that connects SCADAclients
to PLC-based applications. It provides REAL-TIME values to a SCADA client
it purchased from PLC [13]. RSLinxRemote Server is set up, with proper data
types for channel, device, groups, and tags. Figure 7 shows a snapshot of the
RSLINX-OPC quick client in RSLinxRemote Server.

The fast client of RSLINX-OPC-server is used to read–write data, as well as run
executable suites to evaluate server performance. Its exhaustive error reporting offers
precise information about any RSLINX-OPC errors the server returns. It can help
diagnose typical RSLINX-OPC-server client and server problems [12].

(c) MATHWORKS-Simulink-MATHWORKS Model

From inside the MATHWORKS, you may retrieve live and history RSLINX-OPC
data using the MATHWORKS RSLINX-OPC Toolbox. RSLINX-OPC data may
be read, written, and recorded by Remote devices linked through PLCs or other
automated systems. There are two techniques in the MATHWORKS RSLINX-OPC
Toolbox for attaching a MATHWORKS-Simulink-MATHWORKS client to a PLC
through anRSLINX-OPC server [1]: one uses theMATHWORKScommand prompt,
and the other uses a simulation model.

According to this paper, create communication by using SIMULINK-
MATHWORKS model. RSLINX-OPC toolbox available in SIMULINK-
MATHWORKS library, directly pick the block from the library, and stabilized
communication among PLC and MATHWORKS by using RSLinx RSLINX-OPC
remote server. RSLINX-OPC toolbox block is shown below in figure. After estab-
lishing a connection among MATHWORKS and the RSLinxRemote RSLINX-
OPC-server, the SIMULINK-MATHWORKS model is created using the RSLINX-
OPC Toolbox. Figure 8 shows the Simulink-MATHWORKS model for the Power
EV-to-Grid.
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RSLINX-OPC configuration, RSLINX-OPC read, and RSLINX-OPC write 3
RSLINX-OPC-server toolbox objects or blocks that are heavily used in this archi-
tecture. The RSLINX-OPC-server configuration block specifies the RSLINX-OPC
Server clients that will be utilized in a model, as well as the model’s pseudo-REAL-
TIME action and action for RSLINX-OPC faults and alarm. The RSLINX-OPC
server read block retrieves data on server from one or more RSLINX-OPC-server
objects. The read operationmight be synchronous (from the cache or from the device)
or asynchronous (from the device) (from the device).

The RSLINX-OPC-server write block sends data to single or more RSLINX-
OPC-server clients. A synchronous or asynchronous write operation is performed.
Every element of the input array is written to the matching item in the RSLINX-
OPC write block’s Item ID list. Controlling EV-to-grid is quite difficult compared
to manually doing the task and automating it. Figure 9 shows the differences in
executions of the MATHWORKS model. According to the graph, L1, L2, and L3
are turned off. Changes in the graph can be easily detected.

5 Conclusion

The MATHWORKS RSLINX-OPC Toolbox provides a wealth of RSLINX-OPC
tool capabilities, allowing the user to perform operations on RSLINX-OPC objects
quickly and easily. They can make the development process easier and give a
reliable way to achieve remote real-time connection among MATHWORKS and
processing equipment. The approach of remote real-time communication among
MATHWORKS and process equipment is typical and valuable to the research and
use of REAL-TIME systems. Furthermore, MATHWORKS has a large number of
control functions and complex control methods. On the behalf of this research, we
may achieve sophisticated control of complex industrial processes in a network envi-
ronment, therefore increasing control efficiency.We can control any electrical, indus-
trial, or mechanical system using this principle. Fiber optics cable may be used for
data transport to increase and reduce data loss. As an example, this article shows EV-
to-Grid Load regulation and monitoring. On the basis of this notion, it is possible to
control, supervise, and run complicated and larger operational systems in realtime
from a remote location without requiring any human intervention in the plant, as well
as avert catastrophic faults or losses.
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Artificial Neural Network-Based
Designing of Solar and Wind System
with Modified Power Filter

Divyanshi Srivastava and Navdeep Singh

Abstract This paper includes the performance and designing of hybrid solar and
wind with the modified power filter. Optimized maximum power of hybrid solar and
wind energy systems has been achieved by radial basis function network (RBFN).
A modified power filter mitigates the harmonics generated by nonlinear loads. A
modified power filter comprises the series and shunt capacitor. This modified power
filter consists of two switches and control by multiloop dynamic error using artificial
neural network. This controlling of switching pattern is mainly governed by artificial
neural network-based controller to minimize the harmonics contents in grid and
source current. The comparative analysis of system performance has been discussed
and analyzed for source and grid current in case of with and without modified power
filter. The performance of multiloop dynamic error using artificial neural network-
based controller has better result shown in simulation result.
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1 Introduction

A renewable ever green energy generates power without any pollution, and it is
interface with smart grid networks. A smart grid network will comprise the green
renewable energy and distributed generation as well as FACTS stabilization, filtering
devices for mitigate the problem of voltage instability and enhanced power factor
by using FACTS (SFC)-based devices with dynamic systems for controlling are
utilized [1]. A RBFNMPP tracking technique for hybrid system of renewable energy
is designed for grid connected applications [2, 3]. As per requirement of load and
higher demand of power, a hybrid renewable energy system has been developed and
to obtain maximum power an adequateMPP tracking technique is used with DC–DC
converter [4–6]. The power generated by hybrid energy system has been delivered
to load and grid interface system and to enhanced performance of hybrid energy
system the power electronics devices are mostly used. However, these are the main
cause of harmonics injection in the power supply system and to reduce the effect of
harmonics in power supply system a modified power filter (MPF) is used. A MPF
concept is based off FACTS devices for increase the power quality, power factor
correction, flicker control, and reduction in loss of electric energy. These are mostly
opted for smart grid connections and renewable energy resources-based systems.
Multiloop dynamic error controller (MDEC) has implemented for efficient working
of renewable energy resources utilization scheme and multi stabilization purpose
[7, 8]. Main contribution of this paper is the artificial neural network (ANN)-based
multiloop dynamic controller is designed for the proper working of modified power
filter (MPF). A MPF switches controlling has done by ANN-based MDEC. Hybrid
system of PV and wind using the single RBFN-based MPPT to reduce the overall
cost and themodified power filter reduced the power quality issues so performance of
designed system is increased. A MPF is used to reduce the distortion in current, and
it has good output performance as compared to without modified power filter-based
system. In this paper, THD analysis of grid and source current in case of with and
without MPF has shown.

2 PV and WE System with Modified Power Filter

AsolitaryMPP tracking approach is designed for both PVandWEsystem.Maximum
power point (MPP) tracking techniques are categories in two parts as conventional
and artificial-based techniques. The conventional MPP techniques are as P&O and
INC, hill climbing techniques and artificial intelligence based as fuzzy logic, RFBN,
genetic algorithm, etc. In general several MPP techniques, individual used for hybrid
PV and WE system for attaining the MPP. A solitary RBFN-based technique has
designed to operate for both power generation systems which reduced the overall
cost of the system [3]. The Ipv,w (current) and Vpv,w (voltage) from PV and WE
systems arework as an inputs for Radial basis function-based network (RBFN)-based
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Fig. 1 Artificial neural network-based designing of solar and wind system with MPF

MPP controller, and MPP tracking technique is required to obtain peak power by
changing the duty cycle of boost converter (DC–DC) [3].

ANN-based technique is easy to handle the nonlinearity problem and reduced the
error by updating weights. All main process has done in hidden layer of feedforward
network. Hidden layer comprises the different types of activation function as linear
function, Gaussian function, and sigmoidal function, RBF. ANN-based techniques
have accurate and good dynamic performance in compared to conventional tech-
niques [9–15]. In this paper for good performance, RBF activation function is used
to activate the artificial neurons when input is greater than or equal to the threshold
value. RBFNmethod has used for PV andWE system to obtain peak power under the
different environment conditions. The power generation from renewable resources
supplied to the distribution network like electric grid, AC and DC load. The power
generated by renewable energy resources contain harmonics due to the power elec-
tronics converter and AC loads [16], and to reduce the harmonics problem MPF
is connected in series with the line, all connection of the system is given in block
diagram Fig. 1.

3 Description of PV and Wind System Using RBFN
Technique

Solar PV system required irradiance and temperature as an input. Solar cell is semi-
conductor device which is generating electron-hole pair after incident solar ray on
it. Solar irradiance and heat converted into electrical energy by using photovoltaic
array [17].



260 D. Srivastava and N. Singh

Wind energy (WE) is converted into the electrical power using the wind turbine
system, and the cube of wind velocity (Vv) is proportional to the mechanical output
power. The WE conversion using wind turbine system and generated power is
transferred to grid [18].

Boost converter is used as power interfacing device in between renewable system
and load. Two boost converters are designed for both PV and WE system. The
RBFN-based MPPT is used to generate the duty cycle for boost converter [19].

Radial basis function (RBF)-based artificial technique involved the input, hidden
and output layer for process. Radial function is used in hidden layer to deal with the
complex nonlinear problem.

RBF-based ANN technique for PV and WE system is described, and simulation
is provided in detail [12] (Table 1, 2 and 3).

Table 1 Parameters of PV
module [12]

Voc (voltage at open-circuit) 64.2 V

ISC (current in short-circuit condition) 5.96 Amp

IMP (current at MPP) 5.58 Amp

VMP (voltage at MPP) 273.5 V

PMP (maximum power) 100 kW

Series connected module per string and
parallel string

5.66

Solar irradiance/temperature 1000 W/m2, 25 °C

Table 2 Parameters for
3.4 kW WE system [12]

Magnetizing flux 0.152 p.u

Armature inductance 6.35 mH

VM (rated wind speed) 12 m/s

Pairs of poles 2

Power (P) 3.4 kW

Resistance (Ra) 0.046 �

Table 3 Parameter
specification for boost
converter [12]

Vo(voltage at output side) 500 V

Vpv (voltage at input side) 274.81 V

L(inductor) 5.1 mH

Two capacitor (C1n = C2n) 12000 µF

Switching frequency 5 kHz
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4 Modified Power Filter

In this paper, the modified filter is used to mitigate the harmonics in power supply
system.Modifiedfilter comprises the two shunt capacitor and a single series capacitor.
The shunt capacitor across the AC side of uncontrolled rectifier arm is connected.
Hybrid of PV and WE system is interface with grid and grid consist different types
of load which consume reactive power. To compensate the reactive power, MPF is
used. Shunt capacitor is used to provide reactive power, and series capacitor is used
increased the power transfer capability. When a series capacitor is added with the
transmission line total reactance decreased and power transfer capability become
increased. Working of modified filter is described in two cases. Case-1 if pulse P1
goes high, then circuit breaker 1 becomes closed. In this case, resistor and inductor
will be disconnected and reactive power is totally supplied by themodified shunt filter.
Series capacitor is connected permanently in the transmission line. Shunt capacitor
used to provide reactive power and also act as the filter.Case-2 if pulse P1 goes
low, then circuit breaker 2 becomes closed, and in this case, resistor and inductor
connected with the circuit and it acts as the filter. In this case, shunt capacitor is
charged through line and tuned element. P1 pulse is generated by modified error
controller which is generating error, and this error is as an input for ANN technique
using artificial neural network. A modified simulation diagram is shown in Fig. 5.

Multiloop dynamic error controller (MDEC) is designed to generate e (A) and e (B)
as an output. Multiloop controller comprises the two main controller. Here, primary
controller is used to regulate the dynamic tracking and it comprises the three loops.
For tracking the reference voltage (Vg-ref), the initial loop operates as a voltage
regulator. The second loop and third loop generally operate for dynamic tracking of
current and power. The second block is used to reduce the ripple and on the basis of
working it is known as minimal ripple regulator [1]. Simulation of MPF with ANN-
based MDEC has shown in Figs. 6 and 7 provides the inside view of subsystem e (A)
of MDEC. The errors (e (A) and e (B)) generated by MDEC are an input for artificial
neural network which is denoted by x{1}. The input signal is passing through the
layer 1. Layer 1 consists the weight and bias, activation function. Weight is update to
minimize the error, activation function is used to activate the neurons to perform the
task as per requirement. If input value is higher than the threshold value, then this
signal is used to activate the neuron. In this paper, the activation function is sigmoidal
and linear function, respectively, used in layer 1 and layer 2. a{1} is output of layer
1 which work as a input for next layer and output of layer 2 is the y{1} which is
handled the switching of switch by providing pulse by P1. Figure 2 shows the two
layers and inside view of layer1 for modified filter designing. Layer 2 designing is
same as layer 1 (Table 4).
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Fig. 2 ANN-based designing of MPF (layer construction and inside view of layer 1)

Table 4 Designed parameter
for MPF

Transmission line voltage 25 kV

Subsystem–grid 120 kV

Dc bus voltage 500 V

Boost converter 5 kHz

Operating frequency 50 Hz

Shunt capacitor 500 µF

Series capacitor 1000 µF

Series inductor 1 H

5 Simulation and Results

The overall system connections and RBF-based neural network used to track MPP
for hybrid system of PV and wind with MPF model exhibited in Fig. 3.

The designing of RBFN-based artificial neural network for PV and WE system
shown in Fig. 4. The Ipv,w and Vpv,w from PV and WE system are selected as an
inputs and pass to the RBFN block, and therefore, the radial function used in layer
1 and linear function is used in the layer 2. P{1} and a{2} are initial input and final
output of artificial neural network, respectively.
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Fig. 4 Simulation design of radial basis function-based neural network with inside view of layer 1

The simulation of MPF is shown in Fig. 5, and therefore, a series and two shunt
capacitor is connected which is used to minimized the harmonics and enhanced the
power quality of the entire system. In Fig. 6, the simulation of multiloop dynamic
error using artificial neural network has shown and Vg and Ig, Pg are used as an
inputs for the MDEC and generate the error e (A), e (B). Subsystem e (A) inside view
exhibited in Fig. 7. Error signal is passing through the neural network block which
generates the pulse for P1 and control the switching operation of breaker.

The output power is generated by PV system is 82.3 and 102.6 kW at change in
irradiance from 800 to 1000W/m2 exhibited in Fig. 8, and the generated power from
the WE system is 3.1–3.48 kW at 8–12 m/sec shown in Fig. 9.
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Fig. 5 Simulation of modified power filter

Fig. 6 Simulation model of ANN-based MDEC

The grid voltage and current in case of without MPF-based system shown in
Fig. 10. The designed system without MPF has distortion in the grid current which
increases the power quality issues, and the THD analysis of grid current is shown in
Fig. 11 which is 23.39%.
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Fig. 7 Subsystem e (A) of MDEC

Fig. 8 Solar output power at irradiance change from 800 to 1000 W/m2

Fig. 9 Power generated by WE system
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Fig. 10 Grid voltage and current without MPF

Fig. 11 THD analysis of grid current without MPF

Performance analysis of system without MPF is shown in this paper. Due the AC
load and all converter causes voltage and current of source and grid is in distorted
form and source current and voltage waveform shown in case of without MPF shown
Fig. 12. In Fig. 13, the THD analysis of source current is 19.06%.
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Fig. 12 Source voltage and current waveform in case of without MPF

Fig. 13 THD analysis of source current in case of without MPF
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The current and voltage waveform in case of MPF exhibited in Fig. 14 and the
THD analysis in Fig. 15. THD analysis of grid current in this case is 1.66 %.

In Fig. 16, the source voltage and current is improved by using MPF and THD
analysis of source current in this case shown in Fig. 17 and THD in this case is 1.45%.

Overall THD analysis of grid and source current in case of with and without MPF
is shown in Table 5.

Fig. 14 Grid voltage and current in case of MPF

Fig. 15 Grid current THD analysis in case of MPF
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Fig. 16 Source voltage and current waveform in case of MPF

Fig. 17 Source current THD analysis in case of MPF
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Table 5 THD analysis of grid and source current in case of with and without MPF

Harmonics order Magnitude of harmonics in
percentage in case of without
MPF

Magnitude of harmonics in
percentage in case of with MPF

Grid (%) Source (%) Grid (%) Source (%)

5 16 1.5 1.38 0.5

7 11 2 0.4 0.3

11 7 5.5 0.1 0.44

THD in both cases 23.39 19.06 1.66 1.45

6 Conclusion

THD in case of with and without MPF, the grid current is 23.39% and 1.66%, respec-
tively, and for source current is 19.06% and 1.45%. According to THD analysis, grid
and source current are ensure that the reduction in harmonics and improve the power
quality by introducing the MPF. Grid connected PV and wind system with modified
filter has provided a desirable and fast response, also applicable for the application
of smart grid for future research work.
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Optimal Allocation of Capacitors
for Loss Reduction in Distribution
System

Manoj Kumar Kar, Uditanshu Mohanty, and Yashaskar Dash

Abstract In this work, a novel method is implemented to optimize the placement
of capacitor bank in radial distribution systems (RDS) for reducing the system loss.
It is a difficult task to select the best size and position of capacitors. This paper
provides a two-stage method for determining the best capacitor positions and sizes
in RDS. The loss minimization and costs of capacitors are considered as objectives
of the work. For load flow calculations, the backward/forward sweep algorithm is
used. A standard test system, such as 33-bus radial control systems is considered
for case study. Numerical findings demonstrate that the proposed technique suggests
the optimal position for a large reduction in overall cost while being more reliable
and effective than other approaches in the literature, particularly when the delivery
system sizing is increased the loss sensitivity analysis is used in the first stage to
find the most candidate capacitor positions using loss sensitivity indices (LSIs). The
particle swarm optimization (PSO) algorithm has been applied in the second stage
to find the optimum positions and sizes of capacitors.

Keywords Distributed generator · Loss sensitivity · Optimal allocation · PSO ·
Real power loss

1 Introduction

The transmission of electrical power fromgenerating stations to the consumers passes
through different stages. During such type of energy transfer, power loss occurs with
the impact of increase in the peak load [1]. Majority of losses occur in distribution
side. Themost effective strategy to compensate reactive power is the proper capacitor
placement [2]. Minimization of reactive and actual power losses, appropriate voltage
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profile management, power factor improvement is some of the major advantages of
the capacitor positioning in the distribution system [3]. Apart from these benefits,
if the capacitor’s measurements and location are not correct, the framework may be
vulnerable and transform in strange traditions, and voltage increasesmay pass cut-off
points, resulting in substandard power factors, parallel resonance problems, and bad
configurations [4, 5]. The size and position of capacitor is chosen with an objective
to minimize losses [6]. As a result, electrical power utilities have often prioritized
optimal capacitor allocation in electrical delivery systems. The optimal capacitor
allocation problem considers the position, type, and number of capacitors to be
deployed in order to reduce cost while stayingwithin theworking constraints. Several
solutions to this problem have been suggested, and they have been solved using a
statistical approach. Nowadays, the placement of optical capacitor is the focus for
most of the research work. Most of the papers on this topic has undertaken the issues
with PSO, graph search algorithms, ant colony optimization, genetic algorithms, and
fuzzy evolutionary programming [7]. Several promising methods are discussed for
capacitor considering size and location [8–10]. The constraints are also taken in to
consideration for selecting the location [11]. A nonlinear programming method was
proposed for positioning of capacitor as well as reconfiguration in demand to attain
the goal of radial distribution network service with the least amount of energy loss
[12]. The improvement in voltage profile using integration of electric vehicle and
renewable energy source was presented in [13]. From all possible nodes, the best
node for a certain size of capacitor is chosen, and the capacitor is then assembled.
In spite of faster solving capability, the analytical methods have a flaw in that they
cannot get out of local optima. The shortcomings of computational methods are
solved by evolutionary techniques were first used in the 1990s. Several researchers
[14, 15] have published on evolutionary strategies such as virtual annealing, Tabu
Quest, and GA. A general capacitor positioning problem formulation was proposed
considering physical aspects of capacitors and, operating limitations at various load
was solved.

2 Objective and Problem Formulation

The ultimate capacitor placement issue involves deciding the quantity, shape, and
positioning of capacitors on a RDS for reducing losses and ensuring voltage stability
at minimum cost of additional capacitors.

The load changes in the system over time are taken into account when measuring
energy losses in the system. A piecewise linear equation is used to estimate the load
length curve, and the time interval is separated using these assumptions. Based on
these assumptions, the load length curve, and the time cycle is estimated.

Minimize
n∑

i=1

Kei PLi +
k∑

j=1

KcjC j (1)
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where Kei = constant energy cost for load stage I
Kcj = the cost of a capacitor remains constant regardless of the form of capacitor

used at the jth place.
PLi = power loss at ith load stage.
C j = kvar injected at the jth node.
n = number of load levels.
k = no. of locations.
PL = total losses in the system.
The limits of voltage amplitude are expressed in Eq. (2), and given below

Vmin ≤ Vm ≤ Vmax (2)

3 Load Flow Analysis

3.1 Proposed Load Flow method

The direct backward forward sweep method (DBFSM) is a direct approach of load
flow analysis. Additionally, it is more suitable for radial distribution system than the
Newton Raphson method and Gauss–Seidel method, which are more useful in case
of transmission systems. This is due to the characteristics of distribution network
like radial construction, unbalanced load, lower time requirements, and a lower X/R
(reactance/resistance) ratio.

3.2 Backward Forward Sweep Method

In this method, at first iteration of the backward sweep, the effective output power
for each branch is estimated by taking into account the rated voltage at the source
nodes, and the voltages are measured using the forward sweep (FS) process. Hence,
the backward sweep (BS) begins at the end node and proceeds backward before it
reaches the source node. Voltage calculated in backward sweep only at source node
is used. The optimization technique stops if the voltage at the source node in BS
is less than the convergence criterion; if the voltage is greater than the convergence
point, the optimization process begins. Beginning with the feeder cluster head, the
FS is used to establish the voltages at every node. The feeder substation voltage is
set to the value obtained from a BS measurement. The successful branch current in
each branch is held at the same amount as in the BS during the FS.
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The load flow studies are essential in power system to analyze the system capa-
bility. The system’s static output is obtained by the load flow. A power-flow analysis
focuses on different types of AC power and typically uses simpler representation
like one-line diagram, for example (i.e., voltages, real power, voltage angles, and
reactive power). The transmission networks are classified as being in poor shape
because of one ormore of the following characteristics likeweaklymeshed networks,
also known as radial networks, high R/X ratio of distribution system, unbalanced
distributed load, inadequate length, multiphase, unbalanced process Generation at
a distance, etc. The Newton Raphson and other transmission system algorithms
have struggled with the distribution network as a result of these factors. Unlike NR
techniques, this approach does not require a Jacobian matrix.

A. Output of Backward forward sweep method (without compensation)

The voltage profile of a 33-busRDSwithout compensationmethod is shown in Fig. 1.
It has been observed that the voltage profile is not good, and it has to be enhanced for
efficient operation of power system. Theminimum andmaximum voltage magnitude
without compensation is 0.94215 pu and 0.99421 pu, respectively. The active power
loss is 216.0137 kW, and the annual cost is 36290.3061$.

Fig. 1 Voltage magnitude of 33-bus system without compensation
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4 Sensitivity Calculation

The primary goal of capacitor setting is to reduce losses. This goal can be achieved
if the capacitor is mounted in a position that contributes the most for loss reduction,
as not all positions have the same impact. Candidate destinations are chosen with
buses having higher sensitivities. As a result, the search space will be reduced. A
change in the system’s active power loss as a result of a change in reactive power is
expressed in Eq. (3), and is given by

dPl
dQi

= 2
n∑

j=1

(αi j Q j + βi j Pj ) (3)

where the values of αi j and βi j Eqs. (4) and (5), respectively

αi j = ri jCos
(
θi − θ j

)
/ViVj (4)

βi j = ri jSin
(
θi − θ j

)
/ViVj (5)

Pj is the active and Q j is the reactive power at bus j, respectively.
θi and θ j represents the voltage angle at node i and j, respectively.
Equation is used tomeasure the sensitivity of all nodes.Candidate sites are selected

from nodes with greater sensitivities.

5 Methodology

5.1 Particle Swarm Optimization

Thismethod is used to improve the iterative process trying to find a candidate solution
in terms of a mathematical validity parameter. It addresses the problem by generating
a population of solutions (dubbed particles) and moving them around in the solution
space to use a simple complex equation based on their velocity and position. The
movement of each particle is dictated by its local best-known site, but it is often
oriented toward the search space’s best-known sites, which shift as other particles
locate better places. As a result of this, the swarm is guided to the most favorable
position. As a result, the swarm is expected to carry in the direction of the right
solutions.

This approach can easily handle continuous state variables and efficiently explore
the search space. The procedure, on the other hand, can be applied to both discrete
and continuous variables. The PSO algorithm, like other evolutionary computational
algorithms, manipulates individuals using evolutionary operators. This method is
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chosen because of its simple concept, ease of implementation, better computational
efficiency, and robustness to control parameters.

The particle swarm optimization principle contains each particle’s velocity tran-
sition toward its distinct best (pbest) and global best (gbest) positions at each time
level. A random term is used for weight acceleration, with different random numbers
produced for acceleration toward the pbest and gbest positions.

The objective function can be formulated as
Minimalize f (X)
where in d-dimensional space, the ith particle is denoted by

xii = {xi1, xi2, . . . , xid}

The best previous location of the ith particle is verified and characterized as.
pbesti = {pbesti1, pbesti2,..., pbesti}
Between all the particles in the inhabitants, the directory of the finest particle is

denoted as gbest. Theproportionof theposition change for ith particle is characterized
as Si = {si1, si2,..., si}.

The updated velocity and location of an individual particle was considered from
current velocity and the position after pbest to gbest, is stated as follows.

Velocity of the particle

vt+1
i = wvt

i + c1r1
(
Pt
i − xti

) + c2r2
(
Gt − xti

)
(6)

Position of the particle : xt+1
i = xti + vt+1

i (7)

where v = speed of particle, w = inertia weight,
c = acceleration factor, r = random variable,
P = personal best, G = global best,
x = position of particle, t = iteration number.

5.2 Selection of Inertia Weight:

w = wmax − ((wmax − wmin)/itermax) * iter (8)

where w = inertia weight
wmax = 0.9; wmin = 0.4
iter = iteration number.
itermax = maximum iteration.
The flowchart for implementing PSO algorithm is presented in Fig. 2.
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Fig. 2 Flowchart for PSO implementation

5.3 Selection of Capacitor

The capacitor which has to be installed has the same value as that of required reactive
power of the bus when the required reactive power of the bus is same at all load
points. A switchable capacitor having same reactive power demand at the highest
load frequency is placed at a bus if the reactive power demand changes with load
levels.



280 M. K. Kar et al.

5.4 Choice of Number of Locations

The quantity of capacitor positions varies rendering to the downward order of their
sensitivity factor to discover the optimum number of positions. The system losses
after capacitor allocation have been noted, and it has been discovered that the system
losses reduce as the number of capacitor installation locations increases. The decrease
in actual power losses slows as the number of positions increases. The cost of
installing capacitors rises with a greater number of capacitors. As a consequence, to
increase savings, the number of positions should be optimized. Thismethod is known
as optimumcapacitor distributionmeanwhile the effect of capacitors located at earlier
defined positions is not taken into considerationwhen deciding the next position. PSO
algorithm is used to determine the best position for capacitor deployment.

6 Simulation Results

Two cases are considered for analysis. In the first case, three nodes are chosen for
capacitor placement whereas in second case, four nodes are chosen for the place-
ment of capacitor. Finally, a comparative analysis of voltage magnitude of a 33-bus
system without compensation, with three capacitor placement, and with four capac-
itor placement is shown in Fig. 3. It has been seen that the voltage profile is remark-
ably enhanced with compensation. The minimum and maximum voltage magnitude
in case-1 is found to be 0.95 pu and 0.99491 pu, respectively. In case-2, the minimum
and maximum voltage magnitude is found to be 0.95022 pu and 0.99535 pu, respec-
tively. Hence, it is confirmed that the voltage profile has been improved in case-2
with optimal placement of four capacitors.

Figure 4 presents the active power loss after compensation, and it is found to be
reduced after capacitor placement. The active power loss without compensation was
216.0137 kW which was reduced to 164.2228 kW in case-1 and 157.1435 kW in
case-2.

Comparative Analysis

A comparative analysis of active power loss, annual cost, the limits of voltage
amplitude, and capacitor’s size is presented in Table 1.

7 Conclusion

The performance of distribution system with the placement of capacitor is analyzed
using IEEE 33-bus system. The power flow in each branch has been calculated
using DBFS method. This method is suitable for the fast convergence characteristics
and radial structure system. By using PSO, the optimal position of capacitors in a
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Fig. 3 Comparison of voltage magnitude of 33-bus system without and with compensation

Fig. 4 Active power of a 33-bus system after compensation
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Table 1 Comparative analysis of different parameters with and without compensation

Parameter Without
compensation

With compensation

Case-1 Case-2

Active power
loss (kW)

216.0137 164.2228 157.1435

Annual cost ($) 36290.3061 27589.4339 26400.1029

Minimum
voltage (p.u.)

0.94215 0.95 0.95022

Maximum
voltage (p.u.)

0.99421 0.99491 0.99535

Bus and
capacitor size

Nil Bus No. Capacitor size
(kVAR)

Bus No. Capacitor size
(kVAR)

22 468.91 22 900

25 933.33 4 450

11 220.67 19 600

9 750

33-bus system was found out. The effectiveness of capacitor placement has been
analyzed using two cases. The significant reduction in loss and improvement in
voltage profile has been observed. The placement of capacitors also reduces annual
cost. It is observed that shunt capacitors efficiently minimize system power failure.
Thus, it may be concluded that the use of shunt capacitors in distribution networks
as reactive power compensators helps to reduce real power loss, overall cost, and
savings.
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